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Abstract - - In  this paper, we study the static behavior of distributed memory architecture with 
general tree structures. After defining and discussing the notion of average diameter, we first show 
that the average time it takes to send messages between any two arbitrary processors in a binary 
tree structure with n processors is e(log n), through combinatorial analysis. We will also show that 
we can extend this result to general tree structures with n nodes, with a reasonable assumption, i.e., 
when m = o(n), where m is the maximum number of children any node could have. 
We believe that the results presented in this paper have captured some important inter-processor 
data transmission behavior of computers with distributed memory architectures, particularly those 
with (binary) tree structured inter-processor networks. As an application of combinatorial and a- 
symptotic analysis, this paper solves yet another average path length problem, thus is also theoreti- 
cally interesting. Finally, some of the techniques we have developed in this paper might also be useful 
in the study of similar problems. (~) 1998 Elsevier Science Ltd. All rights reserved. 
Keywords--Performance evaluation, Tree structured networks, Routing problems, Combinatorial 
and asymptotic analysis. 
i .  INTRODUCTION 
Distributed memory  architecture is one of the dominant architectures of parallel computing, in 
which each and every processor has its own private memory  and all the processors are connected 
via a static interconnection network [2-4]. Besides those well-known interconnection structures, 
the tree structure, particularly, the binary tree structure, has also been extensively studied in 
literature, e.g., [5-10]. Basic parallel algorithms for such operations as addition, comparison, and 
counting, etc., supported with binary trees were investigated in [3], and more recently, in [2]. This 
structure has also been implemented in both experimental and real machines. For example, the 
DADO parallel computer uses a binary tree interconnection network [11] for the rapid execution of 
rule-based, AI-oriented software, and the CM5 machine uses an augmented binary tree structure, 
called/at-tree [12,13]. 
Knuth, in [14, Section 2.3.4.5], analyzed the average value of both internal path length and 
external path length in a binary tree. To quote Knuth, %he internal path length is defined to be 
the sum-- taken over all internal nodes---of the length of the paths from root to each node" and 
later on pointed out that the average path length over all binary trees is essentially proportional 
*A preliminary version of this paper, '~rhe average diameter of binary tree structures", is included in [1]. 
I would like to thank an anonymous reviewer for his/her helpful comments, which leads to the improvement of
this paper. 
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to nv~ (see footnote) 1. These quantities are certainly important in the areas of data structure 
and algorithm analysis, as they directly lead to the average time complexity of many (binary) 
tree related algorithms. It turns out that this result is also quite relevant o the inter-processor 
communication behavior of the tree structured network. In a tree structure, one or more nodes, 
e.g., the root, are designated as distinguished nodes, to which data are sent from various internal 
nodes and then are further broadcast o the others in the structure [4]. Thus, a significant 
amount of the inter-processor communication i  a tree structured network is carried out around 
a center. This part of the "centered" communication behavior of a binary tree structure is 
obviously captured via the average value of the above quantity of internal path length. 
On the other hand, to achieve high efficiency, the ordinary, direct, communication between 
any two processors i also necessary in a tree structured network. For example, a load balancing 
strategy was described for tree structures with two way traffic in [6], in which a scheduling 
program determines "whether a job that arrives at a local node should be processed at the node 
or should be forwarded to another node for processing". Clearly, with the optimal balancing in 
mind, such a job could be sent anywhere in the structure, as far as a lighter load is found. Such 
information exchange over arbitrary distance, both short and long, is also quite common in the 
ever existing routing problems, and in other areas, e.g., min-max tree construction and various 
search algorithm applications in AI. Finally, such messages cannot always be sent to some center 
of the tree, as this will quickly make that node a bottleneck [2]. The measurement of average 
diameter 2 satisfactorily characterizes this kind of direct inter-processor communication, without 
going through a center, within a network of any structure. 
The idea of average communication distance is certainly not new. As a matter of fact, to 
quote [16], "the concept of average communication distance has been used in many papers where 
communication cost is a concern, .. .  ", e.g., "it has been used to determine the best data 
placement arrangement and to decide on a schedule". There are also some attempts to formalize 
this notion. For example, a notion of average communication distance is suggested for an m x n 
mesh structure as one of the performance metrics [17]. Assuming a unit distance between any two 
adjacent processors, the communication distance between two processors P( i , j )  and P(k, l) is 
defined as li - k [  + IJ - I I ,  based on which, the average communication distance is obtained as the 
mean of the aforementioned communication distance. This notion is easy to calculate. However, 
it seems difficult to be generalized so that it can be applied to other network structures, as it 
depends on the coordinate system, which is usually only associated with a mesh system. We also 
want to point out that there might exist certain connection between this idea of average diameter 
with some other concepts in network communication such as dilation. 
Therefore, we believe that the results presented in this paper characterize another important 
inter-processor data transmission behavior of computers with distributed memory, particularly, 
those with (binary) tree structures. As an application of combinatorial nd asymptotic analysis, 
this paper solves another average path length problem, thus is also theoretically interesting. 
Finally, some of the techniques we have developed in this paper might also be useful in the study 
of some of the related problems. 
In the next section, we define and discuss the general notion of average diameter. We then 
analyze the average diameter of binary trees by applying various combinatorial techniques in Sec- 
tion 3. We further extend our results, in Section 4, to general tree structures, through asymptotic 
analyses. Section 5 concludes this paper. 
2. THE MEASUREMENT OF AVERAGE D IAMETER 
In a computer with a distributed memory architecture, for any processor to get access to 
the information kept in the memory of another processor, a message containing a copy of that 
1For a detailed erivation, readers are referred to [15]. 
2This notion of average diameter will be defined and discussed in the next section. 
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information must be transmitted from the latter to the former. Hence, as an essential component 
of such an architecture, a mechanism is provided to transmit information between processors, via 
the inter-processor network. It is clear that the time it takes to send a message, in any approach, 
is proportional to the hops, i.e., the number of links the message has to traverse before reaching 
its destination. 
To speed up the data transmission, it is certainly desirable to send a message along the shortest 
path between the source and the destination. Several research projects followed this direction, 
e.g., [18,19] and achieved some worthy results. But, in most of the cases, because of the in- 
creasingly heavy traffic and inherently limited bandwidth, such an ideal path is hard to find. 
On the other hand, to provide lower bounds for relevant routing algorithms, people usually use 
such "worst-case" measurement of diameter, called communication diameter in [2], defined as the 
maximum distance between any pair of processors in the network [3,4]. Expressed as a function 
of n, the number of processors, this quantity is certainly topology dependent. For example, it is 
well known that the diameters of a ring, a 2-d wraparound mesh, and a hypercube network, all 
with n processors, are O(n/2), O(v~),  and O(log n), respectively, [2,3]. 
Inspired by some of the more stimulating and sophisticated results in the area of algorithm 
analysis, the notion of average diameter of a network is defined as the average distance between 
any pair of processors in [20]. Taking all cases into account, this notion is intended to provide a 
global, less biased, thus more telling, measurement of the data transmission capability of a net- 
work. A general strategy to calculate the average diameter of a network is to apply combinatorial 
and other techniques to count the total number of paths between any two specific processors, 
usually the two furthest apart, in the relevant opological structure, calculate the sum of the 
length of all these paths, and then divide the latter by the former. This calculation leads to the 
average distance between those two specific processors, which was taken as the average diameter 
of the involved structure in [20]. In the rest of this paper, we use D~(n) to denote the average 
diameter of a structure ,~ with size n, under this interpretation. 
For example, in a traditional mesh with m x n processors, {pi,j [ 1 < i < m, 1 _< j _< n}, each 
and every processor is connected to four other processors, those immediately to its left and right, 
and those below and above it, in its traditional two-dimensional representation. It was recently 
suggested 3 in literature [22] that "communication may be augmented by providing additional 
diagonal inks .. .  " The average diameter for those two structures, referred to as M(4) and 
M(8), respectively, in this paper, are discussed in detail in [20,23,24]. We only point out here 
that, for M(4), let NM(4)(m, n) denote the total number of paths between Pl,1 and Pro,n, and let 
PM(a)(m, n) denote the sum of the length of those paths, a combinatorial nalysis hows that for 
all m, n > 2, 
n -1  n -1  n -2  " 
Divide PM(4)(m, n) by NM(4)(m, n), we obtain that, D~(4)(m, n), the average distance between 
Pl,1 and Pm,,~, is m + n - 2 (see footnote) 4.
We have also obtained, via combinatorial nalyses in [23,24], the following results for M(8): 
for m, n _> 2, 
'~ - l (m-1) (  k m-1  NM(S) (m, n) 
k=O 
and 
: )( ) ] PM(s)(m,n)=(m--1) n--1 + = m 1 m+n-k-2m m(m+n-k-2)n.__..k.__.~ " 
Sin fact, as pointed out in [2], this idea was discussed in [21] and later implemented in the MasPar MP1 and MP2 
machines. 
4This result is obvious, as the length of every path from Pl,1 to P,n,,,, in M(4), is indeed m + n - 2. 
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Noticing the locations where the variable k occurs in the above expression, it seems quite 
difficult, perhaps impossible, s to derive a closed-form expression for either N(m, n) or P(m, n). 
Although, a general closed-form expression has yet to be found for 1 DM(S) (m, n), we can use the 
above formulae to derive satisfactory results for some concrete cases, for example, D~(s)(2, n) -- 
n + O(1), for n > 2. 
The original notion of average diameter is intended to provide a better characterization f 
a network structure than the measurement of diameter. However, the above interpretation as 
adopted in [20] is clearly not satisfactory, at least in some cases. For example, in the case of a tree 
structure, as there is only one path between any two nodes, this interpretation does not provide 
any additional information. A more appropriate interpretation seems to be the average path 
length between any two arbitrary processors in a network structure. As it takes every possible 
path in the structure into consideration, this latter quantity provides a better picture of the 
global communication behavior of a network structure. This is the interpretation we will use in 
the rest of this paper, except indicated otherwise. As far as the general strategy is concerned, 
after dismissing the reference to specific processors, the aforementioned general strategy is still 
applicable. 
DEFINITION 2.1. Let $(n) be a structure, where n denotes its size. By Ns(n) and Ps(n), we 
mean the total number of paths between any two processors and the sum of the length of all the 
paths between any two processors in $(n), respectively, and by D$(n), the average diameter of 
$(n), we mean the average length of the paths between any two processors in $(n), which is 
defined by 
D2(n ) = Ps(n) 
Ns(n)" (1) 
For example, considering L(n), a linear list containing n nodes. For any 1 < i < n - 1 and 
i < j _< n, there is a unique path with its length being j - i. Thus, 
n-1 n(n - 1) 
NL(n) = Z Z I = 2 
and 
n-1  
Pn(n) = E Z (j --i) = n(n2 -- 1) 
6 
i----1 j> i  
Therefore, the average diameter of any linear list with n nodes, following this new interpretation, 
is 
n 2(n) = n + 1 
3 
Under this new interpretation, the calculation of the average diameter will become ven more 
complicated. As a result, it is quite possible that we cannot get closed-form results for certain 
structures, as demonstrated by the M(8) case, as we now have 
2 (m, n) = E l< i~m, l< j<_n  NM(S)(i, j)  
DM(S) Elc~i~m,l<_j<_n PM(s)(i, j) " 
These problems are certainly shared by almost all the analytical work, as there is no general 
method to find closed-form solutions to all recurrence relations [26, Section 10]. In this sense, 
the existence of closed-form solutions is really an exception, but not the rule. On the other hand, 
when Ns(n) and Ps(n) are available, we can always use them to calculate D~(n) for various n, 
and then apply various data visualization technique to provide a graphic characterization f the 
SBy observing Table 169 in [25, p. 169], it seems that an additional factor of ( -1 )  ~ is needed to make the involved 
binomial coefficient product expressible in a closed form. 
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network behavior. Besides this "practical" solution, we can also lift up some restrictions to get an 
approximated analytical expression. For example, we can have yet another interpretation of this 
notion of average diameter as the weighted sum of the average distance between any two arbitrary, 
but fixed, pair of processors, denoted as D~(n), for a structure of size n. 
For example, for M(4), given P1,1 and pi, j , i , j  > 2, their average distance s is i + j - 2. By 
assigning equal weights to those (m - 1) × (n - 1) pairs of such processors, we have that 
DaM(a)(m, n) = ~i>-2'j>-2(i W j - 2) 
(m - 1)(n - 1) = max{m, n}. 
Although, we still have yet found a closed-form expression of the average diameter of M(8), even 
under this alleviated interpretation, an asymptotic analysis hows that when m, n > 2, 
For further discussion of deriving various approximated values of average diameters, readers 
are referred to [27]. 
We summarize, in Table 1, some of the results we have achieved with respect o the notion of 
the average diameter, under different interpretations, for various network structures. 
Table 1. Summary of results. 
Structure 
Bus (Linear List) 
Ring (Circular List) 
Diameter 
n 
- -  for n is even 
2 
n+l  
for n is odd 
2 
D 1 D 2 
n+l  
3 
n+l  
2 
D 3 
n+l  
3 
n+3 
4 
M(4) rn + n - 2 m + n - 2 ? e(max{m, n}) 
M(8) re+n-2  O(max{m, n}) ? O( -~)  
Binary tree n n O(log n) O(log n) 
General tree n n O(log n) O(log n) 
3. THE AVERAGE D IAMETER OF A B INARY TREE 
Binary tree is one of the most frequently used topological structures, in which there exists a 
unique path between any two nodes. It is usually defined recursively as either empty or consisting 
of a specific node, called root, together with two subtrees, left subtree and right subtree, both of 
which are also binary trees [14, Section 2.3]. Given any two nodes, u and v, in a binary tree with 
n vertices, the length of the path between them could be as short as 1 and as long as n - 1, in 
the best and the worst case, respectively. 
3.1. The  Number  of  Paths  Among Nodes  in a B inary  Tree 
When a tree contains just one node, according to the "classic" graph theory, it will be considered 
to contain only one path, i.e., the empty one. However, considering that a processor usually will 
not send a packet back to itself, we would rather conclude that there is no path in this case. 
In general, based on the recursive definition of a binary tree with n nodes, we can easily find 
out a recurrence relation for N(n), (see footnote) r and then solve it to obtain a closed-formed 
6Note: the average distance between those two processors, in this case, only depends on the relative distance 
between them, but not on their actual positions. 
ZSince, in this section, we discuss binary trees only, we will drop all the subscripts for various function variables. 
For example, we use N(n), instead of NBT(n), etc. 
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solution [1]. On the other hand, since there is exactly one path between every pair of two distinct 
nodes, and there are exactly n(n-  1) of such pairs in a binary tree with n nodes, we immediately 
obtaixi, after considering the symmetric ases, that there are n(n - 1)/2 paths in such a tree. For 
example, any of the 14 binary trees with four nodes, as displayed in Figure 3, does have exactly 
six paths. 
We also notice that this general solution subsumes the base case. Therefore, we have the 
following result. 
THEOREM 3.1. Let BT  be a binary tree with n >_ 1 nodes, then 
N(n)  = n(n - 1) 
2 (2) 
3.2. The Sum of the Path  Length  
In this section, we are going to calculate the sum of the length of all these paths as identified 
in the previous ection. At first, we investigate S(n), which is the sum of those paths between all 
the interior nodes and the root of the tree, as this quantity is critical in the calculation of P(n). 
3.2.1. The sum of  the length of  some of  the paths 
In the tree in Figure 1, there are ten paths in total: four paths of length 1, four paths of 
length 2 and two paths of length 3. Thus, the sum of the length of all those paths is 18. On the 
other hand, if we only consider those paths between an interior node and the root, there are only 
four of them, two of which contain two edges and the other two contain one edge. Thus, its "S 
value", i.e., the sum of those paths from the four interior nodes to the root, is 6. Furthermore, 
if those five nodes were arranged linearly, then the S value would be 10. Thus, not surprisingly, 
for a binary tree, its S value depends on its "shape". Hence, we have to consider all the possible 
cases to obtain an average value of the desired quantity. 
Figure 1. A binary tree with five nodes. 
Let S(n, i) be the same quantity as S(n) except hat there are exactly i(_> 0) nodes in the left 
subtree. We have the following recurrence relation: 
8(1) = O, 
n--1 
s(n) = ! s(n,i). 
n 
i--0 
(3) 
SA similar notion of internal node is frequently used in graph theory to refer to nodes that  have children, e.g., [28, 
p. 94]. Particularly, any leaf is not an internal node, but  the root could be, if it is not the  only node in the graph. 
In this paper, we use the term of interior node to refer to any node other than the root. Hence, a leaf could be 
an interior node, if it is not also the root, while the root will never be taken as an interior node. 
Genera l  T ree  St ructures  
v0 
i 
Figure 2. The general structure of Tvo. 
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LEMMA 3.1. Let BT  be a binary tree with n >_ 1 nodes, then 
S(n) = (n + 1)(2//. - 4) + 4. 
In the above, by H, ,  we mean the n th h~on ic  number [25, Section 6.3]. 
For example, 
( 1 3 7 )  17 2 
S(5)=6(2H5-4)+4=6 2x- .~- - -4  +4=6x~-~+4=7g.  
(s) 
Let Tvo be a binary tree rooted at v0, let Tv2 be its left subtree, containing i (_> 0) nodes, and 
let Tvl be its right subtree containing n - i - 1 nodes, as displayed in Figure 2. 
We do a case analysis. 
* i = 0: By the assumption of this case, there are n - 2 nodes in Tv~. As there is a unique 
path between any interior node in Tv~ and vx, each of those paths can extend to a unique 
path between that interior node and v0 in Tvo. Thus, 
S(n, O) = Z IP] = Z (IPl + 1) + I{(vx, v0)}[ 
p,(vx ,vo)ET~ o pET,,x 
= ~ Ip l+ l ipe~, I I+ l=S(n-1)+n-2+l=S(n-1)+n-1 .  
pET,,~ 
The case of S(n, n - 1) is symmetric. 
. In general, similar arguments lead to the following calculation: 
S(n,i) = y~ IPl = ~ (IP~I + 1) + Z (IP21 + 1) + I{(Vl,VO)}l + I{(v2,vo)}l 
pET~ o p* E'T~ 1 P2 ET~ 2 
= ~ IPlI+ Y~ I P21+I{P le~I I+ I{P2e~,} I+2 
P*ET~ x P2ET~ 2 
= S(i) + S(n - i -  1) +n-  1. 
It can be easily checked out that the general case subsumes the base case, whence i = 0. 
Therefore, we have that for all i _> 0, 
s (n ,  i) = s ( i )  + s (n  - i - 1) + n - 1. (4) 
Combining with equation (3), we have the following recurrence relation for S(n): for all n _> 1, 
n-1  
1 
s ( . )=  . . . .  ~{s( i )+s( .  i 1)+n 1} 
n 
i=0 
1 n -1  ~__~_ ___  
= - > ~2s(m + ~-  1. 
n 
i=0 
To solve the above recurrence relation for S(n), we apply the classic technique of '%elescoping" 
used to solve a similar recurrence relation involved with the analyses for the quicksort algorithm. 
More specifically, we subtract (n - 1)S(n - 1) from nS(n), and continue from there. Below is the 
closed-form solution for S(n). 
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3.2.2. The  sum of  the length of  all the paths 
Now, we are ready to calculate P(n), the sum of the length of all the paths between any two 
nodes in a binary tree with n nodes. For a binary tree with four nodes, as displayed in Figure 3, 
its "P value", i.e., the sum of the length of all its paths, could be either nine or ten, depending 
on its shape. Thus, similar to the previous case, we define a notion of P(n, i) for a binary tree 
with n nodes as the same notion as that of P(n),  except hat the tree contains i (> 0) nodes in 
its left subtree. 
",, "> × .> 
• K" / "  
<. :; × <" /" 
Figure 3. The fourteen binary trees with four nodes. 
We have the following recurrence relation for P(n): 
P(1)  = 0, 
n--1 
i=0 
n>2.  
(6) 
We begin by observing that P(1, 0) = 1, and P(2, 0) = P(2, 1) = 1. 
In general, let T~ o be a binary tree as shown in Figure 2. Again, each path either completely 
belongs to Tv2 or ~;  or contains v0. As those three categories are exclusive from each other, we 
can sum up those three terms independently. 
With respect o the first two partial sums, we have P(i) and P(n - i - 1). It  is not clear, at 
this point, how to express the third partial sum, which sums over the length of all the paths that 
contain v0. Let it be denoted as l(n, i), i >_ O. 
• i = 0: There are n - 2 interior nodes in T~I. As each path between any interior node in 
Tvo and v0 can be either regarded as the edge (vo,vl) itself, or the concatenation of the 
edge (vo, vl) and a unique path between that interior node in Tv~ and Vl, we have the 
following: 
t(n,o) = 
PET,, o 
--Z 
PETv I 
Ipl = (Ipl 4- 1) -4 - l{ (vo ,v l )} l  
pET~ 
IP[ + [{P[P E T~I}[ + 1 = S(n - 1) + (n - 1). 
In the above derivation, as ~-~.pET~ I IPl summarizes the length of all the paths between an 
interior node and the root of the tree, in ~i, with n - 1 nodes, including ~1 itself, thus, 
by definition, equals to S(n  - 1). 
• In general, there will be i - 1 and n - 2 - i interior nodes in Tv2 and ~,  respectively. 
Thus, there are that many unique paths between an interior node in ~2(~)  and v2 (Vl). 
Each of those paths can be further extended to v0 and V 1 (V2). 
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More specifically, let us consider such a path in T~ 2 . 
- Any such unique path, together with an extra, and empty one, from v2, can extend to v0. 
This case contributes 111(n, i )(= S( i)  + i) to S(n, i). 
- Such a path can also emend to vl. This case contributes 112(n,i)(= S(i)  + 2(i - 1)). 
Thus, the left subtree alone contributes l l(n, i) = 2S(i) + 3(i - 1) + 1 to the total sum. Symmet- 
rically, the right subtree alone contributes 12(n, i) = 2S(n - i - 1) + 3(n - 2 - i) + 1 to the total 
sum.  
Moreover, for any path, Pk, between an interior node in Tv~ and v2, and any path, qj, between 
an interior node in Tvl and vl, there is a path Pk, (v2,vo,vl) ,qj  in Tvo. This part contributes the 
following to the total: 
, -1 ) 
13(n , i )=k=l  ~/  ~'= (]Pkl+lq3l+ 2) 
= (n - 2 - i)([pkl + 2) + ~ Iq31 
k----1 j= l  
i -1  
= Z[ (n -  2 -  i)(Ipk I + 2) + S(n-  i -  1)1 
k=l  
i--1 i--1 
= (n - 2 - i)  (IP I + 2) + - i - 1) 
k=l  k=l  
= (n -  2 -  i )S( i )  + ( i -  1)S(n - i -  1) +2( i -  1 ) (n -  2 -  i). 
Finally, we also include the path (v2, vo, vl), whose length is 14(n, i) = 2. 
Taking all into account, we have that for i k 1, 
l(n, i) = (n - i )S( i )  + (i + 1)S(n - i - 1) + 2(i - 1)(n - 2 - i) + 3n - 5. (7) 
It can also be easily checked out that the general case subsumes the base case, as well. 
Combining equations (6) and (7), we have that, for all n > 1, 
n--1 
P(n)  = 1 E {P(i) + P(n  - i - 1) + l(n, i)} 
n 
(8) 
n--1 
1 Z (2P(i) +l (n , i )} .  
n 
i=o 
Applying various combinatorial techniques, a lengthy manipulation 9 eventually leads to the fol- 
lowing closed-form solution of P(n).  
THEOREM 3.2. Let BT be a binary tree with n > 1 nodes, then 
P(n)  = 2 {(n + 1) [(n + 1)Hn+l + 2Hn] - (3n 2 + 6n + 1) }. (9) 
For example, given a binary tree with four nodes, the sum of the average length of all the six 
paths can be calculated by using equation (9) as follows: 
P(4) = 2 .5 (5 . / /5  + 2. / /4)  - 2(3.16 + 6 .4  + 1) 
= 10 (5 .  ~-07 + 2- ~-~2)-2(48+25) 
= 10. 1~ _ 146 = 
59 
12  6 
°Some of the essential steps of this calculation are included in the Appendix. 
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The above answer might be explained as follows. As Figure 3 shows, all the binary trees 
with four nodes can be categorized into four groups, depending on the number of nodes in the 
left subtrees. Based on the original definition of P(n), i.e., equation (6), we have the following 
equation: 
3 3 
1 1 
e(4) = ~- Z 2P(i) + ~ E l(4, i) = 2"1 + Z2. (10) 
i=0 /=0 
In equation (10), the term 2"1 calculates the contribution made by the subtrees and the term 2"~ 
calculates the contribution of those paths that are extended from the subtrees to the root. 
The coefficient, 2, in 2"1 reflects the fact that the first and the third group, as well as the second 
and the fourth group, are symmetrical. The denominator, 4, for both terms reflects the equal 
weights we assign to the four groups. We have that 2"1 = (2 × 5/4) = 5/2, l(4, 0) = l(4, 3) = 17/3, 
and/(4, 1) = l(4, 2) = 9. These values add up to P(4). 
3.3. The Average Length  of Any  Path  in a B inary  Tree 
Based on equations (1), (2), and (9), we have the following expression. For all n > 1, 
D2(n ) = 4 {(n + 1)[(n + 1)Hn+l + 2Hn] - (3n 2 + 6n + 1)} (11) 
n(n - 1) 
The following result can be found, e.g., in [25, Section 6.3]. 
an "~ I n (n )  q- ~ q- O (n - l )  , 
where 7 = 0.5772156649... is called Euler's Constant. 
Thus, Hn = @(logn), based on which we can easily derive that S(n) = 2nlogn + O(n) and 
P(n) = 2n 2 logn + O(n2). Also, N(n) = (n2/2) + O(n). Hence, we have the following result. 
THEOREM 3.3. The average diameter of a binary tree with n nodes is O(logn). | 
The table in Table 2 lists some initial values for various functions, which are easily expandable 
through dynamic programming, as well as their asymptotic expressions. 
Table 2. Listing of values. 
NBT(n) H~ SBT(n) PaT(n) D~T(n) 
1 0 1 0 0 n /a  
3 2 1 : 1 1 1 
11 8 4 3 3 4 6 5 
25 29 59 59 
4 6 
12 6 6 12 
137 37 346 346 
5 10 
60 5 5 50 
n 2 
n +O(n) logn +O(1)  2n logn +O(n) 2nZlogn TO(n) e( logn)  
2 
4. THE AVERAGE D IAMETER OF A GENERAL TREE 
In this section, we investigate the average diameter of a general tree, in which a node may have 
more than two children, by generalizing the results we have obtained for the binary trees. As this 
case is quite complicated, a precise combinatorial nalysis does not seem to be practical. Instead, 
we make an asymptotical nalysis, which suffices for many practical purposes. Particularly, we 
will show that, under a reasonable assumption, the average diameter of any general tree with n 
nodes is also O(log n). We use such asymptotical notions as O, o, f~, O, in their normal sense [15]. 
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4.1.  A Convers ion  P rocedure  
Let Tr(rn, n) be an m-ary tree, rooted at r, with n nodes, such that r has m children; and any 
other node has at most m children. I° As the cases of m _< 1 are trivial, 11 and the case m being 
two has been tackled in the previous section, we assume that m > 2. 
Given an arbitrary Tr(m,n), we can follow a mechanical procedure, e.g., the following one, 
based on the natural correspondence [14, p. 333], to convert it to a binary tree. Let F(T) = 
(Tr l ,Tr2, . . . ,Trm) be the collection of the subtrees of T~(m,n), the binary tree, B(T), corre- 
sponding to T (= Tr(m, n)), can be derived as follows. 
SI: Remove r from T to form F(T). 
$2: Construct B(F), the binary tree corresponding to F(T), as follows: the root of B(F) is r l ,  
the left Subtree of B (F) is B(TI,1, T1,2,...,  Tl,p), where TI,1, T1,2,.. . ,  Tl,p is the collection 
of subtrees of T1, and the right subtree of B(F) is B(T2 ... .  , Tm). 
$3: Finally, the root of B(T) is r, the left subtree of B(T) is B(F), and its right subtree is 
empty. 
The example we give, in Figure 4, demonstrates the process of converting a 3-ary tree to its 
binary correspondent. 
$2 Sz 
. 
Figure 4. An example of tree conversion. 
A simple counting shows that the average diameter of the above general tree and its binary 
correspondent are 29/15 and 2, respectively. 
Obviously, in S1, the number of paths, thus the sum of their length, is reduced. We call 
these two decrements, riTE(m, n -- 1) and lTF(m, n -- 1), respectively. In $2, besides recursively 
converting simpler trees into corresponding binary trees, roots of adjacent subtrees are connected, 
which leads to an increase of more paths, as well as the sum of their lengths. We call these two 
increments in $2, nfB(m,n  -- 1) and lFB(m,n -- 1), respectively. Finally, in Step $3, r, the root 
of the original tree, is put back, which leads to more paths. We call the increments, in both the 
number of paths and the sum of their lengths, nB(n) and ls(n), respectively. 
4.2. Path  Ana lyses  
We have the following notions for m-ary trees. 
DEFINITION 4.1. Let Tr(m,n) be an m-ary tree with n nodes. By NT(m,n) and PT(m,n), we 
mean the number of paths and their sum in Tr(m,n), respectively, and, by ST(re, n), we mean 
the sum of the length of those paths that lead from an interior node to r. 
l°This notion of m-ary tree sometimes means a complete tree, i.e., every node other than a leaf has exactly m 
nodes [28, p. 94]. Here, this notion simply meaus a generalized binary tree, which may not be complete. 
liThe case of m = 0 leads to a null graph, for which, obviously, the average diameter should be defined as, which 
the case of m -- 1 leads to a linear list, which has been analyzed in an example immediately after Definition 2.1. 
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DEFINITION 4.2. Let Tr(m, n) be an m-ary tree with n nodes. By NF(m, n -  1) and PF(m, n -  1), 
we mean the number of paths and the sum of their length in F(T) ,  the forest formed by removing 
the root r from the original T~(m, n), respectively. 
Obviously, we have that Tr(1, 1) is a (trivial) binary tree. Hence, NT(1, 1) = NBT(1) and 
PT(1, 1) = PBT(1). 
Let m be arbitrary but fixed, assume that for all k < n, NT(m, k) = O(NBT(k)), ST(m, k) = 
O(SBT(k)), and PT(m, k) = O(PBT(k)), we will prove, by structural induction, that 
NT(m,n)  = O(NBT(n)) and PT(m,n)  = O(PBT(n)). 
Based on the discussion we made at the end of Section 4.1, we have that 
NT(m,n)  = NBTF(m,n  -- 1) + nTF(m,n  -- 1), 
NF(m, n - 1) = NBT(n -- 1) -- nFB(m, n -- 1), 
NBT(n -- 1) = NBT(n) -- nB(n), 
and 
PT(m,  n) = PF(m,  n -- 1) + lTF(m,  n -- 1), 
PF(m,n-  1) = PBT(n -  1) - - I FB(m,n-  1), 
PBT(n  -- 1) = PST(n)  -- l s (n ) .  
Hence, we have that 
NT(m,n)  = NBT(n) + riTE(m, n -  1) - -n fB(m,n-  1) --riB(n), 
PT(m, n) = PBT(n) + lTF(m, n -- 1) -- IFB(m, n -- 1) -- IB(n). 
(12) 
(13) 
4.2.1. Decide nTF(m, n -  1) and ITF(m, n -- 1) 
Step $1 of the conversion process removes r, the original root of Tr(m, n) to form a forest, 
F(= (Trl, T~2,..., T~m)), which is the collection of all the subtrees of Tr(m, n). Figure 5 shows 
the situation. 
S1 
Figure 5. The result of applying $1. 
Let each of those subtrees, rooted at ri, i E [1, m] have k~ nodes, we have that 
m 
y~k~=n-1. 
i=1 
• Let p be a nontrivial path in Tr~,i E [1,m], i.e., p does not contain only ri. Any such path 
leads to m paths in Tr, i.e., a single path p, (ri, r) with length being IPl + 1 and m - 1 
paths in the form of {p, (r~, r, rj) I J ~ i}, with the length of all of them being IPl + 2. 
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m--I 
Thus,  fo r  k l  E [1 ,R  - m] ,  k2 • [1,n - m - k l ] , . . . ,  km• [1 ,n  - ~-~i=l ki], 
m m 
nlF(m,n--1)=~,  m=m~--i~l{pETr,}l 
/=1 pETr i i=1 
m 
= m~-~(k i  - 1) = m(n - m - 1), 
i=I  
and 
m 
l~,,F(~#, , n -- 1, k l , . . . ,  kin) -~ ~ ~ [(m - 1) ( Ip  I -4- 2) -4- ( Ip l  Jr- 1)1 
i= l  pET. i
It& 
= ~ ~ [mlpl + (2m + 1)1 
i----1 pET.  i 
m 
= m~-~Sr(m,k,)  + (2m - 1)(n - m - 1). 
i= l  
• Among r and r~,i E [1,m], there are exactly m paths of length 1 and C(m, 2) paths of 
length 2. 
Thus, 
m(m - 1) m(m + 1) 
n2F(m, ,~ - 1) = m + = 
2 2 
and 
12F(m,n--1) =m+ 
m(m - 1) 
.2_ - -m 2. 
• Finally, let p, q be paths in Tr, and Tr,, j # i, respectively, such that neither of them is a 
trivial path that contains only ri or rj. Any such pair of paths corresponds to another one 
in Tr, i.e., p, (r i ,r,  r j ) ,q ,  with length being [Pl + Iql + 2. Hence, for kl E [1,n - m],k2 E 
[1 ,n -m-k1] ,  , kmE[1 ,n -V 'm- lk  3 • • • l . .~ i= l  $1, 
n3F(m,n--  1,kl , . . . ,km) = 
m 
E EZl 
i=i i>i pET~ qeT¢ 
m 
}-~(l{p e Tr ,} l"  I{q e Tr j}l)  
i=1 j>i 
m 
~(k , -  l)(kj- 11, 
i=1 j>i 
/3F (m ,n  -- 1 ,k l , . . . ,  kin) = 
m 
E 
i=l 
m 
E 
i=1 
m 
i----1 
j> i  pET~ qET i
[(ki - 1)ST(m, ki) + (kj - 1)ST(m, k~) + 2] 
i>i 
[(ki - 1)ST(m, kj) + (kj - 1)ST(m, ki)] + m(m - 1). 
j>i 
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Combining the three items together, we have that for kl E [1, n - m], 
. . . ,  k,,, e [1, n - Z%~ 1 k~], 
m 
nTF(m,n- -  1, k l , . . . ,km) = Z Z (k' - 1)(kj - 1) + 
i=1  j>i  
and 
k2 e [1, n - m - k l ] ,  
m(2n - m - 1) 
m 
lTF(m,n -- 1,kt, . . .  ,kin) = Z Z [(k, - 1)ST(m, kj) + (kj - 1)ST(m, ki)] 
i=l j>i  
m 
+ m Z ST(m, ki) + (n -  1)(2m - 1). 
i----1 
4.2.2. Decide nFB(m,n -- 1) and I fB (m,n  - 1) 
Step $2 of the conversion procedure, besides recursively converting the subtrees, T,-~, i E [1, m], 
into binary trees, connects the roots of those subtrees. Figure 6 shows the effect of applying this 
step. 
82 
Figure 6. The result of applying $2. 
• By inductive assumption, as for all i, k~ < n, we have that for all i, NT(Tr,) = O(NBT(ki)), 
and PT(Tri) = O(PBT(k~) ). Therefore, 
m m 
nlFB(m,n-  1) = Z O(ki2) = n Z O(ki) = O (n 2) 
i=1  ~----1 
and 
m 
t~B(~, n - I) = ~ o (k~ ~ log(i)) = o (n = log(n)). 
i=I  
* For any p and q in Tr~ and Trj, j > i, respectively, there is a path, in B(F) ,  (p, r~1, ri, 
rj, rjl, q), with length IP[ + [q[ + ( J -  i). Thus, for kl E [1, n -  m], k2 E [1, n-  m-  kl] , . . . ,  km 
E [1,n m--1  - I :~=1 k~], 
n2FB(m,n-- 1, k l , . . . , km)  = Z Z (k' - 1)(kj - 1) 
i----1 j>i  
and 
m 
1,kl, ,kin)-- E E Z E(I.l÷ 
i----1 j>i  pET~ qETj 
m 1 3 2 O(mn). = ~ ~( (k ,  - l lSr(~, k~) + (k~ - 1)ST(m, ~,11 +gm n + 
i=1  j>i  
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Among r/'s, i E [1, m], there are m-  1 paths of length 1, m -2  paths of length 2 . . . .  , and 
1 path of length m - 1. Hence, 
and 
m--1 m2 
n3FB(m,n-- 1) = E i = -~- + O(m) 
/=1 
m 
13FB(m,n-- 1) = E(m-  i)i = 1 3 gm + O(m). 
i=1 
Combining the above three parts together, we have that for any kl E [1, n - m], k2 E [1, n - 
rn--1 m - k l ] , . . . ,  k,-, • [1, n - ~-':-,=1 k,], 
and 
m m2 
nFB(m'n- -  X 'k l ' " "km)  "-~ E E (ki - 1)(kj - 1 )+ -~-  + O (n2), 
i= l  j> i  
m 
IFB(m,~ -- 1,k l , . . .  ,kin) -~ E E ((ki - 1)ST(m'kj) -{- (kj - X)ST(m, ki) ) 
i=1 j>i 
+ lm3-2  + 0 (n2 log(n))  
6 "~ 
4.2.3. Decide ns(m,n  - 1) and l s (m,n  - 1) 
Step $3 adds back r, the root of the original tree to B(F)  to form B(T).  Figure 7 shows the 
effect of this step. 
s3 
Figure 7. The application of Sa. 
Let p be any path in B(F) ,  it leads to a unique, additional, path, p, (r/,r), with path length 
IP[ + i, in B(T).  Hence, as there are n - 1 such paths we have that 
ns(n)  = n - 1, 
and for kl e [1, n - m], k2 e [1, n - m - k l] , . . . ,  km E [1, n - ~-~m__~l k~], 
m m 
t~(n) = ~ ~ (Ipl + i) = ~ SBT(kO + O(mn) = 2nlogn + O(mn). 
i : l  PETrl i=I 
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To summar ize ,  we have that ,  for any k l , . . . ,  kin, such that  kl  E [1, n - m], 
k l ] , . . . ,  km e [1, n - E~=I  1 ki], 
Let  
we have that  
k2 E [1, n -m-  
nTF(rn, n -- 1, k l ,  . . . , km) - nFB(rn, n -- 1, k l , . . . , km)  - riB(n) 
m(2n  -- m -- 1) m 2 
= 2 - -~-  - 0 (n  2) - (n -  1) 
r~--I ( . - . , - k , )  {"-Z,=,  k,} 
E=E E . .  E , 
kl k~=l k2=l km=l  
aTE(m,  n -  1) - -nFB(m,n-  1) - -nB(n)  
Y]~k, {nTF(m,  n -- 1, k l , . . . ,  kin) - nFB(m,  n -- 1, k l , . . . ,  kin) - nB(n)}  
Similar ly,  we have that  
=O(n2). 
ITF(m, n -- 1, k l , .  • •, kin) - lFB(m,  n -- 1, k l , .  • •, kin) - lB(n) 
m 
= 7nEST(m, ki)(see footnote)" _~_ (n -- l ) (2m -- i) 
i--1 
- -  lm3n2 + O(mn)  -- 0 (n 2 log(n))  -- O(2n log n) -- O(mn)  
6 
m 
= m E(2k ,  log(k,)  + O(k,) )  + O(mn)  
i=1 
= 2mn log(n)  + O(mn)  
= o (2n log(n)),  as m = O(n). 
Hence, 
l TF (m,n  -- 1) -- l FB(m,n- -  1) -- lB(n) 
= •k ,  { ITF (m,n- -  1 ,k l , . . . , km)  - l FB(m,n- -  1 ,k l , . . . , km)  - /B (n)}  = O (2n 2 log(n) ) .  
Therefore,  by equat ions  (12) and (13), and the prev ious  results  on NBT(n)  and PBT(n) ,  as 
ca lcu lated in Sect ion 3, we have that  the fol lowing. 
THEOREM 4.1.  Let  T (m,  n) be an m-ary  tree with n nodes. Then 
NT. (m,n)  = O(NBT(n) )  and PT(m,n)  = O(PBT(n)) .  
4.3. The Average Diameter of a General Tree 
By using the results, we obtained in the previous section for NT(m, n) and Pf(m, n), we have 
the following result: 
PT(m,  n) 2ran log(n)  + O(mn)  2 log n + O(1)  
D2(m'n)  = NT(rn, n) = mn -- rn 2 - O(m/2)  = 1 -- m/n  -- O(n-1)"  
12As far as ST(re, n) is concerned, the only effect is in 81, in which the sum is decremented, and 83, in which it 
is incremented. We have that ST(re, n) = SBT(n) + (n -- 1) -- O(rn 2) = 2nlogn + O(n). 
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We now briefly analyze the relationship between and m, i.e., the number of nodes and the 
number of maximum branches in an m-ary tree. We begin with an observation that 2 < m _< n -  1. 
The average case is not known to this author. But, we believe that it is reasonable to assume 
m = o(n). This assumption is certainly supported by the fact that m is usually taken as a 
constant in various applications. Moreover, this assumption immediately holds when the tree has 
a "nontrivial height", and each node is not "trivially sparse". For example, for a constant k > 0, 
if at least 1/k of those m nodes at depth 1 have children, and if each of them has at least talk 
children themselves, then we will have, for this tree with height at least 2, that m < kvfn, i.e., 
m = o(n) .  
Particularly, when T is a complete m-ary tree 13 with depth d > 1, noticing that m > 2, we 
have that 
d md+l _ 1 md+l 
=2rod"  
i=0 
Hence, 
m> 
In other words, m = ~(nl/d). Similarly, we can show that m = O((n + 1)l/d). Hence, in this 
case, m = O(nl/d). 
Although the general condition that m < n - 1 only implies that D~(m, n) = n log n, we do 
have the following theorem. 
THEOREM 4.2. Let T(m, n) be an m-ary tree with n nodes, and m = o(n). Then 
D?r(rn, n) = O(log(n)). 
5. CONCLUDING REMARKS 
The results achieved in this paper can be further extended. It is clear that binary trees have 
different structures and the number of trees with one structure is generMly not the same as that 
with a different one, even all symmetries are taken into consideration. For example, observing 
from Figure 3, among 14 binary trees with four nodes, there are basically two structures: ten 
trees share one structure, while the other four share the other. We might want to take this 
inequality into account when calculating the number of paths and their lengths. 
By C(n), we mean the number of binary trees with n nodes, which is also referred to as the 
Catalan number [15]. The solution of C(n) is well known, e.g., in [5, p. 369], which is given as 
follows: 
C(n)= --n+11 (2 : )  . (14) 
This consideration leads to more general definitions. For example, 
g~v(1  ) = 0, 
1 1~[2C( i )  xNBr(n, i )+pq(n, i ) ]} " (15) 
N$T(n) = ~(n) I, ,=o 
It is clear that, by and large, the calculation will be the same as before, although we do expect 
that  it will be more complicated and the results might not be as clean. 
We end this paper with a rather general comment. We notice that  the  solution of some problems 
often consists of two parts: one is relatively stable, the other varies with actual situation. For 
X3By a complete rn-ary tree, we mean a tree in which all leaves are at the same depth and any node other than a 
leaf has exact ly m children. 
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example, the solution of a linear differential equation system consists of two parts, a homogeneous 
one and a specific one. The former is decided by the structure of the system, while the latter 
is decided by a specific term, as well as the structure. This solution pattern is shared by some 
other problems as well, for example, the one in solving linear recurrence relations with constant 
coefficients [26, Section 10.3]. In the real life situation, the time it takes to drive to work depends 
not only on the actual traffic situation, but also on the road structure. The latter does not depend 
on time, thus, a more stable factor. 
The problem of characterizing the behavior of network system also falls into this category. 
In general, there are at least two factors that decide the behavior of a communication system. 
One is the actual traffic flow which is dynamic and often difficult to characterize. The other 
is the system structure, which is static and can sometimes be precisely specified. These two 
factors are referred to as dynamic and static behaviors in [24], respectively. Neither the static 
nor the dynamic captures the whole picture. As pointed out in [2, p. 5], when the traffic is 
heavy, even the diameter is an overly optimistic lower bound. But our experience shows that the 
static half is easier to specify and analyze and usually plays a more general and stable role in the 
characterization. 
Our results in this paper on average diameters, as well as some of the other results obtained 
through a mathematical nalyses, show the static behavior of the relevant structures. 
APPENDIX  
A SAMPLE CALCULAT ION 
In this section, we present some of the key steps in calculating P(n), for the binary tree case. 
Continuing with equation (8), we have the following: 
n-1  n -1  
nP(n) = Z {2P(i) + l(n, i)} = 2 Z P(i) + D(n), (16) 
i=0 i=0 
n -1  n -1  
V(n) = Z l(n, i )  = Z { (n  - i)S(i) + (i 4- 1)S(n  - i - 11} 
/----0 i f0  
n -1  
+ Z[2( i  - 1)(n - 2 - i) + 3n - 5]. 
i----0 
Trivially, we have that 
n-2  
(n - 1)P(n - 1) = 2 Z P(i) + D(n - 1). (17) 
i=O 
By applying the telescope technique, we subtract equation (17) from equation (16) and obtain 
the following: 
nP(n) = (n + 1)P(n - 1) + A:D(n). (18) 
zxv(n)  = :O(n) - V (n  - 1) 
= [ (n - i )Ss r ( i )+( i+ l )S (n - i -1 ) ] -y" [ (n - i  - 1)S( i )  + (i + 1)S(n - 2 - i)] 
k i=O iffi0 
n - I  n -2  } 
+ { i__~0[2( i -1 ) (n -2 - i )+3n-5] -Z[2( / -1 ) (n - i - -0  3 - i )+3(n -1) -5 ]  
i -1  n--2 
= (n -  11 + ES( i )  + Z( i  + 1) [S (n - i -  1 ) -  S(n -  2-  i)l 
i-----O iffiO 
n -2  
+ E[2( i  - 1) +31 = (n  - 1) +21 +22 +~3"  
i----0 
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We have that 
z2 = 
z3 = 
n--1 n -1  n -1  
Z S(i) = E[2( i  + 1)Hi - 4i I = 2 ~-'~(i + l lHi - 2n(n - 1), 
i=0 i=O i=0 
rt -2 
y~' ( i  + 1) [s (n  - i - 1) - s (n  - 2 - i) l  
i=0 
n -2  
2 y~( i  + 1)H ._ , _1  - ~(n  - 1), 
i=0 
n -2  
~-'~(2i + 1) = (n - 1) 2. 
i=0 
Therefore, 
n-1  n -1  
AV(n) = 2 ~( i  + 1)(H, + Hn-~- l )  - 2~(n - 1) = 2(n + 1) ~ H, - 2n(,~ - 1). 
i=0 i=0 
Applying some of the techniques developed in the theory of generating.functions [25],the following 
results are quite straightforward. 
>-"~ l z "  = In1 1 , 
n z 
n>o 
1 z ln l  1 ~ "~Hnzn = 1 -  -- Z' 
n>O 
n~>0 Hi z n -  
Hence, we have that 
n--1 
Hi  ~. [zn]( see footnote) 14 
i=O 
1 1 
- - I n - -  
z ~2 1 - z" (1 ] 
z 2 ln__.l 
( l - z )  1 z 
- -  = n(H,~ - 1). 
Combining the above results with equation (18), we have the following recurrence relation of 
P(n), the solution of which is straightforward. 
n+ 
P(n)  = - - - - !1P(n  - 1) + 2n(,~ + 1)H .  - 4n  
n 
-n+lp(n-2)+2(n+l ) (Hn- l+Hn) -4(n+l ){  (n-1) n n+ln ) 
n n i 
. . . . .  2(~ + 1) ~ H,-4(n + 1) ~ i -; 1 
i=2 /=2 
= 2 {(n h- 1)[(n q- 1)Hn+l q- 2Hn] - (3n 2 -4- 6n + 1)}. 
This concludes the calculation. 
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