A numerical investigation of the interactions between adjacent cooling tower plumes by Bornoff, Robin B
A Numerical Investigation of the Interactions Between 
Adjacent Cooling Tower Plumes 
A Thesis Submitted for the Degree of Doctor of Philosophy 
by 
Robin B. Bornoff 
B. Sc. 
Department of Mechanical Engineering, Brunel University 
May 1997 
Acknowledgements 
In presenting this thesis, I would like to acknowledge the contributions of the following. 
Dr. M. R. Mokhtarzadeh-Deghan my supervisor for his continuing support, guidance 
and encouragement. National Power PLC for part funding this work in particular Dr. G. 
Hunter and Dr. A. Robins (now at the Department of Mechanical Engineering of Surrey 
University) for their invaluable discussions throughout the project. The Science and 
Engineering Council for providing computing resources under grant number 
GR/K05016. The Department of Mechanical Engineering of Brunel University for the 
scholarship providing support for three years. My thanks also go to the Computer 
Centres of Brunel University and the University of London for their tireless support and 
to Dr. A. Manning for his useful comments and advice. 
Finally, I am indebted to my wife Jackie and my son Joseph for their love, support and 
patience when it most mattered. 
1 
Abstract 
Cooling tower plume rise, dilution and dispersion is investigated using a numerical 
model. Both single and double sources are considered. The main aim of the 
investigation is concerned with comparison of the computational results to existing 
wind tunnel experimental data as well as simple empirical rise height formula. Analysis 
of the interaction of adjacent sources, and subsequent rise augmentation compared to 
that of a single source, is a central theme of the work. 
A full-scale hybrid mechanical cooling tower is modelled as a surface mounted cuboid 
block 20 m high with an internal development duct of 10 m diameter. Both jet and 
moderately buoyant plume type sources are studied. Two exit velocity ratios are also 
considered. An oncoming atmospheric boundary is modelled with an associated 
logarithmic velocity profile and profiles of turbulence kinetic energy and length scale. 
Two double source orientations, tandem and side-by-side with respect to the oncoming 
cross wind, are studied. Physical symmetry is utilised and so only half of the domain is 
modelled. 
Both the small-scale (wind tunnel) and full-scale were modelled. The small-scale work 
used combinations of a low Reynolds number k-c turbulence model and both hybrid and 
QUICK discretisation schemes. The high Reynolds numbers encountered in the full- 
scale allowed the use of a number of different turbulence models, namely the standard 
k-c model, the RNG k-c model and a differential flux model, combined again with the 
hybrid and QUICK discretisation schemes. 
The results of a number of sensitivity tests showed that plume rise in this case was not 
sensitive to the turbulence model constant C3 or to source turbulence levels. A decrease 
in the turbulent Prandtl number led to a marked increase in the turbulent diffusion of the 
thermal plume. 
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Horizontal plume spreading was underpredicted in both small and full-scales compared 
to the experimental data. Plume rise and dilution was, in the majority of cases, predicted 
accurately compared to both the experimental data and also to rise heights given by 
simple empirical relationships. Generally, the choice of discretisation scheme was a 
more important factor than choice of turbulence model. 
Interaction of side-by-side plumes was dominated by the interaction of the rotating 
vortex pairs within the plumes. A tandem source arrangement led to early merging and 
efficient rise enhancement. Merging into a single type plume occurred sooner with an 
decrease in exit velocity ratio, R. 
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Nomenclature 
Average value of variable 4 
Ox Cell length in the x direction 
Instantaneous value of variable 4) 
4) `Wild-card' variable 
Bulk viscosity 
Coefficient of thermal expansion 
p Density 
µ Dynamic laminar viscosity 
I'; Effective diffusivity 
Laminar shear stress 
71 Pressure-scalar gradient term 
E Rate of dissipation of kinetic energy 
X Thermal conductivity 
11 Value in RNG k-c turbulence model 
ßg Constant in c transport equation 
aDF Constant in differential flux transport equation 
j ,. ff viscosity (µ + gT) 
a Constant in differential flux transport equation 
S Boundary layer thickness 
S;; Kronecker delta 
ßk Constant in k transport equation 
rT Turbulent (eddy) diffusivity 
µT Turbulent (eddy) viscosity 
aT Turbulent Prandtl number 
a Matrix coefficient 
C Convection coefficient 
Cµ Turbulence model constant 
C, Turbulence model constant 
CIF Turbulence model constant 
iv 
C1,,,, ß Turbulence model constant 
C2 Turbulence model constant 
C2F Turbulence model constant 
C3 Turbulence model constant 
C3F Turbulence model constant 
CP Specific heat 
D Diffusion coefficient 
D Source diameter 
E Additional function in low Reynolds number turbulence model 
E Constant in log-law equation 
fN, f2 Additional function in low Reynolds number turbulence model 
Fb Source buoyancy flux 
F. Source momentum flux 
Fr Froude number 
G Production of k term due to buoyancy in k-s model 
G Production of Reynolds stress due to buoyancy 
GF Production of Reynolds flux due to buoyancy 
g, Gravitational acceleration 
h Static enthalpy 
H Total enthalpy 
I Identity tensor 
k Turbulent kinetic energy 
Lx Cross wind length scale 
P Pressure 
P Shear production of k in k-c model 
P Shear production of Reynolds stress in stress transport equation 
Pe Cell Peclet number 
PF Shear production of Reynolds flux in flux transport equation 
Ph Production term in transport equation for h' 2 
R Exit velocity ratio 
RF Turbulence model constant 
RT Turbulent Reynolds number 
V 
S Non-dimensional source spacing factor 
S Source term 




Turbulence intensity in the x, y or z direction TI 
U Freestream velocity above boundary layer 
u+ Non-dimensionalised velocity = -U pTk 
/i 
where ti k=p Cµ k 
U; Velocity tensor 
W Molecular weight 
x; Distance tensor 
y+ Non-dimensionalised distance =y pTk 
/p 
yo+ Near wall starting point for the boundary layer logarithmic region 
zo Surface roughness length 
Subscripts: 
0 Source conditions 
a Ambient conditions 
f Full-scale 
nn Nearest neighbour 
P Current cell or point 
s Small-scale 
W Adjacent cell to the west (E for east etc. ) 
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Chapter 1. Introduction 
Plumes and jets issuing into a cross-flow have been widely researched in the last 40 
years. The importance of this flow geometry can be seen in the number of applications 
in which it occurs. These range from film cooling of turbine blade surfaces, vertical 
takeoff and landing (VTOL) aircraft, dispersion of contaminants in a cross-flowing 
ambient and cooling tower plume rise. With a growing public awareness of 
environmental issues including pollution, the need for a full understanding of the plume 
dispersion problem is required now more than ever. To date, much emphasis has been 
placed on empirical prediction of plume bending, trajectory and spreading. This, 
however, restricts prediction to a limited number of atmospheric and plume source 
conditions. By taking a more analytical approach it is hoped that an insight into the 
mechanisms that govern adjacent plume interaction and plume dispersion will be 
obtained. This is expected to lead to more accurate predictive models that have a greater 
range of applicability. 
The largest single need for water cooling comes from the power generation industry. 
Water used in the steam turbine power cycle cannot be siphoned continuously from a 
natural supply. This water is, therefore, confined to a cclosed system where it is 
alternately heated to a steam state, introduced into the steam turbine and then cooled 
before being reintroduced into the cycle again. It is during this cooling process that 
steam plumes can be introduced into the atmospheric boundary layer. Even though there 
are no contaminants within the plume there is a common psychological reaction in the 
public equating the visible plume with smokestack emissions. In a more real sense there 
is the risk of plumes returning to ground level causing effects such as localised ground 
fogging, possible ice formation on nearby structures, blocking of sunlight and even 
reingestion of saturated air into other nearby cooling towers. 
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The most common form of water cooling at industrial power generation sites has been 
by large natural draught cooling towers (NDCT). Here, the hot water is brought into 
direct contact with colder air, whereupon evaporation leads to a decrease in the 
temperature of the hot water. These concrete hyperbolic towers can be as high as 150m. 
Any plume being introduced into the cross-wind at this height runs little chance of ever 
spreading back down to ground level. However, towers such as these tend to be 
considered as eyesores, especially in built-up or urban areas. Because of this public 
attitude towards the visual impact of NDCTs, a need has arisen for much smaller water 
cooling towers even though the environmental impact of plumes issued closer to ground 
level is generally much greater. The introduction of smaller mechanical draught and 
hybrid draught towers is becoming more frequent at UK power stations. With these 
towers a fan is used to induce air up through the tower and does not rely upon vertical 
air density gradients, as happens with the NDCTs. The hybrid and mechanical type 
towers are, on average, approximately 20m high. The flux to be cooled in a single 
NDTC has to be split into smaller amounts and passed through an array of mechanical 
draught towers to achieve the same cooling rate. It is due to this that adjacent sources 
issue plumes, in close proximity to each other, into the oncoming cross-wind. It is study 
of the interaction of these adjacent plumes, the efficiency of mixing and subsequent 
plume rise augmentation over and above the rise for a single plume that is the central 
part of this thesis. It is hoped that an understanding of the interaction process and its 
dependence on source configuration and cross-wind condition will lead to better design 
and siting of these smaller cooling towers at sites where water cooling is required. 
Empirical predictions of plume rise rely on fundamental parameters for source and 
cross-flow conditions. Assuming a top-hat profile for the plume source the following 
fluxes can be written as: 
Q nr, ' (1.1) 
F. = Qwo 
Po (1.2) 
2 
Fb = Qg 
(P. Po) (1.3) 
P. 
where Q is the initial volume flux, F. is the source momentum flux and Fs is the source 
buoyancy flux. The Froude number is often used to give an indication of the ratio 
between source momentum and buoyancy: 
Fro = Fb Iw 03D BD(P« - Po)/Po 
(1.4) 
A source Froude number of zero would indicate a purely buoyant source (i. e. a plume), 
whilst an infinite source Froude number would result in a jet. The relationship between 
plume source speed, wo, and cross-wind speed, U, known as the exit velocity ratio, is 
written as: 
R_ wo (1.5) 
This parameter gives an indication of how far the plume or jet will penetrate into the 
oncoming cross-wind. Atmospheric stability can play a vital role in the rise of cooling 
tower plumes and is characterised by the Brunt-Vaisala frequency. As this study is 
primarily concerned with plume conditions near the source and the ground, stably 
stratified conditions, where this frequency is zero, are assumed. 
Chapter 2 of this study starts by covering existing work on simple empirical 
relationships, involving the above parameters, for prediction of plume rise. More 
advanced integral models are also introduced as well as state-of-the-art computational 
fluid dynamic (CFD) studies. The mathematical model used to predict the flow 
geometry is defined in Chapter 3. The problem of turbulence modelling will be 
introduced at this stage. In Chapter 4 the problem under consideration in this thesis will 
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be defined and more will be said on the operation of the differing types of cooling 
tower. The various cooling tower configurations to be investigated as well as choice of 
source and ambient conditions will be explained. The results generated by the 
mathematical model will be detailed and discussed in Chapter 5. Final conclusions and 
recommendations for further work are presented in Chapter 6. 
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Chapter 2. Previous Work 
This review of previous studies falls into two areas. Firstly, analytical, experimental and 
computational work on a single plume in a cross-wind is covered in Section 2.1. 
Definitions of standard rise laws and more complex integral models are given, followed 
by experimental studies and CFD modelling. Secondly, a similar approach is taken for 
work on two or more adjacent plumes issued into a cross-wind, which is addressed in 
Section 2.2. 
2.1 SINGLE PLUMES 
2.1.1 Theoretical work 
The simplest one-dimensional plume rise laws are derived from the basic conservation 
equations governing the rise, bending over and dispersion of a plume or jet in a 
neutrally stable cross-flow. The five basic equations are the conservation of mass, the 
conservation of horizontal and vertical momentum, the energy equation and the equation 
of state. An entrainment hypothesis is also used to calculate by how much the plume 
grows due to mixing with the ambient. There is no general self-similar solution to these 
equations for a plume or jet in a cross-flow because there is no single characteristic 
length scale applicable to all regimes of this flow. Figure 2.1 shows the basic co- 
ordinate system for a plume in a cross-wind. 
Z 









lm =U (2.2) 
a 
In buoyancy dominated flows lb gives a measure of the scale over which the plume 
bends in the cross-wind. For momentum dominated flows 1. gives this measure. 
An assumption has to be made about how the plume radius grows due to the turbulent 
entrainment of ambient air into the plume, thus closing the set of governing equations. 
Many such closure methods have been advocated, a summary of which is given by 
Briggs (1975). Entrainment coefficients, a and ß, are used in the calculation of the 
entrainment rate, E, such that E= 2r(3u or E= 2rav. Where u is the speed of the plume 
when it is bent-over and v is the speed of the plume when it is vertical. The parameter a 
corresponds to vertical plume rise, whilst ß is used for the bent-over plume rise. This is 
the most common assumption and is called the Taylor entrainment hypothesis. Usually, 
the two parameters, a and ß, are both assumed to be constant for a given flow geometry. 
Bosanquet (1957) originally assumed that a= j3, although it was later shown by Briggs 
(1975) and Hoult and Weil (1972) that for a bent-over plume ß was about five times 
greater than a; the buoyancy dominated section being much more efficient at 
entrainment than the initial momentum dominated phase. Hoult and Weil (1972) 
calculated that a=0.1 and (3 = 0.6. Hoult et al. (1969) considered two entrainment 
mechanisms. The first mechanism is due to velocity differences parallel to the plume 
axis. The second mechanism is due to differences normal to the plume axis. The two, 
treated separately, are then summed for the entrainment rate calculation. 
Hirst (1971) assumed the two coefficients to be functions of the local Froude number 
and so not constant for a given geometry. This is also supported by Briggs (1975). The 
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importance of understanding the entrainment mechanism is apparent here. The 
simplicities of these models, although giving quick trajectory solutions, do suffer from 
the assumptions necessary for economic closure. 
Very close to the source (the near-field), the plume centre line departs slightly from the 
vertical due to the cross-wind, and the flow is dominated by source mass and 







The proportionality factor is dependent upon the entrainment assumption. Using an 
entrainment assumption of Hoult et al. (1969) the exact relationship then becomes: 
(aR 
+ aj/2(xJV2 1 
if z << 1 (2.4) 
Two relationships exist for rise far from the source (the far-field): one for momentum 
dominated sources the other for buoyancy dominated sources. For the former case, 
trajectory in this region is dominated by initial momentum flux and entrainment rate. 
The most common relationship for jet-like sources, including the entrainment 
assumption (Csanady, 1961; Briggs, 1965), is: 
z r3 ý3 x 
1I 
l U3 
if x 1 =I Z1 1 »1 
\J/ ,ýß 
(2.5) 
Where ß is equal to 0.6 (Hoult & Weil, 1972), although Briggs (1975,1984) empirically 
found that 0=0.4 + 1.2/R. Equation (2.5) is often referred to as the `one-third' law. 
For a buoyant plume in the far-field region, rise is dominated by the initial buoyancy 
flux and entrainment rate. Again, the commonly accepted relationship is: 
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if 16 >> 1 (2.6) 
This relationship that is commonly called the `two-thirds' law. The dependence of 
momentum and buoyancy fluxes in both cases is shown by the effect of the two length 
scales. For sources with significant source momentum and buoyancy fluxes the 
following equation for rise far from the source is used: 
22 t/3 






Regions of applicability of Equations (2.4-2.7) downstream of the source are defined by 
Hoult and Weil (1972). 
The length of the region very near to the source is found to be so small that it has a 
limited range of applications. Overcamp and Ku (1986) have found good agreement 
with experimental data for ß=0.6 with little or no dependence on R in a range of 
3<R<20. 
The two-thirds law predicts continuing plume rise downwind of the source after the 
near-field. In reality, many unstable plumes are seen to deviate from the two-thirds law. 
This can either be due to stable stratification conditions or due to the effect of the far- 
field ambient turbulence. In the latter case, depending upon meteorological conditions, 
atmospheric turbulence can either be greater or less than the plume turbulence. High 
atmospheric turbulence limits unsteady plume rise whilst low turbulence can enhance it 
beyond the two-thirds trajectory. Slawson and Csanady (1966,1971) described three 
phases of the plume trajectory with regards to both internal and external turbulence: 
1 Initial phase of self-generating turbulence in the plume dominates mixing. 
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2 Intermediate phase where environmental turbulence in the inertial subrange 
dominates mixing. 
3 Final phase where the energy-containing eddies of the environmental turbulence 
dominates mixing. 
The initial phase ends in the two-thirds law for buoyancy dominated plumes (or the one- 
third law for momentum dominated plumes). The intermediate or transitional phase may 
be small if the initial plume diameter is large enough. Batchelor (1950,1952) described 
an entrainment relationship for this intermediate inertial subrange dominated flow 
which involves the rate of dissipation of turbulence energy, c, of the atmospheric 
turbulence. Here we find the Taylor entrainment assumption giving way to an influx 
velocity proportional to the velocity scale of the atmospheric eddies. 
Slawson and Csanady (1967) found that in the final stage the plume is mixed primarily 
by large-scale atmospheric eddies. Due to the lack of observed data for plumes after the 
intermediate phase most of the work by Slawson and Csanady is qualitatively based. It 
does, however, give an indication of the effect of ambient turbulence on plume rise in 
general. 
2.1.1.1 Downwash 
If the turbulent mixing in the wake of a cooling tower is sufficiently strong, the plume's 
rise in the near-field may be inhibited or, at worst, plume material will be drawn into the 
wake and reingested back into the cooling tower. The possibility of ground fogging also 
exists and is undesirable, especially at power stations. Because of the dependence of the 
geometry of the stack or tower it is difficult to formulate a generalised downwash 
predictor model. A common rule of thumb is that if R>1.5 then downwash should not 
occur. The plume's initial momentum pushes it high enough to escape the effects of the 
wake. 
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A technical note by Tatom (1986) provides a simple model for the occurrence of 
downwash. The drag coefficient of the stack is included to encompass the relationship 
between stack geometry, stack wake and plume/wake interaction. A more 
comprehensive study was done by Snyder and Lawson (1990). Wind tunnel tests were 
carried out and super-critical and sub-critical flow regimes were identified which related 
to lower and higher base pressure coefficients of a cylindrical stack. Downwash distance 
was shorter in the sub-critical regime. The importance of the wake of the stack and its 
interaction with the plume means that an understanding of flow around simple bluff 
bodies is needed. The extensive work by Castro and Robins (1977) and Sakamoto et al. 
(1982) covers this area. 
2.1.1.2 Non-neutral conditions 
Theoretical accommodation of more complex atmospheric conditions is in itself much 
more difficult to perform. A common non-neutral atmospheric condition is the 
inversion. An elevated inversion layer and then a layer of stably stratified air often exist 
above a daytime convective boundary layer (CBL). A thin inversion layer is 
characterised by a potential temperature jump, and thick inversion layers by a potential 
temperature gradient. If the plume cannot penetrate the inversion it will get trapped and 
could eventually mix down to the surface and drastically increase ground-level 
concentrations. 
There are two main models for predicting penetration of thin inversions by bent-over 
plumes. The first, by Briggs (1975), was derived by modifying the buoyancy flux 
equation (Equation 1.3) to account for the change in Fb in the portion of the plume 
within the inverted layer. Adding a few simplifications he derived three inequalities to 
predict whether the plume would not, partially or completely penetrate the inversion 
layer. 
The second model, by Manins (1979), adopts a Gaussian distribution as a reasonable 
approximation of temperature profiles in a bent-over plume. The assumption that 
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penetration would occur when the maximum excess temperature equals that of the local 
temperature difference was used. With a few simplifications and modifications a 
`fraction of plume-trapped' relationship was derived to predict how fraction of the 
plume was trapped by the inversion. Penetration of thick inversion layers is covered by 
Briggs (1984) and Berkowicz et al. (1986). 
With these models (and any other simple inversion penetration models) the errors 
incurred in the standard single plume trajectory equations are compounded. Relatively 
complex atmospheric conditions are accounted for by modifications to already 
simplified relationships. A more generic approach is called for to take into account more 
complex source and atmospheric conditions. The next level in predictive accuracy is the 
integral model. 
2.1.2 Integral models 
With the increase in computer applicability in the last decade the need to close the 
governing equations for ease of solution is not as strong as it once was. Increased 
complexity in models is now achievable by solving a group of integral equations. The 
comparative survey by Carhart et al. (1982) gives a very good indication as to the type 
and success of various existing models. In all, 16 models were compared. The greater 
complexity of these models allows prediction of visible plume length, ground-level 
concentration and other more specific aspects of plume dispersion. Five areas were 
identified where the solutions of unresolved issues would greatly improve model 
accuracy: 
1 The loss of plume momentum due to dilutive entrainment mechanisms is the 
primary modelling issue. Simpler models use very simple entrainment hypotheses to 
account for dilution. The models compared by Carhart et al. (1982) all assume entrained 
air adds all of its horizontal momentum to the plume. An Archemedes-type buoyancy 
force acting on the plume is also assumed even though the plume is not static. The 
correct balance of momentum transfer by drag forces, entrainment and the action of 
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buoyancy needs to be specified for accurate prediction of trajectory and dilution of the 
plume. Use of the bent-over plume assumption, i. e. that the horizontal velocity of the 
plume is equal to the ambient velocity at all heights after the plume has been bent-over, 
does help to resolve the dilution/momentum transfer more realistically. Using a larger 
spread of momentum than of temperature across the plume cross-section decreases 
buoyancy and leads to more rapid plume bend over. 
2 The two-phase nature of the wet plume is covered by all but three of the models 
compared. The immediate supersaturation or subsaturation of the plume by the entrained 
air affects plume cooling rates and thermal profiles. Obviously, the importance of 
thermodynamic effects, augmented by a large temperature difference at the source, are 
case-dependent and should be considered in conjunction with thermodynamics when 
necessary. Use of different spreading rates for moisture and temperature can help solve 
this problem. 
3 Downwash of the plume due to the interaction of plume and tower wake is only 
accommodated by two of the models. Unless the tower geometry is known it is very 
difficult to predict the effective increase in bending over of the plume and 
accompanying increased radial growth. Inclusion of an increased entrainment parameter 
in the downwash region or a downwash constant in the trajectory equation compensates 
for the phenomena. 
4 In the far-field, where buoyancy and relative velocity of the plume approach zero, 
the plume is diluted primarily due to atmospheric turbulence. Seven of the 16 models 
included a separate means for calculating atmospheric diffusion of the plume. Whilst 
some models assumed ambient diffusion throughout the rise others chose to initiate it 
either when vertical plume velocity approached zero or when the plume levelled off. 
5 The problem of multiple plume interaction, and how the six of the 16 models are 
capable of tackling this, is covered in Section 2.2.2. 
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No model performed well for all comparative data sets. A strong dependence on 
accuracy with the data used for calibration was apparent. Calibration of the models with 
the experimental and observational data used for comparison would result in better 
predictions. 
Other integral models not included in the review by Carhart et al. (1982) include that of 
Ooms and Mahieu (1981). This model is capable of predicting ground-level 
concentrations as well as trajectory. Gaussian similarity profiles and an elliptical cross- 
section are assumed. Concentration distributions very close to the stack and heavier than 
air plumes were predicted well. 
Schatzmann and Policastro (1984) focused on the theoretically deficient areas identified 
by Carhart et al. (1982) to produce a more advanced integral model. They used radial 
profiles of temperature, velocity and total water, which were of a Gaussian distribution. 
Downwash effects and plume thermodynamics were also treated. Although calibrated 
with the same data as in Carhart et al. (1982), the performance was more accurate than 
the better models in Carhart et al. (1982). 
Carhart and Policastro (1991) presented one of the more recent models. This Argonne 
National Laboratory and the University of Illinois (ANL/UI) model uses a greater 
amount of physics than previous models, including tower-wake effects as well as more 
thermodynamics and the inclusion of an atmospheric turbulence regime. The results for 
plume rise are accurate within a factor of two for 70% of cases. Gangoiti et al. (1995) 
presented an integral plume rise model for emissions from tall stacks capable of 
handling realistic atmospheric conditions. These include wind shear and stability 
variations with height as well as water phase changes along the plume trajectory. 
Agreement with observations from two tall stacks in complex meteorological conditions 
was good. 
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2.1.3 Experimental work 
Experiments have been conducted using flow visualisation techniques, as well as hot 
wire and laser anenometry to define the physical structure of the plume. Its development 
and the actual process by which surrounding fluid is entrained and the plume diluted, 
within a neutrally stable boundary layer-type cross-wind, have been investigated. Wind 
tunnel tests, amongst the many that have been published, include those by Andrepoulus 
(1989a) and Kuhlman and Chu (1983) as well as the comprehensive study of 
Andrepoulus and Rodi (1984). Flow features such as the formation of a wake behind the 
plume in the immediate vicinity of the source as well as subsequent evolution of two 
counter-rotating vortices within the plume were noted. Figure 2.2 shows a schematic of 
a plume in a cross-wind with the associated flow features. 
Jet j 
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Figure 2.2 Plume in a cross-wind development (Margason, 1993). 
All investigators identified the effect of Reynolds number, exit velocity ratio, R, and 
Froude number on plume trajectory in a cross-flow. Andrepoulos (1989b) found the 
plume structures to be dependent on R; the appearance of coherent vortex structures 
within the plume being qualitatively related to R. An important point, made by 
Andrepoulus and Rodi (1984), was that the near-field, especially at high-velocity ratios, 
was controlled largely by complex inviscid dynamics, although further downstream, 
mixing is always influenced by turbulent diffusion. Ramparin and Haniu (1989) took 
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detailed experimental measurements of a two-dimensional plume in a cross-flowing 
ambient. They noted that there was a higher level of turbulent heat flux at the upper 
section of a bent-over plume compared to the under side. This is due to the stabilising 
and destabilising temperature gradients within the inclined plume. Variations in eddy 
viscosity, as well as thermal eddy diffusivity, were also noted and attributed to the shift 
in the position of zero shear stress and zero heat flux points compared to the vertical 
case. In a wind tunnel study by Schatzmann et al. (1987), modelling the Niederaussem 
power plant in Germany, it was shown that flue gas, mixed with the plume from a 
cooling tower, resulted in better (lower) ground-level concentrations than the emissions 
from a stack. This work is an example of the need for more detailed dispersion studies 
to meet ever more stringent EC emissions standards. A study of scaling criteria for 
physical modelling of buoyant plume rise in a neutral windy atmosphere was conducted 
by Arya and Lape (1990). It was found that correct scaling of lb/D was more critical than 
the use of Fro and density ratio po/p, as scaling criteria. Large enough values of Reo and 
R are required in order to ensure Reynolds number independence and to avoid 
unrealistic downwash effects. 
Plume rise in non-neutral conditions have also been studied. Heating of land masses by 
the sun during the day leads to large-scale convective mixing. Large-scale convective 
motion, i. e. eddies and thermals, can have length scales the size of the mixing layer (1- 
2 km commonly) and convective velocity scales of about 2ms''. The effects of a CBL on 
plume rise are very extreme. The break-up of the plume by plume scale eddies in the 
CBL is covered by Hoult and Weil (1972), Weil (1974) and Briggs (1975). Willis and 
Deardorff (1983) studied plume rise within a CBL. Simple power laws for plume rise 
were found to overpredict rise, except close to the source, due to plume dilution, which 
was primarily caused by ambient turbulence. Values for the downstream location of 
plume break-up, as well as a minimum source buoyancy parameter for buoyant effects 
to become appreciable, were defined. 
Hunter (1992) investigated buoyant jet rise in two types of stability situations using a 
stratified flow towing tank. A stable layer above a neutral region and also a stable layer 
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above a neutral region and an inversion were studied. It was found that although an 
integral model gave good prediction of rise in neutral conditions, the oscillation of the 
plume at the equilibrium height was overpredicted. The experimental work showed that 
in practice these oscillations were quickly damped out. The work on rise through an 
elevated inversion layer into a stable region indicated that a range of behaviour could 
occur, from a partial penetration into the inversion and stable layers, to bifurcation 
occurring at the density interface of the inversion layer. These results agree very well 
with the Lagrangian computational work of Zhang and Ghoniem (1994a, b). 
Surprisingly little work has been conducted in these non-neutral conditions considering 
that in reality they occur far more often than a neutrally stable atmospheric boundary 
layer. 
Full-scale measurements have been conducted by Thorp and Orgill (1984) who used 
time-integrated photo-analysis to infer plume rise values. Haman and Malinowski 
(1989) used aircraft observations to measure cooling tower plume dispersion, and 
observed dynamic influences of the plume on the ambient atmosphere in the form of 
temperature and humidity disturbances around the plume. Uthe (1984) analysed plume 
rise by air-borne lidar measurements over complex terrain. It was found that this lidar 
technique showed substantially higher plume rise than by photographic methods, as 
sensitivity of the lidar is well above the visual threshold. 
Pollutant dispersion above the atmospheric boundary layer was experimentally 
modelled in a wind tunnel study by Sideridis et al. (1995). Hot wire measurements of 
the simulated anisotropic, quasi two-dimensional turbulent diffusion of an elevated 
source were taken. Papaspyros et al. (1995) took detailed hot-wire measurements of a 
plume in cross-flow. Turbulent transport terms of the flow field were directly measured, 
including both Reynolds fluxes and stresses. Good agreement with simple entrainment 
models was found when plume trajectory and dilution results were combined in a non- 
dimensional form with Richardson number and exit velocity ratio. 
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2.1.4 Computational modelling 
The closed and integral models already presented are specific solutions of the governing 
differential equations. Any complication, such as the interaction of a wall or a complex 
geometry, tends to invalidate one if not all the assumptions used when deriving the 
simple model. The amount of empirical input required for these models also makes their 
accuracy sensitive to the data used for calibration. The rise in computing power and 
drop in relative cost over the last decade has enabled an ever-growing number of 
solutions of the equations describing turbulent flows; the Navier-Stokes equations. 
With the continuing increase in computer viability, the reasons for the need for specific 
solutions of the governing equations have been eroded. In general, therefore, a marked 
increase in the use of CFD in this area should be expected. 
Previous computational work on plumes and buoyant jets has been conducted for two 
distinct purposes. The first is the verification of new turbulence models or numerical 
methods by solving the flow field of a buoyant jet and comparing results with 
experimental data. The effect of buoyancy and streamline curvature on turbulence 
isotropy makes the plume a good bench test for models and methods that try to 
compensate for this added complexity. The second purpose is that of modelling plume 
trajectory and dispersion characteristics with specific applications in mind. In this study, 
the case of primary concern is of cooling tower plume dispersion. 
Ideriah (1979) proposed a new finite difference technique called EMIT for flows that are 
parabolic in some regions and elliptic in others. Plume rise in calm stably stratified 
surroundings is a good example of a combined elliptic and parabolic flow. Results were 
compared with those of Patankar and Spalding (1972) who used the now commonly 
employed SIMPLE procedure. 
Chien and Schetz (1975) solved the three-dimensional Navier-Stokes equations using a 
constant eddy viscosity model. The governing equations were written in terms of 
velocity, vorticity and temperature and solved using upwind differencing. Using the 
thermal energy equation with the Boussinesq approximation and the Prandtl number set 
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to 0.8, the results underestimated the penetration of the buoyant jet into the cross-flow. 
It was noted that a finer grid would yield more accurate results. 
Using the three-dimensional Navier-Stokes equations with the k-c model and an elliptic 
finite difference scheme, Patankar et al. (1977) modelled the flow field generated by a 
round turbulent jet in a cross-stream. Velocity ratios, R, from 2 to 10 were used. 
Comparison with experimental data of Keffer and Baines (1963) and others showed 
good agreement. Although buoyancy was not included, it was noted that fundamental 
modifications of the k-c model would be needed if body forces due to buoyancy were 
present. 
Malin and Younis (1990) used a Reynolds stress and heat flux closure model to 
calculate the flow field of a turbulent buoyant plume. Equations were solved for both 
Reynolds stresses, heat fluxes, energy dissipation and also the turbulent temperature 
correlation, T' z. It was reported that closure at this level results in a more accurate 
prediction than the much simpler two-equation models. Solution of the thermal 
dissipation rate transport equation was also investigated and the subsequent avoidance 
of empirically prescribed ratio of thermal to mechanical time scales were noted. Again, 
comparison with existing experimental data was found to be in reasonable agreement. 
Bergstrom et al. (1990) used non-equilibrium algebraic turbulence models for the 
Reynolds stress and heat flux, solved in an elliptic framework, for a plane vertical 
plume. The deviation from equilibrium models was based on the observation that the 
ratio of production to dissipation varies significantly across the flow. 
There have been relatively few computational studies specifically for the purpose of 
calculating cooling tower plume dispersion. Nieuwstadt and Valk (1987) performed a 
large eddy simulation of non-buoyant and buoyant plume dispersion in a CBL. The 
filtered momentum and temperature equations together with an extra equation for 
subgrid energy were used. The flow domain (5km x 5km) was capped by a stable layer 
to give realistic results. The large eddy simulation for the dispersion of non-buoyant 
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plumes agreed very well with the work of Willis and Deardorff (1981). For the case of a 
buoyant point source, however, the agreement was less accurate. The effect of buoyancy 
seemed to increase the height of the plume centre line only slightly in comparison to the 
non-buoyant case. Good agreement was found between the buoyant plume (surface 
source) and the well-known two-thirds law. The use of large eddy simulation works 
very well when modelling the CBL, due to the eddy structure of the latter. It was noted 
by Nieuwstadt and Valk (1987) that the simulation of buoyant plumes in their study was 
only of a preliminary nature. 
Demuren and Rodi (1987) used three-dimensional numerical calculations to simulate 
plume spreading past cooling towers. The locally elliptic procedure of Rodi and Srivatsa 
(1980) was used in this near-field investigation. A rectangular grid was used, so the 
cylindrical tower had to be approximated by steps. Comparison was made to several 
idealised cooling tower experiments to test whether the calculation method captured the 
most essential characteristics of the flow. An additional production term added to the c 
transport equation, associated with turbulence production due to buoyancy, was 
included for the vertical jet case but may not be entirely satisfactory for this bent-over 
plume case (Rodi, 1982). Comparison of the results with the experimental work by 
Viollet (1977) were made. The numerical method captured the major flow 
characteristics such as downwash, longitudinal vortices causing the kidney-shaped 
plume cross-sections, temperature profiles and concentration decay along the plume 
centre line. In general, the numerical calculations underpredicted the lifting effect of 
buoyancy within the plume in the initial region of rise. This was due, in part, to 
numerical diffusion and also due to the turbulence model. It was proposed that a greater 
degree of accuracy would be achieved if a higher order discretisation method and a 
modified turbulence model was used. 
Majumdar and Rodi (1989), using the same k-s turbulence model as Demuren and Rodi 
(1987), performed a three-dimensional numerical study of flow and plume spreading 
past a cooling tower. Instead of a rectangular grid, a body-fitted curvilinear grid was 
used. Two test cases were modelled. The first, by Holscher and Niemann (1987), was 
19 
flow around a surface-mounted cylinder immersed in a simulated atmospheric boundary 
layer in a wind tunnel. The second test case, by Viollet (1977), was a non-buoyant 
tracer-marked jet issued from a cylindrical cooling tower into an oncoming boundary 
layer in a water tunnel. The SIMPLEC algorithm by Vandoormal and Raithby (1984) 
was implemented to calculate the pressure field. Further comparison to the first test case 
shows the effect of the plume on the flow field. The entrainment of the flow around the 
cylinder into the plume causes an upward motion over a fairly large region. The 
horseshoe vortex seen behind the tower in the first test case was not predicted due to this 
upward motion. As in Demurer and Rodi (1987), excessive deformation of the 
calculated iso-concentration cross-sections into exaggerated `kidney shapes' occurs due 
to the longitudinal vortices created by the plume. This is blamed upon the coarse polar 
grid further downstream as well as large numerical diffusion due to the upwind 
discretisation scheme. 
Alvarez et al. (1993) compared results from first- and second-order turbulence closure 
models applied to a single jet in a cross-flow. At low-velocity ratios, results are very 
sensitive to jet inlet conditions as the strong cross-wind has greater influence on the 
weaker discharge. There was little difference in predictions from the two turbulence 
models, although the second-order closure gave a slightly more accurate comparison to 
experimental data. Pressure distribution around a jet discharge into a cross-flow was 
predicted by Kavsaoglu et al. (1993) using the Boldwin-Lomax turbulence model as 
well as the curved jet algebraic model. Methods such as the gradual introduction of 
boundary conditions throughout the convergence process were explored as well as the 
effects of differing boundary conditions around the domain. Chiu et al. (1993) 
investigated a subsonic jet in a cross-flow using an advanced chimera grid, i. e. a bent- 
over O-grid, to accommodate the jet, embedded in an H-grid for the cross-wind. A grid 
resolution of D/10000 at the jet discharge location was fine enough to capture the 
experimentally observed horseshoe vortex. A fine grid was also used to integrate 
directly to the walls, thus enabling highly accurate prediction of surface pressure 
distribution. Overall, very good agreement with the experimental pressure coefficients 
around the discharge area was obtained. 
20 
An integrated CFD and experimental approach was undertaken by Craig et at (1995). A 
global positioning system was used for mapping of a complex real terrain which was 
then used to create both wind tunnel and computational geometries. Representative 
results between both wind tunnel and computational model compared well. A vortex 
type flow was predicted in the terrain valleys which would certainly have serious 
implications on plume rise and dispersion from a source on the valley floor. 
An Eulerian approach is by far the most common one taken in CFD, although a 
Lagrangian method can be just as effective. Gaffen et al. (1987) used a three- 
dimensional Lagrangian dispersion model for moist buoyant plumes. Lagrangian 
markers representing water in both liquid and vapour phases were introduced into the 
flow field, where they were displaced by mean and turbulent winds, derived from the 
Langevin equation as well as by buoyant body forces. Good agreement was found, 
although limited due to the two-dimensional description of the atmospheric boundary 
layer used. It was noted that inclusion of non-neutral ambient conditions would have 
improved accuracy. Zhang and Ghoniem (1994a, b) also used a Lagrangian model, 
studying cases of a boundary layer under linear stability conditions as well as 
penetration of an elevated inversion layer by the plume. With linear stratification the 
two-thirds law was followed until the plume reached its equilibrium height. For cases 
with strong stratification, the plume exhibited weak, fast decaying oscillations around 
the equilibrium height. Interaction with an inversion layer produced effects such as 
accelerating plume bifurcation into two distinct lumps and the creation of internal 
gravity waves which absorb some of the plume energy thus reducing its penetration 
potential. The plume was found to either completely or partially penetrate the inversion 
or get trapped beneath it. These observations are in very good agreement to that found 
experimentally. 
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2.2 MULTIPLE PLUMES 
The reason for the trend in use of natural draught cooling towers at nearly all major 
power stations in Britain has been to combine as much effluent as possible into one 
tower to assure maximum plume rise. Normally, these towers are either standing alone 
or are far enough apart so that plume interaction is minimal. The smaller hybrid 
mechanical/natural draught cooling towers, arranged in banks, have to ensure efficient 
plume interaction to assure as good a rise as that of a single large plume with the same 
`total' buoyancy and momentum flux. As plume rise is proportional to F, ", the 
theoretical maximum rise enhancement due to plume interaction and merging would 
only be N", where N is the number of smaller towers. 
2.2.1 Theoretical work 
Previous work has led to only a few models for multiple plume rise. The two main 
reviews by Overcamp (1982) and Briggs (1984) centred on the models of Briggs (1974, 
1975), Murphy (1975), Anfossi et al. (1978) and Scire and Schulman (1981). The 
models themselves all use single plume rise equations, so multiple plume rise models 
are commonly limited to three cases: (i) rise in neutral windy conditions; (ii) stably 
stratified rise in a cross-wind; and (iii) rise in calm (i. e. no cross-wind) stable 
conditions. 
Briggs (1974) took a general approach to the problem. When considering plumes issued 
side-by-side with respect to the cross-wind, no interaction would occur when the plumes 
were far apart, and if they were close enough together they would combine. 
Diagrammatically, it can be seen how the plumes issued from side by side sources 
interact (Figure 2.3). 
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Figure 23 Schematic of Adjacent Plume Interaction (Briggs, 1974). 
The combined plume rise can be seen as a function of a single plume rise, the number of 





would give a theoretical value of the combined plume rise, A hN , when compared to the 
rise of just one plume, M i. Theoretical work on multiple plume rise centres on the 
prediction of these enhancement factors. The simplest relationship that Briggs derived 
was carried out by fitting data from multiple sources to a simple monotonic function of 
the non-dimensionlised spacing factor, S, giving the relationship: 
EN =rN+SI" l1+SJ (2.9) 
Other more complex relationships hinted at a possible jump in the enhancement factor 
for values of S below some critical value. 
Using data from the Tennessee Valley Authority (TVA) study by Carpenter et al. 
(1968), together with the two-thirds law for buoyant plume rise, calibrated the following 






By substituting Equation (2.11) into Equation (2.10), the enhancement factor over single 
plume rise can be calculated. Subsequently, Briggs (1975) modified this relationship to 
produce: 




Using the above relationship, Dennis et al. (1982) found reasonable agreement in 
analysis of field data. The multiple plume rise model of Anfossi et al. (1978) 
incorporated plumes issued from stacks of differing height by a virtual stack concept. 
The intersection height of the trajectories of two plumes issued from stacks of different 
heights (a virtual stack height) is set. A virtual buoyancy flux is then determined at that 
point that results in the same maximum rise height for the two separate sources. In the 
limit case for stacks of the same height and source strength the enhancement factor is 
defined as: 
1-N13 
EN=- +N U3 
1+(N-1)-'(&1 /s) 
(2.13) 
Evaluation of this model was made by comparison with the data used by Briggs (1974) 
as well as Briggs's enhancement models, Equations (2.10 and 2.11) . Good comparison 
was found, especially at smaller source spacing. Further verification of the model was 
shown by Anfossi et al. (1982) with water-channel multiple plume dispersion 
experiments. In the models presented, calculation of eh, is needed to obtain an 
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enhancement factor, EN. The range of applicability for all these enhancement models is 
therefore set by the range of applicability of the single source laws. The two-thirds law 
for rise of a buoyant source into a neutrally stable cross-wind has already been covered 
(see Equation 2.6). There are also maximum rise height formulae, and the downstream 
distance at which it occurs, for rise in both stable and calm as well as stable and windy 
conditions. For the latter two cases, only final rise height enhancement factors may be 
predicted. For neutral conditions, a rule of thumb for the downstream position of 
maximum plume rise (x. ) is IOH (Briggs, 1969,1975; Perkins, 1974; Stem, 1976), 
where H is the tower height. 
By having no wind direction term in the formulas covered so far, clusters of towers can 
be considered. Early work and observations gave no indication of, or did not report any, 
rise enhancement as a function of wind direction (Anfossi et al., 1979; Sandrom et al., 
1981). However, it has since been recognised that maximum enhancement occurs when 
the cross-wind is flowing parallel to a line of towers, and little enhancement when 
flowing perpendicular (Anfossi et al., 1982; Gregoric et al., 1982; Overcamp & Ku, 
1988). To confuse matters, Venter (1977) reported greater enhancement for a more 
perpendicular cross-wind approach to a line of towers. The assumption has been that if 
rise is enhanced due to a specific wind direction then enhancement will be maintained 
independent of the number of sources aligned in that direction. It may well be the case 
that an entirely different process, and successfully increased rise, of adjacent plume 
interaction occurs for a1x2 arrangement when compared to aIx 10 array. Briggs 
(1984) proposed that the dimensionless spacing factor be changed to incorporate wind 
direction, i. e.: 
Su sin+ 
r'113 (COs+) 2/3 (2.14) 
Where + is the wind direction angle relative to the axis of the line of sources and S is 
simply the spacing between sources and u is the wind speed. Tentative conclusions 
made by Briggs (1984) predicted that there would be little or no plume rise 
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enhancement if S'> 3.3 and that rise would be enhanced if S' < 2.3 with a marked 
transition point between these two values. Therefore, rise enhancement formulas should 
only be used when the latter condition is satisfied 
2.2.2 Integral models 
Six of the 16 models compared by Carhart et al. (1982) were capable of handling 
multiple source configurations. Two methods of plume merging were used in these 
studies. The first method, used by Calabrese et al. (1974) and Orville et al. (1975), 
simply sums the fluxes of each source to form an effective source in the exit plane. 
Theoretically, this assumes totally effective interaction as soon as the plume leaves the 
towers. The second method, used by Hanna (1975), Slawson and Wigley (1975) and Lee 
(1977), is the more realistic of the two. The largest of the multiple plumes (that with the 
greatest source strength) is modelled. When its radius has grown to 50% of the 
separation distance to the next tower, all the plume fluxes are summed and the 
combined plume established at that point in the trajectory. The latter method allows for 
the bending over of the multiple plumes before merging, thus giving more accurate 
trajectory predictions. If the spacing between the towers were to increase, substantial 
differences would be seen in the plume dispersion calculations of the two models. 
None of the models was sensitive to wind direction. A single line of towers, therefore, 
would be combined by the models to form a combined plume, independent of source 
configuration, either in the exit plane by the former method or at some point after the 
initial bending by the latter method. The latter method could be improved if the criteria 
for the merging of two adjacent plumes could first be quantified. Then, instead of the 
largest plume initiating an immediate merging of all plumes, adjacent plumes could 
merge (as a pair) to form a combined flux. In turn, the merged plume could combine 
with its neighbour, and so on. Increased model complexity would occur, but complex 
tower arrangement could be modelled with much greater accuracy. It is this reasoning 
that led Policastro et al. (1993) to create an advanced submodel for the ANL/UI integral 
model, capable of accurately handling multiple sources. Greater insight was used to 
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account for factors such as wind direction, the tendency for elongated cross-sections to 
become more circular, a transitional region where plumes are in the process of merging 
and also the effect of tower wake and downwash. The merging methodology used is 
highly evolved. The first upstream plume is modelled first; further plumes are initiated 
when the original plume passes other source locations. At each time-step the model 
checks in three dimensions to see if plumes have overlapped sufficiently to qualify as 
merged. A single elongated plume is then defined in such a way as to preserve shape, 
orientation and conserve all fluxes. This method is by far the most generic of all integral 
models capable of handling multiple sources. The only area for advancement would be 
to modify the criteria for when overlapping plumes merge. The criteria may well be 
more than just a function of spatial overlapping; factors such as vorticity may play a 
very dominant role in how easily adjacent plumes combine. 
2.2.3 Experimental work 
Experimental work on merging plumes has been conducted, more often than not, for 
validation of the simple enhancement formulas covered in this section. Very little 
analysis of the interaction processes themselves have been published. Gregoric et al. 
(1982) used a unique visualisation technique to study merging of inverted salt water jets 
towed through stagnant water. Instantaneous cross-section photographs were taken of 
the plumes at many downstream locations. Kidney-shaped cross-sections were observed 
for a single plume and multiple plumes issued parallel to the towing direction, whilst no 
such shape was seen when the flow was perpendicular to the line of sources. The 
normalised areas of the cross-sections (normalised with respect to source diameter and 
number of sources) were much larger for high values of R; a plume penetrating further 
into the cross-stream entrains ambient more readily than one that is bent over quickly by 
the cross-flow. Surprisingly, little effect was seen on trajectory with increasing number 
of sources. In these experiments a jet Froude number of 6.0 was used so that increase in 
height due to added buoyancy flux would be minor. However, the rate of increase in 
normalised cross-sectional area decreased rapidly with increasing N. This shows that 
entrainment of ambient was reduced when two or more plumes competed for the same 
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fluid. The vortex pair within the kidney-shaped cross-section was strongest for the 
parallel line of sources and, subsequently, normalised area was highest. This indicates 
that fast and efficient merging takes place for this source orientation, producing a large 
single plume which is capable of entraining more ambient. 
Davis et al. (1978) used a similar type of towing tank to study merging of adjacent 
buoyant jets. Increasing the number of sources led to a lower rate of dilution as the ratio 
of plume surface area to plume cross-sectional area is reduced. Sources were positioned 
perpendicular to the cross-flow, and cross-sections at four downstream locations were 
recorded. The regimes of merging have been defined by Sforza et al. (1966) for 
rectangular slot jets of air. Firstly, there is a development zone where mixing has not yet 
reached into the potential core of the jet. Secondly, there is a decay region where 
spreading in the minor axis direction (i. e. vertically for this arrangement due to the 
cross-flow being parallel to the line of sources) is faster than that in the major axis 
direction. Finally, there is an axisymmetrical decay region where the plume behaves as 
one single plume. It may well be that this differing merging process between sources of 
varying orientation that explains enhancement as being a function of cross-flow 
direction. 
Isaac and Schetz (1982) used drag coefficients around adjacent cylinders to try to 
explain the differences in initial rise of two sources positioned parallel and 
perpendicular to the cross-flow. The negative drag coefficient sensed by the upstream 
edge of the downstream cylinder (source) may well explain the ability for a jet issued 
there to rise higher, as the pressure gradient bending it over is less than that applied to 
the upstream source. The upstream source offers a protective shielding for the 
downstream source, although with a longer line of sources downstream plume rise may 
be inhibited by the already bent-over upstream plumes, especially if source buoyancy 
flux is low. In this initial region, where the trajectory is dominated by inviscid 
processes, this kind of approach may offer a more realistic explanation of overall 
merging as a function of source orientation. 
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Toy et al. (1993) used real-time quantitative video-image analysis to study adjacent jets 
issued into a cross-flow. Source spacing of five diameters was used with R=8. The 
increased penetration of the in-line or tandem arrangement of sources was seen and 
attributed, again, to the downstream plume entering into the low-pressure wake region 
of the upstream source. For the side-by-side arrangement only two counter-rotating 
vortices were noted. This is probably due to the downstream measuring station (5D) and 
the fact that merging of the vortices at that location will have been completed. 
2.2.4 Associated applications 
There are other applications where similarity exists to the bent-over plume flow field. 
Indeed, the jet or plume in a cross-flow is found in many engineering applications. 
However, inspite of this similarity, it is rare that any direct comparison between these 
studies can be made. Two such applications are briefly discussed here. 
Much work on multiple jets and plumes for VTOL aircraft applications has been 
conducted. These include the experimental work by Barata et al. (1992) and Saripalli 
(1987) for impinging jets without a cross-flow. Andrepoulus and Rodi (1984), 
Sugiyama and Usami (1979) and Shayesteh et al. (1985) have conducted experimental 
work on impinging jets with a cross-flow. Ince and Leschziner (1993) performed a 
computational study using a Reynolds stress transport closure turbulence model for a 
double side by side and triangular arrangement of sources with wall impingement in a 
cross-flow. It was found that the jet discharge conditions were important for accurate 
modelling, especially at high values of R. Comparison with experimental data supported 
the conclusion that the second moment closure models resulted in superior results when 
compared with the models based on the k-c model. A free jet in a cross-flow was also 
modelled, and resolution of the turbulence field in the leeward side of the discharge was 
found to be influential to accuracy. This could be due to correct jet wake pressure 
prediction being a dominant factor in overall accuracy of the results. 
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However, the VTOL work has only slight relevance to this study, as any merging of the 
adjacent jets experience is affected by the flow field resulted from the jet's impingement 
on the floor. Buoyancy is not a critical factor in this impingement region, where 
momentum and turbulent entrainment in the fountain region dominates the flow. 
Turbine blade film cooling is another area where similarity with the present study exists. 
However, where it is a goal to enable maximum penetration of cooling tower plumes 
into the atmospheric boundary layer, this is exactly what is not desired in the realm of 
film cooling. Heat transfer from the cross-flow to the turbine blade is minimised by 
injection of cooling air to the blade surface. The blowing ratio (equivalent to R) is an 
important factor in cooling effectiveness; an optimum blowing rate gives maximum 
cooling above which efficiency drops as the cooling air penetrates further into the 
boundary layer. A staggered hole pattern is more effective than an in-line pattern due to 
the interaction of up- and downstream sources, possibly due to the interaction 
mechanisms already highlighted in this section. Also, an inclined injection angle is 
found to be more efficient than a normal injection angle. The majority of work has 
centred on heat transfer characteristics at the blade surface and its dependency upon the 
wall jet-type flow established. Experiments have been conducted to measure velocity, 
concentration and turbulent profiles (Yavuzkurt et al., 1980; Afejuku et al., 1983; 
Jubran & Brown, 1985). Mathematical models have also been employed to predict film- 
cooling effectiveness. These include a comparative study of two turbulence models by 
Amer et al. (1992), a film-cooling model incorporated into a two-dimensional boundary 
layer procedure by Schonung and Rodi (1987) and three-dimensional detailed studies by 
Demuren et al. (1983) and Bergeles et al. (1981). Despite the apparent similarity 
between the present study and that of film cooling, very little information from the work 
on film cooling can be successfully incorporated into this study. 
2.2.5 Computational modelling 
Although a well-reasoned approach has been taken for treatment of the merging and 
interaction processes of adjacent plumes in the more advanced integral models, 
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surprisingly little computational work has been performed in this area. Computational 
predictions of the flow field associated with adjacent plumes and jets issued into a 
cross-flow have centred on VTOL and film-cooling applications already covered in this 
section (2.2.4). The present author has conducted computational work of a preliminary 
nature into the interaction of adjacent plumes (Bornoff and Mokhtarzadeh, 1994). The 
differences in interaction mechanisms between adjacent side-by-side and tandem 
sources were identified. Also, the effect of decreasing source separation, and its effect 
on decreasing downstream dilution rates, was noted. Apart from this, it is apparent that 
little or no work has been carried out on the three-dimensional prediction of the 
interaction of adjacent cooling tower plumes in the atmospheric boundary layer. Up 
until this point, there has been little or no need as cooling tower plumes have been 
issued so far above ground level into the cross-wind that their subsequent trajectory is of 
little interest. Optimised placing of adjacent sources for maximum enhanced rise is one 
of the main goals of the present study. It is hoped that understanding of some of the 
fundamental processes of merging may enable more realistic hypotheses to be put 
forward and incorporated into less expensive predictive tools. 
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Chapter 3. Mathematical Model 
The equations that govern fluid flow are solved by taking an Eulerian approach, using a 
finite volume method. Examples of this type of implementation can be found in various 
forms (Versteeg & Malalasekera, 1995). The form used in this thesis follow the 
description given by CFDS-FLOW3D (1994). The problem is treated as steady state as 
there are no time-dependent boundary conditions, and it is assumed that there are no 
dominant transient flow features such as vortex shedding. The problem is also said to be 
turbulent and the governing equations modified accordingly. Various combinations of 
the governing equations are used to model differing plume arrangements. All equations 
that will be used are given in the following subsections. 
3.1 GOVERNING EQUATIONS 
The governing equations are those that, taken together, completely describe the 
behaviour of the fluid to be modelled. The main equations are derived theoretically 
requiring no empirical constants (the part empirical, part theoretical turbulence 
modelling is dealt with in Section 3.2.1). These relationships have been known for over 
one century but it is only in the last few decades that they have been solvable using 
computers. 
3.2 NAVIER-STOKES EQUATIONS 
a 
The basic set of governing equations are called the Navier-Stokes equations. These are 




the momentum equation: 
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a( aP a av. ) +gi(P-P. ) (3.2) 
at axi &, &j 
and the thermal energy equation: 
apH+ a IpUIH1_ a xaT +aP at öx; l/ axi ax; at 
(3.3) 
The above three equations are all in an instantaneous form, and they apply to all classes 
of flow including laminar and turbulent. In the laminar steady state case all temporal 
terms disappear. In turbulent flow these temporal terms take into account the rapid 
fluctuations associated with the high, non-periodic nature of the mixing fluid. To model 
all of these fluctuations individually one would need a transient calculation in the order 
of many thousand time steps per second as well as a grid fine enough to capture all 
turbulent microscales. To model these fluctuations more efficiently all variables are 




When these relationships are substituted back into the instantaneous equations, extra 
terms are generated as a direct result of the turbulent nature of the flow. As the flow is 
assumed to be in steady state, any time averaged temporal terms are ignored. The 









where the mean total enthalpy is given by: 
H=h+2U; +k (3.8) 
The flow can be either incompressible or compressible. An incompressible flow can still 
take into account density differences that give rise to buoyancy using what is known as 
the Boussinesq assumption. Density is assumed constant and, thus, omitted in all terms 
except for the body force term in the momentum equation. Here, the density is 
calculated using the simple relationship: 
P= Pa(l-ýT-T. )) (3.9) 
This assumption is valid for small temperature differences, which only go to aid 
buoyancy. Large temperature differences effectively make density a variable and so has 
to be included in all terms. 
If density does vary sufficiently to be classed as a variable, then the flow is said to be 
compressible. There are two classes of compressibility. The first is called weakly 
compressible. Here, although density varies, the associated overpressure, P, is very 
small compared with the reference pressure P. This is valid at Mach numbers less 
than 0.3 (e. g. natural convection and combusting type flows). In this case density is 
calculated from a modified equation of state where it is a function of temperature and a 
reference pressure only: 
_pww RT (3.10) 
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Where here R is the universal gas constant and W the molecular weight of the fluid. This 
is analogous to saying that the speed of sound is infinite in a weakly compressible flow. 
It is this definition of density that is used in the buoyancy body force term. The other 
compressible option is fully compressible. This applies to flows where the speed of 
sound is important and shock waves and associated features are present. In this case the 
standard equation of state is used. However, this condition is not encountered in this 
study and so is not covered here. 
The flows encountered in this study fall into the incompressible (with the Boussinesq 
assumption for buoyancy) and weakly compressible categories. Under these conditions 
contributions from mean and turbulent kinetic energies are ignored in Equation (3.8) 
and therefore the equation for static enthalpy is solved only. 
In the time-averaged Equations (3.6,3.7) the extra terms, arising from the non-linear 
convective terms in the laminar equations, reflect the diffusive transport by turbulent 
fluctuations leading to enhanced mixing over and above diffusion at the molecular level. 
These additional terms are: 
" Reynolds stress= pu; ur 
" Reynolds flux = pu, h' 
It is the calculation of these stresses and fluxes that is the heart of turbulence modelling. 
In high-Reynolds number flows, mixing is due almost entirely to turbulent action and so 
the correct prediction of the turbulence field is essential for accurate modelling of full- 
scale plume dispersion in a cross-wind. 
3.2.1 Turbulence modelling 
The introduction of the Reynolds stresses and fluxes after decomposition of the 
turbulent fluctuating variables, means that the equation set is now not closed. Some 
form of closure is required to model these fluxes and stresses. There have been a wide 
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range of methods used to do this, varying from the most simple zero-equation models to 
the much more complex Reynolds stress transport equations. Figure 3.1 shows how 
these turbulence models relate to each other. A more specific description of these 
models is now covered. 
aP a 
Oxý `PU; 
Uj ) äxß + äxß N 
EDDY VISCOSITY ASSUMPTION 
aü; av; 
-Puiuf = µr +I 
3P 
µT =px const. x velocity scale x length scale 
alb; 
Pu; u; +S; (P-Po) 
&; .. 
REYNOLDS STRESS MODELS 
ONE-EQUATION MODELS 
AT = PC µJ1 
the velocity scale, k is derived from its own transport equation and 
the length scale, 1, is assumed constant 
ZERO-EQUATION MODELS 
TWO-EQUATION MODELS 
both the velocity and length scale are 
derived from their own transport equations 
Figure 3.1 Tree of turbulence modelling. 
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At the centre of the zero-, one- and two-equation models lies the analogy that where a 
laminar stress exists, then so can an equivalent turbulent stress (i. e. Reynolds stress). A 





So if a fluid can have a laminar viscosity, µ, then a turbulent flow should have a 
turbulent or eddy viscosity, µT. So, by using this eddy viscosity hypothesis we can relate 
the Reynolds stress to the mean strain by: 
av; av; 
- pu+u; = Wr 
y+-s 
PkSu (3.12) 
The main limitation imposed at this stage by Equation (3.12) is that the eddy viscosity is 
the same in all directions at any point. Now, where this may be true of laminar viscosity 
(being a property of the fluid) it may not be true of turbulent viscosity, which is 
effectively a property of the flow. Therefore, this eddy viscosity can have differing 
values in relation to differing Reynolds stresses. This occurs when the turbulence is said 
to be anisotropic. Conditions that cause anisotropy, and thus could invalidate the 
isotropic assumption of Equation (3.12), include streamline curvature, swirl, adverse 
pressure gradients, history effects and buoyancy. This fundamental limitation in the 
applicability of this model is discussed in Section 3.2.2. 
The momentum equation, incorporating the new turbulent viscosity, can now be 
rewritten as: 




µeg = µ+PT (3.14) 
and P is a modified pressure defined by: 
au; P' = P+i Pk+(3 tl,, -ý) Ph (3.15) 
In this case ý is a bulk viscosity (which may be neglected for most Newtonian fluids) 
and 4 is a gravitational quantity, such that: 
axi = S, 
(3.16) 
All that remains now is try to calculate this eddy viscosity. Turbulence models that take 
this approach are called eddy viscosity or mean field closure models. Using dimensional 
analysis it is shown that: 
Eddy viscosity =px coefficient x velocity scale x length scale (3.17) 
So calculation of a length and velocity scale leads to an eddy viscosity, which is then 
used directly in Equation (3.13). There are a number of methods to calculate the eddy 
viscosity. 
The simplest is the zero-equation model. Here, the eddy viscosity is either set as 
constant throughout the flow or prescribed algebraically as a function of flow 
parameters such as Reynolds number. The other type of zero-equation model is the 
mixing length hypothesis put forward by Prandtl. Here a mixing length is prescribed, or 
again is a simple function of the flow geometry, which together with a velocity gradient 
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gives the Reynolds stress. These types of models are rarely used in CFD today as more 
complex and accurate models can be efficiently utilised. 
The next step up is a one-equation model. Here, a length scale is prescribed as in a 
mixing length zero-equation model but the velocity scale is taken to be the square root 
of the turbulent kinetic energy, k. To obtain k, a differential transport equation is used 
with k as the dependent variable. The transport equation can be derived exactly from the 
Navier-Stokes equations but simple approximations are used to obtain the modelled 
equation for k. 
The final type of model in this branch is the two-equation model. A model of this type 
was used as one of the turbulence models employed in this study. The eddy viscosity is 
evaluated from the solution of two differential equations, one for k as in the one- 
equation model, and another for c, the rate of dissipation of k. The latter is related to the 
length scale via e. 
3.2.1.1 k-c model 




The transport equations for k and c are: 
a 'k = µ+ 
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E? (3.20) 
K, öx as xkk 
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where P is the shear production defined as: 
au; au; au; 
2 
au; au; 
P= µ`B ax ax + ax -; ax µef ax + Pk (3.21) lJiJJ 
The second term in P is only present in compressible flows. G is the production of 
turbulence kinetic energy due to buoyancy, and is given by: 
A ff aP G=- & Par ; 
(3.22) 








The empirical constants that this model uses are shown in Table 3.1. 









3.2.1.2 RNG k-c model 
This model is a modification of the standard k-c model using renormalisation group 
analysis of the Navier-Stokes equations. It is part empirical and part analytical. The 
only modifications are a modified term relating to the production of energy dissipation 
in the c-equation and a different set of model constants. This RNG model is applicable 
to high Reynolds number flows. The new equations for k and c become: 
öpU; k 
_ö -(( µ+ 
µT ak 
+P+G-pe (3.24) &i cxi ßk ai 
öpu, s 
_ö µ+ 





car, öx; a6 äx, kk 
The new constant C is given by the equations: 
tß(1 _ o) C (3.26) ýrtrrc = (1 + ßtß' 
and: 
rý .µE (3.27) 
In this case i1o and ß are additional model constants, the latter not to be confused with 
the coefficient of thermal expansion. These new constants have the values 3.38 and 
0.015, respectively. 
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3.2.1.3 Low Reynolds number k-E model 
Just as the RNG model is applicable to high-Reynolds number flows, this model has 
been derived for application at low-Reynolds numbers (Launder and Sharma 1974). 
Four modifications have been made to the k and c equations. These are made to ensure a 
damping of the eddy viscosity when the local turbulent Reynolds number is low, a 
modification to the c--equation to ensure that it goes to zero at the walls and also 
modifications of the source terms. The model should be used for flows with Reynolds 
numbers in the range of 5,000 to 30,000. The modified equations that make up this low 
Reynolds number flow are: 
_ 
k2 
PT c A, P (3.28) 
öpU; k a µT ak 
+P+G-ps-D (3.29) ax, äx, a, ý äx, 
F2 apU, E a 
µ+µr +C, 
E(P+C; G)-Czf 
cox, a6 zPE 
+E (3.30) 
cox, - öz, kk 
The additional functions are defined by: 
2 ) 
(3.31) fµ = ex -3.4/(1+ 
%5( 
f2 =1-03exp(-RT) (3.32) 
D=2 (3.33) 
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E=2 µµT a2u. (3.34) 
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3.2.1.4 Differential flux model 
When using a differential flux model (DFM) the turbulent viscosity hypothesis is 
discarded. Instead, each Reynolds stress and flux is determined from its own transport 
equation directly (the modelling of thermal turbulent fluctuations is covered in Section 
3.2.1.5; this differential model is described as a flux model as it predicts both stresses 
and fluxes using differential transport equations). This enables anisotropic effects to be 
captured and so in theory at least, this type of model should be far superior to any two- 
equation model. 
Whereas both laminar and turbulent viscosity were combined into an effective viscosity 
when using the k-c model, the DFM neglects molecular stresses altogether and so the 
momentum equation becomes: 
__ u; uj (Puiuj) =-++j +B; 
(P 
- Po) (3.36) 
Where the pressure is given in Equation (3.15). The transport equation for each 
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P is the shear stress production term and G is the buoyancy stress production term given 
by: 
cell; äIl P=-U. u; uir (3.38) 
axi 
and: 
G=-pß(81ujh+g; ujh) (3.39) 
The pressure-strain correlation, +, is given by: 
ý_C ++2 ++3 (3.40) 
where: 
ýý _ -PCs k 
(u, 'u, - 3-kI) (3.41) 
+2 = -C2S P+3 Ipu; uj (3.42) 
1 
and: 
ý, - -C, s(G +; Ipßg, 1 1S (3.43) 
As the dissipation of turbulence energy appears in Equation (3.37) it too has to be 
modelled. A slightly different equation than that adopted in the k-c model (Equation 
3.20) is used here. It now has the form: 
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The empirical constants used in the differential stress transport equations are shown in 
Table 3.2. 













3.2.1.5 Modelling of Reynolds fluxes 
So far, only the calculation of the Reynolds stress components has been discussed. The 
approach taken to model the Reynolds fluxes is analogous to the approach for the 
stresses. The simplest way, as in the gradient hypothesis of Equation (3.12), is to relate 
the Reynolds flux to an appropriate gradient with the necessary proportionality term. As 
it is conjectured that there is an eddy viscosity which links the mean strain with the 
Reynolds stresses, so there is an eddy diffusivity that relates the mean temperature 
gradients to the Reynolds fluxes. This relationship is written as: 
T 
-P/; 





Here, rT is the eddy diffusivity and is prescribed by: 
FIT 
I'T = (3.46) 
aT 
where aT is the turbulent Prandtl number, the ratio between eddy viscosity and eddy 
diffusivity. As both stresses and fluxes are assumed to be diffused by the same 
mechanisms then the turbulent Prandtl number is prescribed as a constant. It is this 
relationship (Equations 3.45 and 3.46) that is used when modelling the Reynolds fluxes 
in conjunction with the k-e model. 
When the DFM is used the Reynolds stresses are derived from their own differential 
transport equations, as are the Reynolds fluxes. The form of the transport equation for 
the fluxes is much the same as the transport equations we have encountered so far: 




ouhl (3.47) +PF+GF+7C 
oxj 8x1 aDF 6&j 
Pf and GF are the mean field and buoyancy production, respectively. PF is defined by: 
- 
äH- 
PF =- uuf +ui? - (3.48) ax, ar, 
) 
and GF by: 
GF =- h, 2 (3.49) 
CP 
The pressure-scalar gradient term, n, is written as the sum of the three terms 
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u, h' (3.51) 




7[3 = -C3FGF 
(3.53) 
The enthalpy correlation, h'2 , appearing due to buoyancy effects 
in Equation (3.49), 
requires a further transport equation to be used, thus closing the equation set: 




öhr2+ Pe -p 
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s (3.54) 
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where the production term is: 
aH Ph -2 push' & (3.55) 
The empirical constants used in the Reynolds flux transport equations are shown in 
Table 3.3. 
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3.2.1.6 Modelling of turbulence due to buoyancy 
Buoyant effects are present in many engineering and environmental applications. It is 
therefore important to understand how buoyancy modifies not only the velocity field (as 
seen in the body force term in the momentum Equation 3.6), but also the turbulence 
field. This section will briefly identify the terms introduced into the turbulence 
modelling equations that account for the effects of buoyancy. 
Normally it is found that a strain of some sort is instrumental in producing turbulence. 
When buoyant effects are present, it is a density gradient that gives rise to turbulence 
production and subsequent increase in mixing. This can be clearly seen in Equation 
(3.22). A negative sign implies that for stable stratification (i. e. density decreases in the 
opposite direction in which gravity acts) turbulence is damped. Unstable stratification 
(i. e. a lower density area lying beneath a high-density region), especially in steady state, 
has higher turbulence levels associated with it. In the c transport equation (Equation 
3.20) the production of k due to buoyancy is linked to the production of c via a constant 
C3. The effect of including or omitting this increase in production of c is covered in 
Section 5.2.2. 
When using the DFM the same treatment for buoyancy is applied. Now, however, 
buoyancy is responsible for the increase in the individual Reynolds stress components. 
Equation (3.39) is much like Equation (3.22); the density gradient (actually a 
temperature gradient when employing the Boussinesq approximation as seen in 
Equation 3.23) is replaced by the Reynolds flux component associated with the direction 
in which gravity acts, and so includes any directional effects that the buoyancy is 
responsible for. 
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In non-isothermal flows turbulence is not solely quantified by the Reynolds stresses. 
Reynolds fluxes are even more indicative of the level of mixing between `hot' and 
`cold' fluids. Buoyancy itself increases these Reynolds fluxes directly. This is seen in 
Equation (3.47) through the action of the production term GF. It is due to this term that 
yet another transport equation is required to model the variance h'2 . 
The final effect that buoyancy has on turbulence levels is via the pressure-strain 
correlations in the Reynolds stress and flux transport equations (Equations 3.43,3.54). 
3.2.2 Discussion of governing equations 
The three basic time-averaged governing equations of the conservation of mass, 
momentum and thermal energy (Equations 3.5,3.6 and 3.7, respectively) are all 
theoretically derived. As long as the assumptions on which they were derived are not 
contradicted, no errors will be introduced by their use. This does not hold true for the 
more empirical turbulence modelling equations. They are either derived using 
relationships that have analogies with differing flow conditions or rely heavily on 
empirically determined coefficients or both! In high-Reynolds number flows, where 
turbulence plays such a dominant role, it is imperative that the strengths and failings of 
the methods by which turbulence is modelled are covered. 
As mentioned already, the main assumption of zero-, one- and two-equation models is 
that they all rely on the assumption of the existence of an eddy viscosity. This eddy 
viscosity is assumed to be a property of the flow and so can vary from point to point. It 
is also treated as a scalar, Equation (3.12) has the same eddy viscosity for all Reynolds 
stresses. The debate at this point is whether the laminar analogy that has been made is 
merited or not. The fact that dimensionally the two relationships, Equations 3.11 and 
3.12, are equal does not ensure that the analogy is justified. There is also the concept of 
a negative eddy viscosity. Turbulence energy can, under special circumstances, be 
transferred to larger length scales, resulting in a negative energy dissipation. This is 
49 
something that the eddy viscosity assumption does not take into account. Beyond the 
eddy viscosity argument lies the problem of the determination of LT. The form of the 
relationship of Equation (3.18) is again dimensionally determined, but it is at this stage 
that empirical coefficients begin to be introduced. When these coefficients are used the 
entire relationship could be restricted to the flow conditions under which they were 
measured. The next level of uncertainty comes from the transport equations which are 
used to determine the variables that define µT. Although the transport equation for k can 
be derived quite readily from the mechanical energy equation, the equation for c is a 
little more problematic. Although it can be derived exactly, it is extremely complex and 
contains many unknown and almost unmeasurable terms. The form of the s-equation is 
therefore modelled on that for k. In all, the k-c model contains five empirical 
coefficients. They have been determined from experimental data and also from 
computer optimisation. However, for flows that are similar to those used for the 
determination of the coefficients, and which obey the isotropic assumption of a scalar 
eddy viscosity, the k-c model performs adequately. 
The differential flux model is, in theory, much more advanced than any two-equation 
model. An exact transport equation can be derived (again from the Navier-Stokes 
equations) for each individual Reynolds stress. The terms for the convection and 
production of the stresses can be readily calculated. The remaining five terms, 
describing diffusion, redistribution and dissipation of the Reynolds stresses, pose 
unknown correlations that must themselves be modelled to close the equation set. This 
introduces a further six coefficients. These constants are determined from experiments, 
including: 
" return to isotropy of grid generated turbulence; 
" response of isotropic turbulence to sudden distortion; 
" homogeneous free shear flow data; 
" equilibrium free shear flows; 
" shear-stress collapse in a stably curved layer; 
" computer optimisation. 
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It could be argued that a DFM is just as limited to certain applications as the k-c model 
with respect to the determination of these coefficients. This, however is outweighed by 
the more analytical derivation of the form of the transport equations themselves. The 
fact that each Reynolds stress and flux is determined from its own equation allows the 
solution to become anisotropic under the appropriate conditions. It is this freedom of the 
DFM that makes its choice more attractive, or even necessary, for so-called complex 
flows. 
The problems of efficiency and solution stability should not be overlooked. The k-c 
model has two differential equations to calculate the eddy viscosity whereas a DFM has 
eleven to obtain the stresses and fluxes directly (six for the stresses, three for the fluxes, 
one for F. and one for h'2 ). One of the main problems this introduces is the need for 
vastly increased computer memory capacity. Looking at it another way, for a given 
computer memory size, use of a DFM would limit the complexity of the geometry to be 
modelled, possibly to an unacceptable level. Another negative aspect of the DFM is its 
sensitivity during the solution procedure. The solution procedure (covered in Section 
3.5) is iterative in nature. Using the equations found in the DFM, many of them linked, 
can easily result in the divergence and collapse of the solution procedure altogether. At 
best, convergence of the solution will take much longer when compared to the relatively 
stable k-c model. 
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3.3 DISCRETISATION OF THE GOVERNING EQUATIONS 
Although the equations defined in the preceding section are closed, they cannot be 
solved directly. To do so, we turn to numerical methods. All the equations are derivative 
in nature. By integrating them over a small or finite volume we can determine how 
much each variable changes over that volume. If we know the value of the variables at 
the limits of the solution domain then, using this form of integration (discretisation), we 
can ascertain their values within the domain. So, by starting with the governing 
equations, fixing variables at the solution domain boundary (boundary conditions), 
beginning with an initial guess of values at each cell (initial condition), and then 
integrating the equations over many adjacent finite volumes (grid), we obtain a 
converged solution field for each variable. The process of integrating the governing 
equations is covered below. 
3.3.1 Basic principles of the finite volume method 
The governing equations must be integrated over a grid of adjacent finite volume cells 
or `bricks'. Previously, it has been common to use what is known as a staggered grid. 
An example of this can be seen in Figure 3.2. 
FL 
........ ........ 
ý...... . +. ---- 
......... ......... 
Location of scalar variables 
Location of velocity variables 
Figure 3.2 Staggered grid array. 
-º--"ý 
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Here, we see that all scalar variables are stored at the centre of each cell, or rather the 
scalar variable has the same value throughout all of that cell. The vector variables are 
stored on the centre of each face of the cell so that fluxes flowing through the cell can be 
calculated directly. This results in four grids: one for scalars and three for the velocities. 
Heavy memory requirements are therefore made on the computer. With a staggered grid 
there also exists complications in accurately gridding complex geometries. To overcome 
these problems a non-staggered approach is taken in this study (Figure 3.3). With a non- 
staggered grid all scalars and variables are stored on a single grid at the centre of each 
cell. The process by which velocities are extrapolated to the cell faces for flux 
calculations is covered in Section 3.3.5. This approach enables accurate gridding of 
complex geometries with efficient use of memory capabilities. 
C 
t. w. L.. 
L L 
Figure 3.3 Non-staggered grid array. 
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It is not wise to grid an entire solution domain uniformly. In regions where there are 
high variable spatial gradients it is essential to have a high grid density of cells so as to 
`capture' this gradient. If a gradient exists, but there is only a coarse grid present, then a 
numerical error called numerical diffusion is likely to occur. This has the effect of 
smoothing out, or diffusing, any large local variable peaks. The result can be an 
overestimation of a variable in places or an underestimation where there should be a 
high value. To ensure that there are none of these grid dependent errors, a grid 
sensitivity test should be conducted. Here, the number of cells in the domain is raised 
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continuously until such time as the variables (or at least those variables of interest) cease 
to vary at any point upon further cell density increases. This form of test is described in 
Section 4.3.3.6. 
Once the solution domain has been gridded then each governing equation must be 
integrated over each cell. Only when the laws of conservation, as well as the turbulent 
transport equations, are satisfied at each cell (to within a tolerable degree) is the solution 
complete. 
For simplicity of coding, all the governing equations are organised into a similar form. 
This generic form can be written as: 
aaU'ý ay r yo =s al axe t3x (3.56) 
The first term represents the convection of any variable, 4, by the mean fluid velocity, 
U, ; the second term represents diffusion where r is the diffusion coefficient; and the 
third term is a source or sink term where 4 is either created or destroyed. When 
integrating over a control volume we obtain: 
jp+L. ndA - 
jr & ndA = JSdv (3.57) 
The calculation of these integrals is the centre of the discretisation process. Figure 3.4 
shows a single orthogonal cell and some of its neighbours. With a non-staggered grid all 
variables are stored at the centre of the cell at point P. Neighbouring points include 
points E, W, WW, etc. In the schemes that follow a lower case subscript (n, e, s, w) 
refers to values at the appropriate face whereas an upper case subscript (N, E, S, W) 










Discretisation over the cell results in the formulation of the finite volume equation: 
app = aj,,, +S 
mn 
(3.58) 
The coefficients (a, etc. ), that express the contribution of convection and diffusion 
across the cell boundaries, are called matrix coefficients. Each matrix coefficient is 
composed of a contribution from the diffusive term and one from the convective term. 
How each coefficient is derived is now explained. 
3.3.2 Treatment of the diffusion terms 
The diffusion term is the simplest to integrate. By looking at the diffusive flux at the 
west face of the cell' we can write: 
fr A. nd4 = rA' (+p -+w) f h. 
(3.59) 
Where h is the height of the west face of the cell. Equation (3.59) can be rewritten as: 
rh. ($p-. w)=Dw(4 -. w) M 
(3.60) 
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Such that Dw is the west-face diffusion coefficient. There is a diffusion coefficient for 
each face of the cell. 
3.3.3 Treatment of the convective terms 
The integration of the convective (sometimes referred to as advective) term can be 
accomplished by a wide variety of methods. The more accurate methods often tend to be 
slower and less robust during the solution process. In this study a choice of three 
methods were chosen for the integration of this term. All the schemes require 
calculation of the variable at the face in question (unlike treatment for the diffusive term 
which relies purely on a difference between cell centres). This is because each 
convective term requires the normal velocity at the face in question. 
3.3.3.1 The 'hybrid' scheme 
This scheme is a combination of two separate methods; upwind differencing and central 
differencing. When using upwind differencing, the value of the variable 4 at the west 
face of the cell (4) is taken to be the same as the value at the upstream point W (4 W) (for 
the case where the flow is from west to east). So, if we integrate over the west face: 
l p$U,. ndA = pU AM$w = Cwýw (3.61) 
Where C1, is the convection coefficient at the west face. Again, there are coefficients for 
each face of the cell though they can be either positive or negative depending on the 
direction of the flow. 
Central differencing is the most obvious discretisation for the convection term. Looking 
again at the west face: 
f 
Vj. ll F^'wAw2(4W+4P) (3.62) 
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The hybrid scheme consists of the use of central differencing if the cell Peclet number is 
less than 2.0, otherwise it uses upwind differencing but ignoring the diffusive term. This 
scheme can therefore be either second-order accurate or first-order accurate, 
respectively. The matrix coefficient, a (in Equation 3.58), is defined as: 
aw=mý+Cw, Dw)+zCw 
3.3.3.2 The QUICK scheme 
(3.63) 
This is a third order accurate upwind scheme. This scheme, instead of using only the 
immediate neighbouring points, uses two upstream and one downstream point: 
JP4Uj. 
ndA = pÜ Aw(14, + 4l 8+ 
) (3.64) 
Again, the matrix coefficient at this face is defined as: 
a,. =ä max(CW, O) +8 max(CEO) + Dw (3.65) 
3.3.3.3 The CCCT scheme 
This scheme is a bounded form of the standard QUICK scheme. For continuity we look 
again at the integration over the west face: 
J P4U, . ndA = pUA,. 
(('s 
- a)$ r+ 
(ä + 2a)$ w- 
(g + a)ý ww) (3.66) 
The term a depends on the curvature of the variable 4. 
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3.3.3.4 Discussion of discretisation techniques 
The above three methods each have their own strengths and failings. The hybrid scheme 
is simple and very robust. A converged solution can be reached quickly thus relaxing 
the requirements on computer resources. However, when the cell Peclet number exceeds 
2.0, i. e. when convection dominates diffusion, and first-order accurate upwind 
differencing is used, the results can suffer from numerical, or false, diffusion due to the 
inability of this first-order scheme to capture any high gradients. This problem also 
occurs when the main flow is skewed with respect to the grid alignment, which lessens 
the dominance of `upstream' effects. 
To overcome these low-order accuracy problems of the hybrid scheme the QUICK 
scheme can be used. As it is third-order accurate it is capable of capturing a much 
steeper gradient on an equivalent grid. However, as a side effect, this unbounded 
scheme can suffer from overshoots or undershoots. This is where the gradient itself is 
captured, but at either end of this slope the QUICK scheme overpredicts or 
underpredicts (depending on which `end' of the gradient we refer to) the value of the 
variable. This may not be too serious if the overshoot is only a small percentage of the 
variable value or difference in the variable across the gradient. However, when negative 
values are predicted of variables that can only be positive this overshooting can give rise 
to unrealistic or impossible results. This can happen with turbulence kinetic energy, k, 
or its rate of dissipation, E. Undershooting of k or c can either produce results that are 
meaningless or even cause the solution process to diverge. 
So, to overcome the problems associated with the QUICK scheme, the CCCT scheme 
can be employed. The CCCT scheme is a modification of the standard QUICK scheme. 
The CCCT scheme is said to be bounded, i. e. the overshoots found when using QUICK 
are truncated by CCCT. Out of all three schemes this one is the least stable. Although a 
converged solution will be obtained it will take much longer than with QUICK which in 
turn takes much longer than the hybrid scheme. To overcome any numerical diffusion 
errors the grid density can either be increased so as to minimise the problem associated 
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with lower-order schemes, or a higher order scheme can be used, which in turn is less 
stable. The former case will increase memory requirements whilst the latter will 
increase convergence time. In this respect it can be argued that the computer resources 
play an important role in the choice of CFD model parameters. 
All the above discretisation theory is applicable to simple orthogonal grids. When using 
body fitted grids (bfg) the cells no longer have simple 90° vertices. BFGs enable 
gridding of very complex geometries including curves and slopes. Therefore, the whole 
process of calculating fluxes, diffusion and convection coefficients becomes much more 
involved. The theory of the transformation from simple Cartesian systems to general 
curvilinear ones is covered in CFDS-FLOW3D (1994). 
3.3.4 Procedure for the derivation of pressure 
Although the governing equation set is now closed, there is no obvious method for the 
derivation of pressure. Pressure does not have an equation of its own, so to speak. The 
SIMPLE (Semi-implicit method for pressure-linked equations) pressure correction 
algorithm (Patankar & Spalding 1972) is therefore used. Pressure is obtained via an 
iterative method within the main solution process itself. The following equations relate 
to the simple orthogonal grids. Again, the extension to non-orthogonal bfgs is not 
covered here for the purposes of simplicity. 
There are two steps in the pressure correction process. The first is the predictor step. The 
momentum equation, when applied to the east face of a control volume at any given 
stage in the solution, can be written as: 
aeUU -Fa. Uý+A, 
(P; 
- PE+ Se (3.67) 
Note that this equation is used iteratively in the solution process. It would be justified to 
assume that the problem has not yet converged during the solution process so a new 
pressure and velocity field is required, e. g.: 
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P"=P'+P, 
U" = U' + U' 
(3.68) 
The first terms are the updated fields, the second terms are the present fields and the 
final terms are the differences needed to conserve mass continuity. The updated fields 
also obey the momentum equation: 
ae U: ' =Ea,,,, U;,; + A, 
(P; * - PE') + Se 
im 
(3.69) 
Within the method for calculation of the neighbouring velocity in Equation (3.69) lies 
the difference between SIMPLE and SIMPLEC. The velocity is approximated by: 
Um =U, +a(u -Up) (3.70) 
where a=0 for SIMPLE and a=1 for SIMPLEC (the latter used in this study). By 
subtraction of Equation (3.69) from Equation (3.67) we obtain: 





For nearly orthogonal grids, the off-diagonal components (i. e. the contributions from 
diagonally neighbouring cells) can be ignored. Hence, the algorithm is semi-implicit. 
Assuming that the corrected fields do actually satisfy continuity, we can write: 
aPpP = 





ap=I: a,  
(3.73) 
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and the mass source residual for the cell: 
mp =-C. +Cd -C;. +CS -C;, +C. (3.74) 
Where C' is the mass flow through the cell face. The second stage is called the corrector 
step. Here, we first correct for pressure by using: 
P00 = P; +apPP (3.75) 
The a term is called an under-relaxation factor and is used to introduce the modified 
variable slowly (i. e. 0.0 <a<1.0) to ensure stability. Secondly, we correct for the 
velocities in a similar fashion. Ultimately, the problem will converge. when the mass 
source residual of Equation (3.74) reaches a tolerably small value. 
3.3.5 Rhie-Chow interpolation 
The use of non-staggered grids means that all variables, both scalar and vector, are 
located at the centre of each cell. It is necessary to obtain the normal velocity at a cell 
face for calculation of the convection coefficients and mass source terms used during the 
pressure correction procedure. Instead of using weighted linear interpolation, which 
leads to the well-known checkerboard oscillations in pressure and velocity, a modified 
momentum equation is used. This is procedure is called the Rhie-Chow interpolation 
method (Rhie & Chow 1983). 
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3.4 BOUNDARY CONDITIONS 
Just as the equation set must be closed, so must the grid be to enable solving. This 
means that values at the edge of the grid must either be prescribed or a method given for 
their calculation. These so-called boundary conditions are critical because, as they are 
set, they have a very strong influence on the solution within the domain itself. There are 
different kinds of boundary conditions available according to where the boundary lies. 
All the conditions used in this study are detailed in the following sections. 
3.4.1 Near wall treatment 
At a solid-fluid boundary the fluid velocity is zero with respect to the wall. How the 
fluid velocity changes from zero at the wall to the free-stream value introduces 
complications. Within this wall boundary layer there are many complex mixing 
processes present. There are two methods for predicting the flow field in this region. 
3.4.1.1 Wall function method 
It has been found that the variation in velocity with vertical distance from the wall in a 
boundary layer follows a self-similar non-dimensional shape. This is shown in Figure 
3.5. By looking at the relationship between these non-dimensional terms, u+ and y+, we 
see that there is an area within the boundary layer where u+ is some function of the log 
of y+. This is called the logarithmic region. This relationship takes the form: 
u+ =1 --1n(Ey+) fory+ > yo K 
(3.76) 
This is true for y+ values above 11.23 (yo+) and less than 1000. The constant E, 
empirically derived, has the value 9.793. So, by knowing the height from the wall of the 
first grid cell the velocity can then be calculated. From here on into the solution domain, 
the momentum equation is used to calculate the velocity. The value of turbulent kinetic 
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energy is solved, using the k transport equation in the k-s model, at the grid cell nearest 




It is critical to keep the grid cells nearest the walls at a y+ value within the range 11.23- 
1000 for the assumption that this wall function relies on to be valid. Near-wall velocities 
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Figure 3.5 Schematic graph of a wall boundary layer. 
3.4.1.2 Low-Reynolds number near-wall approach 
When using the low-Reynolds number k--¬ model there is no assumption made about the 
shape of the wall boundary layer. Instead, the governing equations are integrated 
directly to the wall, through the boundary layer. By doing this, however, a very fine grid 
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density is needed to capture the high gradients encountered in this region. All regions of 
the boundary layer must be captured and the nearest grid cell must be no more than 
y+ =I from the wall. 
3.4.2 Symmetry plane 
In the majority of cases where physical symmetry exists in a solution domain, a 
computational symmetry can also be applied. This means that only 50% of the domain 
needs to be gridded, thus offering a massive saving on computer memory requirements. 
There are cases, such as vortex shedding from a cylinder and other transient states, 
where although physical symmetry exists, computational symmetry does not. The 
symmetry boundary condition acts like a computational mirror. The main effect is that 
no flux crosses this plane. To implement this, and other boundary conditions, a row of 
dummy cells is defined on the outer edge of the solution domain. All variables are 
mathematically symmetrical across the plane (i. e. the value within the dummy cell 
assumes the value of its neighbouring cell within the domain). The component of 
velocity normal to the symmetry boundary and the component of the Reynolds shear 
stress and Reynolds flux involving this normal velocity component are both anti- 
symmetrical (i. e. the value within the dummy cell assumes the negative value of its 
neighbouring cell within the domain). 
At the symmetry boundary all variable gradients are normal to the symmetry plane. 
There are two conditions where this is true. The first is, as already mentioned, at a 
physical symmetry plane. The second is in a region of homogeneous flow. Here, there 
are no changes across the plane. This is true at or above the top of a boundary layer or 
even vertically within a boundary layer as long as there are no end effects present. Thus, 
if the plane of symmetry is positioned in or near an area of gradient, then an error would 
be introduced at the boundary that could affect the results well into the domain itself. 
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3.4.3 Inlet plane 
At an inlet plane values for variables at an edge of the domain are prescribed exactly. 
All variables are specified except for pressure, which is extrapolated from downstream. 
Variables can either have a `top-hat' profile where they are constant across the inlet 
boundary or a FORTRAN user routine can be implemented to prescribe a more complex 
inlet profile. 
3.4.4 Mass-flow boundary 
This boundary condition is used where fluid exits the domain. In this study a Neumann 
boundary condition is used. Just as continuity is assured through each cell, the mass 
flow boundary condition ensures that mass conservation is obtained throughout the 
entire domain. There are three stages in implementing this condition: 
I The velocity field is normalised to the exit plane thus all components of velocity 
parallel to the plane are set to zero. 
2 The discrepancy between the actual mass flow rate out of the domain and the 
desired flow rate (the sum of all inlet mass flow rates) is calculated. 
3 An increment is added to all normalised velocities at outlet faces to force outlet mass 
flow to the desired value. 
Stage one introduces an error itself. By normalising the velocities at the mass-flow 
plane we are forcing filly-developed conditions upon the flow. Where this may be 
valid, or already exists, e. g. at the end of an exit duct or after a long period of 
development, it is not the case within regions of undeveloped flow. These include 
regions of recirculation, sudden expansion, etc. 
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3.5 SOLUTION OF THE DISCRETISED EQUATIONS 
Having covered the derivation of all linearised equations from the governing partial 
differential equations, the process by which they are solved will now be explained. As 
already mentioned, an iterative process is used, starting from an initial estimate of the 
values of all variables at each cell through to the converged solution where the final 
values obey their respective conservation equations to within an acceptable degree of 
accuracy. 
3.5.1 Solution procedure 
The solution process consists of two loops. An initial guess or initial condition is taken 
for the values of all variables at each cell. The two loops are then iterated in a nested 
manner. The inner loop solves the linearised equations for each variable in turn at each 
cell assuming all other fields are fixed. The outer loop involves updating all variable 
fields with the values calculated in the inner loop. As this process progresses, the flow 
field approaches its final or converged state. The iterative process stops when the error 
in global mass continuity in the entire flow field reaches an acceptably small value. A 
detailed understanding of this process is essential for `tweaking' of solution parameters 
so as to ensure quick and efficient convergence. 
3.5.1.1 The inner iteration 
The inner iteration consists of taking each variable in turn, whilst assuming all the 
others to be fixed, and passing the relevant equations for each cell to iterative linear 
equation solvers. All updated variable values are not passed on to the other linearised 
equations until the completion of the inner loop. It is within the outer loop that this takes 
place. 
There are a number of solution methods for each variable. These are listed in Table 3.4. 
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Table 3.4 Equation Solvers 
U, V, W Stone 
P ICCG 
H Stone 
All Reynolds stresses, fluxes, k and c Line relaxation 
It is useful to visualise each cell having a set of equations for each variable associated 
with it. Stone's method takes all the equations for the variable in question, for every cell 
in the domain, and collects them into a large matrix. It is this matrix that is solved in an 
iterative way. The line relaxation solver takes only a single line of cells at a time. A 
matrix with all the equations for the present variable at each of the cells in the line is 
formed and solved directly. The line then moves one cell location in a predetermined 
direction (set to be in the same direction as the main flow) and the process is repeated. 
This can be called an iterative method also as the line sweep up and down the domain. 
At some point the iterative process must be terminated so that the inner iteration can 
proceed onto the next variable. There are two ways by which to stop the inner iteration 
for each variable. The first is by setting sweep information. This is easiest to visualise 
with the line relaxation method. A minimum and maximum number of sweeps can be 
set for each variable. This forces there to be at least a set number of sweeps, but which 
are not repeated indefinitely. The second, and more sound method, is by setting a 
residual reduction factor. Each variable at each cell during the solution process does not 
satisfy its respective conservation law, i. e. the amount by which the linear equation is 
not satisfied. By summing all these residuals for each cell we obtain the total amount by 
which the equations are not satisfied. The residual reduction factor ensures that the 
sweeping takes place until the sum of the residuals for each variable has been cut by the 
reduction factor itself (0.0 < reduction factor < 1.0). This is a more realistic way with 
which to stop the inner loop. Therefore, the number of sweeps should be kept high 
enough to ensure that the reduction in residuals is satisfied first. This sweeping also 
applies to Stone's method and the preconditioned conjugate gradient solvers as well. 
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The values for the number of sweeps and the reduction factor mainly used in this study 
are given in Table 3.5. 
Table 3.5 Number of sweeps and reduction factors 
Variable Minimum number of 
sweeps 




U, V, W 1 5 0.25 
P 1 30 0.1 
All Reynolds 1 5 0.25 
stresses, fluxes, k 
and e 
H 1 30 0.1 
It is necessary to make small changes to ease convergence in some cases. For example, 
the effect of buoyancy sensitises the solution process by linking the enthalpy and 
momentum equations via the body force term in the latter. A decreased reduction factor 
for enthalpy ensures accurate solution for H in the inner iteration, which aids 
convergence in the outer iteration. 
3.5.1.2 The outer iteration 
Once the inner loop has been completed, i. e. each variable taken in turn and iteratively 
solved until the stopping criteria has been met, the outer iteration is performed. The 
main aim of the outer loop is to update all variables in all equations by the values 
calculated in the inner loop. It is within this outer loop that the velocity pressure 
coupling algorithm, SIMPLEC, covered in Section 3.3.4, is implemented. 
Instead of directly updating the cells, only part of the difference between the values in 
this outer loop when compared to the values from the previous loop are added. The 
fraction of the difference passed on is called an under-relaxation factor (URF, where 0.0 
< [RF < 1.0). No under-relaxing (i. e. URF = 1.0) means that all of the difference in a 
variable between this iteration and the previous one is passed on. With greater under- 
relaxing, i. e. a smaller URF, the solution process is slowed down with only a fraction of 
the difference added to the previous value. The main purpose of under-relaxing is to 
stabilise the solution process. By choosing a smaller URF two effects are generated. 
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Firstly, the matrix of equations are made strongly diagonally dominant and thus a more 
accurate solution of the equations is gained with a fixed amount of work. Secondly a 
smaller URF corresponds to a small pseudo-time step bringing the stability benefits of 
small time steps. The URFs used mainly in this study are given in Table 3.6. 
Table 3.6 Under-relaxation factors 
Variable URF 
U, V, W, 0.65 
P 1.0 
k, e 0.7 
T 1.0 
H 0.7 
Reynolds stresses and fluxes 0.5 
It is also possible in this loop to force another inner iteration solution for a group of 
variables. When the DFM is used this is implemented for k, c and Reynolds stresses and 
fluxes transport equations. These equations are iterated twice in the inner iteration when 
compared to all the other variables. This forces a very accurate solution of these 
turbulent quantities, which plays a critical role in solution stability. 
The outer loop is stopped when the problem is said to have converged. There are a 
number of criteria for stopping the outer loop. There can be a time limit or a maximum 
number of outer iterations. These two criteria are driven more by computing resources 
than by a physically realistic criteria. The condition for convergence in this study is for 
the sum of mass source residuals (see Equation 3.74) from each cell in the domain 
dropping below a predefined value. The convergence can also be monitored at specific 
locations. As the iteration progresses the value of the sum of mass source residuals 
decreases as the monitoring point should approach a constant value. Therefore, a 
minimum sum of mass source residuals, together with monitoring of the variable values 
during the solution procedure are combined to obtain a satisfactory convergence. 
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3.5.1.3 Computer software 
The commercial CFD package used is CFDS-FLOW3D from the Atomic Energy 
Authority at Harwell in Oxfordshire. Also in the suite of CFDS programs is the grid 
generator (SOPHIA) and post-processing visualisation package (JASPER). 
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Chapter 4. Problem Under Consideration 
This chapter outlines the problem under consideration in this study. The main aim of the 
investigation is to understand more fully the effect of multiple plumes, issued in close 
proximity to each other, and their dispersion into a cross-flowing ambient. The 
following chapter will therefore cover the real-life, physical cooling tower plume 
arrangement, how this has already been modelled in a wind tunnel and finally, how this 
study approaches the problem in a mathematical light. 
4.1 ACTUAL PROBLEM 
Evaporative type cooling is by far the most common method used in the UK. Here, the 
water to be cooled is brought into direct contact with colder air whereupon evaporation 
leads to a decrease in the temperature of the hot water. A less common type of cooling is 
performed by dry towers. Here, there is no direct contact between hot water and cool air. 
Heat transfer occurs across dry surface coil sections, hence the water is cooled totally by 
sensible heat. A mixture of these two types of cooling can be found in plume abatement 
and water conservation type towers. 
When using evaporative cooling, the hot air leaving the tower can be highly visible due 
to its elevated temperature and moisture content relative to the surrounding ambient air. 
A decrease in density and persistence of the plume can be achieved by using plume 
abatement towers. Such towers cool some of the hot water by dry cooling as well as 
using evaporative cooling for the remaining water. The combined cooling air leaves the 
tower at subsaturated conditions and cools to ambient temperatures without entering the 
supersaturated, visible state. 
There are two conditions that lead to the plume spreading down to ground level when 
using mechanical hybrid type towers. The first, called touchdown, is where a bent-over 
plume spreads naturally by entraining ambient air, but whose centreline is close enough 
to the ground so that the increased plume width eventually coincides with ground level. 
Secondly, there is plume downwash. In low exit velocity conditions the plume can be 
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bent-over so quickly that it interacts with the tower wake. Accelerated cross-wind 
around the sides of the tower structure lead to areas of low pressure in the lee of the 
tower. These areas can drag the underside of the plume down which inhibits plume rise 
in the early stages. At worst, some plume material can be pulled into the recirculation 
region within the wake leading to reingestion of hot, high-humidity air back into the 
tower. Both these situations are highly undesirable. The most common form of 
restricting these problems is to increase the height of the tower so that the plume is 
issued into the cross-wind at a greater height above the ground. This is done either by 
increasing the stack or plenum height. 
If these last options are not available then great care has to be taken when siting 
mechanical tower arrays. More often than not the only factor that is controllable is the 
orientation of the arrays as source conditions will be defined by loading requirements 
and there is little hope of controlling ambient wind conditions. An understanding of how 
adjacent plumes merge, and thus how effectively they will rise, is therefore required in 
an attempt to achieve greatest combined rise through informed array positioning. 
4.2 WIND TUNNEL MODEL REPRESENTATION 
National Power plc commissioned wind tunnel studies to characterise and quantify the 
interaction and possible downwash of cooling tower plumes from various cooling tower 
arrays. This work was carried out by TNO Environmental and Energy Research of 
Holland (TNO, 1995). These tests are to be modelled computationally in this study and 
the results compared. A frill description of the wind tunnel arrangement will therefore be 
given. 
4.2.1 Description of experimental wind tunnel tests 
The work was done in an open type wind tunnel, the relevant dimensions of which are 
shown in Figure 4.1. A linear scaling factor of 300 was chosen when converting the full- 
scale down to wind tunnel scales. An atmospheric boundary layer was simulated in the 
wind tunnel with a full-scale surface roughness length of 0.1 m. A rough carpet on the 
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floor of the conditioning section of the tunnel was used with a tripping fence of height 
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Figure 4.1 Experimental wind tunnel arrangement (all dimensions in metres) 
The rather complex outline of a real-life mechanical tower, shown in Figure 4.2, is 
simplified in the wind tunnel work to a cubic building with the full-scale dimensions 
20 x 20 x 20m with an internal cylindrical development duct 10m in diameter. The wind 
tunnel model dimensions are therefore66 x 66 x 66mm and the diameter of the opening 
is 33mm. A gauze was mounted at the bottom of the tower development section to 
promote a uniform profile of velocity at that plane. This simplified tower model is 
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Figure 4.3 Wind tunnel model cooling tower (all dimensions in millimetres). 
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As a starting point for the wind tunnel simulations full-scale source and ambient 
conditions were defined. These were cross-wind velocities at the tower top of 3,5 and 
7m/s, a source discharge speed of 7m/s and a temperature difference of 15K over an 
ambient value of 288K. Correct scaling between full and small-scales would involve 
fixing both the Froude and Reynolds number as well as the relative density difference 
between source and ambient. The full-scale density ratio between source and ambient is 
0.95 (due to the temperature excess of 15K over the ambient of 288K). Wind tunnel 
simulation of this value would lead to very low wind speeds and correspondingly low 
Reynolds numbers. This would be difficult in terms of stability as well as the discharge 
not being sufficiently turbulent. A compromise is therefore made. A density difference 
of 0.74 in the wind tunnel is achieved by adding 30% helium to the flow through the 
cooling tower. Higher air speeds are now allowed and a minimum Reynolds number of 
1800, with respect to the model tower height, can be realised. It is still essential that 
Froude numbers match between the two scales. It is from this that the velocity scaling 
can be calculated: 
u1_ u2 
/ (4.1) 9Ls ('P/Pa)s 9L1 (AP/Pa)f 
this can be rewritten as: 
Ul Lf (ATI TO)f 
(4.2) 
The ratio between full and small-scale velocities can now be calculated as all terms on 
the right-hand side of Equation (4.2) are known. The ratio is equal to 0.1307 and so the 
full-scale velocities of 3,5 and 7m/s convert to small-scale velocities of 0.39,0.65 and 
0.91 m/s, respectively. 
A tracer is added to the helium and air mixture of the tower source discharge so that the 
concentration of the plume may be measured at various downstream locations. 0.3% 
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volume of isobutylene is therefore added to the source. To measure the concentrations 
of the tracer gas a rake consisting of 12 sampling tubes on a line was used. The distance 
between the tube mouths was 70mm. The outer and inner diameters of a sampling tube 
were 2.7 and 1.5mm, respectively. Three photo ionisation detectors, operating 
simultaneously, were used to record the concentration of the tracer gas. Values were 
averaged over a period of 1 minute. Air speed in the wind tunnel was recorded using a 
thermistor probe. Flow rates of the air, helium and isobutylene to the towers were 
measured using rotameters and mass-flow controllers. 
4.2.2 Wind tunnel experimental results 
Cross-wind inlet profiles were measured 1.5m upstream of the centre of the tower array. 
The measured profiles of cross-wind velocity, three components of turbulence intensity 
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Figure 4.4 Inlet profile graphs of turbulence intensity in three directions (a, b, c), 
turbulent length scale (d) and cross-wind velocity (e) (TNO, 1995) 
Concentration measurements were taken at four downstream locations: 0.33,1.33,2.66 
and 4. Om (full-scale distances of 100,400,800 and 1200m) from the front of the tower 
array. At each of these locations vertical and horizontal concentration profiles were 
measured. The exact procedure, taken from the TNO report, was as follows. 
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"At first the vertical profile has been measured at the lateral location where the 
concentration proved to be the highest. In general the lateral co-ordinate of this 
location proved to be close to the lateral co-ordinate of the centre of the cooling tower 
array. Subsequently a horizontal profile has been measured at the vertical height of the 
maximum concentration from the vertical profile. " (TNO, 1995) 
The full TNO study covered six tower array types (1 x 1,1x2,1x4,2x2,1 xlO and 2x5) 
and three wind directions at each of the three wind speeds for each configuration. This is 
approximately 30 configurations in total (in addition, four configurations with no 
helium were also studied). For each configuration eight concentration profiles were 
measured. Not all configurations are modelled in this study. An example of the raw 
TNO data is given in Appendix A. The `y-correction' referred to in this raw data is the 
lateral off-centre distance mentioned in the above quote. This could be attributed to 
lateral drift within the wind tunnel. It may also correspond to one of the off-centre 
thermal cores found within the plume's kidney-shaped cross-section. The vertical peak 
in concentration (which was used to define the vertical height at which the horizontal 
profiles were measured) could be the highest for those positions measured. It may also 
coincide with the exact point of the peak. Because of the way the measurement positions 
were chosen, a certain degree of uncertainty exists which should be noted here. These 
points are covered more fully when comparing the computational results to the 
experimental data in Chapter 5. 
4.2.3 Discussion of experimental results 
It is important to try to asses not only the accuracy of any experimental data but to also 
question any assumptions that the experiment was based upon. An awareness of all 
errors and tolerances will go some way in quantifying the overall accuracy of the 
comparison between experimental and computational results. 
A CFD code produces a vast amount of data that is spatially highly accurate. The 
method of obtaining concentration values in the wind tunnel introduces smoothing 
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errors that should be addressed. The external diameter of the wind tunnel sampling tubes 
is 2.7mm corresponding to a full-scale diameter of 0.8m. So, just as a computational 
grid limits the ability to capture a spatial gradient, the experimental method also 
introduces a form of averaging of concentration gradients. Any high peaks of 
concentration that exist in reality, smaller than 0.8m in the full-scale, will therefore be 
smoothed out somewhat by this measuring process. 
The scaling assumptions outlined in Section 4.2.1 would be of critical importance when 
comparing the wind tunnel data with actual full-scale data. When using a computational 
model the question arises whether to model the wind tunnel scale, copying the wind 
tunnel geometry and boundary conditions exactly, or to model the full-scale set-up 
directly. The former would certainly provide the best method for validation of the code 
itself, whilst the latter should give an indication as to not only the accuracy of the 
numerical model, but also to the accuracy of the experiment to model the full-scale. 
4.3 COMPUTATIONAL MODEL 
There a number of advantages, as well as disadvantages, in using CFD as a predictive 
tool compared to standard experimental techniques. One of the benefits of CFD lies in 
the freedom to model a great number of geometries and flow conditions with ease. Once 
a geometry has been created it can be modified or copied to quickly produce a new 
arrangement. With wind tunnel work once a model has been manufactured it is 
geometrically fixed. To then go on to model a different arrangement requires the 
manufacture or modification of existing parts. This can be a costly and time-consuming 
process. The difference between modelling small or large scales computationally is 
simply a matter of differing numerical values. This itself can overcome the errors of 
scaling assumptions and compromises found in wind tunnel work. Another benefit is the 
shear quantity of data produced by a CFD code. It will always far outweigh that which 
can be as easily derived from an equivalent experimental rig. Within a single CFD result 
data file lies information on not only readily measurable variables such as velocities and 
temperatures, but also on more complex parameters such as heat transfer coefficients, 
wall shear stresses and Reynolds fluxes and stresses. 
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Computing power, or lack of it, introduces the problems encountered in CFD work. 
Although the exact equations governing fluid flow are known, present computing 
resources mean that drastic simplifying assumptions on the behaviour of fluids have to 
be made. A direct numerical simulation (DNS) with a grid dense enough to capture all 
turbulent structures down to the Kolmogarov scale with time steps of the appropriate 
order would be as accurate as the accuracy of its boundary conditions. At present though 
it would take in the order of millennia to simulate the problem at hand using this 
method. Assumptions are therefore made to simplify the computational model. The 
most important area is the treatment of turbulence, covered in Section 3.2.1. Other 
sources of error are found in the density of the grid used, the discretisation of the 
governing equations and also in some boundary conditions. As with wind tunnel studies, 
the results generated will only be as accurate as the definition of the model itself. 
The work carried out in this study comprises the modelling of both the wind tunnel 
work as well as the full-scale. For direct comparison with experimental data the wind 
tunnel geometry is modelled as closely as possible. Differing number of sources, wind 
direction and wind speed are investigated as well as the effects of buoyancy. The results 
themselves are given in Chapter 5. Below is an outline of the geometries and scales 
studied as well as the boundary conditions used. 
4.3.1 Cooling tower geometries 
Three cooling tower arrays are modelled. These are a single source, the wind 
approaching normal to one face of the tower, a1x2 array and also a2x1 array. The 
two double source arrangements have the wind approaching normal to firstly the minor 
(shorter) axis of the line array and secondly normal to the major axis. 
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4.3.1.1 Single tower 
The simplest geometry is that of the single tower, shown in Figure 4.5. The only 
difference between this and the wind tunnel model (see Figure 4.3) is that the 
development duct is now purely cylindrical. A top-hat profile for all inlet variables is set 
at the bottom of this duct. Physical symmetry has been utilised so only half of the entire 
domain needs to be modelled. 
4.3.1.2 Tandem arrangement 
An increase in the number of sources quickly increases the number of required grid 
cells. Therefore, just aI x2 arrangement is modelled, again making use of the existence 
of physical symmetry. The effect of wind direction is also incorporated into the 
geometry. The two extremes of the wind direction, parallel and normal to the towers, are 
investigated. 
The tandem arrangement refers to a1 x2 array where the wind approaches at 0° to the 
long axis of the array. This is shown in Figure 4.6. The plume inlet boundary conditions 
are identical to the single source case, although there is now an upstream and 
downstream source. 
4.3.1.3 Side-by-side arrangement 
This geometry is identical to the tandem arrangement except now the cross-wind 
approaches from an angle of 90° to the long axis of the array, as shown in Figure 4.7. As 
the physical symmetry plane now bisects the centre of the long axis of the array an 
entire source is modelled to one side of the symmetry plane. Again, source inlet 
boundary conditions are the same as for the previous two geometries. 
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Figure 4.5 Single source tower geometry. 
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Figure 4.6 Tandem sources tower geometry. 
Figure 4.7 Side-by-side sources tower geometry. 
4.3.2 Geometric scales 
4.3.2.1 Small-scale 
The flow field geometry modelled, essentially a section of the wind tunnel geometry, is 
shown in Figure 4.8. Although the experimental inlet profiles were measured 1.5m 
(22.7H) upstream of the tower array, the cross-wind inlet to the computational domain is 
0.76m (11.1 H) upstream. This is primarily to reduce, as far as possible, the number of 
grid cells used. As this computational plane is only 0.74m (11.2H) upstream from where 
the experimental inlet profiles were measured it can be shown by simple empirical laws 
that very little boundary layer development occurs within this region, therefore the 
foreshortening of the domain is acceptable. The inlet plane is still far enough upstream 
of the towers so as not to be affected by windward tower gradients so that the prescribed 
cross-wind inlet condition still holds. The top plane is positioned above the top of the 
boundary layer so that symmetry boundary conditions can be applied. Another possible 
option (which was considered but not implemented) included a much lower top plane 
where a `dummy' inlet would have been set, i. e. an inlet parallel to the plane itself. 
Downstream of the tower this plane would have had to rise to accommodate the rising 
plume. It would also have been difficult to allow the boundary layer to develop over the 
length of the domain, something that an elevated symmetry plane can cope with. The 
side plane, opposite the physical symmetry plane, also has symmetry boundary 
conditions imposed. Again, it is positioned far enough to the side of the developing 
plume so that it is in a region where there are no fluxes across it, even at the domain exit 
plane where the plume is at its widest. The exit plane's position was determined by 
allowing comparisons for the first two downstream experimental measuring stations, 
x=0.33m (5I-I) and x=1.33m (20H) and ensuring that the experimental plume width 
was less than the computational domain width. The domain extends downstream 2.0m 
(30H) from the tower array so that any back propagating errors introduced by the 
Neumann mass flow boundary condition are minimised at the 1.33m measuring 
location. 
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To model the wind tunnel work directly, the density difference achieved by the addition 
of hydrogen in the experiment was achieved in the computational model by setting an 
elevated source temperature (100K over an ambient of 288K) so as to produce the same 
density ratio as in the experiments (0.74). This could also have been achieved (although 
not used here) by introducing two species, one at the cross-wind inlet and the other at 
the tower source. Both would have been the same phase but with different densities. 
Following the former choice, the large density differences involved now mean that the 
Boussinesq assumption can no longer be utilised. Instead the method referred to as the 
weakly compressible method (see Section 3.2) was adopted. Instead of introducing a 
passive tracer at the source, as was done in the wind tunnel work, the concentration and 
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Figure 4.8 Small-scale computational domain. 
As the ambient concentration in the wind tunnel, C8, is equal to zero, the above 
relationship becomes: 
C T-T 
Co To - T. 
(4.4) 
The experimental concentration data was given in terms of the ratio between actual and 
source concentrations. Equation (4.4) is therefore used to convert the experimental data 
into a form that can be readily compared to the computationally predicted temperature 
field. 
4.3.2.2 Full-scale 
By modelling the full-scale the hope is to predict directly that which the experimental 
work set out to model. By doing this it is intended to overcome the compromises taken 
in the wind tunnel study and so hopefully obtaining a more accurate prediction of the 
real-life problem. The transition from small to full-scale geometries is relatively simple. 
A global scaling factor of 300 was applied to all geometric points, the shape of the 
domain remained identical to the small-scale. All boundary conditions, and their relative 
locations, also remained the same. In the full-scale the ratio of source to ambient density 
was equal to 0.95, resulting in an elevated source temperature of 15K above ambient. 
Therefore, the Boussinesq assumption for buoyancy was applied. The conversion of 
experimental concentrations to the comparable non-dimensionalised temperature, 7#, 
was handled in the same way as in the small-scale work. 
4.3.3 Parametric variations 
A CFD code has, what can be euphemistically called, a wide choice of parameters, 
settings and assumptions that are by no means fixed. There are varying degrees of 
accuracy that can be obtained, although normally at the expense of computer time. 
There are methods that can increase the speed of the convergence process, although 
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normally at the expense of convergence stability. An outline is now given of some 
specific parametric variations that will be employed and investigated in this study. 
4.3.3.1 Buoyant and non-buoyant tests 
For the case of a single source, the wind tunnel work modelled a jet-type source 
(Fro = oo). To try to isolate the effects of buoyancy, this scenario was also 
computationally modelled. Experimentally this was achieved by the omission of helium 
at the source. Computationally, the buoyancy can be neglected simply by the omission 
of the body force term in Equation (3.2) as well as those terms which describe the 
effects of buoyancy on turbulence production and/or destruction. 
4.3.3.2 Variation in cross-wind speed 
The wind tunnel work included three different cross-wind speed profiles, each having a 
boundary layer-type logarithmic shape. These are shown in Figure 4.4. The 
computational study considers both the slowest and fastest of the three. In the full-scale 
these profiles are defined by the velocities at the tower top, having values of 3 and 7m/s. 
In the small-scale these are 0.39 and 0.91m/s, respectively. The boundary layer shape 
can be mathematically fitted to the measured wind tunnel profile, to a high degree of 
accuracy, by the following relationship: 
U,, in(y, / z,, ) 
Uy2 1n(Y2 1 ZO ) 
(4.5) 
Where y, and y2 represent different heights and zo is the surface roughness. It is assumed 
that the full-scale cross-wind also follows this relationship. Knowing the tower height 
and the cross-wind speed at that elevation together with the surface roughness, the 
vertical profile of the cross-wind velocity can be defined at the cross-wind inlet plane. A 
full-scale surface roughness of 0.1m was assumed. Therefore, the small-scale surface 
roughness was 0.00033m. The given profiles of turbulence intensity and length scale are 
then used in the calculation of turbulence energy and its rate of dissipation of the cross- 
86 
wind at the inlet plane. Three turbulence intensity profiles are expressed in non- 
dimensional form by: 
TIS = -135-' log(l 1.4 x 8J 
(4.6) 
TIy = -21.8-' 108335 x a) 
(4.7) 
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These three profiles of turbulence intensity are derived from best fits to the experimental 
profiles in Figure 4.4. The turbulence energy is now defined by: 
k= 2U2(TIx+T1y+Tls) (4.10) 
Since the turbulence energy is zero at the wall, a linear variation of turbulence energy 
was assumed between the wall and a point at 0.0025 distance from the wall. The length 
scale used to calculate the cross-wind profile of energy dissipation rate, c, is also 
derived from a best fit plot of the profile in Figure 4.4. For the small-scale, the length 
scale profile was obtained from: 
LF =(y+0.8)/2.0 (4.11) 
The full-scale profile was taken to be a factor of 300 times larger. The profile for e is 








4.3.3.3 Tower source turbulence levels. 
All tower source values are set assuming uniform, i. e. `top-hat', profiles, constant across 
the tower inlet plane. Velocities of 7.0 and 0.91 m/s, for full and small-scales 
respectively, are used. The sum of the three turbulence intensities at the tower source 
was assumed to be 6.3%. The value of k was then calculated from Equation (4.10). The 
value of c was obtained from Equation (4.12). The length scale used in this case was the 
source diameter and the normalising velocity was V0. The sensitivity of the results to the 
assumed level of turbulence at this inlet plane were investigated by also setting a 
turbulence intensity of 3% and 12%. By comparing these results the importance of the 
correct value of source turbulence intensity can be ascertained. 
4.3.3.4 The constant C3. 
The turbulence production due to buoyancy is modelled in Equation (3.19), the equation 
for the transport of turbulent kinetic energy, by a source term, G, defined in Equation 
(3.22). How it is incorporated into Equation (3.20), the transport of energy dissipation, 
is less exact. A proportion of the term G is included in the term describing the 
production of the rate of dissipation of turbulence energy. The proportion being 
implemented via a constant C3 where 0< C3 < 1. The relationship between the 
production and dissipation of turbulence due to buoyancy is not known exactly and so 
the value of C3 is debatable and probably varies for differing flow geometries. Because 
of this ambiguity two values are tried, i. e. 0 and 1. It may well be the case that under 
certain boundary conditions the trajectory of the plume may be sensitive to this 
constant. However, if the source is sufficiently jet-like it is unlikely that C3 will be of 
importance. 
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4.3.3.5 Turbulent Prandtl number 
With Reynolds numbers of the order of 106 encountered in the full-scale, laminar 
viscosity will always be far outweighed by turbulent viscosity. This is also true for 
diffusion of the temperature field. The transport of heat due to turbulent fluctuations (i. e. 
Reynolds fluxes) are related to mean temperature gradients via an eddy diffusivity (see 
Section 3.2.1.5). The eddy diffusivity is related to the eddy viscosity via a turbulent 
Prandtl number (Equation 3.46). The value of the turbulent Prandtl number has been 
experimentally determined for certain flow geometries, the commonly accepted value is 
0.9. Mompean (1994) has shown however, that under certain circumstances a lower 
value yields more accurate results. This is also substantiated by the renormalised group 
theory analysis of the Navier Stokes equations by Yakhot & Orszag (1986). This work 
produced a theoretically derived value of the turbulent Prandtl number of 0.716. For 
such an important parameter, especially for the flow field under consideration, three 
values were used in this study, i. e. 0.4,0.6 and 0.9. 
4.3.3.6 Gadding 
Although the geometry of small and full-scale models is identical, there are differences 
in gridding between the two. The grid for the small-scale is described here first. To be 
able to capture the critical spatial gradients very near where the plume enters the cross- 
wind at the tower top, a very fine grid was adopted in this region. Due to this, the grid 
cells nearest to the wall are located within the viscous sub-layer. If the standard 
logarithmic law of the wall was used, then the first cell in the log layer would have been 
too far from this critical area. Therefore, instead of employing the law of the wall, the 
governing equations are integrated up to the wall. This process is part of the low 
Reynolds number turbulence model and is used for all small-scale work. To accurately 
capture the wall boundary layer the first grid cell next to the wall was located within a 
distance of y+ = 1. Approximately five further cells were included outside the viscous 
sublayer, mainly in the logarithmic layer. The gridding of the small-scale domain is 
shown in Figure 4.9. A multiblock approach was taken where the geometry is broken 
down into many adjacent blocks. A more complex geometry requires a greater number 
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of blocks to capture it. Downstream from the tower the orthogonal shape of the blocks is 
changed slightly so as to maintain as high a grid density within the rising spreading 
plume as possible. A compromise in this block modification had to be taken as some 
source configurations resulted in fast rising plumes, whilst in others the plume bends 
over very quickly and may not rise much further downstream at all. The grid is 
`elevated' just downstream of the tower so that grid density can be maintained for all 
source configurations. 
Having to integrate up to the wall in the small-scale resulted in a very high total number 
of cells within the entire domain. This, together with the solution for a weakly 
compressible flow, greatly increased both solution time and computer memory storage 
requirements. It was therefore decided to perform the bulk of the comparative studies 
for the full-scale case. The sensitivity tests were also done using the full-scale models, 
this includes the grid dependency tests. The full-scale grid is essentially a slightly 
modified form of the small-scale grid. The cells below the viscous sub-layer were 
removed, the near wall cells now resided at a value of y+ = 100 on average. The same 
distribution of cells above the near wall cell was maintained in both small and full- 
scales. The total number of cells is greatly reduced in the full-scale case. An initial 
assumption is made that if grid independency is achieved in the full-scale, then it must 






mare 4.9 Geometry and gridding of a tandem source domain. 
Gridding of the solution domain is probably the most important aspect of an accurate 
prediction. Any spatial gradients that exist must be captured by a sufficiently dense grid. 
If not, then the predicted gradient will be smoothed by numerical diffusion. Numerical 
errors can also be introduced if the predominant flow direction is not aligned with main 
grid orientation. These errors can lead to disastrous affects on the final solution. It is 
imperative that any CFD investigation is not affected by grid-related errors. To this end 
a grid dependency test was carried out and the following procedure was followed. An 
initial grid was created and an approximate solution was generated. This solution gave 
some indication as to the location of high gradients and the grid was modified in these 
areas. Having set the ratio of cell density from one domain area to another, the number 
of grid cells was scaled globally to create another denser grid. Runs were performed on 
these different grids and results compared. When there was no change in the results for 
successively denser grids then the results are said to be grid independent. It may be the 
case that one variable or one area of the domain may achieve independence before 
another. It is important that a variable of primary interest, in an area of concern, is 
chosen when analysing the grid independency tests. In this study, sensitivity tests were 
carried out on a single and tandem source arrangement. This is to ensure grid 
independency on all runs between these two extremes of theoretical plume rise height. 
4.3.3.7 Discretisation scheme 
The role of grid and discretisation scheme are closely related. A scheme of higher order 
should be able to capture a gradient accurately with fewer grid cells than a lower order 
scheme with the same number of cells. Conversely, a lower order scheme will be as 
accurate with a denser grid in the correct regions than a higher order scheme with fewer 
cells. Unfortunately, higher order schemes tend to be more unstable and so may well 
take longer to converge, whilst a denser grid will take up more computer memory and 
also increase solution time. It is because of this that two schemes were investigated. 
Firstly, the hybrid scheme was applied to all governing equations (see Section 3.3.3.1). 
Secondly, for comparison, the QUICK scheme (see Section 3.3.3.2) was employed. 
Because there can be unphysical under- and over-shoots of captured gradients generated 
by the QUICK scheme, the bounded form, CCCT (see Section 3.3.3.3), was also used 
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for the equations of k and s to ensure that they remain positive at all times. Negative 
values of these variables invalidate the eddy viscosity assumption of Equation (3.18). 
This bounded scheme was not used for all governing equations as it proved to be not 
unstable, but difficult to ensure efficient convergence. 
4.3.3.8 Turbulence model 
The role of turbulence, and its effects on a flow field, will always be of critical 
importance in engineering applications. The theory of turbulence modelling remains the 
main area where a majority of research is being conducted. There exists many ways in 
which to accommodate turbulence, from the simplest zero equation models right up to 
full Reynolds flux models. As it is likely that any one model will perform differently 
under various applications, a number of models are compared in this study. To enable 
CFD to be used as an economical engineering research and design tool, a turbulence 
model has to be chosen that is both stable and also of a satisfactory accuracy. 
This study therefore compares results from four turbulence models. The low Reynolds 
number k-c model (see Section 3.2.1.3) is used for all small-scale work. The standard k- 
c model (see Section 3.2.1.1), the RNG k-c model (see Section 3.2.1.2) and a 
differential flux model (see Section 3.2.1.4) are all used for the full-scale. It is hoped 
that an understanding of the reasons for the comparative accuracy of these four models 
will lead to a more informed approach when choosing turbulence models for other 
applications. 
Cross-wind inlet profiles of turbulence energy and its rate of dissipation required by the 
first three models have already been defined in Section 4.3.3.2. For the Reynolds flux 
model more specific profiles of individual Reynolds stresses and fluxes have to be 
defined. Individual normal Reynolds stress profiles of the cross-wind were calculated 
directly from Equations (4.6-4.9). The numerical model solved for enthalpy relative to 
an ambient value, in this case the cross-flow. Therefore, there were no mean or 
fluctuating enthalpy values at the cross-wind inlet plane. 
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At the tower source the three normal Reynolds stresses were set to 2/3k. A similar 
approach to the calculation of k in Equations 4.9 and 4.10 was then used when 
determining the Reynolds fluxes. An intensity of the fluctuations of the 
velocity/enthalpy correlations was assumed such that: 
u, h' TI, r, =yo Ho (4.13) 
The three fluxes can then be calculated by setting an intensity and also knowing the 
source velocity and enthalpy. The same reasoning was used for the enthalpy/enthalpy 




In both cases an intensity of 3% was assumed. It was assumed that if this value was not 
physically accurate then the short development region between the tower source and 
tower exit will give these correlations time to `settle-down' into more stable values. 
Theoretically these correlations are produced by mean gradients of velocity and 
enthalpy at the inlet plane. However, as a top-hat profile is set at the plume source these 
values should all be very small. Setting zero values for these correlations causes severe 
convergence problems when using a differential flux model. It could be the case that in 
reality these turbulent fluxes and stresses are convected from more complex flow 
regions downstream of the computational inlet plane. It is the belief here that plume 
trajectory and spreading will not be highly sensitive to inaccuracies in the setting of 
these source fluxes. 
4.3.4 Cases studied 
There are two main areas under which all the computational work in this study fall. 
Firstly, work was conducted to investigate the sensitivity of the results to parametric 
variations already discussed. These variations included grid density, turbulent Prandtl 
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number, the value of the constant C3 and also tower source turbulence intensity. 
Secondly, the main body of the work centred upon comparison with the experimental 
data. Therefore, both small and full-scales are modelled using various combinations of 
discretisation schemes, turbulence models and exit velocity ratios. Tables 4.1 and 4.2 
list the cases studied. The two scales modelled, full and small, are denoted by FS and SS 
respectively. Buoyant runs are denoted by a B, non-buoyant runs by NB. 
4.3.4.1 Case solution details 
The majority of the cases were solved on a CONVEX C3860 supercomputer at the 
University of London Computer Centre. Grid generation and flow visualisation was 
performed on a SUN SPARC 10 workstation at Brunel University. 
The number of grid cells used for each geometry was dependent on the number and 
arrangement of sources investigated. For a single source 94000 cells were employed. A 
tandem arrangement used 122000 cells and a side-by-side configuration 136000. As 
shown in Figure 4.9, most cells were concentrated in regions close to the tower. When 
performing the grid sensitivity tests a global scaling factor was applied to the number of 
grid cells in each section of the domain. A scaling factor of 1.3 resulted in a `fine' gird 
and a factor of 0.7 resulted in a `coarse' grid. The average solution time for each outer 
iteration was 0.00014s per cell. The number of outer iterations required for convergence 
varied considerably, depending on discretisation scheme and turbulence model. This 
varied from 350 outer iterations for the baseline case up to 1500 iterations when using 
the QUICK scheme and the side-by-side tower configuration. 
Once the sensitivity tests were completed it was possible to choose an optimised grid as 
well as noting the effect of the other parametric variations. A base-line model was then 
defined from which the other combinations listed in Table 4.2 were investigated and 
compared with the experimental data. The results of the runs that have been defined are 
presented in Chapter 5. 
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Case Geometry R Turbulence Discretisation Parametric Variation 
number model scheme 
I Single 2.33 k-e Hybrid Coarse grid 
2 Single 2.33 k-c Hybrid Medium grid 
3 Single 2.33 k-c Hybrid Fine grid 
4 Single 2.33 k-c QUICK Coarse grid 
5 Single 2.33 k-c QUICK Medium grid 
6 Single 2.33 k -F. QUICK Fine grid 
7 Tandem 1.0 k-c Hybrid Coarse grid 
8 Tandem 1.0 k-c Hybrid Medium grid 
9 Tandem 1.0 k-c Hybrid Fine grid 
10 Tandem 1.0 k -z QUICK Coarse grid 
11 Tandem 1.0 k-c QUICK Medium grid 
12 Tandem 1.0 k-e QUICK Fine grid 
13 Tandem 2.33 k-c Hybrid Coarse grid 
14 Tandem 2.33 k-e Hybrid Medium grid 
15 Tandem 2.33 k-e Hybrid Fine grid 
16 Tandem 2.33 k-c QUICK Coarse grid 
17 Tandem 2.33 k-c QUICK Medium grid 
18 Tandem 2.33 k -F. QUICK Fine grid 
19 Tandem 2.33 k -E Hybrid Modified coarse grid 
20 Tandem 2.33 k-c Hybrid Modified medium grid 
21 Tandem 2.33 k-c Hybrid Modified fine grid 
22 Tandem 2.33 k-c QUICK Modified coarse grid 
23 Tandem 2.33 k-c QUICK Modified medium grid 
24 Tandem 2.33 k-c QUICK Modified fine grid 
25 Single 2.33 k -E Hybrid aT = 0.4 
26 Single 2.33 k -e Hybrid a,. = 0.6 
27 Single 2.33 k-c Hybrid vT = 0.9 
28 Single 2.33 k-c QUICK aT = 0.4 
29 Single 2.33 k -F, QUICK vT = 0.6 
30 Single 2.33 k-& QUICK ßT = 0.9 
31 Single 2.33 k -e Hybrid C3 =0 
32 Single 2.33 DFM Hybrid C3 =0 
33 Single 2.33 k-c Hybrid TIO = 3% 
34 Single 2.33 k-c Hybrid TIO = 6.3% 
35 Single 2.33 k -E Hybrid TIO = 12% 
36 Single 2.33 k-e QUICK TIO = 3% 
37 Single 2.33 k-E QUICK TIo = 6.3% 
38 Single 2.33 k -e QUICK TIo = 12% 
Table 4.1 Sensitivity Tests 
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Case Geometry Scale R Turbulence Discretisation Buoyancy 
number model scheme 
39 Single SS 2.33 Low Re. k-c Hybrid B 
40 Single SS 2.33 Low Re. k-c QUICK B 
41 Side-by-side SS 2.33 Low Re. k-c Hybrid B 
42 Side-by-side SS 2.33 Low Re. k-e QUICK B 
43 Tandem SS 2.33 Low Re. k-c Hybrid B 
44 Tandem SS 2.33 Low Re. k-e QUICK B 
45 Single FS 2.33 k-c Hybrid NB 
46 Single FS 2.33 k-e QUICK NB 
47 Single FS 2.33 RNG k-c Hybrid NB 
48 Single FS 2.33 DSM Hybrid NB 
49 Single FS 2.33 k-e Hybrid B 
50 Single FS 2.33 k-c QUICK B 
51 Single FS 2.33 RNG k-c Hybrid B 
52 Single FS 2.33 DFM Hybrid B 
53 Side-by-side FS 2.33 k-c Hybrid B 
54 Side-by-side FS 2.33 k-c QUICK B 
55 Side-by-side FS 2.33 RNG k-e Hybrid B 
56 Side-by-side FS 2.33 DFM Hybrid B 
57 Side-by-side FS 1.0 k-c Hybrid B 
58 Side-by-side FS 1.0 k-e QUICK B 
59 Side-by-side FS 1.0 RNG k-c Hybrid B 
60 Side-by-side FS 1.0 DFM Hybrid B 
61 Tandem FS 2.33 k-c Hybrid B 
62 Tandem FS 2.33 k-e QUICK B 
63 Tandem FS 2.33 RNG k-c Hybrid B 
64 Tandem FS 2.33 DFM Hybrid B 
65 Tandem FS 1.0 k-c Hybrid B 
66 Tandem FS 1.0 k-c QUICK B 
67 Tandem FS 1.0 RNG k-e Hybrid B 
68 Tandem FS 1.0 DFM Hybrid B 
Table 42 Main body of worK 
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Chapter 5. Results and Discussion 
5.1 GRID SENSITIVITY 
Grid sensitivity tests are carried out on two full-scale geometries, a single and a tandem 
source arrangement. To analyse grid dependency effects, temperature contours are 
plotted on the y-z plane at the two downstream locations where the experimental data is 
measured (x =l OD and x= 40D). Graphs are also plotted of vertical temperature 
profiles on the symmetry plane (z = OD) and also vertically through the thermal core of 
the plume, referred to as `peak' (see Section 4.2.2). By viewing both centre line and 
peak profiles, rates of grid independency can be ascertained. The scale of all y-z plane 
temperature contour plots can be gauged by the inclusion of the internal development 
duct within the tower on each individual contour plot (as shown in Figure 5.1a, b). The 
vertical line near the symmetry plane is therefore 2D high and at a distance of z=0.5D. 
Each contour figure has a temperature key ranging from 0.1 K to 1.1 K above ambient 
(288.1 K to 289.1 K). A more accurate determination of temperature can be achieved by 
counting the 0.067K gap between each contour. 
The main aim of grid independency tests is to assure that the grid is fine enough to 
minimise numerical diffusion effects. However, a greater understanding of the 
discretisation schemes used, and therefore how they should be applied in other 
engineering problems, can be gained by this analysis. There will always be a 
compromise between the stability of a lower order discretisation scheme and the greater 
accuracy of either an extremely fine grid or a higher order scheme. This is also true of 
any turbulence model employed. It is important, therefore, to prioritise the behaviour of 
the predicted flow field. An efficient CFD investigation will have ensured that those 
results that are to be utilised are grid independent. In the problem at hand the two 
primary parameters are plume rise height and its rate of dilution. This should be 
considered in the following discussion. 
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5.1.1 Single source 
By far the simplest, and most common, form of tower arrangements is the single source. 
As much of the analysis of multiple plume interaction will be discussed with reference 
to that of a single plume it is essential that this configuration is modelled accurately. 
Figure 5.1 shows temperature contours for the three grid densities of Cases 1,2 and 3 
(low, medium and high, respectively) using the hybrid scheme and k-c turbulence 
model. It is this combination of parameters that can be viewed as the baseline model. 
Figure 5.2 shows temperature contours for Cases 4,5 and 6; the same single source 
geometry, using the QUICK scheme. Graphs of the vertical profiles for all the single 
source grid sensitivity Cases (1-6) are shown in Figure 5.3. The rise height is defined as 
the location of the maximum temperature in the centre (on the physical symmetry plane) 
of the plume. 
Results predicted when using the hybrid scheme are discussed first (see Figure 5.1). The 
first result to note is a marked decrease in plume rise with denser grids as well as a 
decrease in dilution rates at both downstream locations. Grid independent rise height is 
achieved at a lower grid density at x=I OD than at x= 40D. Rise height is almost grid 
independent at all three grid densities at x =1 OD and at the two higher densities at 
x= 40D. Dilution levels on the other hand appear to be more sensitive to grid effects 
(there is greater change in peak dilution levels with a denser grid than there is with 
plume rise height as seen in Figure 5.3a). These levels become grid independent sooner 
(with respect to an increasing grid density) at x= 40D than at x=1 OD and also reach 
the independent state earlier on the physical symmetry plane than through the thermal 
core. There is a grid-related effect that is smoothing, or diffusing, the thermal field near 
the source. This can attributed to the errors introduced when the flow is misaligned, or 
skewed, with respect to the predominant orthogonal grid orientation in the bending over 
region the plume experiences in the near-field. Even though the grid orientation was 
elevated in this area to accommodate the bending over and rising plume, near to the 
source errors are still apparent. At these fu l-scale Reynolds numbers (in the order of 
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106) cell Peclet numbers will always be greater than 2 (i. e. convection dominated) in the 
majority of the domain. The hybrid scheme uses first order accurate upwind 
differencing under these conditions (see Section 3.3.3.1). This, together with the skewed 
flow, results in excessive numerical diffusion and subsequent vertical spreading of the 
plume at x=I OD. Little or no grid-related spreading in the horizontal direction occurs 
as there is much less gradient curvature in this direction as well as a finer grid compared 
to the vertical grid density. This analysis of these spreading effects is further reinforced 
when studying the QUICK results. 
At x= 40D the QUICK results have achieved grid independency much sooner than the 
hybrid results (see Figure 5.3d). There is little or no change for all three densities in 
both rise height and dilution at this downstream location. The results from both hybrid 
and QUICK calculations are identical at this downstream location. At x=I OD rise 
height prediction is also the same for both schemes on the symmetry plane. The main 
difference here between the hybrid and QUICK results is the dilution and spreading of 
the plume. Thermal core T* values predicted by the QUICK scheme are 100% higher 
than those predicted by the hybrid scheme. The fundamental question at this stage is 
`which scheme is the most accurate? ' If there were sufficient cells in all areas of the 
domain, then grid independent results generated by both hybrid and QUICK should be 
identical, as indeed they are at x= 40D. However, this is not true at x= IOD. The 
answer to this lies in how QUICK captures high gradients on coarse, or skewed, grids 
such as those encountered between the source and x= 1OD. At the upper part of the 
plume QUICK overpredicts the temperature gradient as well as predicting temperatures 
slightly below ambient at the plume boundary (an undershoot). Because of this the 
plume contracts, accelerates and the peak internal temperature increases accordingly. 
The solution to these grid-related problems is to ensure that there is a sufficiently dense 
grid (or one that is at least aligned with the main flow direction) at the thermal 
boundaries of the plume especially in the near-field. From a gridding perspective, with 
the computational resources available, this is not feasible. A pragmatic summary of the 
analysis is that grid independent and equal plume rise is predicted by both the hybrid 
and QUICK schemes, at both downstream locations, when using the medium density 
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grid. Vertical spreading is overpredicted somewhat by the hybrid scheme near the 
source whilst comparatively high temperatures near the source occur when using the 
QUICK scheme. The validity of this reasoning is further reinforced when the small- 
scale results are studied and also when both the full and small-scale predictions are 
compared to the experimental data. 
One trend of these grid tests is that plume rise decreases with an increase in grid 
density. This is contrary to usual understanding which dictates that any diffusion 
experienced by the plume, thus entraining cold ambient, should weigh the plume down 
thus deterring rise in coarse grids. The explanation of this apparent contradiction, and 
thus a greater understanding of the processes involved in plume bending, is formulated 
when analysing the grid independency results from a tandem arrangement. 
5.1.1.1 Conclusions 
" Increased vertical plume spreading is due to numerical diffusion in the relatively 
coarse grid region in the bending-over region close to the source. This is especially 
true when the upwind part of the hybrid discretisation scheme is used. 
" Grid independency is achieved sooner when using QUICK than when using the 
hybrid scheme. 
" Contraction of the plume when using QUICK leads to T* peak levels twice as high 
as the hybrid predictions close to the source. 
" Diffusion near the source leads to increased plume rise, not decreased rise due to 
entrainment of cold ambient. 
5.1.2 Tandem sources 
This arrangement was chosen to perform grid dependency tests as this source 
configuration theoretically results in the largest rise heights. To be able to capture the 
very high gradients from both sources near the tower top the grid density at higher y 
values does suffer (i. e. is coarser) especially vertically above the two towers. As 
parametric tests are to be performed on a number of source geometries it is important 
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that the grid does not vary greatly from one geometry to another. Comparison of results 
can then be made without varying grid structures being blamed for any added 
differences. Three grid densities are again used with both the hybrid scheme (Table 4.1; 
Cases 13,14 and 15) and also with the QUICK scheme (Table 4.1; Cases 16,17 and 
18). The results are presented in a similar fashion as the single source. Figure 5.4 shows 
the hybrid cross-section temperature contours on the y-z plane at x =1 OD and x= 40D 
downstream, Figure 5.5 shows the QUICK results. Figure 5.6 presents the graphs of the 
vertical temperature profiles through both the centreline and `peak' of the plume for 
both the hybrid and QUICK cases. 
The hybrid results suffer from the same excessive vertical spreading as the single 
source. Not only is there a more complex arrangement of curved gradients with respect 
to the grid, but also, as there are two sources, the thermal gradients between the centre 
of the plume and ambient are much greater than the single source case. Also, bending- 
over occurs over a larger region that includes more coarse grid area. It is therefore not 
surprising that the spreading in this case is even more severe than the single source case. 
Again, the QUICK results do not suffer from this spreading but the thermal undershoot 
is predicted as well as the contracted cross-section and high peak temperatures. Grid 
independent dilution is not achieved anywhere, with either scheme. Unlike the single 
source there are two trends in grid dependent dilution. On the symmetry plane there is a 
decrease in temperature with progressively denser grids, whilst through the thermal core 
of the plume temperature is seen to increase. This is caused by the numerical diffusion 
of the velocity field and the subsequent inability to capture the vorticity within the two 
counter-rotating cells of the plume. These cells are responsible for maintaining the 
thermally bifurcated state of the plume cross-section. They are initially generated by the 
cross-wind as it is accelerated around the vertical plume near the source. This motion is 
then sustained by a buoyant up-flow in the centre of the plume and the down-flow at the 
cooler plume edges. The addition of diffusion, in this case numerical, although a 
diffusive turbulence model can also produce the same effect, causes the smoothing of 
this flow feature. 
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The most obvious grid-related effect in this case is the plume rise height. This is most 
apparent with the hybrid results where rise height is elevated to such an extent that the 
plume actually coincides with the symmetry plane at the top of the domain by x= 40D 
(see Figure 5.4d). With denser grids the plume does not rise as high, and also reduces in 
spreading, although never approaches a grid independent state. This behaviour is due to 
the vertical grid density between the tower top and the top of the domain. Whereas the 
middle density was sufficient for the single source, none of the three grid densities is 
high enough for this tandem arrangement. This is not surprising as the merging tandem 
plumes cover much more of the domain, and thus are prone to greater diffusive 
problems. The only difference between these grids and those used for the single source 
is the inclusion of the extra tower. To further obtain independent solutions for this tower 
arrangement three further grids are generated where additional cells are added only in 
the vertical section between the tower top and domain top. The six additional cases 
comprise of three modified grids used with the hybrid scheme (Table 4.1; Cases 19,20 
and 21) and the same three modified grids used with the QUICK scheme (Table 
4.1; Cases 22,23 and 24). 
The results from these refined grids are presented in the same manner as the previous 
two geometries in Figures 5.7,5.8 and 5.9. It is immediately apparent that the increase 
in grid density in the vertical region has resulted in grid independent rise for the QUICK 
scheme and near-independence for the hybrid scheme. The diffusion of the bifurcated 
structure of the plume is apparent with the hybrid results as there is an ongoing 
reduction in centreline and increase in core temperatures with increase densities. The 
QUICK results show independent dilution on the centreline and core independent 
solutions with the two finer grids. Indeed, there is hardly any difference at all between 
the two finer grid results using the QUICK scheme. It should be noted however that 
convergence stability using the finest grid and QUICK scheme (Case 24) was severely 
affected resulting in extremely excessive convergence times. Again, a pragmatic 
analysis results in the choice of the medium grid as a compromise between stability and 
accuracy. The QUICK results are totally grid independent although the hybrid 
predictions result in a 2% overestimation in rise height at x =1 OD and a 17% 
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overestimation at x= 40D. From an engineering perspective these quantified 
inaccuracies can at most be equated to the inaccuracies in setting the source and cross- 
wind boundary conditions such as mass flow and enthalpy levels etc. It is assumed that 
the shape of the cross-section itself is grid independent though there is an upwards shift 
in rise due to numerical diffusion effects in the bending-over region. The cause for this 
shift, and how it highlights the main mechanism affecting plume trajectory, is further 
highlighted and finally explained after a final grid sensitivity test is performed. 
A tandem source arrangement is used again although with a higher cross-wind velocity 
leading to an exit velocity ratio, R, of 1.0. The same grid as employed initially for the 
tandem arrangement is used again. Where it failed badly for the tandem sources with 
R=2.33 it is envisaged that the results will achieve grid independency with the 
boundary conditions used. This is because there is a much shorter bending over region, 
thus less skew and coarse grid-related numerical diffusion errors, for the R=1.0 case. 
The results are presented in a similar fashion in Figures 5.10,5.11 and 5.12. Again, the 
hybrid scheme is used on the three grid densities (Table 4.1; Cases 7,8 and 9) and 
compared to the QUICK results (Table 4.1; Cases 10,11 and 12). Comparing the 
contour plots of both hybrid and QUICK results at x =1 OD, it is apparent that although 
there is still vertical spreading on the upper section of the plume, the hybrid results are 
more comparable to the QUICK results. There is no thermal core temperature in these 
cases, the only peak in temperature lies on the symmetry plane. As the vertical section 
of the plume is so much shorter before it is bent-over due to the elevated cross-wind 
speeds there is little or no time for the vorticity to be generated within the plume itself. 
There is therefore no bifurcated structure. If the plume was more buoyant it could be 
that the bifurcated structure would develop further downstream but does not do so in 
this case. Rise height is grid independent for all grid densities, at both locations using 
either scheme. Whatever grid-related factor was causing an increase in plume rise on 
coarser grids is now not present. Both the non-bifurcated structure as well as the grid 
independence in rise overestimation are a product of the speed of which the plume 
bends over. 
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To investigate the grid dependence, or independence, in rise overestimation, and 
therefore understand the mechanisms that dominate plume trajectory, a graph is 
constructed from a horizontal line passing 1m (y = 2.1 D) above the tower top at the 
physical symmetry plane (z = OD) for the single source case. This graph is shown in 
Figure 5.13. The lowest and highest grid densities are chosen using both the hybrid and 
QUICK schemes (Cases 1 and 3 then 4 and 6, respectively). Velocity in the x-direction 
is plotted together with the pressure (relative to a reference pressure at a point at the top 
of the oncoming atmospheric boundary layer) against x/D whose origin is at the 
windward side of the development duct. Plume bending in this region is dominated by 
the inviscid interaction of the cross-wind with the vertically issued plume. The pressure 
distribution both upstream and downstream of the source will therefore determine the 
forces acting on both sides of the plume, characterising initial bending. In reality this 
pressure distribution extends all along the plume edges in the bending over region. By 
looking at the profiles immediately adjacent to the source an understanding of the initial 
bending process can be gained. There is little or no difference in the upstream pressure 
gradient with either scheme on either grid density. It is the pressure variation between 
0.75 < x/D < 1.5 that is most sensitive to numerical diffusion. The diffusion contribution 
due to coarse grid regions reduces velocity gradients that in turn affect the predicted 
pressure variation. One component of the force bending the plume can be obtained from 
this pressure gradient. The pressure gradient in the wake region immediately behind the 
source is much the same for both grid densities when using the QUICK scheme, only 
the absolute value of pressure is shifted slightly. The hybrid scheme predicts a 
considerably steeper gradient when using the denser grid when compared to that 
predicted by the coarsest grid. The fact that these differences appear only in the wake 
region downstream of the source explains the grid independence of rise overestimation 
when using R=1. In that case plume bending is achieved so quickly that there is hardly 
any wake region for these differences to manifest themselves. The velocity profiles 
show the strength of the recirculation behind the source and are also indicative of the 
strength of the vorticity within the plume itself. The stronger wake region predicted by 
the QUICK scheme explains the higher vorticity (i. e. a more thermally bifurcated 
structure) within the plume at further downstream locations. Although this line of 
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analysis is not a direct explanation of the difference in rise for varying grid densities and 
the strength of the plumes vorticity, it is indicative of the processes and mechanisms 
involved. 
5.1.2.1 Conclusions 
" For the tandem arrangement greater excessive rise prediction for low grid densities is 
due to larger thermal gradients and bending-over in coarse grid region compared to 
the single source case. 
" Numerical diffusion of vorticity field near to the source leads to less thermal 
bifurcation on lower grid densities. 
" Increase in grid density between the tower top and domain top leads to grid 
independent plume rise and spreading for the QUICK scheme and near independence 
for the hybrid scheme. 
" This modified grid density used in conjunction with the QUICK scheme results in a 
very unstable solution process and subsequent excessive solution times. 
" There is a 17% overestimation in rise height when using the hybrid scheme at 
x= 40D but plume spreading and dilution are assumed to be grid independent. 
" When R=1.0 there is no thermal bifurcation as the rotational motion within the 
plume is not established in the very small bending-over region. 
" Grid independent rise height is achieved for all grid densities and discretisation 
schemes for the tandem source arrangement when R=1.0. This is due to the fast 
bending-over and associated lack of skewed flow with respect to the grid. 
" Sensitivity to rise height prediction is due to differences in predicted gradients of 
speed and pressure in the wake region for different grids and discretisation schemes. 
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5.2 OTHER SENSITIVITY TESTS 
Although commonly accepted parameters cannot be redefined with so little 
experimental validation data it is still important to investigate the sensitivity of the 
results to variations in these parameters. There is a large number of both empirically 
derived coefficients as well as additional equation terms in the governing equations used 
in this study. With most of these it is difficult to gauge their sensitivity to the results, 
there are however some that are obviously important or are subject to much debate in 
the literature. Three parameters are therefore investigated in this study to determine the 
effects of their inclusion or variation. These are the turbulent Prandtl number, the 
contribution of turbulence due to buoyancy in the standard k-s turbulence model and 
plume source turbulence levels. 
5.2.1 Turbulent Prandtl number 
The theory of turbulence modelling has warranted a vast amount of research and study. 
Much of this has been centred on the calculation of both the shear and normal stresses in 
the momentum equation (i. e. Reynolds stresses) that are a result of velocity 
decomposition. In comparison, relatively little work has been carried out on the 
calculation of the velocity-enthalpy correlation (i. e. Reynolds fluxes) that determine the 
turbulent transport of thermal energy. The two-equation k-c turbulence model leads to 
the calculation of an eddy viscosity. An eddy diffusivity is then defined that is related to 
the eddy viscosity via a constant turbulent Prandtl number (see Equation 3.46). The 
commonly accepted empirical value for the turbulent Prandtl number is 0.9. That is to 
say, for any quantified ability of a flow to transport momentum by turbulent fluctuations 
(i. e. eddy viscosity), thermal energy is transported due to turbulence more efficiently by 
a factor of Pr, ''. As the turbulent Prandtl number is constant this factor remains the same 
regardless of the value of the eddy viscosity. It is not the aim of this study to investigate 
the turbulent mechanisms by which momentum and thermal energy are transported. It is 
valid, however, to question the value of this constant and its range of applicability 
beyond the experimental conditions of its determination. Recent studies, including the 
work on renormalised group theory (Yakhot & Orszag, 1986), have seen more accurate 
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predictions when a lower value of turbulent Prandtl number has been used. Tennekes 
(1981) also discussed the variation of PrT. Experimentally it is suggested that a value as 
low as 0.7 is valid for stable flows and that it decreases under unstable conditions. In 
high Reynolds number flows encountered in this study the turbulent Prandtl number is 
of critical importance in the accurate prediction of the temperature field. With diffusion, 
either numerical or due to turbulence, playing such a dominant role in the results any 
added diffusion due to a more efficient turbulent enthalpy field must be investigated 
fully. 
Three values of turbulent Prandtl number are tested, i. e. 0.4,0.6 and the standard value 
of 0.9. A wide range of values was chosen so as to determine not only the sensitivity of 
the results but to also to understand the trends of the predictions at extreme values. The 
baseline model of a single source with the k-c model is used with both the hybrid 
scheme (Table 4.1; Cases 25,26 and 27, PrT = 0.4,0.6 and 0.9, respectively) and also 
with the QUICK scheme (Table 4.1; Cases 28,29 and 30, PrT = 0.4,0.6 and 0.9, 
respectively). Temperature contour plots are presented for the hybrid results in Figure 
5.14 and QUICK results in Figure 5.15. Graphs of both vertical and horizontal 
temperature profiles are shown in Figure 5.16. 
There is less additional turbulent thermal diffusion with the hybrid results than with 
QUICK for the two lower values of PrT as seen in Figures 5.14 and 5.15. The 
temperature gradients predicted when using the hybrid scheme have already been 
diffused slightly due to grid-related errors in the near-field. Any subsequent diffusion 
due to a lower turbulent Prandtl number (diffusion that is directly proportional to 
temperature gradients) is not as strong as the additional diffusion experienced by the 
much less diffusive QUICK scheme. The 34% reduction in PrT from 0.9 to 0.6 leads to a 
4% reduction in peak temperature with the hybrid scheme but a 10% reduction with the 
QUICK scheme at x= IOD. By x= 40D this reduction has increased to 11% and 29%, 
respectively. This increase in the reduction of peak temperature further downstream is 
due to the spreading of the plume's own momentum and the subsequent dominance of 
turbulent diffusion. At x= 1OD any reduction in peak temperature is compensated for by 
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an increase in temperature on the symmetry plane. The bifurcated cross-section is being 
diffused away, against the action of the counter-rotating vortices. By x= 40D the 
bifurcated structure is absent when PrT = 0.4 using QUICK. These results have shown a 
strong sensitivity to a slight reduction in PrT even with the moderately buoyant plume 
under consideration here. A strongly buoyant plume, whose bifurcated structure is 
highly dependent upon the buoyant up-flow in the centre of the plume, would be 
severely sensitive to any reduction in PrT. The accuracy of a lower value of PrT will be 
re-examined when the computational results are compared with the experimental data. 
5.2.1.1 Conclusions 
" Reduction in PrT leads to greater dilution of the plume at x= 40D than at x=1 OD 
due to the dominance of turbulent diffusion of the temperature field at the further 
downstream location. 
" Increased thermal dilution at lower values of PrT when using the QUICK scheme is 
due to the less diffused thermal gradients to start with. 
5.2.2 The constant C3 
Turbulence production due to buoyant flow is accommodated for in the k equation of the 
k-e model by a production term, G (Equation 3.22). How the production term in the s 
equation, affected by a stratified flow, is modelled is less exact. In the present study the 
standard modification of the e equation (Equation 3.20) is employed. It has been noted 
in the literature that this modification should fail badly for bent-over plumes where the 
horizontal plume velocity results in negligible generation of s due to buoyancy (Rodi, 
1982). A single buoyant source is therefore modelled using the baseline case of the k-c 
model and the hybrid scheme both including and excluding the constant C3 through 
which the production of c is included in Equation (3.20) (Table 4.1; Cases 2 and 31, 
respectively). The same geometry and discretisation scheme is also used with the full 
differential flux model, again, with and without C3 (Table 4.1; Cases 52 and 32, 
respectively). The latter two cases are carried out to see if the more generic approach of 
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this second order closure model is more sensitive to this constant than the two-equation 
model. 
Temperature contours at x=I OD and x= 40D are shown in Figure 5.17. The two cases 
of C3 =1 and C3 =0 are shown side-by-side for both turbulence models. There is 
practically no difference at all in the predicted temperature field with the inclusion or 
exclusion of this constant for the boundary conditions used in this study. The only 
visible difference is in the differential flux results at x= 40D. Here there is a very slight 
increase in size of the inner contour of the plume (288.4 K) as it extends slightly closer 
to the physical symmetry plane. This variation, small as it is, is in keeping with the 
expected behaviour of the plume without the inclusion of C3. When C3 =0 there is less 
production of energy dissipation in areas of stratification, c does therefore not increase 
and so the eddy viscosity increases comparatively to when C3 = 1. The resultant increase 
in eddy viscosity leads to greater mixing thus the more spread inner contour that is 
observed. 
The dilution of the plume to approximately 0.5K above ambient by x= 40D results in 
very weak stratification in this downstream region. It is in this region though where 
turbulent entrainment of ambient dominates the plume's growth. In more buoyant 
sources it is therefore expected that the role of the constant C3 and the modelling of 
turbulence production and destruction due to stratification will become far more critical 
than in the present study. 
5.2.2.1 Conclusions 
" Practically no sensitivity to the choice of C3 is seen due to the high dilution rates, 
thus very low levels of stratification, at both x=l OD and x= 40D. 
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5.2.3 Source turbulence levels 
Turbulence levels at the tower source are the only prescribed boundary conditions that 
are not available from the experimental work. To test the sensitivity of predicted plume 
trajectory and dilution three inlet turbulence intensity levels, namely 3,6.3 and 12%, 
were chosen and corresponding values of k and F. were prescribed. Both the hybrid 
(Table 4.1; Cases 33,34 and 35) and QUICK (Table 4.1; Cases 36,37 and 38) 
discretisation schemes are used. 
Two graphs that highlight the effect on the plume dilution and trajectory are presented 
in Figure 5.18. For clarity only the lowest and highest of the intensities are presented so 
that trends in the extreme may be analysed. The first graph shows vertical T* profiles at 
x=l OD on the physical symmetry plane for both schemes and both intensities. As can 
be seen clearly, there is no difference at all in the predicted temperature profiles using 
either source intensity levels. To further investigate why this is so, another graph is 
presented showing vertical profiles of k and speed through the centre of the 
development duct on the physical symmetry plane. Again, there is no difference in the 
speed profiles for either intensity. Turbulence kinetic energy for the 12% intensity is 
seen to decrease slightly in the development duct. This is due to the initial top-hat 
velocity profile not being able to sustain such high levels of turbulence energy. The 
lower intensity produces levels of turbulence kinetic energy that are more in keeping 
with the lack of strain in the development duct and thus do not change at all within it. 
As soon as the plume interacts with the cross-flow the overall speed of the flow is 
reduced. Because of this high level of strain turbulent kinetic energy increases 
considerably due to the gradient hypothesis of Equation (3.12). The higher gradient of 
speed predicted by the QUICK scheme results in higher levels of k. Above this strain 
region all values of k converge to the same level. For the prescribed levels of turbulence 
used the creation of turbulent kinetic energy in the bulk flow is a result of the strain 
produced by the inviscid interaction of plume and cross-wind. For the levels 
investigated they do not have a direct bearing on either the velocity or the temperature 
fields. If extremely high levels were set at the tower source and convected in the initial 
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interaction region they could go on to diffuse strains and thus affect the resulting plume 
trajectory and dilution. The middle value of 6.3% was chosen as it is high enough to aid 
iterative convergence yet low enough not to affect subsequent plume development. 
5.2.3.1 Conclusions 
" No sensitivity was seen on plume trajectory and dilution for source turbulence 
intensity levels of 3% and 12% set at the tower source. 
" Mean strains, where the plume interacts with the cross-wind, generate turbulent 
levels that dominate the turbulence convected up from the source. 
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5.3 COMPARISON WITH EXPERIMENTAL DATA 
There are three main aims in the analysis of the bulk of the work in this study. They are 
firstly to compare the computational predictions with the experimental data, secondly to 
gain an understanding of the performance of discretisation scheme and turbulence 
model. The third aim is obtain a better understanding of the interaction mechanism 
between adjacent plumes. Three cooling tower arrays in both small and full-scales are 
modelled (see Table 4.2). For ease of comparison the results are presented in a 
standardised way for each geometry. The contours of plume cross-section temperature 
are plotted on the y-z plane at the two downstream locations where the experimental 
data was recorded (x =l OD and x= 40D). The experimental profiles were said to be 
taken through the location of the highest plume concentration at both downstream 
locations (see Section 4.2.2). Where this location differs from the location of the 
computational thermal core, additional profiles are plotted to gauge any increase in 
comparative accuracy. Therefore, vertical and horizontal lines are superimposed onto 
these contour plots to indicate the location of the recorded experimental concentration 
profiles as well lines bisecting the thermal core of the plume cross-section should the 
latter be in a different location. Four graphs are then included showing vertical 
concentrations at the two downstream locations as well as the two corresponding 
horizontal profiles. It is on these graphs that the experimental data is also plotted to 
investigate the accuracy of the computational model in the small-scale and the accuracy 
of the wind tunnel scaling assumptions when compared with the full-scale 
computational results. Velocity vectors and temperature contours are then plotted on the 
physical symmetry plane for the single and tandem sources. These plots are not included 
for the side-by-side arrangements as the physical symmetry plane is not common to all 
stages of the interaction process. Finally, both velocity vectors and temperature contours 
are plotted on four planes in the near-field, close to the tower. The locations of these 
planes are shown in Figure 5.19. By understanding the velocity and temperature fields 
in the near-field, explanations as to the behaviour and accuracy of the different models 
and schemes at x =1 OD and x= 40D may be formulated. 
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5.3.1 Small-scale work 
The small-scale work is presented and discussed first. For each of the three arrays two 
discretisation schemes are used, hybrid and QUICK. Because of the nature of the low 
Reynolds numbers encountered in some areas of the flow only one turbulence model is 
used, namely the low Reynolds number turbulence model (see Section 3.2.1.3). The 
analysis therefore highlights the differing performances of the two forms of 
discretisation as well as the general accuracy of the turbulence model via comparison 
with the experimental data. 
5.3.1.1 Single source 
Cross-section temperature contours are shown in Figure 5.20. In consideration of this, 
and the subsequent plots of this type, good agreement with experiment can be seen 
when there are no dotted blue lines present. Under these circumstances the location of 
the computational thermal core coincides exactly with the experimental position. In this 
case of a single source the lateral offset of the core is the same with both schemes and 
experiment at x=I OD. However, the experimental vertical location is lower. At 
x= 40D both vertical and horizontal locations differ, although only slightly. There is 
very little difference between the two schemes compared to the differences observed 
during the grid sensitivity tests. This is due to the increase in grid density at the tower 
top, necessitated by integration direct to the wall, and subsequent higher density 
between tower top and top symmetry plane. Indeed, by x= 40D there is little difference 
between them at all. Also, the lower Reynolds numbers of the small-scale result in the 
reduction of cell Peclet numbers. Under these conditions (i. e. when the Peclet number 
falls below 2) the hybrid scheme uses second order accurate central differencing. The 
combination therefore of a gridded tower top boundary layer and the more frequent use 
of a higher order discretisation leads to the greater similarity of the hybrid results when 
compared to QUICK. The remaining difference is near the source where QUICK 
predicts higher temperatures (T'` values 45% higher than hybrid at x=I OD). There is no 
physical undershoot due to a sufficiently high grid in the extremely high. gradient 
regions at the source/cross-wind interaction. Comparison with the grid sensitivity tests 
114 
of Figure 5.2 shows a much cooler thermal core in the small-scale using QUICK. It 
appears that when the QUICK scheme encounters coarse grid regions it is likely to 
predict an undershoot, in this case in temperature, and also an overshoot in the core of 
the plume as seen in the full-scale sensitivity work. This is in keeping with the findings 
of Klimetzek, (1996), who noted an inaccuracy of higher order unbounded schemes 
used in conjunction with coarse and skewed grids. The higher grid density used in the 
small-scale work suffers less from these problems than the full-scale computations, 
although there still exists the higher core temperatures. 
The quantified comparison with the experimental results is shown in Figure 5.21. The 
lateral and vertical offsets, for the vertical and horizontal profiles, respectively, in the 
figure caption refer to the exact location at which the experimental data were recorded. 
If these are different from the location of the computational thermal core a profile 
through the latter is also included, drawn as a dotted line and referred to as `peak'. 
When judging the accuracy of the computational model there are three plume 
parameters that can be compared. These are rise height, dilution and spreading. The rise 
height of the wind tunnel plumes have been calculated by curve fitting the experimental 
data and noting the resultant peak. Computational rise height is determined by the 
vertical location of the peak in temperature of the T* profile. A summary of rise height 
comparisons for the small-scale work is shown at the end of this chapter in Table 5.1 
(the empirical rise heights will be compared and discussed in Section 5.5). Results are 
presented in multiples of source diameter, the comparative percentage accuracy is also 
included. The overestimation in rise height of 8 and 13% at x=1 OD by the hybrid and 
QUICK results respectively can be viewed as good agreement with the experiment, 
especially from an engineering perspective. The rise heights at x= 40D are of the same 
accuracy. The higher peak temperatures at x=l OD for the QUICK results, but similar 
plume cross-sectional areas compared to the cooler hybrid results, means that the 
QUICK plume has contracted and accelerated near to the source. This is so that global 
thermal continuity throughout the solution domain is maintained (i. e. the enthalpy 
residuals at the end of the iterative solution process were very close to zero for both 
hybrid and QUICK cases). This behaviour is discussed shortly. 
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The accuracy of the shape of the cross-section can be determined by studying the 
horizontal temperature profiles (Figure 5.21 c, d). At x=1 OD the horizontal profiles 
through the thermal core are in excellent agreement with the experimental data. The 
apparent overestimation of temperature in the thermal core for both hybrid and QUICK 
predictions may be a result of the spatial inaccuracy of the experimental measuring 
method. At x=I OD the shape of the cross-section can be said to be correct, although the 
rise height is overpredicted by approximately 1D (Figure 5.21 a). At x= 40D rise height 
is again overpredicted by about 1D (Figure 5.21b) although there is good agreement for 
the dilution which is as low as 2% of source levels (P = 0.02). The horizontal profiles 
(Figure 5.21c) of this, and all subsequent cases, appear to underestimate the horizontal 
spreading of the plume at this further downstream location. The actual location where 
P becomes zero is almost identical for both experiment and computational results. The 
shape of the horizontal profile, however, is very different for both. The computational 
profile is Gaussian but the experimental profile is much broader in the centre of the 
plume, quickly decreasing towards the edges. Further analysis of this phenomena is 
given when both small and full-scales have been studied. It is too soon to accurately 
determine the cause for this discrepancy. 
The velocity and temperature fields on the physical symmetry plane is shown in Figure 
5.22. Figure 5.23 shows these vectors and temperature contours on the four planes 
defined in Figure 5.19. Where specific points on these figures are referenced a i, ii, iii 
etc. is included in both the text (e. g. Figure 5.23a-i) and also on the figure itself. The 
differences between the results for Case 39 (hybrid) and Case 40 (QUICK) can be 
attributed to the concepts of gradient capturing and grid-related diffusion. The plume 
predicted by QUICK maintains high velocities (i. e. >I m/s) for far longer than the 
hybrid plume. This leads to a contraction of the thermal plume. In turn this leads to a 
higher recirculation behind the vertical section of the plume (Figure 5.22-i). Dilution 
and vertical spreading on the symmetry plane occurs faster with the hybrid plume. The 
reasons for this are apparent with reference to Figure 5.23. Higher velocity gradients are 
predicted in the recirculation region behind the vertical section of the plume using 
QUICK (Figure 5.23a-i). In spite of this, as well as slightly higher velocities 
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approaching the plume from the leading edge of the tower, it is the hybrid results that 
show greater spreading of the temperature field. By the 45° plane (Figure 5.23b), it is 
evident that the hybrid plume has spread further away from the symmetry plane than the 
QUICK plume. The reasons for this depend upon the formation of a recirculation zone 
behind the core of the momentum plume (Figure 5.23b-ii) that goes on to develop into 
the characteristic counter-rotating vortex pair. When this recirculation forms behind the 
slower and weaker hybrid plume, the thermal core diffuses into the vortex (Figure 
5.23b-iii). Even though a stronger recirculation forms behind the QUICK momentum 
plume, less plume material is drawn into it compared to the hybrid case (Figure 5.23b- 
iv). By x=ID the stronger QUICK recirculation, now becoming part of the counter- 
rotating vortex pair, has resulted in a more bifurcated cross-section. A stronger up-flow 
through the centre of the plume maintains a contracted cross-section, although plume 
material has started to be convected into the centre of the vortex (Figure 5.23c-v). By 
x= 5D both cross-sections look almost identical. The QUICK plume has a higher 
temperature in the thermal core that persists beyond the x=I OD experimental 
comparison location. The reason for this, i. e. the interaction between plume wake 
recirculation and the momentum plume in the near-field, has now been determined. This 
is an advance upon more basic analyses that would have relied purely on the more 
diffusive nature of the hybrid scheme in explaining the higher dilution rates. 
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5.3.1.1.1 Conclusions 
" Plume cross-sections are more similar at x=I OD using hybrid and QUICK schemes 
than in the full-scale sensitivity comparisons. This is due to higher grid densities in 
the boundary layer at the tower top and also greater use of central differencing at 
these lower levels of cell Peclet numbers in this low Reynolds number environment. 
" There is good agreement for plume dilution levels at x= 40D compared with the 
experimental data. Spreading is underpredicted at the horizontal plume boundaries. 
" The plume predicted by the QUICK scheme is more contracted, sustaining higher 
velocity and levels of vorticity than the hybrid predictions. 
" The thermal core of the QUICK plume does not diffuse into the rotating vortex part 
of the cross-section, unlike the hybrid case, at x= IOD. By x= 40D the near-field 
differences between both schemes have diminished considerably. 
5.3.1.2 Side-by-side sources 
This tower configuration is the most simple adaptation of the single source. 
Experimentally, rise will not be enhanced as efficiently compared to when two sources 
are positioned behind each other. The reasons for this lack of `merging efficiency' will 
be determined through the analysis in this section. 
Temperature contour plots at x=I OD and x= 40D are shown in Figure 5.24. The hybrid 
solution is Case 41 whilst the QUICK solution is Case 42. The cross-section shape at 
x=I OD is again very alike for both schemes. The QUICK scheme predicts higher 
thermal core temperatures than hybrid and is also slightly more contracted. At x= 40D 
the two cross-sections are almost identical. There is good agreement between 
computational and experimental rise height, thus the absence of any horizontal blue 
dotted lines in Figure 5.24. The horizontal location of the thermal core is positioned 
nearer the physical symmetry plane in the experiments than predicted computationally. 
This may, in part, be due to the increased width of the combined plume and therefore 
less defined horizontal peak location. When comparing Figure 5.24 with Figure 5.20 
118 
(single source) the delay in plume interaction with side-by-side sources can be clearly 
seen. There is a similarity in shape between Figures 5.20a and 5.24b. It takes at least 
another 30D for the side-by-side sources to merge into a single plume (characterised by 
the bifurcated cross-section of a single source) compared to the case of the single 
source. The reason for this delay, or inefficiency of interaction, is partly due to the fact 
that the inner sides of the adjacent plumes will only coincide after each has grown due 
to turbulent entrainment of ambient. The other reason is due to the velocity, or rather 
vortex, field and will be discussed after the quantified comparison with the experimental 
data. 
Vertical and horizontal profiles of temperature are shown in Figure 5.25. The vertical 
profiles at x=1 OD (Figure 5.25a) show excellent agreement in the vertical width of the 
plume, especially at the lower, buoyantly stable, side. The QUICK scheme predicts a 
steeper gradient at the top surface compared to the hybrid solution. Both schemes 
predict higher core temperatures, although the QUICK peak is only 25% higher. The 
underestimation in the spreading at the top side of the plume at x=l OD is extenuated at 
x= 40D. Both schemes predict the lower plume surface accurately though the 
experimental plume experiences much more mixing at the top surface. Computationally, 
the only way of accommodating increased mixing due to a thermally unstable layer is 
via the production term G (see Equation 3.22) in the turbulent kinetic energy equation. 
As noted by Tennekes (1981) the value of the turbulent Prandtl number decreases with 
an increase in instability, which results in a spreading of the temperature field (see 
Section 5.2.1). If PrT were allowed to vary in proportion with a stability parameter (such 
as the Richardson number) this would in turn allow more spreading on the top surface of 
the plume. The problems of numerical diffusion in the coarse and skewed grid region in 
the near-field produced increased diffusion on the top surface of the plume in the full- 
scale grid sensitivity tests (see Section 5.1.1). The consequence can be seen as a 
cancelling out of effects. The less diffusive PrT value of 0.9 is compensated for by the 
combination of diffusive grids and schemes. The decrease in numerical diffusion in this 
small-scale work highlights this effect. These effects are more dominant when there is a 
wide horizontal top plume surface from which unstable spreading can occur. Prediction 
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of rise height is again in good agreement with the experimental data (Table 5.1) with 
differences of less than 7% at x=I OD and 11 % at x= 40D. The horizontal profiles are 
also in good agreement (Figure 5.25c, d). The predicted centre line temperatures match 
exactly with experiment at both x=l OD and x= 40D. The horizontal profiles seem to 
capture the peak in temperature whilst the experimental points either miss the exact 
location of the peak or smooth it somewhat. The horizontal profile at x= 40D provides 
the most accurate comparison with the experimental data in this study. 
The near-field velocity vectors and temperature contours are shown in Figure 5.26. The 
cross-wind is accelerated not only around the sides of the two sources, but also in 
between them. This causes the reattachment point to be shifted (Figure 5.26a-i) when 
compared to the single source case. The accelerated flow between both sources and the 
resulting recirculation limits the size of the inner vortices compared to the growth of the 
outer vortices at the 45° plane (Figure 5.26b-ii). The QUICK solution increases this 
effect by the prediction of a faster plume (Figure 5.26b-iii) and stronger recirculation 
that also produces a more bifurcated structure at this location (Figure 5.26b-iv). By 
x=ID (Figure 5.26c) the two vortices predicted by QUICK are much stronger and more 
contracted than those predicted by the hybrid scheme. There is a larger inflow through 
the bottom of the plume (Figure 5.26c v) which, together with the stronger vortices, 
maintain the outer lobes of the cross-section compared to hybrid (Figure 5.26c-vi). By 
x= 5D (Figure 5.26d) the QUICK cross-section still has a more bifurcated structure and 
is less spread than the hybrid solution. In general, the inability of the hybrid scheme to 
capture the high swirling velocity gradients leads to the diffusion of the temperature 
field into regions of lower velocity. The higher velocity gradients of the QUICK 
solution maintain a more concentrated thermal cross-section. 
Efficient merging of adjacent sources would entail a fast mixing of each plume's 
thermal material before such time as turbulent entrainment cools the thermal core. To 
explain the interaction process an analysis of the interaction at the physical symmetry 
plane is therefore required. Up until, and including, the 45° plane, the cross-wind 
penetrates between the two plumes. After bending over is completed the mixing of the 
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two plumes is due solely to the interaction of the two inner vortices. The conflict and 
reorganisation stage of Figure 2.3 refers to this part of the interaction process. The 
down-flow of the inner vortices at the symmetry plane is counteracted by the buoyant 
body force generated by the high temperatures at this location. Mixing is then 
determined by the strength of the weakening inner vortex and the diffusion of the 
temperature field across the symmetry plane. Figure 5.26c illustrates this point well. The 
stronger inner vortex predicted by QUICK results in higher velocities at the symmetry 
plane. This contracts the temperature gradients away from the physical symmetry plane. 
The hybrid results predict a weaker vortex that allows the increased diffusion across the 
symmetry plane leading to greater mixing at an earlier stage. Although the hybrid side- 
by-side results show the expected diffusion, in this case it leads to a decrease in the ratio 
of plume surface area to cross-sectional area of the merged plumes compared to the 
large surface area of the still distinct two single plumes predicted by QUICK. As 
dilution is proportional to this ratio this explains the smaller difference between hybrid 
and QUICK temperatures (Figure 5.26d) than predicted with a single source (Figure 
5.23d). 
5.3.1.2.1 Conclusions 
" Merging of adjacent side-by-side sources into a single type cross-section does not 
occur until x= 40D. 
" Spreading from the plume upper surface is underpredicted by the computational 
model. This behaviour is amplified due to the much wider top surface of the side-by- 
side merging plumes. 
" Higher vorticity levels predicted by the QUICK scheme leads to a more contracted, 
bifurcated plume, especially near the symmetry plane. 
" Plume interaction is dominated by the conflict and reorganisation stage in Figure 2.3 
as the bent-over plumes begin to merge at the symmetry plane. Merging at this 
location is dominated by the predicted strength of the inner rotating vortices. 
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5.3.1.3 Tandem sources 
Two sources positioned behind each other with respect to the oncoming cross-wind is 
the final double tower arrangement. Experimentally this combination offers the most 
efficient rise enhancement. Why this is so will be determined in this section. 
Temperature contours at the location of the experimental profiles are shown in Figure 
5.27. At x=l OD there is good agreement for the location of the lateral offset of the 
thermal core, although rise height is overpredicted. At x= 40D rise height is predicted 
well but the predicted thermal core is slightly further from the symmetry plane. With 
side-by-side sources a single plume-like cross-section did not develop until at least 
x= 40D. With tandem sources, however, a single combined-type plume is apparent at 
x=l OD. This is indicative of the more efficient mixing and greater rise enhancement 
obtained with tandem sources compared to the side-by-side case. The trend of higher 
temperatures and a more contracted cross-section of the QUICK results is maintained at 
x=I OD. Compared to previous results for the first time, at x= 40D, the hybrid results 
show a very slight increase in core temperature over the QUICK results. 
The vertical and horizontal profiles are shown in Figure 5.28. Although the predictions 
of rise height are less accurate at x= IOD than the results so far (Table 5.1) the vertical 
width of the plume is captured well, both at the lower and upper boundaries, by both 
schemes. The computational model predicts the thermal core above the centre point of 
the vertical cross-section. Experimentally the vertical profile is more symmetrical. At 
x= 40D the agreement for rise height is to within 3% (Table 5.1). The bottom section of 
the plume is captured well, although at the top there is again a lack of vertical spreading. 
All horizontal computational profiles show narrower plumes than were experimentally 
measured (Figure 5.28c, d). At x =1 OD neither the experimental nor the peak location 
profiles are in good agreement with experiment. At x= 40D the shape of the horizontal 
computational profile is more like the experimental data, although again narrower. Once 
merging has been completed and the cross-section settles down to that of purely a single 
source then the agreement between experiment and computation is improved. As both 
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hybrid and QUICK results are similar in shape and have the expected differences in 
temperature, the reason for the apparent inaccuracy at x=I OD lies in the turbulence 
model. So far little has been said about the mathematical accommodation of turbulent 
diffusion because the main differences and inaccuracies in the results were due to the 
discretisation schemes. The flow field of this tandem arrangement contains the most 
complex strains encountered so far. Under these conditions any two-equation model will 
suffer due to the isotropic assumption upon which it is based. The reason why it fails 
will require comparison to more advanced turbulence models. This is done when the 
full-scale is modelled. 
The velocity and temperature fields on the physical symmetry plane is shown in Figure 
5.29. The QUICK results once again predict higher velocities within both plumes and a 
subsequent contraction (Figure 5.29b). Both the recirculation between the two sources 
(Figure 5.29&-i) as well as the larger recirculation behind the downstream source 
(Figure 5.29a-ii) are stronger and vertically more persistent when the QUICK scheme is 
used. This decreases the amount of thermal diffusion in these areas when compared to 
the hybrid results. The shielding that the upstream plume offers the downstream plume 
near to the source is one of the primary mechanisms of rise enhancement. As there is 
little difference between the two schemes in plume rise height at x= IOD and x= 40D 
then this form of enhancement is not affected by the slight diffusion of the temperature 
field seen in the hybrid results. This shielding is purely due to the inviscid interaction of 
plume and cross-wind. The other near-field vectors and contours are shown in Figure 
5.30. Figure 5.30a shows very little difference in the velocity fields. The increase in 
thermal diffusion of the hybrid results (Figure 5.30a-i) does indicate that scheme's 
inability to capture the reverse velocities as well as the QUICK scheme. The QUICK 
scheme also predicts a larger recirculation behind the downstream plume in Figure 
5.30a-ii. By the 45° plane there is only one distinct cross-section visible. There is a 
small lobe on the QUICK cross-section (Figure 5.30b-iii) that coincides with the point 
highlighted by Figure 5.30a ii. By x=ID this lobe is more apparent (Figure 5.30c iv) 
and is reinforced by the less diffused vortex predicted by QUICK. By x= 5D the effect 
of the weaker vortex inflow predicted by the hybrid scheme (Figure 5.30d-v) can be 
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seen in the higher temperatures in that region when compared to QUICK. The second 
mechanism of rise enhancement is the reinforced buoyant up-flow in the centre of the 
combined plumes. The vertical velocities at the physical symmetry plane in Figures 
5.30c and d are approximately twice as big as those of the single source plume (see 
Figure 5.23c, d). The vertical velocity at the symmetry plane for the side-by-side 
sources at the same locations (see Figure 5.26c, d) is almost zero. Apart from a 
reduction in the rate of dilution, this has demonstrated the increased effect of buoyancy 
and subsequent high rise generated when the plumes merge in the early stages of their 
trajectory. 
5.3.1.3.1 Conclusions 
" Efficient merging of the plume is seen by the prediction of a single plume type cross- 
section by x=l OD. 
" The plume predicted by the QUICK scheme is more rounded and contracted at x= 
IOD. By x= 40D the difference between the QUICK and hybrid predictions has 
disappeared. 
" Discrepancies in the accuracy between QUICK and hybrid results and the 
experimental data may be attributed to turbulence model deficiency. 
" Rise enhancement is due to two factors. Firstly, the upwind source offers the 
downstream source an inviscid shielding against the oncoming cross-wind. Secondly, 
there is an increased buoyant up-flow due to the lower dilution rates seen in the 
merged plume close to the source. 
5.3.2 Full-scale work 
The frill-scale computational study bypasses the scaling assumptions upon which the 
wind tunnel work relies. Potentially this approach will produce results that will bear 
greater resemblance to the real-life situation. As in the wind tunnel work, the full-scale 
plume is still assumed to be dry. A real cooling tower plume will contain water in both 
droplet and saturated states, during rise latent heat is released that will aid buoyancy 
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thus increasing rise. There will still remain differences therefore between this 
computational study and an actual plume. In the full-scale, Reynolds numbers in the 
order of 106 are encountered. Unlike the wind tunnel work that contained both fully 
turbulent as well as transitional states, the full-scale falls well into the fully turbulent 
regime. From a modelling perspective this enables the use of some of the many 
turbulence models available. The problem at hand contains buoyancy, swirl and 
streamline curvature, all complex types of flow that can lead to anisotropic turbulence 
and are common to many engineering applications. The analysis of the relative 
performance of different models used in this study will enable informed choice of 
certain models in other studies containing similar complex fields. The relative accuracy 
of these models compared to the experimental data will be less clear. Not only can the 
füll-scale predictions suffer from slight numerical diffusion in the near-field but also the 
full-scale Reynolds numbers may produce flow fields, especially in the cooling tower 
wake, that cannot be scaled accurately to those found in the small-scale. The 
experimental data is still included though to highlight areas where the differences are 
substantial. The results are presented in the same fashion as the small-scale work. The 
order in which plots are presented across the page at the various planes is consistent 
throughout. To minimise reference to Table 4.2 the order is as follows: 
k--e model k-c model RNG k-c model DFM 
hybrid scheme QUICK scheme hybrid scheme hybrid scheme 
5.3.2.1 Non-buoyant single source 
The simplest of cases studied in both scales is the single tower with a jet like (Fr = co) 
source. Temperature is still solved for, but buoyancy is ignored. In this case the 
temperature field acts as a passive contaminant. The temperature field is simply 
representative of the convected and diffused momentum field. 
Temperature contours at x= IOD (100m) and x= 40D (400m) are shown in Figure 5.31. 
Rise height for all four combinations of model and scheme are in excellent agreement 
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with the experimental prediction at x= IOD. All hybrid cases suffer from the numerical 
diffusion of the upper section of the plume encountered in the grid sensitivity tests. It 
should be noted at this stage that this apparently extreme diffusion only affects the outer 
four or five contours (288-288.3K). For the rest, the shape of the cross-section resemble, 
much more closely, the cross-section as predicted by QUICK. The excess temperature at 
the thermal core of the QUICK results at x=I OD are present and are attributed to the 
overshoot due to the behaviour of this third order accurate scheme in coarse and skewed 
grid regions near the source. The RNG based turbulence model predicts a bifurcated 
structure at x=1 OD, unlike any of the other cases. The modifications to the standard k-c 
model that comprise the RNG form are especially suited to flows with high rates of 
strain such as the ones encountered here. The similarity of the RNG k-c model results 
compared to the DFM, and conversely the differences between standard k-c model 
results and the RNG form, are of critical interest in evaluating the accuracy and 
efficiency of these models throughout the full-scale analysis. With this in mind, the 
RNG results at both x=l OD and x= 40D bears slightly more resemblance to the DFM 
results than the standard k-s model. Both RNG and DFM have a more contracted 
bottom section compared to the k-c model. The QUICK cross-section is much more 
rounded and, although the height of the thermal peak is the same as the other cases, the 
bottom of the plume extends closer to the ground. By x= 40D the slight differences at 
x=I OD have been exaggerated. As there is no aid by buoyancy after the plume has 
bent-over, the plume shape and position at this location will be strongly dependent upon 
that closer to the source. The hybrid k-c and DFM cases are in good agreement for rise 
height, QUICK is lower and RNG is higher. There is no lateral offset of the thermal core 
for all computational predictions at x= 40D (all thermal cores are on the physical 
symmetry plane). The experimental location is far to one side. This wide offset, under 
these circumstances where a buoyancy aided bifurcated section is not expected, could be 
due to drift within the wind tunnel. At both x= IOD and x= 40D the RNG case has 
exhibited similar features as the DFM, only more exaggerated. It may be that the 
modifications to accurately capture anisotropic behaviour overcompensate under other 
conditions. Further study of the other tower arrangements will explore this behaviour. 
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The quantified comparison to the experimental data is shown in Figure 5.32. When 
comparing both the experimental and computational profiles the difference in Reynolds 
number between the two scales must not be ignored. Although it is known that there is 
little or no effect upon plume trajectory due to atmospheric turbulence until very far 
downstream, there is a marked change in the structure of the tower wake from 
transitional to fully turbulent regimes. A non-buoyant plume is more likely to suffer 
from downwash than a buoyant source. This interaction with the tower wake may 
invalidate the comparison between predicted and experimental results in this case. The 
vertical profiles at x=1 OD (Figure 5.32a) show the smoothed thermal gradient on the 
top surface of the plume when the hybrid scheme is used. The QUICK scheme appears 
to capture the top part of the cross-section but predicts a peak temperature twice as large 
as the hybrid results. The similarity between RNG and DFM results at x=I OD is clear, 
although the lack of spreading on the plume underside with these two models seems to 
be contrary to the experimental measurements. At x= 40D there is a large difference 
between the lateral location of the plume core between prediction and experiment (see 
Figure 5.31b). The computational physical symmetry vertical profiles are in closer 
agreement with experiment and so the offset may be a product of wind tunnel drift or 
measuring error. The QUICK scheme predicts the ground level concentration correctly 
but predicts a low rise height. The hybrid results are in closer agreement with the more 
spread experimental data. The agreement seen in Table 5.2 for the rise height prediction 
at both locations is highly accurate considering the possible discrepancies due to 
Reynolds number differences. Indeed, the lower rise height predicted by QUICK may in 
fact be a more accurate representation of plume-wake interaction in the full-scale. The 
diffusive hybrid scheme appears to predict a full-scale tower wake that is more like the 
small-scale case and so results in greater comparative accuracy between the two scales. 
The horizontal profiles show a lack of spreading of the hybrid plumes compared to the 
QUICK profiles (Figure 5.32c, d). At x= 40D it is the RNG profile that has maintained 
the hottest thermal core, even more so than QUICK, and is the most inaccurate. All of 
the other cases are in relatively good agreement for horizontal spreading at this location. 
The reasons for the differences between RNG and the other cases is explored when 
127 
studying the symmetry plane velocity vectors and temperature contours in Figure 5.33 
and the near-field planes in Figure 5.34. 
The plume wake predicted by both RNG and DFM turbulence models is stronger than 
the standard k-¬ model as seen in Figure 5.33c-i compared to the equivalent location in 
Figures 5.33a, b. It is this that results in the lack of spreading on the plume underside 
with these two models further downstream. The plume wake structure predicted by 
QUICK at the leeward edge of the tower is very different from the hybrid predictions 
(see Figure 5.33b-ii). These features can be further understood by examining the cross- 
sectional planes in Figure 5.34. 
The wake structure behind the plume predicted by the RNG and DFM models is clearly 
seen (Figure 5.34a-i). The higher wake velocities predicted by QUICK seen in Figure 
5.33b-ii are also seen in Figure 5.34a-ii and are due to the higher velocities predicted as 
the cross-wind is accelerated around the side of the source (see Figure 5.34a-iii). It is 
this attribute of the QUICK scheme to capture these velocities that are aligned more 
horizontally (i. e. higher w velocities) to the main flow direction that results in the wider 
QUICK plume already noted. By the 45° plane this is even more apparent in the rounder 
vortex with higher w velocities, as shown in Figure 5.34b-iv. The stronger wake vortex 
that `pinches' the thermal cross-section on the symmetry plane predicted by RNG and 
DFM is seen in Figure 5.34b-v. Here there are reverse velocities in the order of 1 m/s 
compared to an almost stagnant flow at this location predicted by the standard k-s 
model. At x =1 D the differences in both tower wake and plume vortex as predicted by 
the four cases is clear (Figure 5.34c). The dominance of higher w velocities predicted by 
QUICK and the subsequent wider vortex (Figure 5.34c-vi) determine the thermal 
structure. The lack of diffusion on the upper surface of the plume in this coarser grid 
region is also apparent (see Figure 5.34c vii). The RNG tower wake is much like that 
predicted by the DFM with a very strong up-flow on the symmetry plane all the way 
through the plume (Figure 5.34c-viii). The RNG scheme predicts a continuation of the 
plume wake vortex highlighted in Figure 5.34a -i (Figure 5.34c-ix). The DFM predicts a 
relatively low velocity at this location, although this wake has nearly vanished. There is 
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more spreading on the lower right section of the plume (Figure 5.34c-x) than the RNG 
case. By x= 5D the cross-sections are similar to those seen at x =I OD. The RNG 
counter-rotating vortex is still persistent (Figure 5.34b-xi) and it is this that results in 
the bifurcated structure at x=I OD and the horizontal contraction at x= 40D. The wider 
QUICK counter-rotating vortex has now diminished as it loses the bifurcated structure. 
The larger w velocities were a result of the ability of this scheme to capture cross-flow 
gradients of the counter-rotating vortices that are created by the cross-wind and vertical 
plume interaction close to the source. 
These non-buoyant cases detach the effect of temperature induced rise from the velocity 
field. The differences in prediction of temperature do therefore not affect the plume's 
trajectory. The performance of the velocity field prediction for the different models and 
schemes has been explained without the added complexity of the effects of buoyancy. 
How the four combinations of scheme and model perform when the source is plume like 
is examined in the next section. 
5.3.2.1.1 Conclusions 
" The QUICK plume predicts temperatures 80% higher in the thermal core of the 
plume compared to all hybrid cases. This difference vanishes by x= 40D. 
" The RNG plume alone predicts a bifurcated thermal structure at both x=l OD and x 
= 40D. 
" Both RNG and DFM models predict a more pronounced plume wake recirculation 
and a strong rotating flow on the underside of the plume at x=l OD. 
" Non-buoyant plume rise in the near-field is dominated by tower wake interaction and 
so differences in the prediction of the flow in this region by the four models result in 
the differing rise predictions. 
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5.3.2.2 Buoyant single source 
Temperature contours at x=l OD and x= 40D are shown in Figure 5.35. At x=l OD all 
four cases predict the lateral and the vertical location of the thermal core accurately. At 
x= 40D the QUICK scheme predicts a lower rise height than experiment, whilst all but 
the RNG model predict the lateral offset of the thermal core accurately. Compared to the 
equivalent non-buoyant cases in Figure 5.31, there is a much wider difference between 
the results especially at x= 40D. This is especially true of the RNG and DFM results. 
The theoretical accuracy of the DFM and the simplicity of the standard k-c model 
should bound the predictions of the modified RNG k-c model. In this case, however, the 
RNG results are very different than both k-c model and DFM. Exactly why this is so 
will be covered in Section 5.4. 
Figure 5.36 shows the comparison with the experimental data. The trend of the QUICK 
scheme to capture the top surface of the plume is apparent, as is the overprediction of 
core temperature. The top surface is diffused when the hybrid scheme is used, although 
the RNG model predicts less spreading than both the standard k-c model and DFM. By 
x= 40D the differences between the cases is very apparent. Both standard k-s model and 
DFM predict much higher rise than QUICK and the RNG model. The accuracy of these 
predictions is dependent upon the scaling assumptions used for the wind tunnel work. 
The difference in Reynolds number between the two scales will not be as critical in this 
case as it was in the downwash affected non-buoyant case. It appears that the RNG k-s 
model is on average more accurate than the other three cases. This is a result of 
diffusion effects, both numerical and turbulent, that the plume experiences. The lower 
rise height of the RNG model at x= 40D may be due to the same non-diffusive 
behaviour than the QUICK scheme. The horizontal profiles again show RNG to be more 
accurate especially at x=l OD. The RNG model predicts a wider plume at both 
downstream locations, even more so than QUICK at x= 40D. The non-buoyant results 
showed QUICK's ability to predict high lateral velocities within the counter-rotating 
vortex that created a more rounded thermal cross-section. It is possible that the same is 
happening here with RNG or more probably it is due to higher levels of predicted lateral 
turbulent diffusion and spreading of the plume. 
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The physical symmetry plane velocity vectors and temperature contours are shown in 
Figure 5.37. Compared to the cross-sectional profiles of Figure 5.38 relatively little 
understanding can be gained form these plots. The two main differences already 
highlighted in Figure 5.33 are also present in this buoyant case. Figure 5.37b-i shows 
the different wake structure as predicted by QUICK compared with the hybrid results. 
The similarity between RNG and DFM predictions in the plume wake and up-flow 
region into the lower side of the plume for the non-buoyant case is not as strong for this 
buoyant source. The recirculation region in Figure 5.37c-ii, and in the entire tower wake 
in general, is more similar to the standard k-E model than to the DFM. The second order 
closure model predicts a stronger reversed flow than all other cases (Figure 5.37d-iii). 
At this stage it is not obvious as to whether this variation in the prediction of the wake 
and recirculation is responsible for the large differences in rise height further 
downstream. To understand more fully why rise varies so much at x= 40D the near- 
field is presented in y-z plane cross-section in Figure 5.38. 
The cross-wind is accelerated much faster around the QUICK source than the other 
three hybrid cases (Figure 5.38a-i) as well as any of the non-buoyant cases (Figure 
5.34a). The higher vertical velocities induced due to buoyancy even this close to the 
source play an important role in the wake region behind the vertical plume. At the 45° 
plane the recirculation on the symmetry plane as predicted by the DFM (Figure 5.38b- 
ii) is much greater than that of the RNG model. The rotating vortex predicted by the 
RNG model has some similarity to the QUICK vortex in so much as there is a wider 
section of high w velocity (Figure 5.38b-iii) that creates a more rounded section. The 
reason for this apparent similarity between QUICK and RNG that leads to both 
predicting lower rise heights is due to two separate mechanisms. Firstly, the QUICK 
scheme is able to capture gradients that are normal to the predominant flow direction 
(i. e. normal to the predominant upwind direction, v and w velocities). The benefit of this 
is a better ability to capture the rotating vortex. This is seen in the high lateral velocities 
in Figure 5.38c-iv compared to the velocities predicted by the other three schemes at the 
equivalent locations. Even though the temperatures predicted by QUICK are very high, 
the ratio of buoyancy generated v velocities to the w velocities is such that a rounded 
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vortex is predicted. The RNG model does not have this high proportion of lateral 
velocity, although still predicts a rounded section. The second reason is due to lower 
proportion of buoyancy induced v velocities due to a more diffused temperature field for 
the RNG model, lower in fact than the other three cases. This is seen in the magnitude 
of the velocity on the symmetry plane at the height of the thermal core (Figure 5.38c-v). 
By x=I OD the more contracted RNG and QUICK cross-sections both have smaller v 
velocities in the centre of the cross-section. Conversely, the other two hybrid schemes 
have vertically diffused thermal cross-sections that result in higher velocities especially 
on the upper surface of the plume (Figure 5.38d-vi). This leads to the higher rise of 
these two cases seen in Figure 5.35. 
The addition of buoyancy leads to a greater sensitivity in the performance of each 
scheme and model. In this case the structure of the counter-rotating vortex has shown to 
be dependent on the relationship between cross-stream gradients and vertical buoyancy 
induced velocities. It is the higher dilution rates predicted by the RNG that lead to a 
similarity in performance between the QUICK discretisation scheme and the RNG k-c 
turbulence model. The actual cause of this faster dilution can only be determined by a 
detailed study of the predicted turbulence field. If the DFM is accepted as performing 
with greater theoretical accuracy under these complex strain conditions, then it is not 
unreasonable to assume that the RNG model is performing spuriously. 
5.3.2.2.1 Conclusions 
" Compared to the non-buoyant cases, the prediction of the buoyant plume differ 
greatly by the four models. 
" Both plume rise and height and the lateral location of the thermal core are predicted 
accurately by all four models compared with the experimental results at x= 10D. 
By x= 40D rise height is overpredicted by both QUICK and RNG models. 
" These lower rise similarities can be attributed to QUICK's ability to predict a more 
rounder rotating vortex and the higher dilution rate exhibited by the RNG model. 
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5.3.2.3 Side-by-side sources 
The full-scale side-by-side source geometry is investigated in Cases 53-56 (see Table 
4.2). Temperature contour plots at x=l OD and x= 40D are shown in Figure 5.39. 
Vertical and horizontal profiles of temperature are shown in Figure 5.40, whilst the 
near-field velocity vectors and temperature contours are presented in Figure 5.41. An 
obvious comparison to be made is to the equivalent small-scale side-by-side model 
already discussed and shown in Figures 5.24 to 5.26. 
Due to the very fine near-wall gridding in the small-scale work there was little 
difference between both hybrid and QUICK results. By x= 40D there was hardly any 
difference at all (see Figure 5.24b). In the full-scale there is the expected differences 
between hybrid and QUICK results but surprisingly little change in the predicted cross- 
sections using the three different turbulence models. At x =1 OD all cases agree well 
with experimental rise height and the lateral offset of the thermal core is in better 
agreement than the small-scale results in Figure 5.24a. By x= 40D all hybrid plumes 
have risen to the same height whilst the QUICK plume is substantially lower. The full- 
scale results at x= 40D show a much less uniform cross-section than the equivalent 
small-scale cross-sections in Figure 5.24b. The discrepancy in rise height between 
hybrid and QUICK results can be attributed to numerical diffusion effects nearer the 
source. Yet all four cross-sections in the full-scale at x= 40D are much more bifurcated 
than the characteristic single plume cross-section at this location in the small-scale. The 
effect of the low Reynolds number turbulence model used in the small-scale has aided 
the combining of the adjacent sources. This is compared to the more bifurcated structure 
of the cross-section in the fully turbulent full-scale. Whether this is due to the action of 
turbulent diffusion or to the cross-flow gradient capturing performance of the QUICK 
scheme on a relatively coarse grid is investigated in this section. 
The vertical profiles of temperature in Figure 5.40 shows a predicted dilution down to 
16% for the QUICK scheme through the core of the cross-section compared to a level of 
13% in the small-scale (see Figure 5.25a). The addition of turbulent diffusion in the full- 
scale seems to be outweighed by the overestimation of temperature due to the behaviour 
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of the QUICK scheme in coarse grid regions. The hybrid results in the full-scale show 
the opposite behaviour: a lower predicted temperature compared to the small-scale. 
Similar rise heights at x=I OD are predicted in both small and full-scales (Table 5.2). At 
x= 40D more spreading of the upper surface of the plume is predicted in the full-scale 
than the small-scale. The horizontal profiles show good agreement for physical 
symmetry plane dilution levels, although again there is a lack of spreading in the 
horizontal direction. 
The near-field analysis once again provides the best explanation of the dominant 
interaction processes. The full-scale near-field of Figure 5.41 is compared to the 
equivalent small-scale results in Figure 5.26. The location of the reattachment point on 
the leeward side of the plume is the same as the small-scale location. The QUICK 
scheme predicts a higher acceleration of both the cross-wind around the side of the 
plume (Figure 5.41 a-i) as well as of the plume itself (Figure 5.41 a-ii). Both RNG and 
DFM once again predict a stronger recirculation in the wake of the source (Figure 
5.41a-iii), the RNG model actually has a stronger reversed flow than the DFM. At the 
45° plane, interaction with the adjacent plume has begun. The baseline model shows 
some mixing across the symmetry plane (Figure 5.41 b-iv) more so than both the RNG 
and DFM cases. The QUICK scheme is already merged with the adjacent plume (Figure 
5.41 b-v) due to the prediction of a much greater lateral convection than any of the 
hybrid cases (Figure 5.41 b-vi). The lack of lateral velocities predicted by the hybrid 
scheme means that interaction is more a function of turbulent diffusion towards the 
symmetry plane. The stronger rotating vortices predicted by the QUICK scheme convect 
the thermal core to the symmetry plane whereupon interaction occurs far more readily. 
The stronger reversed flow in both the RNG and DFM cases (Figure 5.41 b-vii) results 
in less spreading against the predominant flow direction. The actual shape of the thermal 
cross-section is not affected greatly by the reversed flow region as can be seen in the 
comparison of the baseline case with both RNG and DFM sections. By x=1D the 
strong up-flow into the centre of the plume in both the RNG and DFM cases (Figure 
5.41c-viii) brings cold ambient into the plume which leads to a strengthening of the 
bifurcated structure. Once again this is more evident with the RNG model although it 
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should be noted that this effect is only slight and there is still little difference between 
baseline, RNG and DFM cases. The higher lateral velocities within the outer rotating 
cell predicted by QUICK is evident (Figure 5.41 c-ix). This leads to the wider cross- 
section and subsequent reduction in up-flow despite of the apparent efficiency of 
interaction. By x= 5D the trend of both RNG and DFM to retain their bifurcated 
structure is still apparent. The QUICK scheme, although the earliest to merge and to 
lose its double bifurcated structure unlike the hybrid cases, predicts a cross-section 
similar to a single plume although far more bifurcated itself. Compared to the equivalent 
small-scale section (see Figure 5.26d) the full-scale QUICK case is more rotated, retains 
a less diffused thermal core and also has faster up-flows through its centre. 
5.3.2.3.1 Conclusions 
" All plumes retain a more bifurcated structure, and thus take longer to merge, in the 
full-scale compared to the equivalent small-scale models. 
" The QUICK plume predicts a low dilution rate near the source and much lower rise, 
especially at x= 40D, compared to the hybrid cases. 
" Merging across the physical symmetry plane occurs much earlier with the QUICK 
scheme, yet at x= 40D the cross-section is more bifurcated compared to the hybrid 
cases. 
" Prediction of the interaction process is dominated by the model's ability to predict 
the inner rotating vortex. 
5.3.2.4 Side-by-side sources, R=I 
When the cross-wind velocity at the tower-top is the same as the plume source velocity 
an extremely complex flow field is produced. Any wake regions are surrounded by 
much higher velocities and so more severe levels of streamline curvature exist. These 
conditions theoretically lead to turbulence anisotropy and so greater differences in the 
predictive ability of the turbulence models used is expected, more so than in the 
relatively `softer' flow conditions encountered so far. 
135 
Figure 5.42 shows the y-z plane temperature contours at x=l OD and x= 40D. All cases 
predict a bifurcated section at x= 1OD where experimentally there was no lateral offset 
of the thermal core. Rise height at x=I OD is in good agreement for all cases except the 
DFM which predicts a slightly higher rise. By x= 40D all cases apparently overestimate 
the rise height and only the baseline model and the QUICK variation have thermal cores 
on the symmetry plane. As expected, there is now a large difference between DFM, 
RNG and standard k-c model. The RNG model is now more in line with the baseline 
model compared to the DFM. Once again the QUICK scheme predicts a more rounded 
cross-section compared to the hybrid cases. 
The vertical and horizontal profiles are shown in Figure 5.43. At x=l OD the QUICK 
scheme captures the underside of the plume much more accurately than all hybrid cases. 
Downwash has occurred, where the ground level concentration rises above zero, and is 
predicted by QUICK. This scheme also appears to capture the top section of the plume 
as well but again overestimates the thermal levels within the plume itself. The DFM 
predicts considerably lower thermal levels on the symmetry plane than the other cases 
but quickly becomes similar further away from this plane. As can be seen in Table 5.2, 
the actual level of rise height prediction is in good numerical agreement with 
experiment. At x= 40D it is the DFM that predicts reasonable dilution levels on the 
symmetry plane in the core of the plume compared to the other cases. The QUICK 
scheme accurately predicts the ground level concentration whilst the baseline and RNG 
cases capture the upper side of the plume well. At x= 40D it is the DFM that is in best 
agreement with experiment. The dotted lines of the profiles through the predicted 
thermal cores agree much better with the experimental vertical width of the plume. The 
temperature within the plume is yet again much higher than experiment. The horizontal 
width of the plume is best predicted by the QUICK scheme but it is the hybrid cases that 
result in the correct dilution levels. At x= 40D the DFM horizontal profile is in good 
agreement with experiment but fails to spread far enough due to the hybrid scheme's 
inability to capture the lateral velocity component of the rotating vortex. 
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The near-field velocity and temperature contours are shown in Figure 5.44. The 
reattachment point is further from the symmetry plane than in the R=2.33 case (Figure 
5.44a-i). The recirculation around this stagnation point is sensitive to both discretisation 
scheme (Figure 5.44a-ii) and turbulence model (Figure 5.44a-iii). The DFM in 
particular predicts a much larger recirculation. The cross-flow accelerated in-between 
the sources is predicted to decelerate more quickly using RNG and DFM (Figure 5.44a- 
iv) compared to both the baseline model and the QUICK variation (Figure 5.44a-v). 
This accelerated through-flow, and the expected stronger reversed flow (Figure 5.44a- 
vi), deters both the RNG and DFM thermal cross-sections from spreading across the 
symmetry plane. This is also partly true of the standard k-s model. The mixing across 
the symmetry plane at this early stage can therefore be attributed to QUICK's ability to 
capture the vortex initiation shown by the high velocities in Figure 5.44a-vii. By the 45° 
plane both RNG and DFM have maintained their bifurcated structure due to the strong 
reversed flow (Figure 5.44b-viii). There is not the same formation of the counter- 
rotating vortices as in the R=2.33 case (Figure 5.41b). This is due to the strong cross- 
flow bending the plume over so quickly that there is not a sufficiently long enough 
vertical section for the cross-wind to accelerate around and initiate the rotating vortex 
pair. At x=ID the RNG and DFM near symmetry vortices are stronger and less 
diffused (Figure 5.44c, -ix) than those predicted by the standard k-s model. The QUICK 
plume has diffused further towards the ground due to the low predicted velocities 
between OD <y< 2D (Figure 5.44c x). The DFM predicts a rotating flow developing 
near the ground that none of the other cases predict (Figure 5.44c-xi). It is fair to say 
that these flow fields are the most complex encountered so far and also the first time 
where the DFM predicts velocities very different from the other cases. By x= 5D a 
single rotating vortex has developed in all cases that is characteristic of a single 
combined plume. This is in comparison to Figure 5.41d (side-by-side sources but with a 
weaker cross-flow) where merging was not yet completed. The location of the thermal 
core is always above the rotating momentum plume in all cases. The complex strain 
field at x=1D (Figure 5.44c), the heart of the interaction and reorganisation stage of 
Figure 2.3, has the highest concentration of temperature in the top section of the plume. 
By x= 5D the strain field has quickly settled down and organised itself into the simple 
137 
single rotating vortex. The thermal core still resides though in the top section of the 
plume. 
5.3.2.4.1 Conclusions 
" Unlike the experimental results, all computational cross-sections show a bifurcated 
thermal structure at x=l OD. 
" All four models overpredict rise height at x= 40D. 
" The QUICK scheme predicts a wider thermal cross-section due to higher lateral 
velocities within the merged rotating vortex. 
" Under these extreme strain conditions the DFM predicts stronger recirculating and 
rotating flow features compared to the other hybrid cases. 
" Merging of adjacent plumes into a single plume occurs much earlier compared to the 
R=2.33 case. 
5.3.2.5 Tandem sources 
In comparison to the complexity of the interaction of side-by-side plumes, a tandem 
source arrangement, and subsequent mixing, is relatively simple. Temperature contours 
at x=l OD and x= 40D are shown in Figure 5.45. At x=l OD all three hybrid cases are 
almost identical. The QUICK plume is more contracted with a stronger thermal core. 
All schemes overpredict rise height, although the lateral location of the thermal core is 
in good agreement with experiment. This overestimation in rise height is expected, and 
has been quantified in Section 5.1.2. At x= 40D all cross-sections look almost identical. 
The RNG and DFM plumes have risen slightly higher than the baseline model. 
The temperature profiles are shown in Figure 5.46. The QUICK scheme vertical 
temperature profile at both x=I OD and x= 40D is almost identical to the equivalent 
small-scale case seen in Figure 5.28. The horizontal QUICK profile shows a lower 
dilution rate than the small-scale case at the thermal core. Rise height prediction is much 
more sensitive under these boundary conditions at this downstream location, whereas 
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the shape of the plume seems not to be. Spreading in the horizontal direction in the full- 
scale is again less than both the small-scale and the experimental results. 
The symmetry plane vectors and contours for both baseline and QUICK cases look 
almost identical (Figure 5.47). Both cases predict a rotational flow on the symmetry 
plane (Figure 5.47a-i). This feature is predicted more strongly by the RNG model 
(Figure 5.47c-ii). The DFM predicts a substantially different velocity and thermal field 
on the symmetry plane. The rotating feature is present although it is lower and more 
rounded (Figure 5.47d-iii). The flow immediately above the centre of this rotating 
feature has a much stronger downward component. The thermal plume is much more 
spread on the symmetry plane with a much steeper thermal gradient at both the upper 
and lower surfaces (Figure 5.47d-iv). Comparing the baseline, RNG and DFM cases, 
the RNG case predicts less merging between the sources on the symmetry plane (Figure 
5.47c-v) compared to the DFM case. This is only true in the near-field, however, as can 
be seen in the subsequent similarity in thermal cross-sections shown in Figure 5.45a, b. 
The y-z plane near-field vectors and contours are shown in Figure 5.48. The spreading 
of the DFM plume temperature field is evident even close to the source (Figure 5.48a-i). 
By the 4511 plane the high thermal gradients at the boundary of the DFM plume are 
already established (Figure 5.48b-ii). Once again, the QUICK scheme predicts cross- 
stream velocities that result in a more rounded vortex (Figure 5.48b-iii). In general, the 
interaction of tandem sources is highly efficient with the formation of a single counter- 
rotating vortex pair before the plumes have fully bent-over. The predicted plume wake 
varies considerably between all four cases. By x =1 D all hybrid cases predict taller 
diffused plumes whilst the QUICK scheme is again more contracted due to the higher w 
velocities within the vortex (Figure 5.48c-iv). The small rotation below the plume is in 
the same vertical position in both baseline and DFM cases (Figure 5.48c v). This 
rotation predicted by the RNG is of the same strength as the DFM case but is higher 
(Figure 5.48c-vi). By x= 5D the RNG and baseline cases have a similar bifurcated 
structure whilst the DFM is far more diffused. Dispite these differences at x= 5D, by 
x =10D all hybrid cases appear similar (Figure 5.54a). The complex flow fields in the 
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near-field (i. e. x< IOD) result in a wide range of predicted cross-sections. Further 
downstream, however, under less severe strain, the plumes predicted using the hybrid 
scheme become much more similar. The QUICK scheme leads to lower rise, although it 
too predicts cross-sections similar to the hybrid cases but only at a downstream distance 
of x= 40D. 
5.3.2.5.1 Conclusions 
" Rise height is overpredicted at x= 1OD by all cases, compared with the 
experimental results, although only slightly by the QUICK scheme. 
" By x= 40D there is the grid-related expected overprediction of rise by the hybrid 
cases. The shape of the thermal cross-sections predicted by all four models at x= 
40D 
are very similar. 
" Horizontal spreading is underpredicted by all cases at both downstream locations. 
" Large differences in the shape of the predicted cross-sections between x= 1D and x 
= IOD have vanished by x= 40D. 
" Merging occurs very early with the formation of a single plume-type thermal cross- 
section at the 45° plane. 
5.3.2.6 Tandem sources, R=I 
The final source configuration modelled is again a tandem tower arrangement but with 
R=1.0. Figure 5.49 shows temperature contours at x =I OD and x= 40D. As 
experienced throughout the analysis, the QUICK plume is more rounded and has a 
hotter thermal core than the hybrid cases. All hybrid cases show spreading from the 
upper section of the plume due to slight numerical diffusion effects experienced at the 
plume/cross-wind interaction region close to the source. At x=l OD all cases agree well 
with experiment for rise height. The DFM predicts a bifurcated structure at x= IOD, the 
location of which is in excellent agreement with experiment. The possible cause of 
differences between small-scale and full-scale is the tower wake interaction with the 
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bent-over plume. At x=l OD this is not apparent, although at x= 40D, as with the side- 
by-side cases when R=1.0, rise height is overpredicted by all cases. Again, it is the 
DFM that more accurately predicts the lateral offset of the thermal core at x= 40D, 
whilst all other cases show no bifurcated structure. 
Vertical and horizontal temperature profiles are shown in Figure 5.50. At x=l OD rise 
height is accurate to within 18% (Table 5.2). The QUICK scheme captures the position 
of the top surface of the plume but overestimates the core temperature level by 300%. 
The vertical profiles of all hybrid cases show little differences between each other. This 
graph resembles very closely that of the single buoyant source vertical profiles in Figure 
5.36a. This is indicative of how quickly this tandem arrangement merges to form a 
characteristic single plume. Profiles through the computational core and at the location 
of the experimental measurement both overpredict rise by 25%-40%. The horizontal 
profiles once again show the underestimation in spreading of all cases at both 
downstream locations. Overall the comparison with the experimental data is poorer than 
expected. As merging occurs so quickly the resulting single plume field should be 
relatively simple compared to the more complex and longer interaction regimes 
encountered so far. As will be seen however in the near-field figures, due to the high 
cross-wind speeds, interaction between bent-over plume and tower wake does occur. 
Any difference in tower wake structure between wind tunnel-and full-scales would 
result in differing trajectories between small- and full-scale plumes in this case. 
The near-field velocity vectors and temperature contours on the physical symmetry 
plane are shown in Figure 5.51. Due to the strong cross-wind, merging of the 
temperature fields between both sources is achieved on the symmetry plane. Both 
baseline and QUICK cases show similar tower wake velocity fields and the `pulling 
down' of the underside of the plume into the wake itself (Figure 5.51 a-i). There is much 
less dilution of the thermal plume on the symmetry plane predicted by QUICK. Both 
RNG and DFM cases show the existence of separation at the leading edge of the tower 
(Figure 5.5i c--ii). The RNG tower wake is similar to that of the DFM with higher 
reversed velocities (Figure 5.5 l b-iii) compared to the baseline case (Figure 5.51 b-i). 
141 
The DFM predicts reverse velocities in the tower wake that extend right up to the 
leeward tower wall itself (Figure 5.51 c-iv). There is also a more predominant up-flow 
into the underside of the plume (Figure 5.5 lc-v). In the other three cases this up-flow 
was quickly converted into a forward flow. It seems that the DFM is less diffusive in 
this respect and can sustain flows against the dominant flow direction. 
The near-field y-z plane plots are shown in Figure 5.52. The acceleration of the source 
as it interacts with the cross-wind is much higher when using QUICK compared to the 
hybrid cases (Figure 5.52a-i). It is this initiation of the rotation vortex pair that results 
in the wider, more rounded, plumes predicted by QUICK. The recirculation between the 
sources varies greatly amongst different cases. The DFM predicts a recirculation behind 
the upwind source (Figure 5.5la-ii). This feature is predicted to some extent by the 
baseline case but not by the RNG model. As with the previous tandem configuration, 
merging is complete by the 45° plane with the existence of the characteristic single 
counter-rotating. The QUICK scheme predicts slightly higher w velocities on the upper 
side of the plume vortex (Figure 5.52b-iii). The reversed flow in the wake of the tower 
results in a `pinching' of the lower thermal cross-section contours in both RNG and 
DFM cases (Figure 5.52b-iv). This is far more apparent, due to the higher reversed 
velocities, in the DFM case. By x=1D both baseline and QUICK cases have wider 
cross-sections than RNG and DFM cases. This is due to the lower up-flow velocities in 
the plume on the symmetry plane. The stagnant region on the underside of the plume 
predicted by both standard k-c model cases (Figure 5.52c-v) is partly present in the 
RNG case but not at all in the DFM case. The wake rotation in the DFM case has 
resulted in a strong vortex feature below the plume (Figure 5.52c-vi). The RNG case 
shows signs of this (Figure 5.52c-vii), although it is far more diffused. By x= 5D the 
four cases have settled into the behaviour encountered so far in this analysis. The RNG 
case is very similar to the DFM case, both having bifurcated sections (Figure 5.52d- 
viii). The QUICK section is much more rounded with the centre of the rotating vortex 
further from the symmetry plane (Figure 5.52d-ix). The baseline case shows a diffused 
thermal core with a non-bifurcated structure on the symmetry plane. 
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These source and boundary conditions again highlight the main behaviour of turbulence 
model and discretisation scheme that have been encountered throughout this analysis. 
Fundamental interaction processes are predicted by all cases, the differences are in 
associated flow features and the exact location of the thermal core. 
5.3.2.6.1 Conclusions 
" Rise height prediction is in good agreement with experiment at x= 1OD but 
overpredicted slightly by x= 40D. 
" Plume temperatures are overpredicted at both x= IOD and x= 40D, especially by 
the QUICK scheme at x=I OD. 
"A strong reversed flow in the tower wake is predicted by both RNG and DFM. The 
DFM also predicts higher vertical velocities through the lower section of the bent- 
over plume near to the source. 
" Merging occurs extremely quickly when R=1.0. Differences in the predicted 
velocity fields, especially by the DFM, are only present in the near-field and do not 
affect plume trajectory greatly. 
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5.4 TURBULENT FLOW FIELD CHARACTERISTICS 
The full-scale modelling conducted in this study is at Reynolds numbers in excess of 106 
based on tower height. The contribution of turbulent effects on the diffusion of 
momentum and thermal energy will far outweigh the contribution due to molecular 
viscosity and molecular thermal diffusivity. The ratio of eddy to molecular viscosity is 
contained in the turbulent Reynolds number which reaches values of 105. The accurate 
prediction of both the Reynolds stresses and fluxes, or rather their spatial gradients, is of 
critical importance in determining levels of diffusion. The similarity of mean primary 
variable values, such as plume temperature, for the three turbulence models employed in 
this study may only be indicative of the dominance of convection over diffusion. The 
differences between these turbulence models, in terms of the predicted ability of the 
flow to become turbulently diffused (i. e. the eddy viscosity) as well as the levels of 
Reynolds stress contribution, are investigated in this section. The DFM eddy viscosity is 
calculated from the turbulent kinetic energy (calculated exactly from the three normal 
stresses) and its rate of dissipation as per Equation (3.18). 
5.4.1 Near field eddy viscosity prediction 
Instead of studying every cooling tower source arrangement, only one is selected to look 
at the turbulent nature of the predicted flow field. A side-by-side arrangement is chosen 
with an exit velocity ratio, R, of 1.0 (Table 4.2; Cases 57-60). As discussed in Section 
5.3.2.4, this configuration results in complex flows that should in theory lead to 
anisotropic effects due to strong streamline curvature. 
It is important at this stage to explain the conception of turbulence anisotropy and 
isotropy. The commonly used phrase for turbulence isotropy is that turbulent levels are 
the same in all three directions. This is a slightly ambiguous definition. When talking 
about isotropy or anisotropy a qualifier must be included to explain what exactly is the 
same in all three directions. The following three definitions are formulated. 
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1. The ability of the flow to become turbulently diffused (i. e. the eddy viscosity) is the 
same in all three directions. 
2. The contribution from all six Reynolds stresses are the same, as are the three 
Reynolds, f1 uxes. 
3. The amount of turbulent diffusion exhibited by the mean primary variables is the 
same in all three directions. 
The third definition, i. e. the diffusive flux is the same in all three directions with 
reference to the finite volume under consideration, is the most generic. This definition 
allows both the eddy viscosity and the mean strain rate to be anisotropic in themselves, 
but the resulting total diffusive contribution to be equal in all directions at any one 
point. This, however, is hard to gauge both experimentally and computationally and as a 
result remains an abstract construct. 
The most common definition, that of a constant eddy viscosity at any one point, is 
investigated further in this section. Instead of simply looking at the eddy viscosity field 
and relating it to the velocity field, both the k and c fields are studied to see exactly what 
it is that dominates the prediction of k (as per Equation 3.18). Figure 5.53 shows the 
predicted temperature, velocity, g T, k and c fields at 
both the horizontal and first vertical 
cross-section planes defined in Figure 5.19. The contours are plotted for the standard k- 
e model, the RNG k --c model and the DFM. 
5.4.1.1 Horizontal plane comparisons at y=2.1 D 
The main differences in the prediction of the velocity field in the horizontal plane just 
above the tower top are in the wake region downstream of the vertically issuing plume. 
The standard k-e model predicts an almost stagnant flow in this region with an 
elongated recirculation region (Figure 5.53a--i). The DFM, in comparison, predicts a 
strong reversed flow and a more contracted recirculation in this region (Figure 5.53c-ii). 
The RNG k-c model shows a reversed flow that is almost identical to the DFM (Figure 
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5.53b-iii). The reason for this commonly encountered behaviour, i. e. the similarity 
between DFM and RNG results, becomes evident when looking at the eddy viscosity 
contours. 
There are extremely high levels of eddy viscosity predicted in the region just upstream 
of the leading edge of the tower (Figure 5.53a-iv). Eddy viscosity values reach in excess 
of 10 kg/ms at this location. The fact that there is a clear demarcation line of this high g 
region that coincides with the leading edge of the tower and the block boundary, away 
from the symmetry plane (Figure 5.53a-v), hints at a possible numerical (grid) reason 
for this behaviour. The fact that these errors are visible only in the turbulence 
parameters mean that this is due to errors in the prediction of mean velocity gradients at 
the thin end of the high aspect ratio cells along this demarcation line. The fact that these 
errors are not visible in the mean primary variables goes to highlight the insensitivity of 
pressure and velocity distribution to the turbulent field in the homogeneous flow away 
from the tower corner. These levels fall sharply as the flow is accelerated between the 
two sources but rises rapidly again to a peak that is spread along the stagnant wake 
region on the symmetry plane (Figure 5.53a-vi). The levels of gT predicted by the DFM 
are up to six times smaller than that predicted by the standard k-c model. Instead of 
there being a peak on the symmetry plane there is a small increase in µT to the side of 
the wake away from the symmetry plane (Figure 5.53c-vii). The RNG k-c model 
predictions are fall between both standard k-c model and DFM. Absolute levels of µT 
are only slightly higher than the DFM levels but are well below the levels of the k--c 
model. It is these low levels of µT predicted by the RNG model that allow the flow to 
reverse in the plume wake region. The standard k-c model is so diffusive to the extent 
that the flow is unable to reverse due to the excessively high levels of µT. 
Having related the eddy viscosity field to the plume wake region it now remains to 
explain why the eddy viscosity predictions by the three turbulence models vary so much. 
The turbulent kinetic energy predicted by the standard k-c model is far higher than the 
levels predicted by the other two turbulence models just upstream of the plume (Figure 
5.53a-viii). As with the eddy viscosity field, the distribution of the turbulent kinetic 
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energy field of both k-s models are similar but the values of k predicted by the DFM 
and RNG models are almost identical. In the wake region on the symmetry plane all 
three models predict a peak in k, the standard k-c model producing levels only slightly 
higher than the other two models (Figure 5.53a-ix). The DFM predicts another local 
peak in k that coincides with the peak in eddy viscosity shown in Figure 5.53c-vii 
(Figure 5.53c x). So why do neither RNG or DFM predict the very high levels of eddy 
viscosity shown in Figure 5.53a-vi? The answer to this lies in the c field. The standard 
k---E model predicts a relatively weak peak in c at the same location as the peak in k 
(Figure 5.53a-xi). Both RNG and DFM models predict much higher levels of c at the 
same location (Figure 5.53b-xii). This behaviour is by far the most dominant factor in 
the similarity between RNG and DFM velocity fields. 
The increased levels of s predicted by the RNG is due to the additional terms that 
constitute the RNG k-- c model (Equations 3.26,3.27). Under high strain conditions 
these terms substantially increase the production of c. These higher levels of c, together 
with more moderate levels of k, result in the absence of the peak in eddy viscosity on the 
symmetry plane predicted by the standard k-c model. The peak in Figure 5.53a-vi is 
due to the different comparative rates at which both k and c reduce from their peaks seen 
in Figure 5.53a-ix and 5.53a-xi. 
5.4.1.2 Vertical plane comparisons at x=ID 
Having now gained an understanding of why the velocity fields vary between the three 
turbulence models studied, we now look at the vertical cross-sectional plane taken at 
x=ID to see if the conclusions drawn for the horizontal plane still hold. 
Whereas the horizontal flow field of Figure 5.53 a, b and c included a wake recirculation 
region, the flow seen in the vertical plane, both within the bent-over plume and also 
between the plume and the ground, is of a more swirling nature. The thermal plume 
predicted by the standard k-c model is more diffused than both RNG and DFM plumes 
at the symmetry plane (Figure 5.53d-xiii). This is due to the high levels of eddy 
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viscosity (and subsequent high levels of eddy diffusivity) seen in Figure 5.53d-xiv that 
are convected in from the peak in Figure 5.53d-xv. So far this behaviour is much the 
same as that seen in the horizontal plane. The similarity between RNG and DFM 
velocity fields is much weaker, however, in this plane. Although there is a stronger up- 
flow into the plume in the RNG model (Figure 5.53e-xvi) compared to the standard k-c 
model, the swirling flow between the plume and the ground as seen in the DFM case 
(Figure 5.53f-xvii) is absent in the RNG model. The eddy viscosity predicted by the 
RNG model is still much lower than that predicted by the standard k-c model but not 
sufficiently low (i. e. as low as the DFM levels) to sustain this swirling motion. This is 
especially true in the near-wall region where the RNG model predicts a sharp rise in 
eddy viscosity through the ground boundary layer where this is absent in the DFM 
predictions. 
An alternative explanation could be that it is the anisotropic nature of the eddy viscosity 
in this region that gives rise to this secondary flow that could only be captured by the 
DFM. This is further supported when comparing both the k and s fields of the RNG and 
DFM models. The behaviour of the RNG model, in terms of the similarity between 
RNG and DFM k and c fields, is the same as the horizontal plane comparisons. The 
location of the RNG peak in k (Figure 5.53e-xviii) is the same as that of the DFM 
(Figure 5.53f-xix). The similarity in the location and strength of the peak in 8 is even 
more similar (Figure 5.53e-xx). 
This swirling feature predicted by the DFM leads to more plume material being brought 
down closer to ground level but does not seriously affect the prediction of plume rise 
height as discussed in Section 5.3.2.4. It appears that the major differences in flow field 
prediction by the various turbulence models are of associated flow features that are not 
directly related to plume rise and only slightly related to plume dilution in the 
moderately buoyant cases investigated. A configuration where buoyancy plays a more 
dominant role, especially in low exit velocity ratio conditions that lead to plume 
downwash, would lead to much larger differences in the comparative accuracy of the 
different turbulence models. The over prediction in eddy viscosity by the standard k-c 
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model in decelerated regions leads to excessively high levels of eddy diffusivity that 
causes increased spreading that could dominate adjacent plume interaction and 
subsequent rise in highly buoyant sources. 
5.4.2 Near-field turbulence anisotropy prediction 
The preceding section discussed the comparison of the three turbulence models using 
essentially isotropic parameters such as turbulent kinetic energy, k, and its rate of 
dissipation, c. The DFM results were reduced down to a form where comparison to the 
two equation models could be conducted. By doing this any anisotropic flow behaviour 
(anisotropic in terms of differing Reynolds stresses or eddy viscosities; see Section 5.4.1 
points I and 2) is essentially averaged out. For flow features that are dominated by 
secondary turbulent motion the amount of anisotropy is extremely important. This 
section will highlight those flow regions where anisotropic behaviour of the Reynolds 
stresses and fluxes are most apparent. Graphs showing the variation in Reynolds stresses 
and fluxes in the horizontal and vertical planes looked at in the previous section are 
presented and discussed. 
5.4.2.1 Horizontal Reynolds stress and flux profiles 
Figure 5.54a shows the horizontal profiles of the three normal Reynolds stresses at 
Y= 21 D and at az location above the centre of the tower development duct. The 
leading edge of the tower is at X/D = -2.0 and the trailing edge at X/D = 0. Each normal 
Reynolds stress is created by a combination of mean strains. The variation therefore in 
each stress is strongly related to the velocity field along the profile line. Just upstream of 
the plume source there is an increase in all three stresses (Figure 5.54a-i) that reaches a 
maximum at the cross-wind/plume interface before decreasing to low levels within the 
plume itself (Figure 5.54a-ii). As the profile line lies above the centre of the source the 
lateral velocity gradients are small. This results in the lateral w'2 stress being the 
smallest compared to both the vertical and streamwise fluctuations. Between the 
downwind edge of the source and the trailing edge of the tower a small recirculation 
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exists. Here the lateral velocity gradients dominate the vertical and streamwise gradients 
(Figure 5.54a-iii) and so the w'2 stress is by far the largest. In the wake region further 
downstream. The streamwise fluctuations dominate but all three normal stresses tend to 
the same value as the flow `recovers' (i. e. loses the streamline curvature, swirl, etc. ) and 
turbulence returns to isotropy in terms of the normal stresses. 
The previous section compared both DFM and two-equation predicted eddy viscosity 
values. It could be possible to calculate all three eddy viscosities for each normal stress 
from the DFM results using Equation (3.12) and compare the three values at each point 
to the single values predicted by the two-equation models. This would give an 
indication as to the validity of a two-equation approach. However, Equation (3.12) 
requires the calculation of mean strains that were not available from the results. It is the 
authors belief however that the anisotropy of the normal stresses is indicative of an 
anisotropy of the eddy viscosity. 
The Reynolds flux profiles in Figure 5.54b are produced by a combination of not only 
the mean strains but also by the mean enthalpy gradients. The largest values are found at 
the cross-wind/plume interface (Figure 5.54b-iv) where the enthalpy gradients are the 
largest in the flow field. The difference in signs of v'h' and u'h' is due to difference in 
signs of the mean gradients. The very small values of Wh' are due to the small mean 
enthalpy gradients laterally across the plume at this source centreline location. 
Downstream from the source, as the plume begins to spread and dilute and so mean 
enthalpy gradients decrease, values of Reynolds fluxes also decrease. 
Anisotropy of the Reynolds fluxes, and the possible anisotropy of the eddy diffusivity at 
the same locations, as seen near the source should in theory result in large predictive 
differences between two-equation and DFM models. The fact that the differences are not 
as large as the amount of stress and flux anisotropy that are present leads to two 
conclusions. Firstly, the plume development near the source is dominated by inviscid 
processes, pressure gradients formed as the plume interacts with the cross-wind. This 
high Peclet number type flow is relatively insensitive to differences in the prediction of 
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the diffusive contribution. Secondly, it is not the anisotropy of the turbulence, either in 
stress and flux differences or variation in point eddy viscosity values, but the absolute 
levels of eddy viscosity predicted that sensitises the results. The fact that eddy viscosity 
predicted by the standard k-c model was up to six times higher than levels predicted by 
the DFM far outweighs the fact that the former model is unable to account for 
anisotropy of the eddy viscosity itself. 
5.4.2.2 Vertical Reynolds stress and flux profiles 
Figure 5.54c shows the vertical profiles of the normal Reynolds stresses at a 
downstream distance of X/D =I and at the same source centreline lateral offset as 
before. Again, it is the mean strains that generate the normal stresses which decrease 
rapidly above the plume beyond Y/D = 4.5. The swirling flow feature seen in Figure 
5.53f-xvii, between the ground and the top of the tower, leads to equal levels of vertical 
and lateral normal stresses (Figure 5.54c-v). Within the centre of the plume the 
turbulence becomes very anisotropic with the streamwise normal stresses more than 
twice as large as the normal vertical fluctuations. 
The Reynolds flux profiles along the same line are shown in Figure 5.54d. Both the 
most negative and most positive of the fluxes coincide with the lower and upper 
boundaries of the thermal plume. The positively stable layer on the plume underside 
leads to negative flux values whilst the unstable upper side results in positive values. 
Above the plume, where there is no enthalpy gradient, the fluxes return to zero. The 
fluxes themselves are indicative of the rate at which the plume is diluting, i. e. entraining 
ambient. 
5.4.3 Conclusions 
This section has attempted to describe what the failings and abilities are of the two most 
common types of turbulence model. From an engineering perspective the use of large 
eddy simulation or direct numerical simulation is far too computationally expensive to 
perform this type of engineering investigation. Conversely, the use of zero or one- 
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equation models, although computationally efficient, are not sufficiently accurate for the 
complexity of this type of flow. Both two-equation and DFM models lie in the middle 
of these two extremes. 
It has been shown that the standard k-c model severely overestimates the eddy viscosity 
in regions of stagnation, due to a combination of high levels of turbulence kinetic 
energy and low levels of energy dissipation compared to the DFM results. The modified 
RNG model predicts much lower levels of eddy viscosity (up to six times lower in the 
stagnation regions) primarily due to a modified production term in the c equation that 
increases production in regions of high strain (i. e. around a stagnation). The DFM 
model predicts levels of eddy viscosity slightly lower than the RNG levels producing a 
less diffusive flow that contains recirculation that neither two-equation models could 
predict. By its very nature it allows the flow to become anisotropic (in terms of 
Reynolds stresses, fluxes and as a consequence, eddy viscosity) and so can predict 
secondary flow features. 
For the type of flow considered there is surprisingly little difference between the 
predicted plume rise, interaction and dispersion when using both types of turbulence 
model. However, for flows where the exact nature of the turbulent contribution is 
critical (e. g. highly buoyant, combusting, wall heat transfer) the comparative accuracy 
of these models has to be re-evaluated. 
5.5 COMPARISON WITH EMPIRICAL RISE HEIGHT PREDICTIONS 
Simple 1D formula such as those discussed in Section 2.1.1 will always offer the 
quickest method for determining plume rise height under neutral atmospheric 
conditions. The simplifications upon which these equations are based mean that they 
may not accurately predict plume rise in the more complex environment found in 
reality. The computational approach taken in this study incorporates the effects of an 
oncoming logarithmic type atmospheric boundary layer not accounted for in the 2/3 law 
relationship (see Equation 2.6). This study also includes the effect of the cooling tower 
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wake as well as non-uniform plume source profiles. Comparisons between the 
experimental and computational rise height with the empirical predictions are therefore 
made to asses the sensitivity of the assumptions on which the empirical equations are 
based. Empirical predictions for all small-scale and full-scale plumes are included in 
Tables 5.1 and 5.2, respectively. 
5.5.1 Calculation of empirical rise heights 
There are three equations that can be used to predict single plume rise height far from 
the source. The first is the `1/3' law for jet type sources (see Equation 2.5), the second is 
the `2/3' law for buoyant type sources (see Equation 2.6) and the third is a combination 
of the two for sources with significant amounts of momentum and buoyancy flux (see 
Equation 2.7). 
Both the small-scale and full-scale buoyant plume sources studied here produce a 
moderately buoyant plume (i. e. a Froude number of 10). When the `2/3' law is used to 
predict the rise height, an overestimation, in comparison to both experiment and 
computation, of rise height at the far downstream location occurs. Because of this, 
Equation (2.7) is used which results in a more accurate prediction especially at the 
x= 40D location. The rise height for adjacent sources is calculated via an enhancement 
factor that gives the amount by which the adjacent plume rise exceeds that of a single 
source (see Section 2.2.1). Equation 2.14 is used first to check whether an enhancement 
factor is required. The non-dimensionalised spacing factor of Equation (2.14) includes 
both source buoyancy flux, cross-wind speed and wind direction. Because the wind 
directions set in this study are 00 and 900 (tandem and side-by-side, respectively) then 
enhancement will only be used for the tandem arrangement where S' = 0. Equation 
(2.13) is therefore used for the tandem tower arrangements and the rise heights predicted 
by Equation (2.7) modified accordingly. 
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5.5.1.1 Small-scale empirical rise prediction 
The small-scale empirical prediction for the single source at x=I OD is in good 
agreement with both experimental and computational rise heights (Table 5.1). At x= 
40D the predicted rise is 22% higher than the value of the experimental results (all 
subsequent errors are given in relation to the experimental data). The empirical rise 
height prediction for the side-by-side sources are in even better agreement with the 
experimental results at x= IOD. This lends weight to the `enhancement-or-not' 
formula of Equation (2.13). By x= 40D the error is 10% compared to the -11% error 
for the computational results. The tandem source empirical rise heights underestimate 
the amount of enhancement at both downstream locations, although only by a small 
amount. The fact that the single and non-enhanced side-by-side empirical rise height 
predictions nearly always overpredict rise, compared to both the experimental and 
computational results, indicates two things. Firstly, the buoyancy part of Equation 
(2.17) is too dominant for the more jet-type source considered here. Secondly, the 
empirical equation is based upon a `top-hat' profile of the oncoming cross-wind. The 
plume encounters higher cross-wind velocities the higher it rises (as in both 
experimental and computational cases) that results in a lower overall rise. The fact that 
the enhanced rise of the tandem sources is lower than both experimental and 
computational results indicates that the true enhancement factor is larger than the 
empirical value. 
5.5.1.2 Full-scale empirical rise prediction 
The empirical prediction for the full-scale jet type source is in perfect agreement with 
the experimental result at x= 1OD (Table 5.2). By x= 40D the empirical `1/3' law 
overpredicts rise. Because the jet is non-buoyant the inaccuracy at the further 
downstream location is due solely to the higher cross-wind speeds encountered by the 
jet at this height of y=7.7D. Conversely, the accuracy of the empirical prediction at x 
=I OD is due to the similarity between empirical assumptions and actual conditions (i. e. 
little or no variation in cross-wind speed with height and a purely non-buoyant source). 
The empirical rise prediction for the single buoyant source, as in the small-scale case, is 
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in good agreement with the experimental results at x= 1OD but over predicts rise at x 
= 40D. Again, this is due to the two factors of non-uniform cross-wind speed and the 
overestimation of the contribution of buoyancy in Equation (2.17). The accuracy of the 
empirical prediction at both downstream locations for the side-by-side source 
configuration with R=2.33 again justifies the non-enhanced assumption of Equation 
(2.13). When R=1.0, the agreement between experimental and empirical prediction is 
even better nearer the source. By x= 40D the empirical prediction once again 
overestimates rise due to the same two factors. The similarity between small-scale and 
full-scale empirical predictive trends continues with the underestimation of rise height 
for the tandem arrangement at both downstream locations when R=2.33. When R= 
1.0, enhancement is underpredicted again at x=l OD but overpredicted slightly at x= 
40D. This again tends to indicate that the true enhancement factor is larger than that 
predicted by Equation (2.13). 
5.5.2 Conclusions 
In general, empirical predictions for both small and full-scales are in the same order of 
accuracy as the computational results. The non-enhanced assumption for the side-by- 
side sources is justified. The effect of the tower wake from the side-by-side towers has a 
greater effect upon rise enhancement (or rather rise limiting) than any enhancement due 
to the merging of the adjacent plumes. The apparent underprediction of enhancement 
factor for the tandem sources, although only in the order of 10%, may actually be 
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Figure 5.1 Single buoyant source grid sensitivity tests using the hybrid scheme (Cases 
1-3), temperature contours where (a) refers to x= 1OD and (b) to x= 40D. External 

















Figure 5.2 Single buoyant source grid sensitivity tests using the QUICK scheme (Cases 
4-6); temperature contours where (a) refers to x= 10D and (b) to x= 40D. (Original in 
colour. ) 
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Figure 5.3 Single buoyant source grid sensitivity T* profiles (Cases 1-6). (a) Hybrid 
scheme vertical profiles at x= 10D, z= OD and location of the thermal core; (b) hybrid 
scheme vertical profiles at x= 40D, z= OD and location of the thermal core; (c) QUICK 
scheme vertical profiles at x= 10D, z= OD and location of the thermal core; (d) QUICK 
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Figure 5.4 Tandem sources grid sensitivity tests using the hybrid scheme (Cases 13- 
15); temperature contours where (a) refers to x= 1OD and (b) to x= 40D. (Original in 
colour. ) 
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Figure 5.5 Tandem sources grid sensitivity tests using the QUICK scheme (Cases 16- 
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Figure 5.6 Tandem source grid sensitivity T* profiles (Cases 13-18). (a) Hybrid scheme 
vertical profiles at x= 10D, z= OD and location of the thermal core; (b) hybrid scheme 
vertical profiles at x= 40D, z= OD and location of the thermal core; (c) QUICK scheme 
vertical profiles at x= IOD, z= OD and location of the thermal core; (d) QUICK scheme 























...... Medium (peak) 









0.00 2.00 4.00 6.00 &00 10.00 12.00 14.00 18.00 18.00 20.00 22.00 24.00 26.00 28.00 
1D 






Case 19 Case 20 Case 21 
(a) 











Figure 5.7 Tandem sources grid sensitivity tests using the hybrid scheme and a 
modified grid distribution (Cases 19-21); temperature contours where (a) refers to 
x= IOD and (b) to x= 40D. (Original in colour. ) 
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Figure 5.8 Tandcm sources grid sensitivity tests using the QUICK scheme and a 
modified grid distribution (Cases 22-24); temperature contours where (a) refers to 






















































Figure 5.9 Tandem source grid sensitivity T* profiles using a modified grid (Cases 19- 
24). (a) Hybrid scheme vertical profiles at x= IOD, z= OD and location of the thermal 
core; (b) hybrid scheme vertical profiles at x= 40D, z= OD and location of the thermal 
core; (c) QUICK scheme vertical profiles at x= 10D, z= OD and location of the thermal 
core; (d) QUICK scheme vertical profiles at x= 40D, z= OD and location of the thermal 
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Figure 5.10 Tandem sources grid sensitivity tests using the hybrid scheme with R=1 
(Cases 7-9); temperature contours where (a) refers to x= IOD and (b) to x= 40D. 
(Original in colour. ) 
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Figure 5.11 Tandem sources grid sensitivity tests using the QUICK scheme with R=1 
(Cases 10-12); temperature contours where (a) refers to x= IOD and (b) to x= 40D. 
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Figure 5.12 Tandem source grid sensitivity T* profiles with R=1 (Cases 7-12). (a) 
Hybrid scheme vertical profiles at x= 1OD and z= OD; (b) hybrid scheme vertical 
profiles at x= 40D and z= 0D; (c) QUICK scheme vertical profiles at x= IOD and 
z= 01); (d) QUICK scheme vertical profiles at x= 40D and z= OR 




















2.00 4.00 800 9.00 10.00 12.00 14.00 16.00 18.00 
ro 


















-Hybrid High P 
""" Hybrid Low P 
-Hybrid High U 
""" Hybrid Low U 
-QUICK High P 
"" . QUICK Low P 
-QUICK High U 
----QUICK Low U 
Figure 5.13 Single buoyant source grid sensitivity profiles (Cases 1,3,4,6). Horizontal 
profiles of P and U at y=2.1 D and z= OD for both lowest and highest grid densities. 
(Original in colour. ) 
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Figure 5.14 Single source turbulent Prandtl number sensitivity test using the hybrid 
scheme (Cases 25-27, Pr, = 0.4,0.6 and 0.9 respectively); temperature contours where 
(a) refers to x= IOD and (b) to x= 40D. (Original in colour. ) 
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Figure 5.15 Single source turbulent Prandtl number sensitivity using the QUICK 
scheme (Cases 28-30, Pr, = 0.4,0.6 and 0.9 respectively); temperature contours where 
(a) refers to x= IOD and (b) to x= 40D. (Original in colour. ) 
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Figure 5.16 Single buoyant source turbulent Prandtl number sensitivity T* profiles 
(Cases 25-30). (a) Vertical profiles at x= 1OD and z= location of thermal core; (b) 
vertical profiles at x= 40D and z= location of thermal core; (c) horizontal profiles at 
x=l OD and y= location of thermal core; (d) horizontal profiles at x= 40D and 
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Figure 5.16 Continued. 
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Figure 5.17 Single buoyant source C3 sensitivity (Cases 2,31,52,32; where k-E C3 = 1, 
k-e C3 = 0, DFM C3 =I and DFM C3 =0 respectively), temperature contours where (a) 
refers to x= 101) and (b) to x= 40D. (Original in colour. ) 
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Figure 5.18 Single buoyant source inlet turbulence level sensitivity profiles (Cases 33- 
35). (a) Vertical 7* profiles at x= 1OD and z= OD; (b) vertical profiles of k and speed at 
x= -11) (centre of the tower 
development duct) and z= OD. 
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lcl ldl 
contours are projected. Example shown is a tandem tower arrangement. (a) 
y=2.1 D, (b) 45° plane through (x =1D, y=2.1 D), (c) x=1D, (d) x= 5D. 
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Figure 5.20 Small-scale single source (Cases 39 and 40); temperature contours where 
(a) refers to x= IOD and (b) to x= 40D. Red dotted lines refer to the location of 
experimental profiles, blue lines bisect the thermal core. External contour = 288.67K 
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Figure 5.21 Small scale single source T* profiles (Cases 39 and 40). (a) Vertical 
profiles at x= 101) and z=1.33D; (b) vertical profiles at x= 40D, z=2.89D and 
location of the thermal core; (c) horizontal profiles at x= 1OD, y=4.54D and location 
of the thermal core; (d) horizontal profiles at x= 40D, y= 12.12D and location of the 
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Figure 5.22 Small scale single buoyant source (Cases 39 and 40), velocity vector and 
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Figure 5.23 Small-scale single buoyant source (Cases 39 and 40), velocity vector and 
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Figure 5.24 Small-scale side-by-side sources (Cases 41 and 42); temperature contours 
where (a) refers to x= IOD and (b) to x= 40D. Red dotted lines refer to the location of 
experimental profiles, blue lines bisect the thermal core. (Original in colour. ) 
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Figure 5.25 Small-scale side-by-side sources T* profiles (Cases 41 and 42). (a) Vertical 
profiles at x= IOD, z=0.05D and location of thermal core; (b) vertical profiles at 
x= 40D, z=1.69D and location of the thermal core; (c) horizontal profiles at x= 1OD 
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Figure 5.25 Continued. 
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Figure 5.26 Small-scale side-by-side sources (Cases 41 and 42), velocity vector and 
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Figure 5.27 Small-scale tandem sources (Cases 43 and 44), temperature contours where 
(a) refers to x= IOD and (b) to x= 40D. Red dotted lines refer to the location of 
experimental profiles, blue lines bisect the thermal core. (Original in colour. ) 
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Figure 5.28 Small-scale tandem sources T* profiles (Cases 43 and 44). (a) Vertical 
profiles at x=l OD and z=0.08D; (b) vertical profiles at x= 40D, z=1.69D and 
location of thermal core; (c) horizontal profiles at x= IOD, y=7.75D and location of 
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Figure 5.29 Small-scale tandem sources (Cases 43 and 44), velocity vector and 
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Figure 5.30 Small-scale tandem sources (Cases 43 and 44), velocity vector and 
temperature contours; (a-d) refer to cross-sections shown in Figure 5.19. (Original in 
colour. ) 
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Figure 5.31 Single non-buoyant source (Cases 45-48), temperature contours where (a) 
refers to x= 101) and (b) to x= 40D. Red dotted lines refer to the location of 
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Figure 5.32 Comparison of computational T* values and experimental data for a single 
non-buoyant source (Cases 45-48). (a) Vertical profiles at x= 101), z= OD or location 
of the thermal core; (b) vertical profiles at x= 40D, z=2.8D or location of the thermal 
core; (c) horizontal profiles at x= 10D, y=4.5D or location of the thermal core; (d) 
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Figure 5.33 Single non-buoyant source (Cases 45-48), velocity vector and temperature 
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Figure 5.34 Single non-buoyant source (Cases 45-48), velocity vector and temperature 
contours; (a-d) refer to cross sections shown in Figure 5.19. (Original in colour. ) 
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Figure 5.35 Single buoyant source (Cases 49-52), temperature contours where (a) refers 
to x= 101) and (b) to x= 40D. Red dotted lines refer to the location of experimental 
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Figure 5.36 Comparison of computational T* values for a single buoyant source 
(Cases 47-50) and experimental data. (a) Vertical profiles at x= 10D, z=1.3D; (b) 
vertical profiles at "x = 40D, z=2.8D or location of thermal core; (c)horizontal 
profiles at x= 10D, y=4.5D; (d) horizontal profiles at x= 10D, y= 12D or location 
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Figure 5.36 Continued. 
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Figure 5.37 Single buoyant source (Cases 49-52), velocity vector and temperature 
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Figure 5.38 Single buoyant source (Cases 49-52), velocity vector and temperature 
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Figure 5.38 Continued. 
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Figure 5.39 Side-by-side sources (Cases 53-56), temperature contours where (a) refers 
to x=l OD and (b) to x= 40D. Red dotted lines refer to the location of experimental 
profiles, blue lines bisect the thermal core. (Original in colour. ) 
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Figure 5.40 Comparison of computational T* values for side-by-side sources (Cases 
53-56) and experimental data. (a) Vertical profiles at x=I OD, z=0.5D or location of 
the thermal core; (b) vertical profiles at x= 40D, z=1.71) or location of the thermal 
core; (c) horizontal profiles at x=l OD, y= 6D; (d) horizontal profiles at x= 40D, 
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Figure 5.41 Side-by-side buoyant sources (Cases 53-56), velocity vector and 
temperature contours; (a-d) refer to cross sections shown in Figure 5.19. (Original in 
(c) 
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Figure 5.41 Continued. 
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Figure 5.42 Side-by-side sources with R=I (Cases 57-60), temperature contours where 
(a) refers to x= 1OD and (b) to x= 40D. Red dotted lines refer to the location of 
experimental profiles, blue lines bisect the thermal core. (Original in colour. ) 
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Figure 5.43 Comparison of computational T* values for side-by-side sources with R=1 
(Cases 57-60) and experimental data. (a) Vertical profiles at x= 10D, z= OD or 
location of the thermal core; (b) vertical profiles at x= 40D, z= OD or location of the 
thermal core; (c) horizontal profiles at x= 10D, y= 3D or location of the thermal core; 
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Figure 5.44 Side-by-side buoyant sources, R=1.0 (Cases 57-60), velocity vector and 




Figure 5.44 Continued. 
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Figure 5.45 Tandem sources (Cases 61-64), temperature contours where (a) refers to 
x= 101) and (b) to x= 40D. Red dotted lines refer to the location of experimental 
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Figure 5.46 Comparison of computational T* values for tandem sources (Cases 59-62) 
and experimental data. (a) Vertical profiles at x= IOD, z=0.7D or location of the 
thermal core; (b) vertical profiles at x= 40D, z=0.17D or location of the thermal core; 
(c) horizontal profiles at x= IOD, y=7.51) or location of the thermal core; (d) 
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Figure 5.47 Tandem sources (Cases 61-64), velocity vector and temperature contours 
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Figure 5.48 Tandem sources (Cases 61-64), velocity vector and temperature contours; 
(a-d) refer to cross-sections shown in Figure 5.19. (Original in colour. ) 
227 
('11"L, 01 Case 63 (', t. c 02 Case 64 
--i::: 
ý 
Case 63 Case 64 
( I' I ('a, c 02 Casc 63 Case 64 
``rrt 




ý iý' w 7f 





r; IATA ýi 
,rIi l1'YY. x. º- i 
_ 1\ 
ºý ý. rý r" 
ttlXa LL YWaa a )4- 
















rr K- y 











ý uc t1 
»y y 
ý 
R'1 'f L 
+ava. 14 '('lý 
L 
Lt 
iJ. Ma " 





. )f. s 
4\4. t4Vr4NýY. 1ýaº. " 
\\ 411 lJ. ºaatf. a- Ir w 




K 4l ý(I ilN. NW.. i a. 
.wlº 
\Mýý ý_ý_" 
. ºaa*N--*a _ý y 
s 4. *. ýýý__ýfa. 
as "_ _yK 
a ý4 RaJSRM. R. ýyyJt iF 
.a laýlýLaii. 
"R +IRXa+4AJa. aiL i 
"aaaaºaA. iu.   as fN- F 
yy S. 
. aliirlYL1114.14Ly, i 
. 40. a4iýS alw. iaia 
... y aii rial".. n. 
"ýaºaººaaM, ý. ". ººuiaw. 
aia a- R 
. aaaaawailLia 
..... "iarrºKr4i fý. 
.a aaa aaaaY. a " 
". aaaiýaºJ\a a. i " .. ºaaaa aaii i 
..... iaaaiai a 
(d) t. I::. i&&iILI I 
Figure 5.48 Continued. 
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Figure 5.49 Tandem sources with R=I (Cases 65-68), temperature contours where (a) 
refers to x= 101) and (b) to x= 40D. Red dotted lines refer to the location of 
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Figure 5.50 Comparison of computational T* values for tandem sources with R=1 
(Cases 65-68) and experimental data. (a) Vertical profiles at x= 10D, z=0.6D; (b) 
vertical profiles at x= 40D, z=0.16D or location of the thermal core; (c)horizontal 
profiles at x= 1OD, y= 61); (d) horizontal profiles at x= 40D, y= 6D or location of the 
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Figure 5.51 Tandem sources with R=1 (Cases 65-68), velocity vector and temperature 















ýýýr j, /f 























Figure 5.52 Tandem sources with R=I (Cases 65-68), velocity vector and temperature 
contours: (a-d) refer to cross sections shown in Figure 5.19. (Original in colour. ) 
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Figure 5.53 Near field velocity, temperature and turbulent parameter distribution for Cases 
57.58 and 60 (k-e, RNG k-e and DIM respectively). Horizontal plane distribution at y= 









Figure 5.53 Continued. 
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Figure 554 Reynolds stress and Reynolds flux profiles for Case 60. (a) Horizontal 
Reynolds stress profiles at z= OD and y=2.1 D. (b) Horizontal Reynolds flux profiles 
at r. = 01) and y=2.11). (c) Vertical Reynolds stress profiles at z= OD and x=1D. 
(d) Vertical Reynolds flux profiles at z= OD and x=ID. (Original in colour. ) 
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Figure 5.54 Continued. 
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Chapter 6. Conclusions 
6.1 OBJECTIVES REALISED BY THESIS 
A detailed numerical investigation into both single and adjacent plumes, introduced into 
a boundary layer type cross-flow, has been conducted. 
6.1.1 Sensitivity tests 
Grid sensitivity tests have been conducted to minimise grid related false diffusion 
effects using both the hybrid and QUICK discretisation schemes. No sensitivity to 
plume rise and dispersion was found in changes to source turbulence intensity or to the 
inclusion or exclusion of the turbulence model constant C3. A decrease in the commonly 
used value of PrT (0.9) led to a marked increase in the turbulent diffusion of the thermal 
plume. 
6.1.2 Small-scale model 
The small-scale experimental wind tunnel work was computationally modelled for a 
single source, a side-by-side and a tandem source arrangement. A low Reynolds number 
turbulence model was used with both hybrid and QUICK discretisation schemes. It was 
found that horizontal spreading of the plume is underpredicted, compared to the 
experimental data, whilst dilution and rise of the plume is predicted accurately. 
Interaction of side-by-side sources was found to be dominated by the prediction of the 
rotating vortex pair within the bent-over plume. A tandem source arrangement led to 
early combining of adjacent plume, thus an efficiently enhanced overall rise. 
6.1.3 Full-scale model 
The full-scale problem was modelled computationally, again for a single source, a side- 
by-side and a tandem source arrangement. Three turbulence models were used in 
conjunction with both hybrid and QUICK discretisation schemes. For the single tower 
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both buoyant and non-buoyant sources were considered. The predicted rise of the non- 
buoyant jet was dominated by the tower wake in the near field. As expected, higher rise 
heights were predicted for the buoyant source. The QUICK scheme predicted lower rise, 
compared to the other three models, at 40 source diameters downstream. This is inspite 
of the core temperature being 75% higher than the other models at 10 source diameters 
downstream. 
For both double source configurations two values of R were considered, i. e. 2.33 and 
1.0. For the side-by-side towers, at the higher value of R, combining of adjacent bent- 
over plumes took longer compared to the equivalent small-scale case. The QUICK 
plume once again predicted a lower rise even though the thermal dilution rate was lower 
near the source compared to all hybrid predictions. At the lower value of R merging 
occurred far more quickly. The DFM predicted lower rise than the other models because 
of its ability to predict turbulent anisotopic features caused by the complex strain field 
associated with the tower wake/plume interaction. The tandem tower configuration, 
when the higher value of R was used, resulted in the highest rise. Merging of the two 
plumes occurred very early compared to the side-by-side plumes. Compared to the 
experimental results, rise was overpredicted near the source, although this 
overprediction decreased fin ther downstream. When the lower value of R was used, 
merging occurred even before the plumes were fully bent-over. The shape of the thermal 
profiles were nearly identical to that of the single source at 10 source diameters 
downstream. 
In general, comparison to the experimental data in both small and full-scales was good 
when considering. plume rise. At 10 source diameters downstream, an average 
comparative accuracy of between + 15% and -5% was achieved for computational plume 
rise height. At 40 source diameters downstream, the accuracy dropped slightly to 
between +19% and -I0%. These values compare well with the accuracy of empirical 
predictions using a combined '1 /3' and '2/3' law relation (a combination of both pure jet 
and pure plume trajectory equations). The empirical accuracy for rise heights were 
between +5% and -11% at 10 source diameters and +15% and -8% at 40 source 
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diameters downstream. Both empirical and CFD results fall well within commonly 
encountered engineering tolerances. 
6.1.4 Turbulence prediction 
The turbulence field of the side-by-side sources when R=1.0 (producing a highly 
complex strain field) has been analysed for the four models used. The standard k-E 
model produced very high eddy viscosity levels in regions of stagnation. This results in 
any recirculating flow features downstream of the stagnation being diffused away (i. e. 
the plume wake). In comparison, the DFM predicted levels of eddy viscosity up to six 
times lower, thus allowing the flow to recirculate more readily. The RNG k-E model, 
although still an isotropic eddy viscosity model, predicted levels of µT more like those 
of the DFM due to a modified production term in the s-equation. Therefore, the RNG 
model also predicted the same recirculating flow features as the DFM. However, there 
were certain flow features containing additional rates of strain and an anisotropic 
turbulence field, that the DFM alone could predict. Generally, there is surprisingly little 
dependence on the choice of turbulence model in the prediction of plume rise height and 
dilution, although this may in part be due to existing numerical diffusion effects. In this 
study it has been shown that the correct choice of discretisation scheme is more 
significant. 
6.2 RECOMMENDATIONS FOR FUTURE WORK 
This study has concentrated on the two extremes of approach wind direction, 0° and 90° 
to the tower axis. When the wind approaches from an angle, the interaction between 
these two limits will produce interaction mechanisms that are a product of the primary 
mechanisms identified here. A decrease or increase in the spacing between towers 
would also have a marked effect on plume interaction. A study of both these parameters 
would be beneficial in obtaining a full range of rise enhancement factors. 
Only neutral stratification of the atmospheric boundary layer has been considered here 
When there is a high combined plume rise (as in the case of a tandem tower 
arrangement with high values of R) interaction with an elevated inversion may occur. 
242 
The present computational model could readily be extended to include density 
gradients in the oncoming boundary layer. 
To minimise any increase in ground level concentrations, either the point at which the 
plume is issued into the cross-wind could be raised or the speed of the cross wind could 
be decreased at the tower top. Both of these could be modelled using the present 
framework. A plenum on top of the tower could be included, although the increased 
pressure drop could decrease the volume flow rate of the tower. The `hand in front of a 
candle' approach could also be modelled. A solid or semi-permeable barrier is erected 
just upstream of the tower to divert the cross-wind around the source thus allowing 
more vertical rise before the plume is bent-over. These are just two design modifications 
to the existing arrangement. Now that the computational model used in this study has 
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Appendix A 
An example of the raw TNO wind tunnel experimental data for a single non-buoyant 
source is shown. Full-scale and small-scale values of cross-wind speed at the tower top, 
plume source velocity, density ratio and source exit diameter are given. Measuring 
locations are given in full-scale distances. x refers to the downstream location, y refers 
to the lateral offset relative to the centre of the tower array and z is the vertical height. It 
should be noted that the wind tunnel work uses z to represent the vertical distance 
whereas y is used in the computational study. 
To convert from the absolute concentration quoted in the raw data to the equivalent 7' 
value it is divided by 0.003 (source concentration = 0.3%) 
File: N5TOA000 
1x1, no buoyancy, angle 0 deg. 
Full-scale model (1: 300) 
Full scale Small scale 
Ambient windsp eed: 3.00 m/s 0.39 m/s 
Exit velocity: 7 m/s 0.91 m/s 
Density ratio: 0.95 0.74 
Exit diameter: 10 m 33 mm 
Nth x y z Conc. 
m m m m3/m3 
1 100.0 -. 0 0.0 6.3334E-06 
2 100.0 -. 0 30.0 1.0976E-04 
3 100.0 -. 0 60.0 1.2747E-04 
4 100.0 -. 0 90.0 6.7344E-06 
5 100.0 -. 0 120.0 8.9638E-07 
6 100.0 -. 0 150.0 3.4235E-06 
7 100.0 -. 0 15.0 3.2124E-05 
8 100.0 -. 0 45.0 1.6307E-04 
9 100.0 -. 0 75.0 7.2740E-05 
10 100.0 -. 0 105.0 1.7879E-06 
11 100.0 -. 0 135.0 1.0658E-06 
12 100.0 -. 0 165.0 0.0000E+00 
13 100.0 -90.0 45.0 0. + 
y-correction = -1.7m 
14 100.0 -60.0 45.0 . 8851E-06 15 100.0 -30.0 45. 7.3660E-05 
16 100.0 0 
17 100.0 -4 45.0 2.0673E-05 
18 100.0 -1 .0 45.0 1.3802E-0 19 100.0 1 4 
20 100.0 45.0 45.0 5.4425E-06 
21 100.0 75.0 45.0 0.0000E+00 
22 100.0 30.0 45.0 4.2623E-05 
23 100.0 60.0 45.0 0.0000E+00 
24 100.0 90.0 45.0 0.0000E+00 
25 400.0 -. 0 0.0 2.1848E-05 26 400.0 -. 0 30.0 4.9298E-05 27 400.0 -. 0 60.0 5.5804E-05 28 400.0 -. 0 90.0 4.6434E-05 29 400.0 -. 0 120.0 1.0892E-05 30 400.0 -. 0 150.0 8.4214E-07 31 400.0 -. 0 15.0 2.8319E-05 
32 400.0 -. 0 45.0 4.9975E-05 

































































400.0 -. 0 
400.0 -. 0 













800.0 -. 0 
800.0 -. 0 
800.0 -. 0 
800.0 -. 0 
800.0 -. 0 




















800.0 -. 0 180.0 
800.0 -. 0 210.0 
800.0 -. 0 240.0 
800.0 -. 0 105.0 
800.0 -. 0 135.0 
800.0 -. 0 165.0 
800.0 -150.0 90. 
800.0 
8000 -90 90.0 
800.. 0 -60.0 90.0 
800.0 -3 . 800.0 -. 0 90.0 
800.0 30.0 90.0 
800.0 60.0 90.0 
800.0 90.0 90.0 
800.0 -195.0 90.0 
800.0 -165.0 90.0 
800.0 -135.0 90.0 
1200.0 -. 0 0.0 
1200.0 -. 0 30.0 
1200.0 -. 0 60.0 
1200.0 -. 0 90.0 
1200.0 -. 0 120.0 
1200.0 -. 0 150.0 
1200.0 -. 0 180.0 
1200.0 -. 0 210.0 
1200.0 -. 0 240.0 
1200.0 -. 0 105.0 
1200.0 -. 0 135.0 
1200.0 -. 0 165.0 
1200.0 -180.0 90.0 
1200.0 -150.0 90.0 
1200.0 -120.0 90. 
1200.0 - 
1200. -6 90.0 
1200.0 -30.0 90.0 1200.0 
1200.0 30.0 90.0 
1200.0 60.0 90.0 
1200.0 90.0 90.0 
1200.0 120.0 90.0 



























































I y-correction = -26.81 
I y-correction = -45.1m 
I y-correction = -28.7m 
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