We developed algorithms to identify pregnant women with suicidal behavior using information extracted from clinical notes by natural language processing (NLP) in electronic medical records. Using both codified data and NLP applied to unstructured clinical notes, we first screened pregnant women in Partners HealthCare for suicidal behavior. Psychiatrists manually reviewed clinical charts to identify relevant features for suicidal behavior and to obtain gold-standard labels. Using the adaptive elastic net, we developed algorithms to classify suicidal behavior. We then validated algorithms in an independent validation dataset. From 275,843 women with codes related to pregnancy or delivery, 9331 women screened positive for suicidal behavior by either codified data (N = 196) or NLP (N = 9,145). Using expert-curated features, our algorithm achieved an area under the curve of 0.83. By setting a positive predictive value comparable to that of diagnostic codes related to suicidal behavior (0.71), we obtained a sensitivity of 0.34, specificity of 0.96, and negative predictive value of 0.83. The algorithm identified 1423 pregnant women with suicidal behavior among 9331 women screened positive. Mining unstructured clinical notes using NLP resulted in a 11-fold increase in the number of pregnant women identified with suicidal behavior, as compared to solely reliance on diagnostic codes.
Introduction
Suicide is one of the leading causes of maternal deaths [1, 2] . For example, based on the 1997-1999 report of the Confidential Enquiries into Maternal Death [1] , 12% of maternal deaths were due to psychiatric disorders and 10% to suicide [1] . Up to 20% of postpartum deaths are accounted for by suicide [3] . Suicide may be prevented if prompt action and immediate interventions are taken to mitigate risk as part of prenatal and postpartum care. Although studied for decades, the epidemiology of nonfatal suicidal ideation and behavior (hereinafter referred to as "suicidal behavior") among pregnant women has been difficult to characterize due, in part, to low prevalence and incomplete ascertainment. In a recent study on suicidal behavior in U.S. pregnant women using the National Inpatient Sample, the prevalence of suicidal behavior was 142.2 per 100,000 pregnancy-and deliveryrelated hospitalizations in 2012 [4] . In prior electronic medical record (EMR)-based studies, the identification of suicidal behavior has typically relied on codified data such as the International Classification of Diseases (ICD) billing codes. However, suicidal behavior is often "under-coded" with ICD codes capturing only a small proportion of suicidal behavior cases [5] [6] [7] [8] . Notably, in a review [9] , Walkup et al. noted that the sensitivity (the proportion of true suicidal cases that were identified as positive by the ICD codes) associated with the use of ICD diagnostic codes to classify patients with suicidal behavior ranged from 0.13 to 0.65 when compared to the more labor-intensive, time consuming manual chart review of clinical notes or review of death registry [9] . Such low sensitivity of diagnostic codes suggests that a sizable portion of suicidal cases may be missed when case-finding relies on ICD codes alone [10] .
Recognizing the limitations associated with reliance on codified data, efforts have been made to identify patients with suicidal behavior from clinical notes using advanced informatics approaches such as natural language processing (NLP). NLP is a process whereby information residing in unstructured clinical notes are extracted and then converted into a more structured analyzable layout [11] . For example, using Medical Language Extraction and Encoding System (MedLEE), a clinical NLP engine, Haerian et al. [12] . showed that their NLP algorithm identified nearly nine-fold more cases of suicidal behavior by drug overdose as compared to the ICD codes (4087 for NLP verse 469 for ICD). In another study, Anderson et al. [7] . developed a rule-based NLP algorithm searching for positive mentions of suicidal behavior in clinical notes to identify suicidal behavior among 15,761 patients with at least one diagnostic code of depression. The application of the NLP algorithm resulted in a 34-fold increase in the number of patients identified with suicidal ideation (1025 for NLP versus 30 for ICD) and a five-fold increase in patients identified as having attempted suicide (86 for NLP versus 16 for ICD). However, neither of these two NLP algorithms went beyond searching for concepts directly related to suicidal behavior, and no further machine learning algorithm was used. Taken together, these studies illustrate the clinical relevance of applying NLP approaches to identifying patients with suicidal behavior.
In our study, we sought to develop classification algorithms specific to pregnant women, a population that is understudied when it comes to understanding the determinants and sequelae of suicidal behavior [13] .
Here, we used EMRs from a large healthcare system (Partners HealthCare) to develop a classification algorithm that would accurately identify pregnant women with suicidal behavior. We extracted diagnostic data from both structured codified data and unstructured clinical notes processed by NLP. We assessed the diagnostic validity of the algorithm against gold-standard labels obtained from manual chart reviews by psychiatrists and a trained researcher.
Methods

Data source and study population
EMR data were extracted from the Partners HealthCare System Research Patient Data Registry (RPDR), a clinical data warehouse that gathers medical records for nearly 4.6 million patients from Massachusetts General Hospital (MGH) and Brigham and Women's Hospital (BWH), as well as community and specialty hospitals in the Boston area. The RPDR is updated every 1.5-2 months. A quality assurance process is performed every time the RPDR is updated to ensure the data is being uploaded correctly. The RPDR includes socio-demographic data, vital signs, laboratory and test results, problem list entries, prescribed medications, billing codes, and clinical notes for healthcare services provided within the system [14] . For clinical notes, the RDPR includes the ambulatory notes, discharge summaries, EPIC progress reports (such as emergency department (ED) observation progress notes, labor and delivery notes, lactation notes, progress notes, and significant event notes), operative notes, and pathology, cardiology, endoscopy, pulmonary, and radiology reports. The clinical notes were directly entered into the EPIC EMR system by doctors. There is no technical constraint as to the number of characters or words allowed in a note. The Institutional Review Board of Partners HealthCare (Protocol Number: 2016P000775/BWH) and Harvard T.H. Chan School of Public Health (Protocol Number: IRB16-0899) approved all aspects of this study.
We initially searched for women within a priori age range 10-64 years with at least one diagnostic code related to pregnancy or delivery (International Classification of Diseases-10 [ICD-10]: Z3A.*, O0.*-O9.*; ICD-9: 640.*-679.*, V22.*, V23.*, V24.*, V27.*, V28.*; DiagnosisRelated Group [DRG]: 370-384) in the EMRs from January 1, 1996 to March 31, 2016 (Fig. 1) . A set of 275,843 women (hereinafter referred to as "datamart") were identified.
We first screened for suicidal behavior using diagnostic codes (initial screen) including the ICD codes and the Longitudinal Medical Record (LMR) codes. The LMR codes were assigned to problem list conditions in the ambulatory EMR system used across Partners HealthCare System (Supplemental Table 1 ). In addition to the explicit diagnostic codes for suicidal ideation (e.g., ICD-9 V62.84) and suicide attempt (e.g., ICD-9 E95*), we included additional sets of ICD code categories (poisoning by analgesics, antipyretics, and antirheumatics; poisoning by sedatives and hypnotics; and poisoning by psychotropic agents) with positive predictive value ≥ 0.8 for suicidal behavior, based on a previous study [15] . Among the 275,843 women with at least one diagnostic code related to pregnancy or delivery, 2433 women had at least one diagnostic code related to suicidal behavior, of whom 196 (hereinafter referred to as the "diagnostic code group") had a diagnostic code that occurred during pregnancy, or within 42 days after abortion or delivery ( Fig. 1) [16] . This 42-day threshold was chosen a priori based on the World Health Organization (WHO) definition of maternal death [16] .
In addition, among the 273,410 women without any diagnostic codes related to suicidal behavior, we searched clinical notes and identified 23,098 women with at least one mention of the terms related to suicidal behavior during pregnancy or within the 42 days after abortion or delivery (second screen) [5] (Supplemental Table 2 ).
Using the clinical Text Analysis and Knowledge Extraction System (cTAKES, http://ctake s.apach e.org/) [17] , we then processed the clinical notes of the 23,098 women, along with the notes of 196 women from the diagnostic code group. The process along with examples of clinical notes has been described in detail previously [10] . In summary, cTAKES is a comprehensive clinical NLP tool that processes clinical notes and identifies terms in English. cTAKES maps the terms to a subset of the Unified Medical Language System (UMLS) Metathesaurus [18] and assigns each term a UMLS concept unique identifier (CUI). Here we used the default fast dictionary lookup containing roughly 500,000 synonyms for 250,000 terms in the UMLS. cTAKES also extracts qualifying attributes (including negation, temporality, and subject status) associated with each CUI. To be considered as relevant, CUIs must be tagged as "affirmed" by the negation module, "overlap" or "before/ overlap" by the DocTimeRel module (temporally relevant), and "patient" by the Subject module (subject relevant). 
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We calculated the proportions of affirmed, temporally relevant, and subject relevant CUIs related to suicidal behavior among all CUIs related to suicidal behavior (Supplemental Table 3 ) for each woman, and selected 9145 women (hereafter referred to as the "NLP group") with these proportions greater than or equal to 0.25. The 9145 women from the NLP group (screened positive by NLP), together with the 196 women from the diagnostic code group (screened positive by diagnostic codes), comprised the "screened positive group" (N = 9331). Of note, the prevalence of confirmed suicidal behavior was 1% among those who screened negative by cTAKES, and the prevalence of confirmed suicidal behavior was 30% among those who screened positive by cTAKES.
Training and validation data set
A total of 200 women, 40 from the diagnostic code group (n = 196) and 160 from the NLP group (n = 9145), were randomly selected as the gold-standard training set. Another 200 women, again 40 from the diagnostic code group and 160 from the NLP group, who were not part of the goldstandard training set, were randomly selected as the goldstandard validation set ( Fig. 1 ). with expertise in women's mental health. Each chart was reviewed by two reviewers and interrater agreement between them was assessed using the Cohen's kappa coefficient [19, 20] . An independent, board-certified psychiatrist (L.P.M.) conducted a final review to achieve consensus and adjudicated disagreements among the first two reviewers. Review guidelines for assigning diagnostic status were adapted from the Columbia Classification Algorithm of Suicide Assessment (C-CASA) [21] (Supplemental Table 4 ). The reviewers assigned each woman a classification of (1) suicidal behavior, (2) non-suicidal behavior, (3) intermediate or potentially suicidal behavior, or (4) none of the above. For the purpose of classification algorithm development, we considered women in the latter three groups (including indeterminate or potentially suicidal events, non-suicidal behavior, or none) as "without suicidal behavior" (Supplemental Table 4 ).
Chart review to obtain gold-standard labels
Classification algorithms
We created a list of expert-curated features (Supplemental Table 5 ) derived from patients' clinical notes (Feeling hopeless, Feeling relief, Tired, Love, Feeling empty, Feeling content, Low self-esteem, Impulsive character, Isolation, Distractibility, Childhood adversity, Adult sexual abuse, Severe depression, Substance abuse problem, Personality Disorders, Psychotic Disorders, Seizures, Anxiety Disorders, Wound and injury, Abortion) or medications that are likely to be associated with suicidal behavior. Because the number of ICD codes and NLP mentions for the phenotypes of interest are typically the most predictive features [22] [23] [24] [25] [26] , we also include the ICD and NLP counts of suicidal behavior (hereafter referred to as the "main ICD count" and the "main NLP count"). The main ICD count included counts of both ICD and LMR codes related to suicidal behavior (Supplemental Table 1 ), with multiple diagnostic codes that occurred on the same day being counted only once (i.e., if a woman had more than one diagnostic codes related to suicidal behavior on the same day, these diagnostic codes only contributed one to the main ICD count). The main NLP count corresponded to the counts of CUIs related to suicidal behavior (Supplemental Table 6 ). The main ICD and NLP counts, age at the index suicidal behavior, number of clinical notes, number of psychiatric hospitalizations along with counts for each concept in the expert-curated feature list derived from either clinical notes or medications (Supplemental Table 5 ) were included as predictors for the algorithm training. We trained the classification algorithms by fitting the adaptive elastic net penalized logistic regression, with gold-standard labels being the response variables and aforementioned features being the predictors while accounting for the sampling design (40 sampled from the diagnostic code group and 160 sampled from the NLP group). All count variables were transformed by x → log (x + 1). The adaptive elastic net can simultaneously perform feature selection and model estimation [27] . We selected the turning parameter controlling the amount of penalty for model complexity based on the Bayesian information criterion [28] . For this analysis, we trained algorithms to distinguish women with suicidal behavior vs. without suicidal behavior (Supplemental Table 4 ) given their feature information. A woman was classified as having suicidal behavior if the predicted probability of suicidal behavior exceeded a threshold value. We selected the threshold values (0.388 and 0.516) for classifying suicidal behavior by setting the specificity level at 0.90 and by setting the PPV level at 0.71, respectively. We chose this PPV level given that the PPV of at least one diagnostic code related to suicidal behavior was also 0.71.
We applied the model to the validation set to evaluate algorithm performance. We calculated the area under the receiver operating characteristic (ROC) curve (AUC), sensitivity, positive predictive value (PPV), and negative predictive value (NPV) corresponding to the specified specificity levels. We then applied the classification algorithm to the entire screened positive group to identify pregnant women with suicidal behavior. All analyses were completed using R [29] .
Results
Manual chart review in training and validation data sets
In the training set of 200 women, for the 40 women sampled from the diagnostic code group, 29 (73%) women were confirmed to have suicidal behavior and 11 did not have suicidal behavior; for the 160 women sampled from the NLP group, 44 (28%) women had suicidal behavior and 116 had no indication of suicidal behavior. In the validation set of 200 women, for the 40 women from the diagnostic code group, 32 (80%) women had suicidal behavior and 8 had no suicidal behavior; for the 160 women sampled from the NLP group, 40 (25%) women had suicidal behavior and 120 had no suicidal behavior. We compared the distribution of women across the two datasets and found that the inter-rater agreement for suicidal behavior categorization was substantial (Cohen's kappa statistic = 0.75, 95% CI 0.69-0.81).
Summary of model performances
We validated 3 algorithms to classify suicidal behavior: (1) main ICD count only, (2) main ICD and NLP counts, and (3) main ICD and NLP counts along with expert-curated features. Summary statistics documenting the performance of each of the four algorithms in the validation set are presented in Tables 1 and 2 , and Fig. 2 . The AUC for the suicidal behavior algorithm based solely on ICD codes was 0.53. Inclusion of NLP count resulted in a substantial increase (AUC = 0.67) in AUC. The algorithm using the expert-curated features (Tables 1, 3 ) achieved an overall AUC of 0.83. For this algorithm, by setting the specificity level at 0.90, we obtained an estimated sensitivity of 0.58, a PPV of 0.63, and a NPV of 0.88 (Table 1) . By setting a PPV comparable to the PPV of at least one diagnostic code related to suicidal behavior (0.71), we obtained an estimated sensitivity of 0.34, a specificity of 0.96, and a NPV of 0.83 ( Table 2 ). Given that multiple screen steps were implemented prior to the classification algorithm, we calculated the NPV of our classification rule in our entire datamart. Based on chart review in one previous study [10] , the NPV was 1.00 for the initial screen and the NPV was 0.99 for the second screen. Taken together, for the classification algorithm using the expert-curated features with a PPV of 0.71, we obtained a projected NPV of 0.994 in our entire datamart ( Table 2 ).
Classification in the screened positive group
After running the classification algorithm using the expertcurated features by setting the PPV at 0.71 on the entire screened positive group, a set of 1423 pregnant women (125 from the diagnostic code group and 1298 from the NLP group) were identified as with suicidal behavior. The estimated prevalence of suicidal behavior among our study population was 515.87 per 100,000 pregnant women.
Discussion
In EMR-based studies, NLP combined with statistical classification algorithms has emerged as a useful tool [30] to improve the identification of phenotypes such as treatment resistant depression, cerebral aneurysms, Crohn's disease, ulcerative colitis, and rheumatoid arthritis [22, [31] [32] [33] [34] . However, no NLP-based, supervised classification algorithm Table 1 Model performances for algorithms to classify women with suicidal behavior ICD international classification of diseases, NLP natural language processing, AUC area under the receiver-operating characteristic curve, CI confidence interval, PPV positive predictive value, NPV negative predictive value a including main ICD count, main NLP count, age at the index suicidal behavior, number of clinical notes, number of psychiatric hospitalizations, has been developed for suicidal behavior. In our large EMR system, the classification algorithm we developed to identify pregnant women with suicidal behavior supported the use of informatic-based phenotyping for suicide research. The algorithm, incorporating codified data, NLP mentions of suicidal behavior, and features curated by domain experts, yielded an AUC of 0.83. The addition of NLP resulted in a 11-fold increase in the number of pregnant women identified with suicidal behavior (from 125 to 1423). Based on our algorithm, over the study period of 20 years, the estimated prevalence of suicidal behavior was 515.87 per 100,000 women with diagnostic codes related to pregnancy or delivery. The advantages of mining medical records using NLP to identify suicidal behavior cases were two-fold. First, NLP was particularly helpful in improving the sensitivity of case identification for suicidal behavior in EMRs. Prior research has similarly demonstrated the utility of NLP in improving case detection for a range of diseases [24, 33] . In our study, the use of NLP has successfully increased the number of suicidal behavior cases from 125 to 1423 while maintaining a similar PPV to diagnostic codes of suicidal behavior. Second, besides extracting codifiable concepts (e.g., "Suicidal behavior") from clinical notes that were not coded at the time of the encounter, we showed that NLP could also extract metrics that were not candidates for coding but could be used as candidate features (e.g., "Feeling hopeless," "Feeling relief," "Feeling content," and "Love") for classification algorithms. Such metrics that reflect individual symptoms and emotions, personalities, adverse psychosocial factors [35] , as well as clinician perception not reflected elsewhere, might be helpful in identifying suicidal behavior, for which no established biological marker for diagnosis exists [36] . Moreover, although many risk factors have been identified for suicidal behavior, these factors only explain a small amount of the variance in suicidal behavior [15, 36] . Augmenting feature information extracted from clinical notes that are not otherwise reflected in codified data or not collected conventionally, such as positive and negative valence [37] , may open new possibilities for identifying additional risk factors for suicidal behavior.
Our findings strongly suggest that NLP substantially improves the identification of patients with suicidal behavior using information in EMRs. In our study population, codified data missed more than 90% of suicidal behavior cases. This suggests that suicidal behavior is frequently "under-coded", perhaps due to concern about stigmatization [8] or financial disincentives (since suicidal behavior codes do not directly impact reimbursement) [8] . The estimated prevalence of suicidal behavior in our study was considerably higher than that reported in prior studies of pregnant women based on codified data. For example, using the National (Nationwide) Inpatient Sample, the largest allpayer inpatient care database in the U.S., the prevalence of suicidal behavior was 142.2 per 100,000 pregnancy-and delivery-related hospitalizations in 2012 [4] . Using a linked vital Statistics-Patient Discharge database of the State of California [38] from 1991 to 1999, the prevalence of suicide attempt was 40 per 100,000 pregnancies. Our study supports Walkup et al.'s conclusion that caution should be exercised when interpreting studies that rely solely on codified billing data as measures of suicidal behavior [9] .
Using suicidal behavior definitions based on the C-CASA [21] , we were able to achieve substantial but not excellent interrater agreement for the gold-standard labels. The percentage of disagreement between reviewers was 9.4% in our dataset. We found that the discrepancies between reviewers came primarily from disagreement in suicidal intent when retrospectively reviewing clinical notes. By definition, suicidal intent is used to distinguish between suicidal behavior and non-suicidal self-injurious behavior, which refers to direct, deliberate destruction of one's own body tissue in the absence of intent to die [39, 40] . However, less than one-third of patients with suicidal behavior express their suicidal intent to healthcare providers [41] , and the documentation of suicidal behavior in clinical notes was variable and limited, particularly regarding suicidal intent. As some clinical notes lacked clearly stated suicidal intent, reviewers had to make inferences based upon the details of behavior and related clinical data. Furthermore, suicidal intent per se can be ambiguous [39] , which further increases the difficulty in classifying suicidal behavior. We note several caveats in interpreting our work. First, using the expert-curated list of features, we obtained an acceptable but not excellent AUC (0.83). Indeed, suicidal behavior is a complex classification problem [42] . Our estimated AUC might be due to some degree of diagnostic imprecision from gold-standard labels (as noted above), which was likely unavoidable considering the complexity of our phenotype. If inaccurately labeled data were used, the accuracy of classification might be compromised [43] . Another possible explanation for our AUC estimate could be that features manually curated by domain experts in our classification algorithm were not sufficiently informative. We included many known risk indicators and "warning signs" for suicidal behavior such as the presence of psychiatric disorders, younger age, hopelessness, social stressors such as history of childhood abuse or sexual abuse [35, 44, 45] . However, there is a limited understanding of suicidal behavior in the literature, and no single or panel of factors stood out as particularly strong in predicting suicidal behavior [15, 44] . To improve AUC, studies may benefit from investigating the features generated by NLP. In addition, automated feature selection methods that can choose the most highly informative features and machine learning algorithms that take the complex relationships among large numbers of potential features into consideration are needed [23, 42, 44, 46] . Second, we undoubtedly missed some cases of suicidal behavior. Although greatly improved as compared to the codified data, the sensitivity of our best performing algorithm was still relatively low. Further, suicidal behavior may not be well captured in clinical notes [47] . Recently the American College of Obstetrics and Gynecologists and the U.S. Preventive Services Task Force recommended that clinicians screen patients at least once during the perinatal period for depressive symptoms using validated tools [48] . These tools often include an item to screen for suicidal ideation. The incorporation of such screening tools in EMR systems may improve the capacity of future suicidal behavior identification. Third, given the small number of women classified as having suicidal behavior, we did not further classify the subtypes of suicidal behavior such as suicidal ideation and suicide attempt. Fourth, while our study population included more than 270,000 women observed for two decades, they still reflected the population in a single academic healthcare system. Further investigation to understand the extent to which our algorithms generalize to other healthcare systems is needed. Fifth, within our study period of more than 20 years, changes in coding [49] and diagnostic criteria [50] of suicidal behavior, and language used to describe suicidal behavior in clinical notes [51] might also affect the ascertainment of suicidal behavior.
Conclusion
To our knowledge, this is the first classification algorithm using NLP in addition to codified billing data to improve the case identification of suicidal behavior among pregnant women in EMRs. We showed that mining unstructured clinical notes using NLP substantially improves the detection of suicidal behavior. The addition of NLP resulted in a 11-fold increase in the number of pregnant women with suicidal behavior. Codified billing data alone are unlikely to be adequate for the identification of suicidal behavior cases in EMRs. We illustrated that augmenting feature information extracted from clinical notes by NLP that were not otherwise reflected in codified data or not collected conventionally might be helpful in identifying suicidal behavior. Our result is a step towards solving the complex classification problem of suicidal behavior. The framework we demonstrated here provides a high-throughput and cost-effective approach for studying suicidal behavior among pregnant women. We envision this algorithm will serve as a powerful foundation of EMR research for future epidemiologic, genetic, and clinical studies on suicidal behavior.
