We calculate in a numerically friendly way the Fourier transform  of a nonintegrable function, such as ( ) 1 culating the resolvent kernel, the sampling theorem is of great use. The resolvent based Fourier transform can be made supersymmetric (SUSY), which not only makes manifest the usefulness of the even-odd decomposition of ϕ in a more natural way, but also leads to a natural definition of SUSY Fourier transform through the commutativity with the SUSY resolvent.
−
  , where  represents the resolvent for harmonic oscillator Hamiltonian. As contrasted with the non-analyticity of ( ) ( ) culating the resolvent kernel, the sampling theorem is of great use. The resolvent based Fourier transform can be made supersymmetric (SUSY), which not only makes manifest the usefulness of the even-odd decomposition of ϕ in a more natural way, but also leads to a natural definition of SUSY Fourier transform through the commutativity with the SUSY resolvent.
Introduction
Fourier transform (FT) 
: 
The validity of (2) To make ( ) 1 x ϕ = square integrable, it is sufficient to reduce the order of ( )
(for x → ∞ ) by one, not necessarily by two. This implies that it is sufficient to choose The aim of this paper is replace ′  by ( ) ( )
with α ∈  chosen in an appropriate way, to finally find that the introduction of SUSY clarifies the availability of the even-odd decomposition of ϕ in a more natural way. In Section 2, we generalize the resolvent kernel for  , where  can be regarded as the specialization of the Hamiltonian
 whose eigenfunction is given by the Jacobi polynomial. In calculating the resolvent kernel, the sampling theorem [3] is fully employed. In Section 3, we first reexamine the FT of ( ) 1 x ϕ = , based on the resolvent for  . Then we compare the resolvent based method with other methods, to find that the former has some merits of being numerical calculation friendly and free of singularity for ( )
, even after analytic continuation. Analytic property is significant for calculating, for example, path integral in Minkowski space (Wick roration), and the Shannon entropy in the limit of the Rényi entropy (replica trick). We give conclusion in Section 4.
Methods
In this section, we first obtain the resolvent kernel for the Hamiltonian whose eigenfunction is given by the Jacobi polynomial. Then we calculate the resolvent kernel for  as a specialization of the former. 
Jacobi Polynomial
The resolvent kernel for
) can be expanded using the eigenfunctions There seems to be no such formula as the series sum of (5) for general parameters α and β . However, it will be found that the sum can be represented as the product of two hypergeometric functions as follows. The starting point would be the following formula, which corresponds to the particular case of ( ) ( ) Moreover, to avoid the singularity of ( ) ( )
Furthermore, it should be noted that the left-hand side of (6) turns out to be
Thus the relation of (6) can be rewritten as
where ( )
, so that the sampling theorem [3] can be applied to
. The sampling theorem states that for :
where ( ) supp ⋅ represents the support. Hence the validity of (7) is guaranteed by
it, it is convenient to use the integral representation for ( ) cos P ν θ as [6] ( ) 
we can eventually prove the relation of (7) by employing the sampling theorem.
Before proceeding further, we try to rewrite the summation relation in the righthand side of (8) 
and n  , respectively, we can formally obtain from (9)
where
The relation of (10) should be compared with
[In the usual Dirac notation, k is reserved for a Fourier transformed variable, so that k  may be simply written as k . Actually, if we formally write f k  as
( )
where use has been made of the unitarity of  as
can be simply written as x k .] Notice that (10) cannot be derived from (11) by formally setting k ∈  to n ∈  . This is because n in (10) can be applied only to
. Notice further that the following relation can be derived from (10):
where we have used
. The relation of (12) indicates that the completeness relation 1
These completeness relations, along with the orthogonal relations, are recapitulated in Table 1 , while some examples of ( ) f ν satisfying (9) are listed in Table 2 . Now we go back to generalize the relation of (6) . Using the integral representation Table 1 . Orthogonal relation and completeness relation, where 
given by ( ) 
( ) ( ) ( )
where ( ) ( ) Table 2 can be generalized to
, and more generally to
As a special case of ( ) 

Then it is found that the sum over n ∈  in the right-hand side of (13) can be replaced by the sum over n ∈  as ( ) 
where use has been made of
Once we have replaced the right-hand side of (13) by that of (14), it is not necessary to restrict the parameter λ to either
. This is because ( ) , f x y λ ν and the righthand side of (14) satisfy the same second order differential equation for 0 x y + ≠ , despite the value of λ . By re-parameterizing λ in the right-hand side of (14) as
the relation of (6) is generalized to
where use has been made of 
Hermite Polynomial
In this subsection, we obtain the resolvent kernel for  , whose eigenfunction is given 
then we obtain from (15), together with the asymptotic expansion as π  1  2 π  1  3  2 e  , ;  , ;  ,  1  2 2 2  2 2 2  2 2 , we find that the sum over n in the left-hand side of (17) can be formally extended to all n ∈  . Thus, ( ) ( ) ( )
satisfies the relation of (9) for 0 x y + > (listed in the fourth row in Table 2 ).
For later convenience, we divide the left-hand side of (17) into even and odd parts as
for all n ∈  , we obtain from (17)
where use has been made of the following formulae:
The condition of y x > comes from the intersection of 0 x y + > and ( ) 
Substituting (19) 
which was derived from a somewhat more straightforward approach [1] .
In a practical application, it is convenient to choose the parameter ν so that the y -dependence of In the case of 0 ε = , however, ν cannot be chosen as 0, due to the divergence of
, but can be chosen as 1. To summarize, we have γ ∈  is to be determined in such a way that the sum over n in the left-hand side can be formally extended to all integers, namely, 0
Bearing the specialization of (16) in mind, we find that the corresponding summation formula for a single Gegenbauer function is given by
Actually, the left-hand side of (21) can be rewritten as ( ) 
originates from the condition of 0 1 x < < in (21), which is equivalent to cos x θ = , with π 2 θ < (corresponding to the case of 2 k = in the first row in Table 2 ). The relation of (22) is listed in Ref. [10] , in which 
Results and Discussion
In this section, we first deal with the FT based on the resolvent for  . In a matrix representation of † 2 2
, : 
In this case, ′  turns out to be unitary due to the self-adjointness of ′  , and is related to  through
By the commutativity [ ]
, it follows from (23) and (25)
where the second relation can de derived from the conjugate of the first relation (recall that  is unitary, so that
The resolvent for  can be written using ( )
The validity of (27) is verified by ( ) Table 3 .
Notice that ( )
, as is expected from the property that  
2π e In the latter half of this section, we discuss the FT of ( ) 1 x ϕ = in another method.
Some may point out that the result of (31) can be derived more efficiently from a method where  is replaced by ( )
which is schematically shown as Regarding the analyticity and numerical simplicity in calculating FT of ( ) 1 x ϕ = , it seems that, based on the above discussion, there is no way other than the resolvent based method.
Conclusions
We have obtained, using the resolvent for the harmonic oscillator Hamiltonian  , the FT of a non-integrable function ϕ , such as ( ) 1 x ϕ = . As compared with the classical methods in Table 3 , the resolvent method has some merits of being numerical calculation friendly and free of singularity for ( ) 1 z ϕ . In calculating the resolvent kernel, the sampling theorem is of great use. The introduction of SUSY to  not only makes transparent the usefulness of the even-odd decomposition of the ϕ in a more natural way, but also leads to a natural definition of SUSY FT. [14] , mainly due to the non-commutativity of the algebra, the resolvent based calculation will still be of use, despite the non-commutativity.
