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Numerical simulation has become a jewel for industrial companies and research
programs. It has radically changed most of design processes during the last
decades. Aggressive use of numerical simulation has drastically reduced exper-
imental tests, and it has enabled trials that are lacking of experimental facili-
ties. Numerical simulations often provide further physical insight and superior
designs at reduced cost and risk.
Physical phenomena are most of the time governed by differential equations.
Those equations describe how a phenomenon evolves through space and time.
Numerical simulation consists in solving such equations. There exist several
classes of methods performing numerical simulation. However, the kind of
differential equations constrains the possibilities. Integral methods are not
practical for differential equations whose coefficients are not constant. Finite
difference methods build very accurate solutions, but their framework is limited
to simple geometries and they are hardly able to handle local adaptivity.
The Finite Element Method (FEM) yields a versatile framework for nu-
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merical simulation. Actually, FEM is broadly used by industrial compagnies.
There are at least one million finite element analyses carried out a day in engi-
neering offices, according to Hughes et al. (2004). A finite element consists of
a geometrical shape of reference, an associated function space and the corre-
sponding linear forms. The associated function space is a subspace of functions
whose the domain corresponds to the shape of reference. The linear forms de-
fine which features of a function are preserved within the associated function
space; in other words, the linear forms define the degrees of freedom. Those
keys make FEM able to model a large range of physics over any geometries.
The main and seemingly only drawback is that FEM comes with the tremen-
dous price of mesh generation. Meshing generally accounts for 80% of the
human time devoted to finite element analysis. Mesh generation consists in
dividing a geometry into simple shapes – called elements – related to the shape
of reference. FEM thus relies on mesh generation to handle geometry, which is
usually achieved with unstructured1 meshes.
A mesh can be conforming, or nonconforming. In the former case, it means
that whenever two elements intersect, it must be in a vertex, along a complete
edge or on a complete facet. Otherwise, the mesh is nonconforming. Despite
the fact that it is easier to produce a nonconforming mesh, conforming ones
are preferred. In comparison, conforming meshes ease the definition of function
spaces, which facilitates the computations and enables a lightweight automated
framework. Besides, industrial compagnies have solvers that usually require
conforming meshes.
Figure 1.1: Computer aided design of a predator. The surface is defined by patches
which are built from splines and nurbs.
Most of the time, mesh generation relies on computer aided design (CAD)
systems. CAD systems enable to build a blueprint, which represents exactly the
geometry up to manufacturing tolerances (see Fig.1.1). That blueprint allows
to spawn vertices with a density depending on the geometry and possibly on
a user-defined density called size field. Elements are built from those vertices.
1The local topology is not constant.
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The shape of each element has to be suitable for numerical simulation. This
latter statement is roughly what makes mesh generation hard.
In the planar case, the theory of triangulations (see Edelsbrunner (2001))
is well-established. Thanks to theory, any planar geometries can be meshed
with triangles of high quality for numerical simulation. Since the seventies
with Lawson (1972), there are efficient techniques to produce two-dimensional
meshes with triangles. However, meshing capabilities for curved surfaces can
be improved. For example, mesh adaptation becomes complicated since the
mesh has to preserve the geometry.
Three-dimensional mesh generation is considered as a problem that is ex-
traordinary complicated. The theoretical background is insufficient to guaran-
tee a suitable tetrahedrization of a given region. The crucial key is to have a
meshing algorithm which terminates. The Delaunay tetrahedrization is a mesh-
ing algorithm which terminates, but it does not avoid the creation of nearly
flat tetrahedra called slivers. Meshing is essentially a combinatorial problem,
whose complexity can be nonpolynomial.
Meshes are not only made of triangles or tetrahedra, they are not all sim-
plicial. Other elements exist: quadrangles, prisms, pyramids and hexahedra.
The type of element is strongly related to the goal of the numerical simulation.
For example, prisms are usefull for anisotropic physics (e.g. Delandmeter et al.
(2018)). Quadrangles and hexahedra are considered by FEM community to be
superior to simplices (see Sarrate Ramos et al. (2014)). Even if it is possible to
provide a full quadrangular mesh (e.g. Remacle et al. (2012)), full hexahedral
mesh is still an open question; David Bommes – professor at the institute of
computer science in the University of Bern – just started in September 2019
an ERC project about hexahedral mesh generation (AlgoHex). Nowadays it
is only possible to produce a hexahedral dominant mesh, i.e. a mesh whose
the volume is mostly composed of hexahedra. A mesh which is composed of
different types of element is said hybrid. In a hybrid mesh, pyramids allow to
connect conformally quadrangles with triangles.
Simplicial mesh generation is considered as mature, thanks to quality mea-
sures such as those of Shewchuk (2002) allowing to remove slivers. In that case,
the mesh is optimized in order to remove the slivers and to improve the shape
of simplices (e.g. Freitag and Knupp (2002)). However, the task may become
delicate if the mesh is constrained on the boundary of the volume. Regarding
hexahedral dominant mesh generation, some progress has recently been made
by Pellerin et al. (2018). However, even if this latter method efficiently com-
bine vertices into hexahedra, the shape/quality of hexahedra is very sensitive
to the initial vertex location. Pyramids and possibly prisms are side products
of hexahedral dominant mesh generation. Full prismatic meshes are usually
produced by extruding a triangular mesh.
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Mesh generation is thus an active research field. This thesis deals with
tools which are auxiliary for mesh generation. More precisely, it enables mesh
generation on surfaces lacking of CAD, it gives information about how spawning
vertices to merge them into quadrangles and it derives analogous information
for hexahedra. Actually, it defines a parameterization of surfaces, quadrangles
and hexhedra.
In what follows, the project that funded this thesis is described. Afterwards,
an overview of auxiliary tools related to this thesis is then given. Finally, the
achieved works of the thesis are explicitly explained.
1 | Context & Motivation
A summary about the funding ARCWAVES is first presented. The connections
of the thesis with the ERC Hextreme are then emphasized. The software
Gmsh where developments have been carried out is then briefly introduced.
The objectives of projects defining the work of this thesis are given. The
methodology to reach those objectives is finally detailed.
ARC WAVES
The present thesis has been funded by the ARC2 WAVES project 15/19-
03, whose the title is ”Large Scale Simulation of Waves in Complex Media”.
This project was coordinated by professors Eric Béchet (ULiège), Christophe
Geuzaine (ULiège) and Jean-François Remacle (UCLouvain).
This research project aimed to simulate geophysical wave phenomena, which
is the propagation of waves in the underground soil. This simulation allows to
identify media which are crossed by waves. For example, the result can be in-
terpreted to locate reservoirs containing oil or gas. There are other perspectives
of usage, such as studying the controversial effect of hydraulic fracking.
Direct problems consist in solving partial differential equations on a do-
main whose all the required characteristics are given and with known initial
conditions. For example, a wave propagation can be computed by using the
wave equation which describes the amplitude of the wave in some location at a
specific time. The propagation is parameterized by the wave velocities, which
depends on local composition of the soil. The direct problem corresponds to
find the amplitude of the wave. In the case of a direct problem, the wave
velocities are known.
In the case of the WAVES project, numerical simulation purpose is to solve
an inverse problem, i.e. from solution to initial conditions and characteristics of
2”Action de recherche concertée”



























b. Reverse time migration: forward and backward propagations from respectively
the source and the receiver, in order to identify the interface which is responsible
of the reflection.
Figure 1.2: Basic idea of solving an inverse problem through reverse time migration.
The (refracted) wave propagation in the second medium is not shown for the shake
of simplicity.
the domain. From measurements of wave propagation, the nature of the media
is determined. In regards of the previous example, it means that the amplitude
of the wave is known for some times and positions, but the wave velocities are
unknown. Solving an inverse problem relies on optimization algorithms, which
requires several simulations of the related direct problem. A way to solve
an inverse problems related to WAVES project is the reverse time migration,
Fig.1.2. In few words, it is based on the simulation of forward and backward
wave propagations from repectively a source and a receiver. The source triggers
a wave, and the receiver detects some echo of that same wave, Fig.1.2a. When
the forward and backward propagation concurrently coincide in a same location,
a point belonging to an interface has been identified, Fig.1.2b.
The goal of the WAVES project is twofold. Mesh generation has to be
enabled for geophysical models which are described in a non-standard way, i.e.
there is no CAD design of the domain. As usual, the generated meshes have
to be suitable for finite element analysis. Such meshes would allow to derive a
numerical method which would accurately simulate the wave equations among
those complex and anisotropic media.
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ERC Hextreme
The thesis has also taken part in the ERC3 Hextreme project, entitled ”Hex-
ahedral Mesh Generation in Real Time”. Professor Jean-François Remacle
(UCLouvain) is leading the project. There have been strong connections with
Hextreme members: Jezdimirovic et al. (2017), Georgiadis et al. (2017).
The research aims to produce unstructured conforming hexahedral meshes
in general three-dimensional domains. An indirect approach is favored. Bound-
ary layer meshes are considered. The main challenge is to speed up the hexa-
hedral mesh generation by intensively using the multi-threaded architecture of
modern computers.
Software Gmsh
WAVES and Hextreme projects aim to carry all developments within Gmsh,
Geuzaine and Remacle (2009). Gmsh is a three-dimensional mesh generator,
with built-in CAD engine and post-processing facilities. Gmsh is an open source
software, which is broadly used by research projects such as GetDP (Boubendir
et al. (2012)), SLIM (Vincent et al. (2016)) and MigFlow (Constant et al.
(2019)). It is composed of four modules dealing respectively with geometry,
mesh, solver and post-processing.
It has been decided to retrieve meshing facilities into a separate and brand
new library called HXT, which stands for Hextreme.
Related objectives
Here are developed the objectives of the ARC WAVES project which have
guided the work of the thesis.
The underground is represented by data set which consists of point clouds,
voxels or stereolithography (stl) triangulation, Fig.1.3. It means there is not
CAD design available. There is a lack of information about the topology and
geometry of the domain. There is then a need to enable mesh generation by
building suitable and relevant information from data set.
The underground soil is made of geophysical layers which are potentially
crossed by faults, and whose layers may be very close to each others. Wave
propagation strongly depends on the distribution of rock types of the under-
ground and the nature of boundaries between them. The mesh has thus to
preserve those features.
3”European research council”
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a. Stl triangulation. b. Point cloud.
c. Voxels.
Figure 1.3: Nonstandard geometries of the underground.
Since the reverse time migration is performed by solving many times the
wave propagation, there is a need to speed up the computation. Hexahedral
meshes decrease the computation time, by lowering significantly the number of
elements by node. Besides, hexahedra hold better numerical features for wave
propagation.
However, the boundaries between the layers have to preserved. The best
way to produce a hexahedral dominant mesh is to use a frontal approach, by
meshing first the boundaries and then the volume. A quadrangular mesh has
thus to be produced first on those boundaries, using ad hoc methods for thin
layers that correspond to a pair of almost facing boundaries that are very close
to each other.
Several strategies to reach those objectives have been adopted. They are
described in the next section.
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Methodology
Since there are tools such as Turner (2012) and Sitnik and Karaszewski (2008)
respectively converting voxels and point clouds into stl triangulations represent-
ing surfaces, only enabling mesh generation for such triangulations has been
considered. A CAD design enables mesh generation by giving a parameteri-
zation of an object. It allows the meshers to spawn points on an object. It
is then necessary to parameterize those triangulated surfaces; this process is
called surface reparameterization (chapter 2).
There is plenty of ways to mesh conforming quadrangles (Johnen, 2016, see
§2.1.2). In the case of WAVES and Hextreme projects, quadrangulation relies
either on an indirect method like Remacle et al. (2012), or on a global parame-
terization like Jezdimirovic et al. (2019). Even if the former method combines
effectively triangles into quadrangles, the shape of quadrangles strongly de-
pends on the point location. In order to ensure a consistent location of vertices
to later form well shaped quadrangles, a crossfield is needed (chapter 3). A
crossfield gives in each point of a surface the vertex connectivity of a grid of
squares. The global parameterization also requires a crossfield.
Hexahedrization is addressed in the same approach by the research team.
Indirect methods rely on combination of tetrahedra, or deal with vertex combi-
nation such as Pellerin et al. (2018). Again, the shape of hexahedra produced
by indirect methods is sensitive to vertex location. A frame field is required
(chapter 4); it gives the vertex connectivity of a grid of cubes. It is also possible
to build a block structure decomposition from a frame field.
2 | Some Related Works
The stategies skecthing the methodology are not specially original. Yet, their
implementation is still an active field of research. In order to situate the con-
tributions of the present thesis, a selection of related articles is intensively
described. This has been preferred instead of a large set of few words summa-
rizing numerous articles.
Surface remeshing is addressed, focusing partly on parameterization tech-
niques. Quadrangulation methods are then presented, which are mainly based
on the computation of a crossfield. Few ways to generate hexahedral meshes
are developed, using all a frame field that is possibly computed.
Remeshing & Parameterization
There are essentially two ways to remesh a triangulated surface: local mesh
modifications and parameterization. Mesh adaptation techniques work with
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local mesh modifications. Those modifications may be subsequent to a refine-
ment of the initial triangulation.
a. Stl triangulation. b. Estimated curvature. c. Mesh.
Figure 1.4: Remeshing with local mesh modifications. Figures from (Béchet et al.,
2002, Fig. 5, 6 & 32).
Béchet et al. (2002) use local mesh modifications to produce a mesh suitable
for FEM analysis. They first identify sharp edges which describe geometrical
features: black edges on Fig.1.4a. Those edges have to be preserved. They
compute then an estimation of the curvature: grayscale on Fig.1.4b. Each
triangle whose the size is beyond a user-defined size field is refined by edge
bisection. The bisection is performed from the worst triangle to the least bad
one. After each bisection, a modified Delaunay criterion is checked by using a
metric which is built from the estimated curvature. Edge swap occurs if the
current edge is not part of a sharp edge. If a new triangle is still too large, it
is appropriately added to the bisection process. Locally, the vertices that are
free to move (i.e. not on a sharp edge) are smoothed using a kind of laplacian
with few iterations.
Wang et al. (2007) perfom an analogous process. The sharp edges can be
detected automatically from an estimation of the principal curvatures. How-
ever, some sharp edges can be missed. They use then a second criterion, which
consists in identifying an edge as sharp if it is the smallest one in a triangle
whose the aspect ratio is high. This criterion can over-identify sharp edges.
The curvature is computed by approximating locally the triangulation with a
quadratic surface (cf. Hamann (1993)). Their approximated curvature enables
to produce either isotropic or anisotropic meshes. Edges can be contracted, i.e.
an edge can be replaced by a vertex, Fig.1.5. It allows to coarsen the mesh in
areas it is too fine.
Parameterization techniques use the initial triangulation to build a (set of)
continuous and bijective mapping(s) between the triangulated surface and a
target parameter plane. Those techniques were first mainly used by the com-
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a. Edge AB to contract. b. New vertex M .
Figure 1.5: Contraction of edges. Figures from (Wang et al., 2007, Fig. 3a & 3b).
puter graphic community for texture mapping (cf. Bennis et al. (1991)). Later
the meshing community starts to use such techniques for surface remeshing.
Floater (2003) proposes to build bijective mappings based on the mean
value coordinates. It means that each point may be expressed as a convex
combination of its neighbors. If the target planar shape is convex, it guarantees
that the underlined parameterization is one-to-one. The scheme building those
coordinates is a linear approximation of the mean value theorem.
Remacle et al. (2010) use harmonic mappings for parameterization. Har-
monic mappings correspond to functions minimizing their Dirichlet energy. In
other words, harmonic mappings build parameterization with the least distor-
tion. Unlike the mean value coordinates, discrete harmonics mappings are not
ensured to provide one-to-one parameterizations. For this reason, they per-
form a cavity check once the parameterization is computed. In the parameter
plane, they check for each interior vertex that the connected triangles share
the same orientation. If not, the interior vertex is moved at the center of the
polygon formed by the connected triangles. The parameterization maps the
triangulation onto a unit disk, Fig.1.6b. There are then topological contraints.
If a triangulation has several boundaries, Dirichlet conditions are only set on
one to map it onto the circle, and homogeneous Neumann conditions are set
on the other ones. They introduce the issue of large aspect ratios arising with
harmonics maps. In short, some triangles have parametric coordinates which
become numerically undistinguishable. Marchandise et al. (2011) deal with
this matter by using a mutiscale laplacian, Fig.1.7. The triangles whose aspect
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a. Stl triangulation. b. Parameter plane. c. Mesh.
Figure 1.6: Remeshing with harmonic maps. Figures from (Remacle et al., 2010, Fig.
14 up).
Figure 1.7: Multiscale partioning to avoid large aspect ratio issues. Figure from
(Marchandise et al., 2011, Fig. 4).
ratio is high form connected sets. Each set is reparameterized with Dirichlet
conditions corresponding to a scaling of the neighbourhood of triangles whose
aspect ratio is correct.
Sawhney and Crane (2018) compute a conformal mapping for parameteri-
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Figure 1.8: Parameterization is computed by flattening first the boundary. Figure
from (Sawhney and Crane, 2018, Fig. 4).
zation. They express conformal mappings as pairs of conjugate harmonic func-
tions. It means that their gradient are orthogonal within the tangent space of
the underlined surface. This is a constraint to build a conformal mapping from
a target planar shape. But the Riemann mapping theorem states there always
exists a conformal mapping between a unit disk and a topologically equivalent
surface. Actually, a boundary point cannot be pinned to an arbitrary location
of the planar shape. Therefore, the boundary has to be flattened properly,
before extending the mapping to the whole surface. This is done by solving
the Cherrier formula, which correspond to a Poisson problem with a Neumann
condition. This gives a planar curve that approximates either the length or
curvature of the target planar shape, and which defines consistent boundary
conditions for a conformal mapping, Fig.1.8.
Quadrangles & Crossfield
There exist diverse methods to generate quadrangles. Recent methods rely on
a crossfield. The crossfield may be used to produce in a direct way a quadran-
gular mesh on a surface. Ray et al. (2006) does such an approach. They build
a parameterization from a crossfield. The crossfield is either user-defined or
given by the principal curvatures, Fig.1.9(B). This directional field is smoothed
in order to extrapolate it in areas where it is ill-defined, which are in red on
Fig.1.9(C,D). Nevertheless, the crossfield has to be scaled properly in order to
be curl-free. This latter feature is required to get charts of the underlined sur-
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Figure 1.9: Global parameterization (D) from a crossfield (B). Figure from (Ray et al.,
2006, Fig. 1).
face, Fig.1.9(E). Indeed, a global parameterization of the surface is computed
by penalizing the isovalues of the charts that are not aligned with the crossfield.
In some areas, the parameterization has a singular gradient. The corresponding
patches are splitted and reparameterized. The global parameterization allows
to build implicit meshes such as quadrangular dominant meshes, Fig.1.9(F).
Bommes et al. (2009) follow a comparable approach, but they have singular
points instead of singular areas. They use the principal curvatures to measure
the local relative anisotropy, which allows to detect the feature (sharp) edges.
They then compute a crossfield that is aligned with those feature edges. The
crossfield is expressed with an angle field, as it is done by Ray et al. (2008).
Due to the symmetries of a crossfield, the angle field is designed with integer
jumps of 90 degrees. The singular points correspond to a nonzero index, which
depends on the jump and the local angle defect of the triangulation. From
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angles and jumps, an energy may be defined. Since the angles are real values
and the jumps are integer values, it defines a mixed-integer problem. The linear
equations corresponding to partial derivatives with respect to jumps are solved
using iterative solvers that round their result after each iteration. A global
parametrization is built from the crossfield, where singular points have integer
values. The corresponding charts eventually produce a full quadrangular mesh.
a. Primal and dual definitions.
b. Crossfield from curva-
ture.
c. Dual loops. d. Primal loops and singu-
larities.
Figure 1.10: Global parameterization based on dual loops from a crossfield guided by
the principal curvature directions. Figures from (Campen et al., 2012, Fig. 3, 1a, 1b
& 1d)
Campen et al. (2012) create full quadrangular meshes from global param-
eterizations. The global parameterization is built from a crossfield which is
derived from the principal curvatures, Fig.1.10b. A primal approach of global
parameterization consists in tracing the separatrices whose the vertices have
the required connectivity, i.e. four if it is not an irregular vertex, Fig.1.10a
They however observe that ensuring the correct connectivity is a tricky task
which may require to add new irregular vertices implying new separatrices.
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Instead, they build dual loops that are aligned with the crossfield, within areas
that are away from any singularities, Fig.1.10c. Those loops always intersect
in a vertex which is connected to four curves (i.e. two loops), Fig.1.10a. Each
loop is generated by following one of the four direction of a cross, each time the
closest direction to the previous one. In order to ensure that such a curve loops,
a measure is defined to rate their direction fidelity and shortness. Besides, the
tangent of the loop must describe an angle with the curve that is bounded
to 45 degrees. It limits the tangential deviation of a loop from the principal
curvatures. Loops are generated untill each singularity is separated from the
other ones. The index of a singularity corresponds to the number of vertices
(or curves) forming the patch that contains it. If it misses loops to separate
singularities, the corresponding area may be easily split with additional loops
without adding irregular vertices. Afterwards, loops are selected in a greedy
way such that for each pair of singularities, both singularities are separated by
a set of smallest loops maximizing their direction fidelity. Once the dual loops
are complete, the primal global parameterization is built by connecting the sin-
gularities in respect of the dual polypatches, Fig.1.10d. Meshing quadrangles
is then trivial.
Remacle et al. (2013) proceed with a frontal approach, which allows to deal
with a size field map. They build a triangulation that is suitable for a recombi-
nation of a triangulation into a quadrangulation, using the Blossom algorithm
(see Remacle et al. (2012)). The triangulation is performed by a frontal De-
launay approach using a L∞-norm instead of the usual L2-norm. Since the
L∞-norm is anisotropic, local frames have to be defined to guide the Delaunay
algorithm. A crossfield aligned with the boundaries is computed within the
domain through two Laplace equations, one equation for each component of
the field, Fig.1.11a. Starting from the boundaries, triangles are added to the
geometry. Those triangles respect the Delaunay criterion. Following a frontal
strategy (Fig.1.11c), new vertices are added on the circumsquare (circumcircle
equipped with the L∞-norm, Fig.1.11b) defined by an existing edge. The size
of the side of the circumsquare corresponds to the local size prescribed by the
size field, Fig.1.11d. In doing so, the triangulation is composed of almost right
triangles (Fig.1.11e), which is convenient for combination into quadrangles.
High quality quadrangulations strongly rely on a crossfield, whatever the
approach. It is then crucial to define a consistent computation of crossfield.
The computation has to give an understanding of the relationship between the
regularity and the singular points of crossfield. Knöppel et al. (2013) provide
such a computation. They model a crossfield as a field of complex numbers,
whose the fourth roots correspond to the four directions given by a cross. The
associated energy is the Dirichlet energy, which is composed of two terms:
the norm and phase of the complex field. The crossfield should correspond
to complex numbers of unit-norm. However, this constraint makes the energy
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a. Crossfield from Laplace equation. b. Circumsquare.
c. Frontal approach.
d. Vertex spawning. e. Mesh with almost right triangles.
Figure 1.11: Overview of a frontal Delaunay approach for quadrangulation. Figures
from (Remacle et al., 2013, Fig. 14 (up left), 10, 12, 13 and 14 (down right)).
ill-defined for singular points. From this observation, they derive the same
energy but for a field which is a scaled version of the unit-norm one. The
minimization of this energy accounts of finding the eigenvector associated to
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the smallest eigen value of the corresponding Laplacian matrix. The aimed
crossfield is finally obtained by normalizing the eigenvector.
Hexahedra & Frames
a. 3D frames and rotation matrix. b. Singular edge in red.
Figure 1.12: 3D frames defined by a set of 3 vectors. 3D frames are related to each
others with rotation matrices. Figures from (Nieser et al., 2011, Fig. 4).
The dedicated techniques producing hexahedral meshes are quite similar
to the ones for quadrangular meshes. Most of recent approaches require a
frame field, which is a direct extension of crossfields. It has to be noted that
mathematically, it is not shown that frame fields correspond to hexahedral
meshes4.
Nieser et al. (2011) generate hexahedral meshes from a parameterization
which is guided by a frame field. Their method is an extension of Kälberer
et al. (2007) for hexahedrization. The frame field corresponds to a set of three
vectors that are mutually orthogonal, Fig.1.12a. This set of vectors defines
in each tetrahedron a local basis. Those nearby bases are connected together
combinatorially, with rotation matrices. If the combination of those connec-
tions around an inner edge gives a matrix which is not the identity, this latter
edge is singular. It means that the corresponding chart has been rotated by 90
degrees around that edge, Fig.1.12b. The parameterization consists of a triplet
which is defined at the vertices of tetrahedra. The gradients of those triplets
have to be aligned with the directions of frame field. The nearby triplets are
4while it is the case for crossfields and quadrangular meshes
18 Chapter 1 – Introduction
connected together in the same way that the corresponding bases given by the
frame field. Once the parameterization is computed, the hexahedrization is
performed.
Bernard et al. (2016) produce hexahedral dominant meshes following an
indirect approach. They merge tetrahedra into hexahedra by using the recom-
bination patterns of Yamakawa and Shimada (2003). The tetrahedral mesh
is built from vertices which have been inserted by following a smooth frame
field. They compute first a crossfield on the boundary with the method of
Remacle et al. (2013). They initialize the frame field such that each inner node
has the nearest frame laying on the boundary. Afterwards, they iteratively
smooth the frame field within the volume by averaging the rotations leading
one frame to its neighbor; the average is weighted such that singularities do
not average their neighbourhood. The new vertices are spawn with a frontal
approach. They start with the smoothest frames on the boundary, and sort the
insertion in respect of the local smoothness of frames. After tetrahedrization
and combination, they get a mesh which is mostly made of hexahedra.
Figure 1.13: Block structure decomposition based on dual surface decomposition.
Figure from (Zheng et al., 2018, Fig. 2).
Zheng et al. (2018) follow a procedure which is inspired by the work of
Campen et al. (2012) (cf. dual loops, Fig.1.10) in order to produce a block
structure decomposition, Fig.1.13. They start by generating a 3D frame field
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using the technique of Li et al. (2012). As 3D frame field do not always cor-
respond to valid block decomposition, they correct some invalid frame field
singularities by tracing streamlines, Fig.1.13(3rd step). Then, they produce
dual loops on the boundary as Campen et al. (2012), using a surface crossfield
built by taking the trace of the 3D frame field on the boundary, Fig.1.13(4th
step). They classify the dual loops in two categories which are based on the
fact that a single dual loop spans or not a dual surface by itself. Therefore,
some dual surfaces are directly identified thanks to the first kind of dual loops.
Those dual surfaces intersect each others, which results in inner dual loops.
Those new dual loops help to identify new dual surfaces. The dual surfaces
are then inflated to cover the whole volume, Fig.1.13(5th step). Finally, dual
operations are applied to produce the block decomposition, where each block
has the topology of a cube, Fig.1.13(6th&7th steps).
a. Cubes related to 3D frames.
b. Real spherical harmonics corresponding to 3D frames.
Figure 1.14: 3D frames defined by real spherical harmonics. Figures from (Ray et al.,
2016, Fig. 4).
The previous articles represent the frames with three orthogonal vectors.
Such a representation is not convenient for interpolation or smoothing. Other
representations exist and are suitable for those goals. Ray et al. (2016) gen-
erate frame field by using spherical harmonics of fourth order, whose the use
for frames was initially brought by Huang et al. (2011). That use comes from
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the fact that the sum of fourth power of each cartesian component yields the
same symmetries than a frame. That sum results into a polynomial which may
be expressed with the fourth order real spherical harmonics. It is possible to
express that polynomial as a nine-dimensional vector whose components corre-
spond to the linear combination of nine real spherical harmonics. That vector
takes unique value for a given frame. In other words, if a frame has a unique
orientation with respect to the cartesian frame, it corresponds to a unit set of
nine values corresponding to a linear combination of real spherical harmonics.
Besides, the distance between two frames corresponds to the distance between
their nine-dimensional vectors owing to the fact that spherical harmonics are
mutually orthogonal with the L2-norm. Ray et al. (2016) define the orientation
of frames in each vertex of a tetrahedron by means of Euler angles. Based on
Euler angles, they smooth a frame field through their representation with their
nine-dimensional vector.
a. Cartesian frame. b. 3D frame.
Figure 1.15: 3D frames defined with fourth order tensor. Figures from (Chemin et al.,
2018, Fig. 2).
Chemin et al. (2018) describe frame field with a fourth order tensor. They
start with the same polynomial, but they use it to define a unit sphere with
the L4-norm, Fig.1.15. This polynomial may be written as a fourth order
§3 Contributions 21
tensor. They then express that tensor with a basis which consists in a rotation
of the initial cartesian frame. From that general expression, they show that
this tensor is fully symmetric and respects the partial traces. Those algebraic
relationships allow to show that this tensor corresponds to a projector. Owing
to those properties, they prove that this tensor corresponds to the orientation of
a frame. Then, they use the Mandel notation to represent a fourth order tensor
with a six-by-six matrix. The algebraic structure enables the parameterization
of that matrix with nine real parameters. They propose to smooth the values of
those parameters in order to smooth the corresponding frame field. From such
a tensor, they get the corresponding frame by computing the three eigentensors
associated to the eigenvalues which are equal to one. The eigenvectors of the
sum of those eigentensors corresponds to the three orthogonal directions of the
underlined frame.
3 | Contributions
The outline of the present manuscript corresponds to the contributions of the
thesis in regard to the related works. Achieving the related objectives of the
WAVES project is mainly based on three strategies. First, the ability to remesh
a discrete surface represented by a triangulation which is unusable for numerical
simulation. Once it is possible to remesh such a discrete surface, nodes have to
be spawn adequatly such that the combination of new triangles into quadrangles
is optimal. The icing on the cake would be then to produce a full hexahedral
mesh from the surfaces bounding a domain. However, relevant full hexahedral
mesh generation is still a challenge. The extension of crossfield into frame field
is actually ongoing research.
Those contributions have been developed in three papers which consists of
the supported articles. First, remeshing based on triangulation parameteriza-
tion is presented in Chapter 2 Automatic surface mesh generation for discrete
models: a complete and automatic pipeline based on reparameterization, which
is submitted to Journal of Computational Physics. Then, an innovative way
to compute crossfield on two-manifold is derived in Chapter 3 Cross fields on
arbitrary surfaces: a PDE approach based on Ginzburg-Landau theory in revi-
sion with CAD journal, which is a promoted version of Computing cross fields:
a PDE approach based on the Ginzburg-Landau theory published in Procedia
Engineering. Finally, a new parameterization of frames is explored in Chapter
4 Quaternionic octahedral fields: SU(2) parameterization of 3D frames, which
is intended for submission.
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Surface parameterization
The nonnegotiable feature of an automatic process is its robustness. In the case
of surface remeshing, the parameterization has to be one-to-one. Otherwise, it
is inoperable. In the second chapter, it is shown that the discrete parameter-
ization of a triangulation has to have parametric vertices corresponding to a
convex combination of their neighbors, using only geometrical arguments. The
discrete parameterization should be smooth, such that the corresponding metric
tensor is smooth. Harmonics mappings provide the smoothest parameteriza-
tions, but they are not guaranteed to be one-to-one. Mean value coordinates
introduced by Floater (2003) are a compromise of smoothness, one-to-oneness
and linearity. They are derived explicitly with a finite element approach. It is
demonstrated that the corresponding difference scheme does not correspond to
a Laplace operator over a structured triangulation. Boundary conditions are
discussed, particularly about holes within a triangulation. It is proved that
homogeneous Neumann conditions over holes produce convex holes within the
parameter space. Since it is a useless deformation of the parameterization, a
virtual filling of holes is proposed to lower the deformation. A longest edge
bisection of inner edges of triangulations that is performed before parameteri-
zation yields smoother parameterizations. The finite scheme corresponding to
a Lagrange P2 to build piecewise quadratic mean value coordinates is derived.
It is shown that this scheme does not correspond to a relevant discretization of
the mean value theorem. Finally, it is proved there does not exist a Lagrange
P2 version of mean value coordinates. Intricate examples of the given pipeline
are exhibited.
The parameterization has been implemented as a module within the HXT
library. The remeshing process is triggered from Gmsh.
Crossfield computation
Previous works analyze the crossfield quality on basis of the Poincaré-Hopf
theorem. This theorem only links the sum of degrees of singularities to the
Euler characteristic of the surface. It does not provide any information about
the respective degree, nor the mutual distance of singularities. Bethuel et al.
(1994) provide precisely that information in the case of a vector field whose
the behavior satisfies the Ginzburg-Landau equations in the asymptotic case,
with Dirichlet conditions. The analysis of aimed quadrangular meshes about
the disposition and type of their irregular vertices correspond to those of such
vector field singularities. In the third chapter, the relationship between the
index of a singularity and the valence of an irregular vertex is derived. Since a
crossfield may be represented by a vector field, results about Ginzburg-Landau
equations match. Ginzburg-Landau equations are partial differential equations
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corresponding to the Euler-Lagrange equations of the Ginzburg-Landau func-
tional. This functional consists of two terms: the Dirichlet energy and the de-
viation of unit norm of the vector field. The second term is scaled by a penalty
factor which is proportional to the inverse square of the coherence length. This
length is a characteristic of the domain. When the coherence length tends to
zero, the corresponding vector field yields the aimed properties. Those prop-
erties give a minimum number of singularities, and those singularities have all
an index whose the absolute value is one. The mutual distance between two
singularities is maximized. A discrete scheme is derived by using a FEM with
edge shape functions called Crouzeix-Raviart. The discrete scheme is validated
in the case of the disk, by comparing the distribution of computed singularities
with their distance to the center which is derived analytically. The scheme
applied on a sphere gives a surprising result: the singularities of the computed
crossfield correspond to the vertices of an anti-cube, instead of those of a cube.
It is shown that the former configuration maximizes the mutual distance of
singularities. Thanks to the FEM formulation, boundary conditions may be
weakened in the case of sharp geometry. In that latter case, the weak boundary
conditions hold better results. The use of such a crossfield for quadrangular
mesh is demonstrated for both, global parameterization and frontal methods.
The crossfield computation has been completely implemented within the
HXT library, in the Ginzburg module.
Observe that the Ginzburg-Landau approach has also been used by Vier-
tel and Osting (2019). They also make the observation that the design of a
crossfield corresponds to the Ginzburg-Landau theory. Compared to the con-
tributions of this thesis, they give results about the global parameterization.
Their result states that from a Ginzburg-Landau crossfield, it is always possi-
ble to partition the surface with patches which are four sided. Their numeri-
cal method is completely different and does not yield explicitly the coherence
length. It is an implicit diffusion which is repeated. The diffusion lasts a char-
acteristic time, which corresponds to the minimum eigenvalue of the discrete
laplace operator. Pointwise renormalization is applied between each diffusion.
This method is inspired by the one of Merriman et al. (1994), and is called
MBO diffusion.
Frame representation
There exist two ways to represent frames without using combinatorics. These
are the fourth order real spherical harmonics and the fourth order tensors.
In the fourth chapter, a new parameterization of frames is developed based
on the work of Du Val (1964). This parameterization is based on a bijective
mapping between the unit quaternions and the special unitary group SU(2).
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Since quaternions are not familiar for engineers, it is shown how two oppo-
site quaternions correspond to an even rotation. Afterwards, the isomorphism
between quaternions of unit norm and SU(2) is defined, showing that trans-
formations within one space are consistent with the corresponding ones of the
other one. From three finite groups of quaternions, three invariant forms cor-
responding to the octahedral group are derived. With a slight modification
of the isomorphism between the quaternions and SU(2), those three invariant
forms give a parameterization of the frame orientation. It means that all the
rotations and thus quaternions giving the same (oriented) frame, return the
same value of invariant forms. Those three values correspond to three com-
plex valued coordinates of a surface. This surface is defined by an implicit
equation, which is consequently respected by the three invariant forms. From
such a triplet, a way to determine all the quaternions returning those invariant
values is derived. Numerical experiments demonstrate however that the three
values cannot be used as a vector representation of frames. In other words, the
Euclidean distance between two triplets does not correspond to the distance
between the corresponding frames. The behavior of the complex valued triplet
is given in the case of frames sharing a same direction. Two values describe
ellipsis in their respective complex plane, and are linked by a linear relation-









Triangulation remeshing based on
one-to-one parameterization
This chapter is a reproduction of the following paper
Beaufort, P.-A., Geuzaine, C., Remacle, J.-F., submitted, Automatic surface
mesh generation for discrete models – A complete and automatic pipeline
based on reparameterization, Journal of Computational Physics.
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Abstract
Triangulations are an ubiquitous input for the finite element commu-
nity. However, most raw triangulations obtained by imaging techniques
are unsuitable as-is for finite element analysis. In this paper, we give a
robust pipeline for handling those triangulations, based on the computa-
tion of a one-to-one parametrization for automatically selected patches
of input triangles, which makes each patch amenable to remeshing by
standard finite element meshing algorithms. Using only geometrical ar-
guments, we prove that a discrete parametrization of a patch is one-
to-one if (and only if) its image in the parameter space is such that
all parametric triangles have a positive area. We then derive a non-
standard linear discretization scheme based on mean value coordinates
to compute such one-to-one parametrizations, and show that the scheme
does not discretize a Laplacian on a structured mesh. The proposed
pipeline is implemented in the open source mesh generator Gmsh, where
the creation of suitable patches is based on triangulation topology and
parametrization quality, combined with feature edge detection. Several
examples illustrate the robustness of the resulting implementation.
Keywords: Triangulations, Finite Element, Remeshing, Parameter-
ization, Mean Value Coordinates, Gmsh, Feature Edge, Longest Edge
Bisection
1 | Introduction
Engineering designs are often encapsulated in Computer Aided Design (CAD)
systems. This is usually the case in automotive, shipbuilding or aerospace in-
dustries. The finite element method is the proeminent technique for performing
analysis of these designs and this method requires a finite element mesh, i.e.
a subdivision of CAD geometrical entities into a (large) collection of simple
geometrical shapes such as triangles, quadrangles, tetrahedra and hexahedra,
arranged in such a way that if two of them intersect, they do so along a face,
an edge or a node, and never otherwise.
In CAD systems, the geometry of surfaces is described through a parametriza-
tion i.e. a mapping
x : A 7→ R3, (u; v) 7→ x(u; v) (2.1)
where A ⊂ R2 is usually a rectangular region [u0, u1]× [v0, v1]. When finite ele-
ment mesh generation procedures have access to such parametrizations x(u; v)
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of surfaces, it is in general a good idea to generate a planar mesh in the para-
metric domain A and map it in 3D. This way of generating surface meshes is
called indirect (Borouchaki et al. (2000)), and is the predominant method for
generating high-quality finite element surface meshes in a robust manner. This
approach is in particular followed by the open source mesh generator Gmsh
(Geuzaine and Remacle (2009)), which directly interacts with CAD systems to
get parametrizations x(u; v) as well as their derivatives (normals, curvatures...).
The nature of the mappings x(u; v) that are provided by CAD systems is such
that anisotropic planar meshing capabilities are required in order to be able to
generate quality meshes in 3D. Those mappings may be very irregular and even
singular, for example at the two poles of a sphere. Gmsh’s surface planar mesh
generators have been designed in such a way that they can handle very dis-
torted metrics (Remacle and Geuzaine (2019)) while still providing high quality
outputs.
In domains like geophysics or in bio-sciences, however, the geometry of the
models is rarely described through CAD models. Most often, those geometries
are produced through imaging (segmentation, voxelization, ...) whose geomet-
rical output can be reduced to a triangulation. Several authors have proposed
direct approaches (such as Frey (2001); Béchet et al. (2002)) that modify this
raw “geometrical” mesh to produce a “computational” mesh with elements of
controlled shapes and sizes. The aim of this paper is to show that the indi-
rect approach is also possible in this case, in which a (global) parametrization
x(u; v) is not readily available. Starting from a triangulation, our aim is to
build a set of parametrizations that form an atlas of the model, and which can
be used as-is by existing finite element mesh generators.
This paper describes the complete pipeline that allows to build the atlas
of the model together with the parametrizations of all its maps. It aims at
being self-consistent, which makes it quite exhaustive. In §2, some theoreti-
cal background on mappings is presented. Then, §3 develops the concept of
discrete parametrizations. A complete set of proofs based on purely geometri-
cal arguments is given that assert the injectivity of the discrete maps that are
used. The way Gmsh handles the input in order to ease the parametrization
and meshing process is described within §4. We point out the drawback of a
general processing of coarse discrete surfaces in §5, and discuss two ways to
handle such coarse discretizations. Several examples are presented in §6, and
conclusions are drawn in §7.
2 | Mappings
A parametrization x(u; v) as defined in Equation (2.1) is regular if ∂ux and
∂vx exist and are linearly independent:
∂ux× ∂vx 6= 0
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for any (u; v) ∈ A. In other words, x(u; v) is regular if and only if the Jacobian
matrix
J = ∂x
∂(u; v) ∈ R
3×2 (2.2)
associated to x(u; v) has rank 2 ∀(u; v) ∈ A. The nature of the mapping x(u; v)
is fully characterized by the singular value decomposition (SVD) of its Jacobian
(2.2). Its singular values σ1 ≥ σ2 > 0 allow to characterize x:
• x is isometric if and only if σ1 = σ2 = 1,
• x is conformal if and only if σ2
σ1
= 1,
• x is equiareal if and only if σ1σ2 = 1.
Isometric parametrizations preserve essentially everything (lengths, areas
and angles). With such nice properties, generating well shaped triangles in the
planar domain A will lead to a well shaped mesh in 3D. Disappointingly, such
length preserving mappings do not exist for surfaces that are not developable
(Struik, 1961, Chapter 2, §4) i.e. that have non zero Gaussian curvatures.
Conformal mappings conserve angles. If x(u; v) is conformal, isotropy is
preserved and standard isotropic mesh generators can do the surface meshing
job. Again, the odds are against us: although it is possible to build conformal
mappings for most surfaces, it is very difficult to ensure global injectivity of
such mappings, even though conformal mappings are always locally injective.
Thus, ensuring the global one-to-oneness of conformal mappings is still an open
question (see Lévy et al. (2002)).
Equiareal mappings have no interest in mesh generation. Thus, in general,
mesh generators are faced with general parametrizations that do not preserve
anything. This means that anisotropic planar mesh generators are required to
generate well shaped meshes in 3D. Anisotropic mesh generators usually take
as input a Riemannian metric field defined in each (u; v) of A. If the aim is to
produce an isotropic 3D mesh with a mesh size defined by an isotropic mesh
size field h(x(u; v)), the metric tensor that is used by the mesh generator will
be




Let us assume for example that the surface to be meshed is an ellipsoid. Fig. 2.1
shows a 3D surface mesh that is adapted to the maximal curvature of the
surface as well as its counterpart in the parameter plane of the ellipsoid. The
particular ellipsoid of Fig. 2.1 is e = 7 times wider in the x direction than in
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the two other directions y and z. Its parametrization (which is standard to
most CAD systems) is
x(u, v) = e sin u sin v
y(u, v) = sin u cos v
z(u, v) = cosu
where u ∈ [0, π] is the inclination and v ∈ [−π, π[ is the azimuth. The metric




cos2 v(e2 sin2 v + cos2 v) + sin2 u sinu sin v cosu cos v(e2 − 1)
sinu sin v cosu cos v(e2 − 1) sin2 u(e2 cos2 v + sin2 v)
)
(2.3)
The mapping is obviously not regular when u = 0 and when u = π. This
is surprisingly not so much of a problem for mesh generators. Remacle and
Geuzaine (2019) propose a way to slightly modify meshing procedures in order
to deal with singular mappings such as the one of the ellipsoid. The metric
field (2.3) is anisotropic (see Fig. 2.1e) and non-uniform. Yet it is smooth and
smoothness of mappings is the most important feature of x(u; v) in order to
allow mesh generators to do a good job. When generating a mesh in an indirect
fashion, a planar mesh, possibly anisotropic, is generated in the parameter plane
A. Then, one may think that this planar mesh is mapped in 3D through x(u; v),
which is not true: only corners of the triangles are mapped in 3D and those
corners are connected together with 3D straight lines that are not the actual
mapping of 2D straight lines. In the best case scenario, any 2D straight line
connecting points (ua; va) and (ub; vb) corresponds the geodesic between those
two points. When the metric M is locally constant, geodesics are straight lines
and the indirect meshing approach gives good results. When the metric varies
rapidly along one given edge, then indirect meshing becomes difficult. In CAD
systems, parametrizations are always smooth and indirect mesh generation is
always possible.
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a. Mesh in the parameter plane A. b. Mesh in R3.




Figure 2.1: The case of an ellipsoid. Fig. a shows the mesh of the ellipsoid in the
parameter space while Fig. b shows the same mesh in the 3D space. Fig. c and d
show the largest and smallest singular values σ1 and σ2 of the jacobian J . Fig. e
shows the non conformity parameter σ2/σ1.
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3 | Discrete Parametrizations
In Section §2, we have shown that having a smooth parametrization was the
condition to allow indirect surface meshing. CAD systems provide smooth
parametrizations but CAD models are not the only geometrical representations
that are available in engineering analysis. In many domains of engineering
interest, geometries of models are described by triangulations. We call such
models discrete models.
Assume a triangulation T with #p nodes (vertices), #e edges and #t tri-
angles which are correctly oriented to each others. Finding a parametrization
of T consists in assigning to every vertex pi of the triangulation a pair of coor-
dinates (ui; vi). If every triangle (pi, pj , pk), with p• ∈ R31 of the triangulation
has a positive area in the (u; v) plane, then the parametrization is injective.
A parametrization of T onto a subset of A ⊂ R2 exists if the triangulation
corresponds to the one of a planar mesh. Assume that triangulation T is simply
connected with #b boundaries, #h vertices on those boundaries and whose the
genus is g. Then the surface is parameterizable if and only if
#t = 2(#p− 1) + 2(#b− 1)−#h+ 4g
In what follows, we present some existing material that is detailed in numer-
ous publications such as Floater and Hormann (2005); Tutte (1963); Remacle
et al. (2010). The main interest of this section is that we take here the point
of view of the numerical geometer. The main result about the one-to-oneness
of mappings is proven without using one single theorem of analysis such as
maximum principles of Radó-Kneser-Choquet theorem (see (Dirac, 1953)).
Consider an internal vertex i of T and J(i) the set of indices whose the
corresponding nodes are connected to the node i (in other words, edge (i, j)
exists ∀j ∈ J(i)). The value of the parametric coordinates (ui, vi) at vertex
i will be computed as a weighted average of the coordinates (uj , vj) of its
neighboring vertices:∑
j∈J(i)
λij(ui − uj) = 0 ,
∑
j∈J(i)
λij(vi − vj) = 0 (2.4)
where λij are coefficients. This scheme is a called a difference scheme that
involves only differences (ui − uj), with j ∈ J(i). If every λij is positive,
values of ui and vi are convex combinations of their surrounding values. In
a geometrical point of view, it actually means that point (ui, vi) lies in the
convex hull Hi of its neighboring vertices.
1In what follows, a triangle is denoted by the indices of its nodes, i.e. (i, j, k) instead of
(pi, pj , pk).













b. Stencil around vertex j with i′.
Figure 2.2: Sketch of proof for monotonicity.
With that assumption, it is easy to prove that the mapping provided by
any positive scheme of the type (2.4) is one-to-one. Let us consider a triangle
(i, j, k) in the parameter plane (u; v), Fig.2.2. If edge (j, k) belongs to Hi, that
triangle (i, j, k) is obviously positive.
On the other hand, if (j, k) is inside Hi, as it is the case in Fig. 2.2a, then
(j, k) does not belong to Hi and moving i to i′ creates an inverted triangle
(i′, j, k) while keeping Hi = Hi′ . In this case, i′ is inside Hi while triangle
(i′, j, k) is inverted. It is easy to see that moving i to i′ implies that j would
be outside Hj which is in contradiction with the hypothesis that each vertex
is inside its convex hull, Fig.2.2b. Vertex j being inside Hi implies that α > π.
The sum of the four angles of a quadrangle is 2π. This implies that β < π
which implies that edge (i, k) belongs to Hj . So, moving i to i′ puts j outside
Hj .
Now see what happens on the outer boundary ∂A of the (u; v) domain
A. There, points have no neighboring hull. Yet, assuming that ∂A is convex,
then all vertices of ∂A that are connected to internal vertices belong to the
convex hull of those latter internal vertices. Besides, no internal vertex cannot
be situated outside A. It means that all triangles having (at least) one edge
belonging to ∂A are positive. This last part of the proof has some similarities
with the one of Floater (2003).
This means that a positive scheme applied to a convex domain implies that
the discrete parametrization is one-to-one. In our case, we will always choose
∂A as the unit circle.
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Now, the right choice of the λij is of outmost importance for ensuring a
good parametrization. Our use of parametrization is meshing. The first and
non negotiable property of the discrete parametrization is one-to-oneness. We
thus choose a positive scheme and a (u; v) domain that is a unit circle. The
second priority is smoothness, we will develop that aspect below. The icing
on the cake would be conformity (i.e. angle preservation) but, as noted in §2,
Gmsh’s mesh generators are comfortable with anisotropic mappings and we will
not put any effort on that aspect of the game (our aim is not texture mapping
like in computer graphics, so we are OK to map squares on circles).
3.1 Parametrization smoothness
We look here for a smooth function x(u, v) i.e. a continuous function whose
derivatives are smooth as well because we want σ1 and σ2 to be smooth and
σ1 and σ2 are by-products of the metric i.e. a tensor computed using the
first derivatives of x(u, v). Tutte’s barycentric mapping (see Tutte (1963))
consists in choosing λij = 1. This choice leads to very irregular mappings that
are useless for mesh generation purposes. The idea that has been advocated
by many authors (e.g. Lévy et al. (2002); Marchandise et al. (2011)) is to
solve a partial differential equation whose solutions are inherently smooth. For
example, the solution of Laplace equations on domains with smooth boundaries
and with smooth boundary conditions are C∞ and it is indeed a good idea to
choose the λij in such a way the difference operator (2.4) is a discrete version
of the Laplace operator.
3.2 Laplace smoothing using P1 finite elements
The standard P 1 finite element formulation of the Laplace problem is well
known for more than a half of a century. In the early days, some authors











For sake of completeness, the so called “cotangent formula” (2.5) is fully derived






which could lead to scheme that is not provably injective; (Floater, 1998, §5)
gives a simple example where the Laplacian smoothing fails to provide an in-
jective mapping. This is the very old result that states that the maximum
principle satisfied by solutions of Laplace equations is only guaranteed a priori
by finite elements computed on acute triangulations, i.e. triangulations with-
out obtuse angles. Acute triangulations are a sufficient condition for injectivity.









Figure 2.3: Definitions of θk and θl for the difference scheme corresponding to the
linear Galerkin approach.
Yet it is not necessary and it is indeed complicated to find examples where finite
elements fail to provide one-to-one parametrizations. Disappointingly, in the
world of mesh generation, limit cases that happen once in a thousand have to be
avoided. So, we will not use the finite element version of Laplacian smoothing
for parametrizing our surfaces.





















b. Definitions of θk and θl.
Figure 2.4: Derivation of the difference scheme corresponding to the mean value
coordinates.
A continuous function f is a solution of Laplace equation ∇2f = 0 on an
open set A ⊂ R2 if and only if, for every x ∈ A, f(x) is equal to the average
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This principle states that the extrema of the mapping are located on the bound-
ary of the domain, and that there is not local extremum inside the domain.
(Floater, 2003) proposes a way to compute λij that actually mimics property
(2.6): this scheme is called mean value coordinates. In this paper, we re-derive
Floater’s λij corresponding to mean value coordinates using a finite element
point of view. According to (2.6), the value fi is the average of values f(x) along
a circle C(i; r) of radius r centered on i (see Fig. 2.4). A linear interpolation
f(x; y) =
∑
j fjφj(x; y) is assumed over each triangle Tijk. We are going to





fiφi + fjφj + fkφk ds
where θk is the angle between edges [ij] and [ik], and
>
ab is the circle arc of























φj ds︸ ︷︷ ︸
λij




φk ds︸ ︷︷ ︸
λik
(fi − fk) = 0
over Tijk.




where y is the vertical coordinate relative to edge [ik] and yj is the y-coordinate
of node j. We compute the integral of y over >ab from the contour C composed
of >ab, [bi] and [ia] ∫
C
y ds







n̂ · ey ds
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∇ · ey dx dy = 0
where R(L) is the region surrounded by L (gray area, Fig. 2.4a). The integral
along the circle arc >ab is then equal to the opposite of integrals along edges [bi]
and [ia] of triangles Tijk∫
>
ab















= −(−r + r cos(θk))
= r(cos(θk)− 1)
Since yj = lij sin(θk), with lik the length of edge [ij]∫
>
ab







Choosing a radius r small enough (i.e. smaller than the smallest edge within
the triangulation) allows to simplify the finite scheme (2.5) by r2, which means
that the scheme does not depend on the circle of integration. The coefficient














We notice that λij > 0, ∀θ• ∈ (0;π). The difference scheme (2.4) with
(2.7) builds linear injective mappings. This monotone scheme is not symmetric,
except on equilateral triangulations.
At that point, one can raise the question of the actual accuracy of the MVC
scheme for discretizing Laplace equation, which is our guarantee of smoothness.
A convergence experiment2 has been performed on a square [0; 1]×[0; 1] on var-
ious meshes (Fig. 2.5) using the standard technique of manufactured solutions.
We choose f(x; y) = sin(2πx) cosh(2πy) whose laplacian ∇2f is zero.
Fig. 2.6 shows that MVC scheme does not exhibit the usual FEM conver-
gence. The absence of symmetry of the MVC scheme implies that only O(h)
convergence is observed for the L2 norm. Yet, the MVC scheme seems to con-
verge on all meshes except the structured one. This behavior is due to the fact
that the MVC scheme does not correspond to a Laplacian over a structured
triangulation, Appendix A.B.
2The experiment has been performed with the Gmsh API, given in supplementary ma-
terial.
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a. Structured. b. Delaunay. c. Frontal.
Figure 2.5: Types of meshes on a square.
a. L2 norm. b. H1 seminorm.
Figure 2.6: h-convergence of discrete schemes (2.4) with (2.5) VS (2.7) on mesh types
of Fig. 2.5.
3.4 Boundary conditions
We consider 3D surfaces that are topologically equivalent to a disk with #b−1




(u; v) ∈ <2 : u2 + v2 < 1
}
.
The setup is described in Fig. 2.7. Dirichlet boundary conditions are applied
on x(∂A) that actually ensure that the u, v coordinates on x(∂A) correspond
to the unit circle
δA =
{
(u; v) ∈ <2 : u2 + v2 = 1
}
.
We should now decide on what boundary conditions to apply on the other
boundaries δBi. The issue here is that we do not know a priori their position in







Figure 2.7: A 3D domain that is topologically equivalent to a disk with 3 internal
boundaries and its parametric domain A.
the parameter plane. We could decide their position and insert #b−1 small cir-
cles inside A. Yet, this would lead to a parametrization that is quite distorted.
Another option is to apply the smoother as is to every internal points, includ-
ing the ones on the internal boundaries. This indeed corresponds to imposing
homogeneous Neumann boundary conditions on every internal boundary. It is
indeed easy to prove that this choice still leads to a one-to-one parametrization.
One first thing to note is that if every ∂Bi is convex and if we use a convex
combination map like (2.7), then the mapping is one-to-one.
Assume that points p1, p2, . . . , pk form a closed loop in the parameter plane
and that every point lies in the convex hull of its neighbors, such as Fig. 2.8.
Then, polygon (p1, p2, . . . , pk) is convex. Indeed, if every three consecutive
points i, j, k of such a loop form an angle αj that is greater or equal to π,
then the edges (i; j) and (j; k) lay in the convex hull Hj . If it is true for every
point of the loop corresponding to the hole, then its loop in the parameter
plane is convex. From §3, we know that a positive scheme produce a one-to-
one parametrization. Hence, if no condition are imposed on the holes - which
corresponds to Neumann condition within FEM formulation - the parametric
representation of those holes correspond to convex loop, whatever the initial
shape of holes (i.e. even if they were concave).
Fig. 2.9a shows a concave domain with a concave hole that is mapped using
(2.7) and where homogeneous Neuman boundary conditions were applied to the
internal boundary. In this case, ∂nu = ∂nv = 0 on the internal boundary and






Figure 2.8: Three consecutive points belonging to a loop describing an hole (hatched
area) in A.
the parametrization is close to be singular because the two tangent vectors are
nearly parallel: both of them are weakly orthogonal to the boundary (see Fig.
2.9a)!
Another option consists of filling the holes, which leads to better results in
practice (see Fig. 2.9b).
A heuristic to fill holes is to link each vertex lying on the hole to a pseudo
center c of the hole. This pseudo center corresponds to the center of the circle
associated to the hole, Fig. 2.10. The hole is approximated by a circle whose
circumference 2πr corresponds to the perimeter of the hole
∑
j lj . The vertices
defining the hole are then assumed to lie on such a circle. New triangles are
then defined, by connecting those vertices to the pseudo center of the hole. The
angle αj defined by ∠vicvi+1 is assumed to be equal to ljr . Since the triangles
filling the hole are assumed to share c, they are isosceles. All those assumptions
enable to average the parametric coordinates of vertices lying on the hole, such
that there was no hole. The triangles filling the hole are not explicitly built.
The heuristic performs well, even if the hole is concave and badly shaped,
Fig. 2.9b. The improvement compared to the homogeneous Neumann condition
is obvious, Fig. 2.9a. Actually, some parametric triangles of Fig. 2.9a are too
tight for meshing purposes.
The drawback of filling holes is that it increases the connectivity of the linear
system enabling the computation of the underlined parametrization. Indeed,
the pseudo centers correspond to extra unknowns which are related to the
corresponding unknowns along each hole. Hence, the corresponding rows within
the matrix representing the linear system may have a lot of nonzero. The
corresponding linear system may become difficult to solve due to those latter
rows. In order to conserve a quick process of parameterization, a threshold
of the potential connectivity is set: if there are too many vertices on a hole,
homogeneous Neumann boundary conditions are set. Otherwise, this hole is
filled with the pseudo center.
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a. Homogeneous Neumann.
b. Filling hole.
Figure 2.9: Demonstration of filling a concave hole with the circle assumption. Top:
parametrization over the (discrete) geometry (u: red isolines, v: blue isolines). Bot-
tom: triangles within the computed parametric space.
















Figure 2.10: Exampled filling hole (hatched area).
4 | Gmsh’s Pipeline for Discrete Surface Meshing
The specifications of Gmsh’s algorithm for the generation of meshes on discrete
surfaces are the following
• A conforming “watertight” geometrical triangulation is given as input.
• A mesh with user specified mesh size parameters is given as output by
Gmsh where all mesh vertices lie exactly on the input triangulation.
In Gmsh’s new pipeline, the problem of surface meshing is divided in two
stages: (i) a pre-processing stage and (ii) a mesh generation stage. In order
to explain the usefulness of the two stages of the pipeline, a relatively simple
example will serve as a common theme to illustrate the various treatements
that have to be undergone by a rough geometric triangulation to become a
high quality finite element mesh.
Fig. 2.11 shows the geometric triangulation of a “Batman” object that is
connected to a sort ot torus.
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Figure 2.11: The Batman geometry.
In Gmsh’s pipeling, a rough geometrical triangulation is taken as input. A
triangulation like the one of Fig. 2.11 cannot be processed as is for a number
of reasons.
4.1 Detecting feature edges
The geometrical triangulation of Fig. 2.11 is composed of a list of triangles.
The first part of our pre-processing is to detect feature edges of the geometry
that should be present in the final mesh. We use here a simple angle criterion
(typically, user-defined) to detect feature edges. After detecting feature edges,
a first version of the final atlas is created. Fig. 2.12 shows the Batman geome-
try where feature edges have been created for all edges that have two adjacent
triangles with normals separated by an angle of more than 40 degrees. A first
version of the final topology of the domain is created with model faces that are
bounded by the feature edges. After the computation of feature edges, curva-
ture tensors are computed at every vertex of every surface using the method
of Rusinkiewicz (2004).
4.2 Creating the atlas
At that point, we are not yet ready to compute the atlas of the model i.e. the
final boundary representation of our model together with the parametrization
of all its model surfaces. As explained in §3 every model surface of the atlas
should have the right topology. In this following step, we ensure that every
map of the atlas has this right topology. When a surface has a larger genus,
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Figure 2.12: Top left Fig. shows the final model with feature edges detection (thresh-
old angle of 40 degrees). Bottom left Fig. shows a uniform mesh on that model. Right
Fig. show the final model and mesh without feature edges detection. The domain has
been split automatically in such a way that every model face has the right topology.
it is split in two parts using METIS (see Karypis and Kumar (2009)), a graph
partitioning software. This operation is applied up to the point when every
surface is parametrizable.
It is also known that surfaces with large aspect ratios may lead to parametriza-
tions that have non distinguishable coordinates. When the parametrization is
computed, we also ensure that parametric triangles are not too small i.e that
their area is not close to machine precision (see Marchandise et al. (2011)). If
it is the case, the surface is split in two.
For large models, we also split surfaces that contain a too large number
of triangles (typically 100,000). Computing mean value coordinates require to
solve a non symmetrical system of equations and one of the design goals of the
parametrization process is to be fast.
Fig. 2.12 (top right) shows the decomposition that has been done on the
Batman model without pre-computing feature edges.
4.2.1 The final BREP
At that point, the input triangulation has been transformed into a proper
boundary representation that has a valid topology and for which each face has
been parametrized. All those topological and geometrical informations are now
saved in the version 4 of the output mesh format of Gmsh. This “extended”
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mesh file can be used as input to Gmsh’s surface mesh generators. Fig. 2.12
(bottom images) show meshes for both models generated using feature edges
and automatic splitting.
5 | Improving Parametrization on Coarse Discrete Sur-
faces
The methodology that has been presented before is general and applies to tri-
angulated surfaces of arbitrary complexity. Yet, geometrical triangulations of
CAD surfaces may not be sufficiently dense to allow a smooth parametrization.
For example, a good geometrical triangulation of a cylinder may not contain
internal vertices as depicted on Fig. 2.13. We have computed the parametriza-
tion of this cylinder using mean value coordinates and the result is presented in
Fig. 2.13a. Even if this parametrization is said “moderately noised”, it cannot
be used for mesh generation purposes. Fig. 2.13b and 2.13c show conformity
indicator σ2σ1 both on the real and parameter space of the cylinder.
From this observation, a numerical analyst would suggest two ways to im-
prove the computation: refining the solution (i.e. the input mesh), or increasing
the order of the approximation (i.e. second order).
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Figure 2.13: Parametrization on coarse stl triangulations: a cylinder.
5.1 Refinement by longest edge bisection
We refine the geometrical triangulation without changing its geometry i.e. only
using edge splits. We use here a variant of the well known longest edge bisection
process developed by (Rivara, 1997): edges to be split are tagged and the
longest edge of the list is split, then the second longest edge is split and the
process continues until the shortest edge of the list is split. We repeat the
process several times up to the point all inner edges respect a length threshold.
Fig. 2.14a shows the new geometrical mesh of the cylinder.
In order to illustrate the effect of this refinement on the parametrization,
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Figure 2.14: Parametrization on refined stl triangulations: the cylinder (5 iterations).
we have pre-computed a “good mesh” of the cylinder in the 3D space (see Fig.
2.15a). This good mesh has been inverse-mapped onto the parameter spaces
of the non refined cylinder and on the refined cylinder. While doing that, we
can see the meshes that should have been created by Gmsh’s surface meshers
in both parameter planes to obtain the same “good mesh”. Fig. 2.15b shows
the mesh in the parameter plane of the non refined geometrical cylinder: it
contains series of elongated triangles followed by isotropic ones, illustrating the
too great variability of the conformity parameter. In Fig. 2.15c, the mesh is
anisotropic but element shapes are locally uniform and any good anisotropic
mesher is able to generate that kind of mesh.
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a. Good mesh on cylinder.
b. Mapping within the parametric space, without preprocessing (cf. Fig. 2.13c).
c. Mapping within the parametric space, with preprocessing (cf. Fig. 2.14c).
Figure 2.15: Effect on mapping a good mesh on a parametrization with (b) and
without (c) edge refinement preprocessing.
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5.2 Second order approximation






fiφi + fjφj + fkφk + fijφij + fjkφjk + fikφik ds
where φ• are the Lagrange P2 finite element shape functions, which are defined
with the barycentric coordinates (vi, vj , vk) (Ern and Guermond, 2013, Chapter
1,§1.2.4) {
φa = va(2va − 1), a ∈ {i, j, k}
φab = 4vavb, a, b ∈ {i, j, k} : a 6= b
Assigning coordinates relative to vi, Fig. 2.16
vi = (0; 0)
vj = (lij cos(θk); lij sin(θk))
vk = (lik; 0)





































φj ds︸ ︷︷ ︸
λij











φij ds︸ ︷︷ ︸
λi(ij)




φjk ds︸ ︷︷ ︸
λi(jk)




φik ds︸ ︷︷ ︸
λi(ik)
(fi − fik) = 0







((lij − r) cos(θk) sin(θk) + rθk − lij sin(θk)) (2.8)
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We should derive the other coefficients λP2• , but something is wrong with
(2.8). We cannot get rid of r within the expression. It means that the coeffi-
cients give the average for a certain circle of radius r. Yet, it has to be for any
















Figure 2.16: Sketch for quadratic approximation of λP
2
ij .
a. Kuratowski graph of
type I.
b. Graph depicting La-
grange P2 dof’s on a tri-
angle.
c. Kururatowski subgraph
of Lagrange P2 dof’s on a
triangle.
Figure 2.17: Graph corresponding to Lagrange P2 dof’s on a triangle has no planar
representation.
Actually, graph theory states such a result. Lagrange P2 degrees of freedom
on a triangle may be depicted by a 3-connected graph, Fig. 2.17b. Tutte (Tutte,
1963, §4) claims that any graph having a Kuratowski subgraph is nonplanar.
Fig. 2.17a corresponds to a Kuratowski graph. A graph is planar if it can be
drawn on a plane, in such a way that its edges intersect only on vertices of
the graph. It means that each vertex of the graph may correspond to a convex
combination of its neighbors, which we aim. However, Fig. 2.17b has such
a Kuratowski subgraph, Fig. 2.17c. The graph of Fig. 2.17b has no planar
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representation. Hence, it means it is not possible to write Lagrange P2 scheme
which is monotone.
6 | Examples
In this section, several complex examples are presented that show the level of
robustness that has been attained by our methodology. The examples that
have been chosen in order to challenge our algorithm and push it to the limit.
Figure 2.18: Complex scanned mechanical part. The initial triangulation (left) that
contains 797, 666 triangles has been split into 194 surfaces that are parametrizable.
The mesh on the right that contains 1, 762, 388 triangles and has been adapted to
the curvature of the original discrete surface. It has been generated by Gmsh in 640
seconds, including IO’s.
Figure 2.19: X-ray tomography image of a silicon carbide foam (from P. Duru, F.
Muller and L. Selle, IMFT, ERC Advanced Grant SCIROCCO). The initial triangu-
lation (left) that contains 1, 288, 116 triangles has been split into 1, 802 surfaces that
are parametrizable. The mesh on the right contains 4, 922, 322 triangles and has been
adapted to the curvature of the original discrete surface. It has been generated by
Gmsh in 1, 187 seconds, including IO’s.
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Figure 2.20: CT scan of an artery. The initial triangulation (left) that contains 63, 468
triangles has been split into 101 surfaces that are parametrizable. Most of the cuts
were done because of the large aspect ratio of the tubular domains. The uniform
mesh on the right that contains 170, 692 triangles has been generated by Gmsh in 22
seconds, including IO’s.
Figure 2.21: Remeshing of a skull. The initial triangulation (left) that contains
142, 742 triangles has been split into 715 surfaces that are parametrizable. The mesh
on the right is adapted to the surface curvature and contains 323, 988 triangles and
has been generated by Gmsh in 58 seconds, including IO’s.
7 | Conclusion
This paper has demonstrated the Gmsh’s ability to remesh robustly poor qual-
ity triangulations, for the purpose to run finite element analysis. Gmsh’s
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pipeline essentially relies on the one-to-oneness of parametrization, where con-
formity is not mandatory since a mesher has to deal with anisotropic meshes.
We have shown that such a discrete parametrization is possible only if the
corresponding mapping orients all parametric triangles in the same way.
Based on the mean value theorem and assuming a linear approximation,
we have derived the well-known mean value coordinates. We performed a
convergence test of the corresponding scheme: it does not discretize properly a
Laplacian on a structured mesh; otherwise, it has the expected convergence for
a scheme that is not symmetric. We have proved that if homogeneous Neumann
conditions are set along the boundary of holes (within a triangulation), the
mean value coordinates give parametric holes whose boundary is convex. Since
it unnecessarily deforms the parametrization, we gave an heuristic that fills the
holes as they were circular in order to produce better parametrizations.
With one simple but graphic example, we shown the effect of feature edge
detection on the atlas creation. We have discussed how to improve the pa-
rameterization of a coarse triangulation: the only way is to perform a longest
edge bisection before parametrization. We have shown there is no Lagrange P2
version of the mean value coordinates. Finally, several difficult examples were
exhibited as a demonstration of the robustness of Gmsh’s pipeline.
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Abstract
This paper proposes a method to compute crossfields based on the
Ginzburg-Landau theory in Magnetism. According to this theory, the
magnetic moment distribution in a ferromagnetic material can be re-
garded as a vector field with fixed norm, i.e., a directional field. The
energy is the integral over the sample of the squared norm of the distri-
bution gradient, and the sought distribution is a minimizer of this energy
under the fixed norm constraint. The Ginzburg-Landau functional, which
describes mathematically this situation, has two terms: the Dirichlet en-
ergy of the distribution and a term penalizing the mismatch between
the fixed and actual norm of the distribution. Directional fields on sur-
faces are known to have a number of critical points, which are properly
identified with the Ginzburg-Landau approach: the asymptotic behav-
ior of Ginzburg-Landau problem provides well-distributed critical points
over the 2-manifold, whose indices are as low as possible. The central
idea in this paper is to exploit this theoretical background for crossfield
computation on arbitrary surfaces. Such crossfields are instrumental in
the generation of meshes with quadrangular elements. The relation be-
tween the topological properties of quadrangular meshes and crossfields
are hence first recalled. It is then shown that a crossfield on a surface
can be represented by a complex function of unit norm with a number
of critical points, i.e., a nearly everywhere smooth function taking its
values in the unit circle of the complex plane. As maximal smoothness
of the crossfield is equivalent with minimal energy, the crossfield prob-
lem is equivalent to an optimization problem based on Ginzburg-Landau
functional. A discretization scheme with Crouzeix-Raviart elements is
applied and the correctness of the resulting finite element formulation is
validated on the unit disk by comparison with an analytical solution. The
method is also applied to the 2-sphere where, surprisingly but rightly, the
computed critical points are not located at the vertices of a cube, but at
those of an anticube.
Keywords: Ginzburg-Landau theory, Crossfields, Poincaré-Hopf, crit-
ical points (singularities), Crouzeix-Raviart, Asterisk Fields
1 | Introduction
The Finite element method (FEM) provides a powerful and versatile framework
for numerical simulation, which however heavily relies on mesh generation, the
decomposition of a geometrical region into simple shaped finite elements. In
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two-dimensional geometries, two kinds of elements exist: triangles and quad-
rangles. Quadrangular meshes are deemed better than triangular ones because
(i) there are half as many quadrangles than triangles for the same number of
vertices; (ii) it is possible to define tensorial operations on quadrangles; and
(iii) quadrangular meshes ease the tracking of preferred directions in mesh
refinement.
However, the generation of quadrangular meshes remains a challenging task,
for which many strategies have been explored. Some of them, based on surface
parameterization, are suitable for the generation of structured quadrangular
meshes, close to regular (square) grids. A crossfield may be used to determine
the appropriate parameterization, either on a patch (Bommes et al., 2009) or
globally (Kälberer et al., 2007). A crossfield can also be used for partitioning
the surface into a set of curvilinear quadrangular regions (a polyquad), then
trivially quadrangulable (Kowalski et al., 2013). The parameterization can
also be deduced from a singularity graph (Cohen and Desbrun, 2006). In this
paper, the primary concern is however to use crossfields as part of another
meshing strategy: a frontal approach firstly proposed by (Lee and Lo, 1994)
that consists in recombining triangles into quadrangles. This can be done
efficiently (Remacle et al., 2012) but the quality of the quadrangles strongly
depends on the node location. A heuristic to obtain well distributed nodes is to
spawn them following consistent directions, such as those suggested by a smooth
crossfield. Such a frontal approach allows building unstructured quadrangular
meshes with varying element size. Other advantages of quadrilateral meshes
exist for specific finite element models: for examples, triangular plate bending
elements are stiffer than quadrilateral ones with the same number of vertices
Although there exist various ways to represent discrete crossfields (Vaxman
et al., 2016, §5), their computation generally relies on some smoothing process,
possibly under constraints. For an angle-based representation, a crossfield is
pictured as four orthogonal or opposite vectors. From this representation, it is
possible to formulate the quadrangulation as a mixed-integer problem (Bommes
et al., 2009). More advanced mathematical notions such as holonomy (Lai et al.,
2009) may be used as well to design crossfields. This approach requires to build
a metric on the 2-manifold.
In this paper, the so-called Cartesian (complex) representation (Palacios
and Zhang, 2007) is adopted. This representation naturally takes the symme-
tries of the cross into account, and the crossfield is identified with a complex-
valued function. Complex analysis gives then a large and useful background,
especially about the theoretical analysis of critical points. The second term
of the Ginzburg-Landau functional is controlled by a parameter depending on
the local mesh size. When this parameter is small enough, the minimization
of the functional results in a smooth crossfield whose critical points are op-
timally located and whose critical points have indices with minimal absolute
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values, according to the theory. The previous approach closest to ours is that
in (Kowalski et al., 2013). It has only the energy term, but the vector field
is constrained to have a norm close to the unity. Critical points are identi-
fied in this approach by computing an argument (angle) from the vector field,
whereas we only need to compute the vector field norm, critical points being
in our approach points where the crossfield norm locally vanishes.
Our main contribution is to express the crossfield problem with Ginzburg-
Landau equations. Those equations rely on an interesting mathematical and
physical backgrounds. In order to grasp the great understanding that Ginzburg-
Landau functional provides to the crossfield problem, we first recall the topo-
logical constraints of full quadrangular (and triangular) mesh in section 2 and
the link with cross (and asterisk, respectively) field in section 3. In section 4, we
develop the intuition of using the Ginzburg-Landau functional for the crossfield
problem and we give the related Ginzburg-Landau theory. We derive in section
5 a simple FEM scheme from the Ginzburg-Landau equations. Our numerical
scheme is validated on the unit disk in regards with Ginzburg-Landau theory,
section 6. On the 2-sphere section 7 we get a surprising but correct result. In
section 8, the Ginzburg-Landau equations are modified to get better results
on NACA profiles. Finally, we apply our simple finite scheme on the torus in
section 9.
2 | Topology of Triangular and Quadrilateral Meshes
Assume an orientable surface S embedded in R3. Let g be the number of
handles of the surface. The topological characteristic g, which is also called the
genus of the surface, is the maximum number of cuttings along non-intersecting
closed curves that won’t make the surface disconnected. Let also b be the
number of connected components of the boundary ∂S of the surface. The
Euler characteristic of S is then the integer
χ = 2− 2g − b.
One has χ = 2 for a sphere, whereas χ = 1 for a disk (b = 1), and χ = 0 for a
torus (g = 1) or a cylinder (b = 2).
Consider now a mesh on S with n nodes (also called vertices), ne edges and
nf facets. The Euler formula
χ = n− ne + nf (3.1)
provides a general relationship betweeen the numbers of nodes, edges and facets
in the mesh (details in Eppstein (2009)). If nb nodes (and hence nb edges) are
on the boundary ∂S, and if the number of edges (or nodes) per facet is noted
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nevf (nevf = 3 for triangulations and nevf = 4 for quadrangulations, meshes
mixing triangles with quadrangles being excluded), the following identity holds :
all facets have nevf edges, ne−nb edges have two adjacent facets and nb edges
have one adjacent facet. Hence the relationship
nevfnf = 2(ne − nb) + nb. (3.2)
Elimination of ne between (3.2) and (3.1) yields
2n− nb + (2− nevf )nf = 2χ, (3.3)
which is true for any triangulation or quadrangulation.
A regular mesh has only regular vertices. An internal vertex is regular if it
has exactly 6 adjacent triangles or 4 adjacent quadrangles, whereas a boundary
vertex is regular if it has exactly 3 adjacent triangles or 2 adjacent quadrangles.
One has then
6(n− nb) + 3nb = 3nf ⇒ nf = 2n− nb (3.4)
and
4(n− nb) + 2nb = 4nf ⇒ nf = n−
nb
2 (3.5)
respectively for a regular triangulation and a regular quadrangulation, from a
topological point of view. Substitution of (3.4) and (3.5) into (3.3) shows that
only surfaces with a zero Euler characteristic can be paved with a regular mesh.
If χ 6= 0, irregular vertices will necessarily be present in the mesh.
The number and the index of the irregular vertices is tightly linked to the
Euler characteristic χ, which is a topological invariant of the surface. We call
valence of a vertex the number of facets adjacent to the vertex in the mesh. In
a regular mesh, all vertices have the same valence vreg. In a non regular mesh,
on the other hand, a number of irregular vertices have a valence v 6= vreg, and
one notes the integer k = vreg − v the valence mismatch of a vertex.
Assume a quadrangulation with nk irregular internal vertices of valence
v = 4 − k, and nbk irregular boundary vertices of valence 2 − k, k given. All
other vertices are regular. There are then n− nb − nk regular internal vertices
of valence 4, and nb − nbk regular boundary vertices of valence 2, so that one
can write
4nf = 4(n− nb − nk) + 2(nb − nbk) + (4− k)nk + (2− k)nbk, (3.6)
and the substraction of (3.3) with nevf = 4 yields
χ = k4 (nk + nbk),
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Figure 3.1: A quadrilateral mesh of a circle. Four irregular vertices of index 1/4 (in
red) are required to obtain such a mesh. The irregular vertices may be inside the disk
(left) or on its boundary (right)
Figure 3.2: Different quadrangulations of a L-shaped domain. Irregular vertices of
index 1/4 are displayed in red, whereas ones of index −1/4 are displayed in blue. The
sum of the indices of the irregular vertices is equal to χ = 1 in all cases.
showing that, in a quadrangulation, each irregular vertex counts for index(xi) =
k/4 in the Euler characteristic, a quantity called the indice of the irregular
vertex xi.
Summing up now on different possible values for k, one can establish that









Consider, for instance, the quadrangulation of a disk, which is a surface
with χ = 1. A minimum of n1 = 4 irregular vertices of index 1/4 must be
present. They can be located either on the boundary (vertices of valence 1) or
inside the disk (vertices of valence 3), Fig. 3.1.
Fig. 3.2 shows three different quadangulations of a L-shaped domain (χ =
1). Regular boundary nodes should all have a valence of 2. The mesh on the







Figure 3.3: Differential function dθf .
left has 6 irregular vertices located at the corners of the domain : five with
index 1/4, and one with index −1/4. The central mesh, on the other hand,
has the minimum amount of irregular vertices, i.e. four ones of index 1/4.
The right mesh generated by recombination of a standard Delaunay triangular
mesh (see Remacle et al. (2012)) has twelve vertices of index 1/4, and eight
vertices of index −1/4, both on the boundary and inside the domain. Quality
meshes should have as few irregular vertices as possible. In what follows, a
general approach allowing to compute the position of such irregular vertices
before meshing the surface is presented.
3 | Why Crossfields?
Crossfields are auxiliary in the generation of quadrangular meshes. We shall
show that nonregular vertices defined in the previous section are precisely the
critical points of a crossfield, and that these critical points of the crossfield can
also be related to the Euler characteristic of the meshed surface. This result
represents an important theoretical limit on the regularity of quadrangular
meshes.
3.1 Continuity
A crossfield f is a field defined on a surface S with values in the quotient
space S1/Q, where S1 is the circle group and Q is the group of quadrilateral
symmetry. Pictorially, it associates to each point of the surface S, which has
to be meshed, a cross made of four unit vectors that are orthogonal with each
others in the tangent plane TS of the surface.
A surface S can be identified with its tangent space in any neighborhood
σ ⊂ S that is sufficiently small to have curvature effects negligible. This local
identification of the surface with a vector space endows it with a natural parallel
transport rule, so that the angular differential dθf (xa,xb) can be defined as
the minimal angle, with its sign, between the branches of f(xa) and any of the
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branches of f(xb) for any pair of points xa,xb ∈ σ where f is defined, Fig. 3.3.
Taking now as reference the cross f(xa), an angular coordinate
θf (x) = dθf (xa,x) (3.8)
can be defined for crosses in σ. The crossfield f is deemed continuous (regular)
at xb if the limit
lim
x→xb
θf (x) = θf (xb) (3.9)
exists (i.e. is unique). It is then equal to θf (xb). Isolated points xi, i = 1 . . . N ,
of S where the limit (3.9) does not exist are called critical points or zeros of
the crossfield.
3.2 Index and degree
Although defined locally, the notion of continuity gives unexpectedly valuable
information about the topology of S, which is a nonlocal concept. To see this,
consider a crossfield f defined on a quadrangular element delimited by four
(possibly curvilinear) edges. Assume the crossfield is parallel to the four edges
(i.e. one of the four branches of the cross is parallel to the tangent vector of
the edge at each point of the edge, except the extremities) and prolongates
smoothly inside the quadrangle. This field is discontinuous at corners where
edges do not meet at right angle, but it is continuous everywhere else. Making
the same construction for all elements of a quadrangular mesh, one obtains a
crossfield f topologically identified with the quadrangular mesh, and that is
continuous everywhere except at the vertices of the mesh. This field has thus
got isolated critical points at mesh vertices, but not all critical points have
the same significance. Some critical points have a specific topological value,
associated with the notion of index.
To introduce the notion of index, an angular coordinate needs to be defined
for points in a neighborhood σi of a critical point xi. Picking up an arbitrary




, e2 = n× e1,
with n the normal to S, is constructed, and hence a local polar coordinate
system
r(x) = |x− xi| , θ(x) = atan2
(
(x− xi) · e2, (x− xi) · e1
)
(3.10)
can be defined for points in σi.
A circular curve Ci of infinitesimal radius centered around the vertex xi is
now considered. As the angles θ(x) (3.10) and θf (x) (3.8) are precisely the














Figure 3.4: Illustration of vertices where the indices of the crossfield (in red) are
respectively 1/4, 0 and − 1/4, from left to right. The index only depends on the
number of quadrangles that are adjacent to the vertex, independently of the values
of the angles αp, which don’t need to be identical as they are in the figure.
elements of the groups S1 and S1/Q, respectively, the crossfield on Ci can be
regarded as a mapping
f : S1 7→ S1/Q. (3.11)
The mapping is continuous, since Ci circles around the critical point xi, but it
does not cross it. The index of f at xi is the degree of the mapping (3.11),
i.e. the number of times the codomain wraps around the domain under the










Ci dθ. In case of a vertex xi of valence vi, i.e. a vertex adjacent
















where the αp’s are the angles of the vi quadrangular elements adjacent to the
considered vertex xi, and where the obvious relationship
∑vi
p=1 αp = 2π has
been used. The crossfield f has index 0 at vertices adjacent to four quadran-
gular elements, whereas it has index 1/4 (−1/4) at vertices adjacent to 3 (5,
respectively) quadrangular elements meet, Fig. 3.4. As one sees, the index is a
topological characteristic of the crossfield f at the critical point xi. It does not
depend on the choice of the curve Ci, nor on the choice of an angular reference
for the angles θ(x) and θf (x).
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3.3 Poincaré-Hopf theorem
Equation (3.12) relates the index of the crossfield at a critical point xi with
one fourth of valence ki = 4− vi of the corresponding mesh vertex. This result
can be combined with the algebraic topology result of previous section (3.7)
that each internal irregular vertex of valence ki counts for ki/4 in the Euler
characteristic of the underlying surface. This yields the relationship
N∑
i=1
index(xi) = χ (3.13)
for the critical points of a crossfield f defined on a surface S.
This is a generalization Poincaré-Hopf theorem, which states that the sum
of the indices of the critical points of a vector field v defined on a surface S
without boundary is equal to the Euler characteristic of the surface. This fa-
mous theorem draws an unexpected and profound link between two apparently
distinct areas of mathematics, topology and analysis. Whereas vector fields
have integer indices at critical points, crossfields have indices that are multi-
ples of 1/4. Still the topological relationship (3.13) of Poincaré-Hopf holds in
both cases. Actually, our developments reach same inferences as Ray et al.
(2008).
4 | Crossfield Computation: the Planar Case
We introduce the representation of a crossfield by means of a vector field. From
this representation, we derive the problem to solve that corresponds to minimize
Ginzburg-Landau functional. Its asymptotic behavior provides suitable critical
points, if any.
4.1 Vector representation of crossfields
Only scalar quantities can be compared at different points of a manifold. For
the comparison or, more generally, for differential calculus with nonscalar quan-
tities like crossfields, a parallel transport rule needs to be defined on the man-
ifold. On a surface (two-manifold), this rule can take the form of a regular
vector field which gives at each point the direction of the reference angle 0.
Poincaré-Hopf theorem says that such a field does not exist in general, and in
particular on manifolds whose Euler characteristic is not zero. The situation
is however easier in the planar case. A global Cartesian coordinate frame can
always be defined over the plane, and be used to evaluate the orientation of
the crossfield. We shall therefore expose the crossfield computation method in
§4 Crossfield Computation: the Planar Case 63
the planar case, and then generalize to nonplanar surfaces, where we will have
to deal with local reference frames, in a subsequent section.
A cross f(x) is an element of the group S1/Q, which can be represented by
the angle θf (x) it forms with the local reference frame. Yet, due to the quadri-
lateral symmetry, four different angles in [0, 2π[ represent the same crossfield
f(x). Let for instance the angles θ1 = 0 and θ2 = π/2 represent the same
cross. The average (θ1 + θ2)/2 = π/4 represents another cross, whereas the
difference θ2 − θ1 = π/2 is not zero. So, we have 12 (x+ x) 6= x and x− x 6= 0,
which clearly indicates that the values of the crossfield f do not live in a linear
(affine) space. This makes the representation by θf improper for finite element
interpolation. The solution is two-fold. First, the angle θf is multiplied by four,
so that the group S1/Q is mapped on the unit circle S1, and the cross f is
therefore represented by a unit norm vector f . Then, the vector is represented
in components in the reference frame as
f = (cos 4θf , sin 4θf ) ≡ (f1, f2).
This vector may be represented by a complex-valued function
f = f1 + i f2
This representation corresponds to a vector field that is described by a complex
exponential whose argument is 4 θ. A crossfield is thus depicted by the fourth
roots of a (unit) complex number. This observation may be generalized for
directional fields with n symmetries (Vaxman et al., 2016, §5.2).
4.2 Laplacian smoothing
Computing the crossfield f consists thus now of computing the vector field
representation f , which obviously lives in a linear space (a 2D plane). The
components of f are fixed on the boundaries of Γ = ∂S so that the crosses are
parallel with the exterior normal vector n = (cos θn, sin θn) i.e.
f = (cos 4θn, sin 4θn) on Γ.
Propagating f inside S is here done by solving a Laplacian problem. Even
though the vector representation f is unitary on Γ, it tends to drift away from
S1 inside the domain. The computed finite element solution f lies therefore








index(xi) = 4χ. (3.14)
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4.3 The Ginzburg-Landau model
Numerical experiments show that the norm of the vector field f computed
by Laplacian smoothing (see previous section) decreases quite rapidly as one
moves away from the boundary ∂S, leaving in practice large zones in the bulk
of the computational domain where the solution is small, and the computed
crossfield inaccurate, Fig. 3.5a. A more satisfactory formulation consists of
ensuring that the norm of f remains unitary over the whole computational
domain, Fig. 3.5b. This problem can be formulated in variational form in




















The first term minimizes the gradient of the crossfield and is therefore responsi-
ble for the laplacian smoothing introduced in the previous section. The second
term is a penality term that vanishes when f ∈ S1. The penality parameter
ε, called coherence length, has the dimension of a length. The Euler-Lagrange





f21 + f22 − 1
)
fi = 0 i = 1, 2. (3.16)
called Ginzburg-Landau equations. If ε is small (enough) with respect to the
dimension of S, then f is of norm 1 everywhere but in the vicinity of the isolated
critical points xci .















index(xci ) index(xcj) log |xci − xj |+ R (3.18)
as ε→ 0 (see Bethuel et al. (1994), Introduction, Formulae 11 and 12).
In asymptotic regime, the energy is thus composed of three terms. The
first term of (3.17) blows up as ε → 0, i.e. energy becomes unbounded if
critical points are present. When ε is small, this first term dominates, and
one is essentially minimizing
∑N
i=1 index(xci )2 with the constraint (3.14). This
indicates that a critical point of index 2 has a cost of 4 in terms of energy,
whereas 2 critical points of index 1 have a cost of 2. All critical points should
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therefore be of index ±1, and their number should be N = 4 |χ|. This is indeed
good news for our purpose : good crossfields should have few critical points of
lower indices.
The second term of (3.17) is the renormalized energy W (3.18). It remains
bounded when ε tends to 0. The double sum in W reveals the existence of
a logarithmic force between critical points. The force is attractive between
critical points with indices of opposite signs, and repulsive between critical
points with indices of the same signs. The second term in (3.18) is more
complicated and is detailed in Bethuel et al. (1994). Basically, R represents a
repulsing force that forbids critical points to approach the boundaries.
Finally, the third term in (3.17) vanishes as ε→ 0. At the limit, all energy
is thus carried by the critical points of the field. All this together allows to
believe that Ginzburg-Landau model is a good choice for computing crossfields.
It produces few critical points, which are moreover well-distributed over the
domain.
a. Minimizing Dirichlet energy. b. Minimizing Ginzburg-Landau energy.
Figure 3.5: Crossfield over a disk. The color describes the field norm: blue is close to
zero, red close to unity.
5 | Computation of Crossfields: Nonplanar General-
ization
The finite element computation method for crossfields is now generalized to the
case of nonplanar surfaces. Consider the conformal triangulation S = ∪ijkΩijk
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of a nonplanar surface manifold S, each triangle Ωijk being defined by the
vertices pi, pj and pk. Since no global reference frame exists on a nonplanar
surface, a local reference frame is associated to each edge of the triangulation.
Let ep be the pth edge of the mesh, joining nodes pi and pj , and np be the
average of the normals vectors of the two triangles adjacent to ep. The vectors
{ep = pj − pi, tp = np × ep}
form a local frame {êp, t̂p} which enables the representation of the connector
values of the discretized crossfield f ,




2 = sin 4θ
p
f ,
which are attached to the center of the edges of the triangulation. Actually,
θpf is assumed to be the same along ep within both planes of triangles sharing

















Figure 3.6: Crossfield over the pth edge of a mesh.
As the connector values are attached to the edges of the mesh, and not
to the nodes, Crouzeix-Raviart interpolation functions are used instead of
conventional Lagrange shape functions, Crouzeix and Raviart (1973). The
Crouzeix-Raviart shape functions ωp equal 1 on corresponding edge ep, and
−1 on the opposite vertices (Fig. 3.7) in the two adjacent triangular elements.
They are polynomial and their analytic expression in the reference triangle
{ξ ∈ [0, 1], η ∈ [0, 1− ξ]} reads
ω(1)(ξ, η) = 1− 2η , ω(2)(ξ, η) = 2(ξ + η)− 1 , ω(3)(ξ, η) = 1− 2ξ,
where indices (1), (2) and (3) enclosed in parentheses denote the local edge
numbering in the considered triangular element.








Figure 3.7: Third Crouzeix-Raviart function shape (shaded in grey) over reference
triangle (in blue).
Each of the three edges of a triangle Ωijk has its own local reference frame. If
one is to interpolate expressions involving the vector field f over this element,
the three edge-based reference frames have to be appropriately related with
each other (see Ray et al. (2016)). We arbitrarily take the reference frame of
the first edge of the element as reference, and express the angular coordinate
of the two other edges in function of this one with the relationships (Fig. 3.6b)
Θ(1) = θ(1)f , Θ
(2) = θ(2)f + α
(2) , Θ(3) = θ(3)f + α
(3).
Thus, the 6 local unknowns of triangle Ωijk can be expressed as a function

































1 0 0 0 0 0
0 cos 4α(2) 0 0 sin 4α(2) 0
0 0 cos 4α(3) 0 0 sin 4α(3)
0 0 0 1 0 0
0 − sin 4α(2) 0 0 cos 4α(2) 0


























and we have the interpolation
F ijk1 (ξ, η) =
3∑
i=1
ω(i)(ξ, η) F (i)1 , F
ijk
2 (ξ, η) =
3∑
i=1
ω(i)(ξ, η) F (i)2
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for the vector field f in the triangle Ωijk.
A Newton scheme is proposed to converge to the solution. The Newton
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The 6 × 6 elementary matrix Kijk and the 6 × 1 elementary vector Bijk of






Ωikj ∇ωm · ∇ωn +
1
ε2
(F 21 + 3F
2




(∫Ωijk ∇F1 · ∇ωn + 1ε2 (F 31 + F 22 − F1)ωn dΩ)(∫
Ωijk ∇F2 · ∇ωn +
1
ε2 (F 21 + F 32 − F2)ωn dΩ
) . (3.21)
with m,n = 1 . . . 3.
It is then necessary to transform those elementary matrix and vector in the
reference frames of the edges as
kijk = (Rijk)TKijkRijk and bijk = (Rijk)TBijk.
Then, standard finite element assembly can be performed. Boundary conditions
are simply
fp1 = 1 , f
p
2 = 0
on every edge ep of ∂S. This nice simplification is due to the fact that unknowns
are defined on the reference frame of the edges.
6 | Numerical Validation: the Unit Disk
We compute the analytical location of critical points of a directional field de-
fined on the unit disk. The calculations are based on the Ginzburg-Landau
results, described in section 4.3. The numerical location obtained by our FEM
is compared to the analytical one.
Let S be the open unit disk in R2, i.e.
S :=
{
(x1;x2) ∈ R2 | x21 + x22 < 1
}
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For a star-shaped planar domain such as S with a smooth boundary ∂S
of exterior normal ν and tangent τ , whose vector field has d critical points




πd | log(ε)|+W (Xc) + O(ε) (3.22)
where W (Xc) is the renormalized energy
W (Xc) = −π
∑
i 6=j













δ(x− xci ) in S
∇Φ · ν = f ×∇f · τ on ∂S
 (3.24)




log |x− xci | (3.25)
Eε is minimum when the critical points are located appropriately, i.e. when
(3.23) is minimum. The renormalized energy W corresponds to the Ginzburg-
Landau energy (3.22) when the singular core energy πd| log(ε)| has been re-
moved. Since W depends only on the location of the critical points, it is
possible to compute their location in the case of the unit disk, in order to get
an optimal directional field.
The minimum of W is obtained by sampling points within the unit disk. It
is assumed that the d critical points exhibit the d symmetries of their group
(the quadrilateral group in the case d = 4). In other words, it means that they
are at the same distance rc from the center of the disk (i.e. the origin (0; 0)),
and separated two-by-two with an angle of 2π/d radians.
The Neumann problem (3.24) is solved by decomposing Φ = Φ0 + Φ1. The
first term Φ0 is the Green function of a two-dimensional Laplacian operator,
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a. Four critical points: rc∗ = 0.85. b. Six critical points: rc∗ = 0.90.
Figure 3.8: Python evaluations of renormalized energy W for different Xc on a unit
disk S.
where Ai,n depends on the location of the i-th critical point, which is param-
eterized by rc. It is possible to show that the second term of (3.23) is zero,
Appendix B.B. The analytical solution of Neumann problem is derived into the
Appendix B.A.
The evaluation of W consists of computing the first and last terms, by
sampling the disk. The sampling is done by selecting d critical points spaced by
2π/d radians. The distance rc is sampled between zero and one. The distance
rc
∗ which gives the lowest value of W defines the location of the critical points.
A Python script performs the evaluations and returns the optimal distance rc∗ ,
Fig. 3.8.
The corresponding directional fields are computed, and their critical point
locations are compared with circles which radii correspond to rc∗ , Fig. 3.9.
The location of critical points are really close to the estimation based on the
analytical solution of W (Xc) in the case of the unit circle. They tend to draw
the corners of the polygon of symmetry: a square in the case of the crossfield,
Fig. 3.9a and a regular hexagon for the asterisk field, Fig. 3.9b. The critical
points are quite close to the unit circle. The more critical points, the closer
to the unit circle they are. We understand that the repulsion term is stronger
than the regularization term within the domain. The regularization term is
only able to forbid critical points to be on the boundary, i.e. the unit circle.
7 | A Surprising Result: the Sphere
Let us compute the crossfield on a unit sphere. The sphere has no boundary
so we choose randomly one edge of the mesh and fix the crossfield for this
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a. Crossfield. b. Asterisk field.
0.85 0.90
Figure 3.9: FEM computations of direction fields on a unit disk S: the critical points
are in blue areas.
specific edge. The mesh of the sphere is made of 2960 triangles (see Fig. 3.10).
A value of ε = 0.1 was chosen for the computation. A total of 29 Newton
iterations were necessary to converge, by reducing the residual norm to 10−12.
The location of the 8 critical points is indeed not what we expected: our initial
intuition was that critical points would be located at the corners of an inscribed
cube of side 1/
√
3. In all our computations i.e. while changing the mesh and
ε, critical points are located on two squares of side 1/
√
3, those two squares
being tilded by 45 degrees around their common axe (see Fig. 3.10). Equilateral
triangle patterns are formed between critical points that belong to both squares.
In reality, our solution is the right solution. In the asymptotic regime, the




i 6=j log |xci−xcj | (see




i6=j log |xci −xcj |
for tilting angles ranging from 0 to π/2. Fig. 3.11 shows clearly that the
minimum of the energy corresponds to an angle of π/4, which is exactly what
is found by the finite element formulation. Fig. 3.12 shows the crossfield as well
as the separatrices. The separatrices were computed “by hand”. The solution
that has been found is related to what is called the Whyte’s problem (cf. Saff
and Kuijlaars (1997); Dragnev et al. (2002)) that consists of finding N points
on the sphere which positions maximize the product of their distances. The
critical points are called logarithmic extreme points or elliptic Fekete points
(see Fekete (1923)).
The specific configuration that corresponds to N = 8 is called an anticube
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Figure 3.10: Mesh of the sphere. Colors correspond to the 2-norm ‖f‖ of the crossfield.
The 8 critical points are located on two squares of side 1/
√
3, which corresponds to
the size of the inscribed cube. The two squares are tilted by 45 degrees.
(or square antiprism) and is exactly the one that was found numerically.
In the case of an asterisk field, the critical points are the summits of an
icosahedron, which is the solution of Whyte’s problem for N = 12. This superb
result shows that it is indeed possible to use crossfields not only for building
quadrangles but also to build equilateral triangles.
Actually, it is possible to show that the critical points computed over the
sphere by Ginzburg-Landau correspond to the solution of Whyte’s problem for
any even value of N (see Jezdimirovic et al. (2017)).
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Tilting Angle


























Figure 3.11: Energy vs. tilting angle for the sphere. The minimum corresponds to a
tilting angle of π/4.
8 | Weak Boundary Conditions
In this section, we have computed the graph of singularities of a standard CFD
test case: a three component wing domain with χ = −2. This example is
very similar to the one presented by (Kowalski et al., 2013). The solution has
been computed on a non uniform triangular mesh of about 15, 000 triangles.
The graph of singularities has been depicted on Fig. 3.14. Weak boundary
conditions have been applied to the different components of the wing where a
penalization replaces the strong imposition of f on boundaries. A new term is



























(f1 − f̄1)2 + (f2 − f̄2)2
]
d∂S (3.27)
where f̄1 and f̄2 are values of the crosses that are weakly imposed on the
boundary and L the characteristic size of the problem. This new treatment
allows singularities to migrate on the boundary, making their repulsive action
finite. Figure 3.14 clearly shows that effect: a singularity of index 1/4 sits on
the leading edge of the slat, allowing a clean decomposition of the domain. The
same migration is also observed on the leading edge of the profile. A strong
imposition of boundary conditions naturally leads to singularities that are very
close to regions of the boundary with high curvature, usually at a distance from
the boundary that is one mesh size. Artificial boundary layers are thus added
to the decomposition (see (Kowalski et al., 2013, Fig. 12 and 14)).
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Figure 3.12: Separatrices from crossfield.
9 | Application of our FEM Scheme to the Torus
The Euler-Poincaré characteristic of the torus is χ = 0. Theoretically, we
should obtain a crossfield without critical points. But our FEM scheme gives
crossfield with twelve critical points, located where the Gaussian curvature is
maximal (exterior) or minimal (interior), Fig. 3.15. Fig. 3.15a shows that the
six critical points located on the maximal Gaussian curvature line are facing
the six corresponding critical points located on the minimal Gaussian curvature
line. Moreover, as the former have an index +1/4, and the latter an index
−1/4, Fig. 3.15b, the index sum of the surface is zero, as predicted by the
Poincaré-Hopf theorem.
Our FEM scheme does not reach however the asymptotic behavior (ε→ 0)
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Figure 3.13: Asterisk field (6 symmetries) which the critical points correspond to the
corners of an icosahedron.
Figure 3.14: Graph of singularities for the three component wing. Right figure is a
zoom on the leading edge slat.
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a. Clipped view. b. Crossfield. c. Polyquad decomposition.
Figure 3.15: FEM (ε = 0.06) crossfield on a torus discritized by 20612 triangles.
Twelve critical points of opposite indices (±1/4).
of the Ginzburg-Landau functional. It means that our penalty factor ε is not
low enough. Otherwise, the computed crossfield should not have any critical
points owing to (3.17). Actually, the computed crossfield has a lower energy
(72.10) than the crossfield with no critical point that could be drawn by aligning
crosses with the main curvatures of the surface (84.58). The tentative polyquad
decomposition shown in Fig. 3.15c indicates that the field computed with the
Ginzburg-Landau approach tends to be more uniform, in order to reduce the
Dirichlet energy. It confirms that the Dirichlet term is stronger than the penalty
term.
10 | Conclusion
This article has demonstrated the consistency of the Ginzburg-Landau theory
to compute directional fields on arbitrary surfaces. The proposed approach
relies on a physical and mathematical backgrounds. This provides proofs, an-
alytical solutions and helps delineating fundamental mathematical properties
that can be exploited in algorithms.
In particular, the Ginzburg-Landau theory states that when the coherence
length ε is small enough, the asymptotic behavior is reached, i.e., the number
of critical points of the crossfield is minimal, their index is also minimal and
they are optimally distributed. A simple FEM scheme has been implemented
to validate numerically this assertion. Crossfields have been computed on the
unit disk and solutions conform with the Ginzburg-Landau theory have been
found. The location of computed critical points on the 2-sphere corresponds
to the solution of Whyte’s problem: for a crossfield they are at the summits of
an anticube whereas for an asterisk field they are at the summits of a regular
dodecahedron.
By weakening the boundary conditions of the Ginzburg-Landau problem,
critical points are no longer repelled in the interior of the domain and can be
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located on the boundary, which improves the polyquad decomposition in the
case of the NACA profiles.
Finally, the process is applied to the quadrangular meshing of the coastal
domain around Florida peninsula, Fig. 3.16. Quadrangles are merged from
right-angled triangles whose vertices have been spawned along the integral lines
of a crossfield, Fig. 3.17a. One sees on Fig. 3.17b how the edges of the recom-
bined quadrangular elements tend to follow the crossfield, and the final mesh
is of satisfying quality, Fig. 3.18.
The input triangular mesh can be improved by using an asterisk field. This
field is used to spawn vertices which are consistent with an equilateral triangular
grid, Fig. 3.19a. The vertices tend to have the correct valence, except in some
regions where the size field changes, Fig. 3.19b. The final triangular mesh
exhibits a smoother distribution of equilateral triangles through the domain,
while the mean quality γ̄ has been improved to 0.9559 (from γ̄ =0.9505 for the
initial mesh), Fig. 3.20.
Further work will focus on highly improving the numerical scheme that
solves Ginzburg-Landau equations, in order to make it competitive.
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Figure 3.16: Florida keys: input triangular mesh (γ̄ = 0.9504). The rectangle will be
enlarged.
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a. Right-angled triangles from crossfield.
b. Final quadrangular mesh after optimization.
Figure 3.17: Zoom on the Florida keys, the color map is 0 (blue) to 1 (red) and
describes the norm of directions.
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Figure 3.18: Final quadrangular mesh over the Florida keys.
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a. Asterisk field over the new triangles.
b. New triangular mesh.
Figure 3.19: Zoom on the Florida keys, the color map is 0 (blue) to 1 (red) and
describes the norm of directions.
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a. Quality value γ of initial triangles.
b. Quality value γ of final triangles.
Figure 3.20: Zoom on the Florida keys, the color map is 0 (blue) to 1 (red) and
describes the quality of triangles.
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Quaternionic octahedral fields: SU(2) parameterization of 3D frames.
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Abstract
Full hexahedral meshes are required to be as regular as possible,
which means that the local topology has to be constant almost every-
where. This constraint is usually modelled by 3D frames. A 3D frame
consists of three mutual orthogonal (unit) vectors, defining a local basis.
3D frame fields are auxiliary for hexahedral mesh generation. Compu-
tation of 3D frame fields is an active research field. There mainly exist
three ways to represent 3D frames: combination of rotations, spherical
harmonics and fourth order tensor. We propose here a representation
carried out by the special unitary group. The article strongly relies on
Du Val (1964). We first describe the rotations with quaternions, (Du Val,
1964, §13-15). We define and show the isomorphism between unit quater-
nions and the special unitary group, (Du Val, 1964, §16). The frame field
space is identified as the quotient group of rotations by the octahedral
group, (Du Val, 1964, §20). The invariant forms of the vierer, tetrahedral
and octahedral groups are successively built, without using homographies
(Du Val, 1964, §39). Modifying the definition of the isomorphism between
unit quaternions and the special unitary group allows to use the invari-
ant forms of the octahedral group as a unique parameterization of the
orientation of 3D frames. The parameterization consists in three com-
plex values, corresponding to a coordinate of a variety which is embedded
in a three complex valued dimensional space. The underlined variety is
the model surface of the octahedral group, which can be expressed with
an implicit equation. We prove that from a coordinate of the surface,
we may identify all the quaternions giving the corresponding 3D frames.
We show that the euclidean distance between two coordinates does not
correspond to the actual distance of the corresponding 3D frames. We
derive the expression of three components of a coordinate in the case
of frames sharing an even direction. We then derive a way to ensure
that a coordinate corresponds to the special unitary group. Finally, the
attempted numerical schemes to compute frame fields are given.
Keywords: Hexahedral Mesh, 3D Frames, Quaternions, Special Uni-
tary Group, Invariant Forms, Model Surface, Variety
1 | Introduction
Full hexahedral mesh is still an open question (see (Shepherd and Johnson,
2008)). Yet, it seems that there is an easy way to produce a full hexahedral
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mesh: first produce a tetrahedral mesh, then split each of them into 4 hexa-
hedra. But this way is not convenient: the hexahedra are not regular, they
tend to have bad quality and do not form a structured mesh. Finite element
community aims to get full hexahedral meshes, possibly structured, which are
as regular as possible.
The regularity of an hexahedral mesh is related to the topology of a given
domain R ⊂ <3. Let us consider a mesh on R ⊂ <3 with N nodes (i.e.
vertices), NE edges, NF facets and NC cells (i.e. element-wise volumes, here
being hexahedra) is such that
χ(R) = N −NE +NF −NC (4.1)
with χ(R) the Euler characteristic of the region R. The Euler characteristic of
a region is half the one of its boundary (Gross and Kotiuga, 2004, §4C, (4-15))
χ(R) = χ(∂R)2 (4.2)
We assume there are n nodes, ne edges and nf facets making the mesh of ∂R.
χ(R) = 12 (n− ne + nf ) (4.3)
From a topological point of view, an hexahedral mesh is assumed to be
regular if each inner (boundary) vertex is shared by
• 8 (4) hexahedra
• 6 (5) edges
• 12 (8) facets
whose corresponding equations are
8NV = 8(N − n) + 4n
2NE = 6(N − n) + 5n
4NF = 12(N − n) + 8n
 (4.4)
Using (4.4) into (4.1), we get
8χ(R) = 0
It means that if a region R may be meshed by regular hexahedra, its Euler
characteristic is zero. But the opposite is not true: a region whose character-
istic is zero does not mean that it may be meshed by regular hexahedra. For
example, let us consider a region that is meshed such that there are k inner
loops, each made of L edges. Those kL edges are shared by 3 hexahedra; those
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Figure 4.1: Block structure decomposition of a torus and cut torus. The red lines are
singular if the inner torus is not an hole, but 4 block structures (front, back, left &
right parts). The front part of the tori is more transparent than the other parts.
edges are then singular. The N − kL remaining edges are regular. Equations
(4.4) become
8NV = 8(N − n− kL) + 4n+ 6kL
2NE = 6(N − n− kL) + 5n+ 5kL
4NF = 12(N − n− kL) + 8n+ 9kL
 (4.5)
Again, using (4.5) into (4.1) gives an Euler characteristic that is zero.
While the Euler characteristic defines completely the topology of an oriented
2-manifold (surface), it is not the case for an oriented 3-manifold (region). In-
deed, from (4.2) a full torus and a torus cut by a smaller one (i.e. the larger
one contains the smaller one, Fig. 4.1) have the same Euler characteristic,
which is zero. Obviously, the cut torus may be meshed by regular hexahedra:
you produce a regular quadrangulation of the outer boundary that is mapped
onto the inner one, then you link the corresponding vertices. A full torus
cannot be meshed with regular hexahedra; its block structure decomposition
corresponds to four singular inner loops. Both situations are represented by
Fig. 4.1. Unfortunately, topological constraints for hexahedrizations are not as
nicely summarized as the ones for quadrangular meshes, (Beaufort et al., 2017,
§1, (7)).
In order to build full hexahedral mesh that are as regular as possible, we use
a three-dimensional frame field designing the desired connectivity of a regular
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hexahedral mesh, Fig. 4.2a. A 3D frame field gives in each point a 3D frame,
picturing the local orientation (and thus the vertex connectivity) of an hexahe-
dron. Since an orientation is relative, it is measured from the cartesian frame,
which is the reference 3D frame Fig. 4.2b. Observe that the corresponding vec-
tor field is symmetric, since a frame shares the symmetries of an octahedron,
Fig. 4.2c.
a. Inner vertex connectivity. b. 3D frame. c. Octahedron.
Figure 4.2: Hexahedral features.
2 | Rotation Representations
There exist various ways to represent a frame field. But at the end of the
day, they all essentially consist in rotations of a vector field representing an
object that exhibits the 24 symmetries of the octahedral group. Such objects
may be for example fourth order tensors (Chemin et al., 2018), or spherical
harmonics (Ray et al., 2016). In those latter cases, they are represented by a
nine-dimensional vector. Actually, they are both based on the representation
of
f̂(x; y; z) = x4 + y4 + z4 (4.6)
which is the polynomial exhibiting the 24 octahedral symmetries corresponding
to the cartesian frame.
In the case of spherical harmonics, it is seen as a polynomial taking values
on the sphere S2, Fig. 4.3. This polynomial may be decomposed with the real
spherical harmonics of fourth degree.





Y4,0(x; y; z) +
√
5
7 Y4,4(x; y; z)
)
+ 35 ,∀(x; y; z) ∈ S2
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x4 + y4 − 6x2y2 + 12
)
If we rotate the cartesian frame f̂ by means of a matrix R ∈ SO(3), we get f1
f(x0;x1;x2) := f̂(R0ixi;R1jxj ;R2kxk)
with xm = Rmnxn. The function f may still be expressed with real spherical
harmonics of fourth degree.
If we consider the isosurface described by the points where polynomial (4.6)
is equal to one, it corresponds to a unit sphere in 4-norm which may be written






Again, if we rotate the frame f̂ with a matrix R ∈ SO(3), we have
f(x0, x1, x2) = f̂ (R1ixi, R2ixi, R3ixi)
1by denoting x = x0, y = x1, z = x2
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Figure 4.4: f̂(x; y; z) = 1.
which generalizes Â as fourth order tensor
Aijkl = RimRjnRkoRlpÂmnop
giving
f(x0, x1, x2) = Aijklxixjxkxl
As illustrated by those two representations, we understand that 3D frame
fields consist in rotations depicted by the quotient group
SO(3)/O ⊂ SO(3)
where O is the octahedral group, i.e. the 24 rotations leaving invariant the
orientation of an octahedron whose vertices are at the units of each axis, Fig.
4.2c.
Those two representations work with an object sharing the octahedral sym-
metries, which enables to identify this quotient group. We here propose to
work directly with the corresponding rotational group. To do so, we need to
describe three rotational groups by means of quaternions. We later build the
corresponding invariant forms by avoiding their symmetries.
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2.1 Quaternions
A real quaternion q consists of four real numbers (q0; q1; q2; q3) ∈ <4. Using
three imaginary units i, j,k such that
• i2 = j2 = k2 = −1,
• ij = −ji = k,
• jk = −kj = i,
• ki = −ik = j
the quaternion q may be written as
q = q0 + q1i + q2j + q3k
Hence, addition of quaternions is common
p+ q = (q0 + q0) + (p1 + q1)i + (p2 + q2)j + (p3 + q3)k
while their product is not commutative
p q = + (q0q0 − (p1q1 + p2q2 + p3q3)) j + (p0q1 + q0p1 + (p2q3 − q2p3)) i
+ (p0q2 + q0p2 + (p3q1 − q3p1)) j + (p0q3 + q0p3 + (p1q2 − q1p2)) k
(4.7)
The norm of a quaternion q is defined by means of its conjugate q∗
q∗ = q0 − (q1i + q2j + q3k)
|q|2 = q q∗ = q∗ q




The imaginary part q1i + q2j + q3k of a quaternion q may be identified as
a vector q ∈ <3
q = q0 + q
Using dot (·) and cross (×) products of vectors p,q ∈ <3, we may write (4.7)
as
p q = (p0q0 − p · q) + (p0q + q0p + p× q)
where the underlined part is the 3D vector representing the imaginary part
of the product. Scalar and vector products as well as vector addition are
covariant with rotations of SO(3), which implies that the imaginary part of
a quaternion is also covariant. It means that every rotation of the imaginary
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part q corresponds to an automorphism of quaternions, i.e. a bijective mapping
from quaternions to quaternions which preserves the structure of quaternions
(i.e. their product). We are going to identify this automorphism, which is
related to quaternion product.
Assuming that the four components defining a quaternion correspond to
coordinates of an euclidean space of fourth dimension, we consider unit quater-
nions q̂ such that
q̂20 + q̂21 + q̂22 + q̂23 = 1 = q̂20 + |q̂|2
A unit quaternion q̂ may define right (R) and left (L) screws on a quaternion
p (whose norm may be different from 1),
Rq̂(p) : p 7→ q̂ p, Lq̂(p) : p 7→ p q̂ (4.8)
which are automorphisms of quaternions2.





0 + (p · q̂)2 − 2p0q̂0p · q̂
)
+(
p20|q̂|2 + q̂20 |p|2 + |p|2|q̂|2 − (p · q̂)2 + 2p0q̂0q̂ · p
)
= (p20 + |p|2)(q̂20 + |q̂|2)
= |q̂ p|2
= |p|2
where we used the relationship |a × b|2 = |a|2|b|2 − (a · b)2, with a,b ∈ <3.
Besides, if we consider the angle γ between the fourth dimensional vec-
tors corresponding to quaternions p and q, it is the same between their image
produced by any screws r̂
(r̂ p) <4 (r̂ q) = (r̂0p0 − r̂ · p + r̂0p + p0r̂ + r̂× p)
<4 (r̂0q0 − r̂ · q + r̂0q + q0r̂ + r̂× q)
= (r̂20 + |r̂|2)(p0q0 + p · q)
= (p r̂) <4 (q r̂)
= p <4 q
= cos(γ)|p| |q|
where we used the following relationships
• a · (b× c) = b · (c× a) = c · (a × b)
• (a × b) · (c× d) = (a · c)(b · d)− (a · d)(b · c)
2Actually, the definition of L will be modified to be an automorphism.
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We understand that screws (4.8) correspond to some kind of rotations. We are
going to describe their properties starting with a well chosen unit quaternion
q̂ = cos(α) + sin(α)k.
The corresponding screws give
(p0 cos(α)− p3 sin(α)) + (p1 cos(β)− p2 sin(β))i
+(p2 cos(β)− p1 sin(β))j + (p3 cos(α) + p0 sin(α))k
with β = ±α for respectively Lq̂(p) and Rq̂(p). For general values of β, the
transformation may be seen as acting on a fourth dimensional vector, i.e. a
matrix-vector product whose matrix is
cos(α) 0 0 − sin(α)
0 cos(β) − sin(β) 0
0 sin(β) cos(β) 0
sin(α) 0 0 cos(α)

It is a compound rotation of angles α in the < 1; k >-plane and β in the
< i; j >-plane. Those two planes are absolutely orthogonal, which means that
they have no nonzero vector in common. Then, the compound rotations act
only on vectors in their corresponding plane. Those planes actually define the
invariant planes of the corresponding rotations. As we said that every rotation
of the imaginary part q of a quaternion q corresponds to an automorphism
of quaternions, our arbitrary choice q̂ = cos(α) + sin(α)k may be generalized
to r̂ = cos(α) + sin(α)v with v ∈ <3 s.t.|v|2 = 1. The two invariant planes
of Rr̂(p),Lr̂(p) correspond to the one joining the real axis to v and the one
that is normal to v contained within the region < i; j; k >= <3 ⊂ <4 (called
imaginary prime), since we have rotated the imaginary part of q only. It means
that the invariant planes are still absolutely orthogonal.
Rr̂(p) ∀r̂ is isomorphic to the product of unit quaternions denoted by Q̂. It
means that the combination of Râ,Rb̂ corresponds to R(b̂â), i.e. the right screw
parameterized by the product of units quaternions r̂b r̂a. However, Lr̂(p) is not
isomorphic to the product of unit quaternions; it is not yet an automorphism.
Indeed, the combination of Lâ,Lb̂ (in this order) has to act from right in the
quaternion product. To ensure a consistent combination, we have to modify
the left screw definition, which is now an automorphism
L′r̂(p) : p 7→ pr̂−1
The combination
L′b̂â(p) : p 7→ pâ−1 b̂−1
is then consistent, since the left screws act on the left, in the correct order.
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Owing to the associative multiplication of quaternions, combination of Rr̂
and L′r̂ is simply
Ar̂(p) : p 7→ r̂ p r̂−1 (4.9)
Automorphisms of form (4.9) are inner automorphisms.
Taking again the particular case q = cos(α)+sin(α)k, Aq̂ may be expressed
with products of the two matrices[ cos(α) 0 0 sin(α)
0 cos(α) − sin(α) 0
0 sin(α) cos(α) 0




[cos(α) 0 0 − sin(α)
0 cos(α) − sin(α) 0
0 sin(α) cos(α) 0





[1 0 0 0
0 cos(2α) − sin(2α) 0
0 sin(2α) cos(2α) 0




First, observe that the matrices may commute since the compound rota-
tions act in two same invariant planes. We notice that the two rotations
in the < 1; k >-plane avoid each other, while in the < i; j >-plane they
add to each other. Reminding that q̂ is arbitrary and may be generalized
to r̂ = cos(α) + v sin(α), we understand that Rr̂ is a compound rotation of
angle α in the planes joining the real axis to v and the one which is normal to
v contained in the imaginary prime, while L′r̂ is respectively a rotation of −α
and α in those latter planes. Hence, Ar̂ is a simple rotation of angle 2α around
v in the imaginary prime, which coincides with <3. We have identified the
automorphism of quaternions which corresponds to a rotation of the imaginary
part of a quaternion, leaving unchanged its real part: it is the inner automor-
phism (4.9). Those inner automorphisms provides us a homomorphic mapping
between Q̂ and SO(3), since two (opposite) unit quaternions correspond to a
single rotation of SO(3): ±r̂.
Q̂
2:17−−→ SO(3) (4.10)
Obviously, the opposite is also true: any inner automorphisms of nonzero
quaternions q ∈ <4 represented by
Aq(p) : p 7→ q p q−1 (4.11)
is a rotation of the imaginary prime, since any nonzero q ∈ <4 may be written
as q := |q|q̂.
2.2 Special unitary group SU(2)
Let a quaternion q = q0 + q1i + q2j + q3k. We define u, v ∈ C
u := q0 + q3 i, v := −(q2 + q1 i) (4.12)
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The above relationship (4.12) defines an isomorphism between the quater-
nions and the two-by-two skew-Hermitian matrices3 of form (4.13), which are
called quaternionic matrices. Let us consider two quaternions p, q ∈ <4 and
their corresponding quaternionic matrices P,Q ∈ C2×2. It is straightforward
that the addition P +Q corresponds p+ q, and conversely. The products PQ













upuq − v∗pvq −(upv∗q + u∗pu∗q)
vpuq + u∗pvq −vpv∗q + u∗pu∗q
]
where
• upuq − v∗pvq = − (q0q0 − (p1q1 + p2q2 + p3q3)) + (p0q3 + q0p3 + (p1q2 − q1p2)) i
• vpuq + u∗pvq = − (p0q2 + q0p2 + (p3q1 − q3p1))− (p0q1 + q0p1 + (p2q3 − q2p3)) i
whose real and imaginary parts correspond to the quadruplet defining the prod-
uct p q.
If we apply (4.12) to a unit quaternion q̂ ∈ Q̂, the quaternionic (4.13) matrix
has a determinant ûû∗ + v̂v̂∗ = 1. This matrix form corresponds to the SU(2)
group. Owing to (4.12) for unit quaternions, we have
SU(2) 1:1←→ Q̂ 2:17−−→ SO(3) (4.14)
At this point, we could wonder why using (4.12) to define (4.13). If we use
the common definition u, v ∈ C
u = q0 + q1 i, v = q2 + q3 i
the product p q would correspond to the product of quaternionic matrices QP
(instead of PQ).
Let us come back to screws L and R. We consider q̂, p̂ ∈ Q̂ and r ∈ <4, with
their respective complex coordinates (ûq; v̂q), (ûp; v̂p) ∈ SU(2) and (ur; vr) ∈ C2
defined by (4.12). We know those screws correspond to rotations of the fourth
dimensional vector corresponding to <4, which may be represented by a matrix-




















3A ∈ C2×2 s.t. Aij = −A∗ji
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whose real and imaginary parts correspond to the four components of p̂ r ∈ <4.
The transformation (4.15) is a complex affine transformation. However, there
is no such affine transformation (acting on (up; vp)) corresponding to the left














û∗r̂up + v̂r̂v∗p v̂∗r̂up − ûr̂v∗p
]
which is a complex affine transformation on (up;−v∗p).
3 | Frame Field Space
In the last section, we have seen that a frame can be represented by a rotation
of the cartesian frame. However, there are 24 distinct rotations (i.e. 48 unit
quaternions) giving a unique frame. We need functions which give a unique
set of values for each frame, in other words a same set of values for the 48 unit
quaternions generating a given frame.
We are going to analyze how some rotational groups act on (u; v) ∈ C2 as
affine transformations. This analysis will give three invariant forms per group,
giving a set of values corresponding to coordinates of a surface embedded in C3.
We eventually need to redefine (u; v) from a quaternion, in order to properly
parameterize the frames from those invariant forms.
3.1 Finite groups of quaternions
We are mainly interested in the octahedral group, which shares the symmetries
of a frame. Nevertheless, we need to define it from two smaller finite groups of
quaternions, which are the vierer and binary tetrahedral groups.
The vierer group V ⊂ Q̂, only consists of 4 rotations that are of angle π
around the axes of the cartesian frame including the identity
V = {±1;±i;±j;±k}
The binary tetrahedral group T ⊂ Q̂ is composed of the 12 rotations that
leave unchanged the orientation of a regular tetrahedron whose 4 vertices are
located at (1; 1; 1), (1;−1;−1), (−1; 1;−1), (−1;−1; 1) and of its dual whose
vertices have respectively opposite components of the primal.
T = V ⊕
{
1
2 (±1± i± j± k)
}
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a. Primal tetrahedron. b. Dual tetrahedron.
Figure 4.5: Three axes of rotations generating the binary tetrahedral group. Blue
and red axes correspond respectively to rotations of π and 2π3 .
The binary octahedral group O ⊂ Q̂ has 24 rotations that preserve the
orientation of an octahedron whose vertices are (±1; 0; 0), (0;±1; 0),
(0; 0;±1) and of the dual cube whose the centers of each face correspond to the
vertices of the primal octahedron.




(±1± i) ; 1√
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(±i± j) ; 1√
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a. Hexahedron. b. Octahedron.
Figure 4.6: Three axes of rotations generating the binary octahedral group. Blue,
red and green axes correspond respectively to rotations of π, 2π3 and
π
2 .
































with a,b, c the corresponding axes of rotation. Those unit quaternions are
such that they satisfy the relationships
âp = b̂q = ĉ2 = âb̂ĉ = −1 (4.17)
which is depicted by the triplet (p; q; 2); it corresponds to the powers of (4.17).
The triplet (2; 2; 2) corresponds to the vierer group V, with (e.g.) a =
i,b = j, c = k. The triplet (3; 3; 2) corresponds to the binary tetrahedral group
T , with (e.g.) a = 1√3 (i + j + k),b =
1√
3 (−i + j + k), c = k. The triplet
(4; 3; 2) corresponds to the binary octahedral group O, with (e.g.) a = i,b =
1√

















, ∀Ai ∈ V, T , xor O (4.18)
where Ai is a quaternionic matrix corresponding to an element of the finite
group (p; q; 2), i.e.
Api = −I, A
q
i = −I, xor A2i = −I
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with I the two-by-two identity matrix.
We know that a finite group (p; q; 2) may be generated by three unit quater-
nions written as (4.16). Hence, if (4.18) is satisfied for such three unit quater-
nions, it is satisfied by all quaternions of the finite group. It means we have
three unit vectors, i.e. 6 real degrees of freedom. It implies that the set of
functions is composed of three functions (f0; f1; f2) ∈ C3. However, the last
equality of (4.17) is not satisfy for all quaternions written as (4.16). It is a
constraint, that will appears as a polynomial relationship between f0, f1 and
f2.
f22 = P (f0; f1) (4.19)
where P is a bivariate polynomial. This relationship defines a surface embedded
in C3. It is parameterized by (u; v) ∈ C2. Besides, we observe that there exists
an affine transformation on (u; v) which does not alter f0(u; v) and f1(u; v),
but which gives an opposite sign to f2(u; v). This latter transformation does
not belong to the current finite group (p; q; 2).
Such a surface (4.19) is a model surface, which defines the rotations of a
quotient group: Q̂/V, Q̂/T or Q̂/O (abusing of the isomorphism between SU(2)
and Q̂). The functions fk parameterizing it are homogeneous polynomial in
(u; v) ∈ C2.
3.3 Invariant forms
We are going to derive the invariant forms relative to each finite group.
The vierer group


















We find that uv, u2 and v2 are invariant under such a transformation. However,

















which respectively gives −uv, −v2 and −u2. We observe that we have to square
every expression and then to combine the two last ones and thus to make a third
expression from the three initial ones: (uv)2, u4 + v4 and uv(u2 + v2)(u2− v2).
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Those latter expressions are also invariant for half turns around j and k. They
are thus invariant forms of V f0(u; v) = (uv)
2
f1(u; v) = u4 + v4
f2(u; v) = uv(u4 − v4)
s.t. f22 (u; v) = f0(u; v)
(
f21 (u; v)− 4f20 (u; v)
) (4.20)
As claimed, there is an affine transformation that does not belong to V that

















The binary tetrahedral group
The binary tetrahedral group T contains V. Since a quaternion group is gen-
erated by three unit quaternions, if we build invariant forms for T from those
of V, we just need to have them invariant for two unit quaternions of T (since
it will be invariant to unit quaternions of V) such that (3; 3; 2). We consider






1 + i i− 1










We first notice that f̃0 = f1 + 2
√
3i f0 = u4 + v4 + 2
√
3i(uv)2, f̃1 = f1 −
2
√
3i f0 = u4 + v4 − 2
√




36 (f̃31 − f̃30 ). We may see that






























3i)(u4 + v4 − 2
√
3i(uv)2)










2 (1 + i)(u+ iv);
1





2 (1 + i)(u+ iv);
1
2 (1 + i)(u− iv)
)
= (f̃0f̃1)(u; v)




2 (1 + i)(u+ iv);
1
2 (1 + i)(u− iv)
)




2 (1 + i)(u+ iv);
1
2 (1 + i)(u− iv)
)




2 (1 + i)(u+ iv);
1
2 (1 + i)(u− iv)
)
= f̃2(u; v)
Since f̃i are homogeneous polynomials in (u; v), we get the same results for
1
2 (1 − i + j − k). It is then possible to build invariant forms from the above




2 (1−i+j−k) which satisfy (3; 3; 2). Those two expressions
are thus invariant to all elements of T . Remembering that f̃22 =
√
3i
36 (f̃31 − f̃30 ) =
(uv(u4 − v4))2 is a linear combination of f̃30 and f̃31 , which are invariant to T ,
we end up with the following invariant forms for T
g0(u; v) = uv(u4 − v4) = f̃2(u; v)
g1(u; v) = u8 + v8 + 14(uv)4 = f̃0(u; v)f̃1(u; v)
g2(u; v) = u12 + v12 − 33(uv)4(u4 + v4) = f̃30 (u; v) + f̃31 (u; v)



































leaves g0 and g1 unchanged while g2 has its sign changed.
The binary octahedral group
The binary octahedral group O containing T , which contains V. Since O may
be generated by three unit quaternions such that (4; 3; 2), we just have to
build invariant forms from T that are invariant to a rotation consisting in a
quarter turn around one of the axes i, j,k (or any combinations of two of them).

































which obviously leaves unchanged g1(u; v), but it changes the sign of g0(u; v)
and g2(u; v). It means that g20 and the product g0g1 are invariant under the
above affine transformation. Therefore, we get the following invariant forms
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for O h0(u; v) = u
8 + v8 + 14(uv)4 = g1(u; v)
h1(u; v) = (uv(u4 − v4)2 = g20(u; v)
h2(u; v) = uv(u4 − v4)(u12 − 33u4v4(u4 + v4) + v12) = (g0g2)(u; v)
s.t. h22(u; v) = h1(u; v)
(
h30(u; v)− 108h21(u; v)
)
(4.23)
h0(u; v) and h1(u; v) are invariant under the affine transformation (4.22), while
h2(u; v) takes the opposite sign.
3.4 Going back to frames
We have identified invariant forms for right screws taking their value in either
V, T or O. In the case of O, it is expressed as
ôi r̂ = q̂i
with ôi ∈ O, 0 ≤ i < 48 and r̂ ∈ Q̂. Hence, the 48 rotations of the cartesian
frame f̂ = {±i;±j;±k} giving another 3D frame are described by q̂i
(ôi r̂) f̂ (ôi r̂)−1
However, these rotations do not describe a 3D frame. The rotations ôi, r̂ are
performed in the wrong order. The 48 rotations ôi have to be applied first on
f̂ , then only the rotation r̂ giving the new 3D frame has to be applied.
To reverse the order, we have to conjugate the quaternions q̂i corresponding
to (h0;h1;h2). Indeed,
(ôi r̂)∗ f̂ ((ôi r̂)∗)−1 = r̂∗ ô∗i f̂ ôi r̂ (4.24)
Since ô∗i ∈ O ∀i, (4.24) applies in the correct order the rotations, which pro-
duces a new 3D frame corresponding to a rotation r̂ of f̂ up to a symmetry.
Therefore, we have to update (4.12) in order to take account of the conjugation
of q̂
u = q0 − q1 i
v = q2 + q3 i
}
(4.25)
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A set of 48 (û; v̂) ∈ SU(2) which preserves the orientation of a given cube is a
groupset. We have shown that all elements of a groupset are mapped onto the
same complex valued coordinates (h0;h1;h2) ∈ C3 of the model surface (4.23).
It is possible to do the reverse way: from any coordinate of the model surface,
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the corresponding groupset can be identified. The groupset may be composed
of nonunit quaternions; however, all the 48 quaternions have the same norm
owing to the fact that the corresponding affine transformations do not alter the
norm.
We are going to rewind the derivations, starting with h0, h1, h2 and going



























) 3√2g2 − 12√3ig20
2 , otherwise
with k1 = {0, 1, 2}. There are thus three possibilities. Knowing that f̃0,1(u; v) =
u4 ± 4
√
3i(uv)2 + v4 (respectively), we may identify




• f̃0 6= f̃1
We can compute v4 from the following quadratic polynomial












f̃20 + f̃0f̃1 + f̃21
6
with k2 = {0, 1}, k3 = {0, 1, 2, 3}. In that case, there are eight possibilities for




with k4 = {0, 1}. We end up with 96 possible (u; v), which is twice what
we expected. It is due to the choice of the sign of the square root in the
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expression g0 = (−1)k0
√
h1. Indeed, in one case we choose the wrong sign
for g0, which gives the wrong sign to g2. A wrong choice gives the groupset
defined by (h0;h1;−h2), instead of (h0;h1;h2). A wrong choice may be easily
mapped onto an element of (h0;h1;h2), by using the affine transformation
(4.22). That latter transformation is performed in practice, since we only need
one quaternion to rotate the cartesian frame onto the underlined 3D frame.
• f̃0 = f̃1










with k2 = {0, 1}, k3 = {0, 1, 2, 3}. There are then eight possibilities of u and
v. We end up with 48 possible (u; v). We do not encounter the latter issue,
because if u or v is zero, h2 = 0.
4.1 Euclidean distance C3
We analyze here the distance between 3D frames f̃ and the cartesian frame f̂ .
The aim is to check if (h0;h1;h2) ∈ C3 such that (4.23) may be used to define
an euclidean distance between 3D frames.

























. We then compute their distance to the
cartesian frame
dC3(f̃ ; f̂) =
√
dh0dh∗0 + dh1dh∗1 + dh2dh∗2 (4.26)
with dhi = h̃i − ĥi the difference of the i-th components of the triplet (4.23).
Fig. 4.7a shows that frames rotated around k appear to be further than the
ones rotated around i, j. Obviously, the former ones should be as far than the
latter ones. (4.26) is not isotropic.
Let us compare (4.26) with the euclidean distance in <4, i.e. the shortest
distance between any of 48 unit quaternions giving f̃ from f̂ and the unit
quaternion 1
d<4(f̃ ; f̂) = min
i
√
(q̂0(i) − 1)2 + q̂21(i) + q̂22(i) + q̂23(i) + q̂24(i)
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This actually defines a consistent distance between frames. The frames f̃ are
produced from random unit quaternions q̂. Fig. 4.7b shows that the distances
do not correspond at all. Frames having triplet (4.23) close to the one of f̂ may
be either close or far of the cartesian frame.
We may conclude (4.26) is not suitable to define a distance between frames.
It means that averaging sets of values (h0;h1;h2) in C3 is inconvenient. Indeed,
two sets that are close according to (4.26) could give a frame which is not the
average of the two frames corresponding to the two sets.
4.2 Around an axis
We analyze the behavior of h0, h1, h2 of 3D frames having one of their axes in
common. We define this axis with n = (nx;ny;nz) ∈ <3 such that n2x + n2y +










parameterizing rotations around k of angle α. Afterwards, we rotate k onto
n = (nx;ny;nz) ∈ <3 by means of q̂z 7→n. We thus aim
q̂n = q̂z 7→n q̂z
The unit quaternion q̂z 7→n may be described by a rotation of γ around a
unit vector v. It gives
cos(γ) = k · n = nz
sin(γ) = |k× n| =
√

































































§4 Numerical Insights 107
a. 3D frames are frame rotated around one axis.
b. Distances between 104 random 3D frames and the cartesian
frame.
Figure 4.7: Distance between 3D frames and the cartesian frame. The distances
are the euclidean ones of C3 (to compare (h0;h1;h2)) and of <4 (to compare
(q0; q1; q2; q3).)
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w(α) := nx − iny
nz + 1
exp(iα)
a := nx − iny2

which simplifies the writing of (4.27)
h0(w) = a4(w4 + w−4 + 14)
h1(w) = a6(w2 − w−2)2
= a6(w4 + w−4 − 2)
h2(w) = −a9(w2 − w−2)(w6 + w−6 − 33(w2 + w−2))
= −a9(w8 − w−8 − 34(w4 − w−4))
= −a9(w4 − w−4)(w4 + w−4 − 34)
(4.28)
We notice that
a2h0(w)− h1(w) = 16a6
−a3(w4 − w−4)(h1(w)− 32) = h2(w)
giving a linear relationship between h0 and h1 parameterized by two first com-











= 1− nz1 + nz
exp(i θ)
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Figure 4.8: Scattering of H0, H1 in the complex plane C for 500 three-dimensional
frames rotated around an axis n which corresponds to one of the axes of those frames.





. We then let t = 4(α + θ) to
obtain
H0(t) = p exp(it) + q exp(−it) + 14
H1(t) = p exp(it) + q exp(−it)− 2







. We notice H0, H1 have expressions corresponding
to ellipses in the complex plane, Fig. 4.8. It follows that h0, h1 are ellipses
which are scaled and rotated. The corresponding relationships could be used
to set boundary conditions on frames in order to align one of their axes with
the normal of the boundary of a volume.
4.3 Ensuring SU(2) from model surface
We are interested in unit quaternions. We know that a coordinate of the
model surface provides a groupset whose quaternions have the same norm.
We could compute a quaternion corresponding to a coordinate by using the
above procedure. However, it is possible to derive a simpler way to check
if a given coordinate (h0;h1;h2) laying on the model surface corresponds to
(û; v̂) ∈ SU(2).
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We do not need to compute explicitly a quaternion. We just need to know
the value of some powers of u and v. We remind that
|q|2<4 = |u|2C + |v|2C
We are going to derive a way to compute those values un and vm.
First, we notice that applying affine transformations (as right screws) from
the octahedral group to f0(u; v) = (uv)24 produces5 the following subset
(uv)2, −14(u
2 + v2), 14(u
2 − v2)2
The three elements of this subset may be written as the roots of polynomial
of third order (x− (uv)2)(x + (u2 + v2)/4)(x− (u2 − v2)/4) = 0. Scaling and
expanding the latter expression allows to identify h0 and h1 as coefficients of
the polynomial expression
16x3 − h0x+ h1 = 0 (4.29)
Let x? := (uv)2 for an arbitrary root value of the above polynomial; choos-
ing an other root value accounts of choosing an other quaternion of the same
groupset.
We then compute either u8 and v8 as the two roots of the quadratic poly-
nomial (y − u8)(y − v8) = 0. Expanding that latter polynomial in terms of h0
and x?, we get
y2 − (h0 − 14x?2)y + x?4 = 0 (4.30)
Then the norm of the corresponding (u; v) is given by
|(u; v)|2 = |u8| 14 + |v8| 14
Knowing that the discriminant of (4.30) is
∆2 = h20 − 28h0x?
2 + 192x?4
we have the following norm
|(u; v)|2 =









which is independent of the choice of root for x? and ∆, since modifying a
choice corresponds to choosing an other quaternion of the same groupset.








= . . .
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4.4 Attempted numerical schemes
As mentionned in §4.1, the use of the eulidean distance related to C3 for measur-
ing the distance between frames from their triplet (h0;h1;h2) is unconsistent.
Yet, we have tried different numerical schemes based on a finite element ap-
proach. Even if those have been unsuccessful due to this latter statement, we
describe them.
The schemes are based on a tetrahedral mesh that discretizes the region R
of interest. A Lagrange P1 approximation is built from that mesh.
4.4.1 Linear formulation
We consider that the frames laying on the boundary ∂R are given. In prat-
ice we compute the corresponding crossfield(Beaufort et al., 2017), and then
identify a rotation sending the cartesian frame to the frame. From that rota-
tion, we have a corresponding complex pair (u; v) ∈ C2. We eventually have
(h0(u; v);h1(u; v);h2(u; v)) all over the boundary ∂R.
We assume that hi is function of (x; y; z) ∈ R ⊂ <3, ∀i. We aim to get






|∇h0(x; y; z)|2C + |∇h1(x; y; z)|
2
C + |∇h2(x; y; z)|
2
C dxdydz








∇φj · ∇φk dxdydz hi,j = 0,∀k
with hi,j the nodal value of hi in node (xj ; yj ; zj).
We get a linear system with three complex unknows by vertex (node). The
solution is not projected onto the model surface.
4.4.2 Collocation method
We parameterize the rotations using the Euler angles (α, β, γ) respectively
around k, j,k, i.e. the following matrix belonging to SO(3)[
− sin (α) sin (γ) + cos (α) cos (β) cos (γ) − sin (α) cos (γ)− sin (γ) cos (α) cos (β) sin (β) cos (α)
sin (α) cos (β) cos (γ) + sin (γ) cos (α) − sin (α) sin (γ) cos (β) + cos (α) cos (γ) sin (α) sin (β)
− sin (β) cos (γ) sin (β) sin (γ) cos (β)
]
(4.31)
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whose the columns correspond to the 3 directions of a frame. We know that











































From this quaternion, we use the relationships (4.25) and (4.23) in order to
get the octahedral forms parameterized with (α;β; γ). Thanks to this param-










|hi(αj ;βj ; γj)∇φj(x; y; z)|2C dxdydz (4.32)
which is a nonlinear optimization problem.
We solve (4.32) using a Newton’s method. The required derivatives are com-
puted by means of the chain rule based on the Wirtinger calculus(Wirtinger,





























∇φl · ∇φj dxdydz = 0,∀l










































∇φl · ∇φk dxdydz









































6for the entry (k, l)
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The boundary conditions are set by imposing that each frame on ∂R shares
a direction with the outward normal n = (nx;ny;nz). We consider that the








, if nx 6= 0 6= ny
π
2 , if nx = 0, ny 6= 0
0, otherwise
β = ± arccos(nz), the sign is determined with nx or ny
4.4.3 Metric
Fig. 4.7b shows that the euclidean distance between the invariant forms is
irrelevant, compared to the euclidean distance bewteen the quaternion (which
is relevant). We aim to measure the variation among the quaternions δq from
the variation of their invariant form δh. A linear approximation is to built a
















which measures the variation δh from δq. We thus need to compute a pseudo
inverse J+ of J . Then, we can build the aimed metric M
M = J+ · (J+)†
where A† is the transposed conjugate (i.e. hermitian) of A.
Therefore, the Dirichlet energy corresponds to∫
R






We can evaluate (4.33) by means of a collocation method, as we have done
in §4.4.2. The minimization is a bit trickier, since the metric M is implicit,
i.e. we cannot express it analytically from (u; v), neither from (α;β; γ). The
derivatives have to be computed numerically.
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However, (4.33) remains an approximation which is only valid for points
(h0;h1;h2) close to each other (laying in the neighborhood of the same tangent
space). The use of the metric is not sufficient to get a consistent distance of
frames from their invariant forms.
5 | Conclusion
We essentially gave a new parameterization of 3D frame fields, involving only
3 complex values related by an implicit equation describing a variety. The
SU(2) parameterization is based on (Du Val, 1964), with a slight modiftica-
tion about the isomorphism between the special unitary group and the unit
quaternions. We derived the invariant forms without involving homographies;
we used the fact that a finite group of quaternions can be defined by three
unit quaternions. We showed how to get the quaternions from a coordinate
of the variety. Through numerical experiments, we noticed that the euclidean
distance between 2 coordinates of the variety is not consistent with the distance
between the corresponding 3D frames. We derived the relationship of compo-
nents for 3D frames sharing an even direction: the two first ones describe an
ellipsis in their respective complex plane. We showed how to ensure that a co-
ordinate gives a unit quaternion. Finally, three attempted numerical schemes
have been described; they do not compute properly a frame field because of
the inconsistent use of the euclidean norm.
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Mesh generation is an enthralling topic. Meshes are essential for computa-
tional methods and computer graphics, whose ends are quite different. The
present thesis has been concerned to enable auxiliary tools for mesh genera-
tion in order to perform efficient and consistent numerical computations. Even
if computational methods needed by the ARC WAVES project have still to
be implemented, most of work related to mesh generation has been achieved.
The initial methodology fullfilling the requirements of mesh generation for the
WAVES project is almost completed.
The surface parameterization allows to use standard mesh generation for
stereolithography triangulations. The mean value coordinates provide a robust
and bijective parameterization of the underlined triangulations. The compu-
tation of the parameterization has been optimized about the boundary condi-
tions by lowering the deformation due to holes within the the triangulation.
The input triangulation may be refined in order to improve the quality of the
parameterization.
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The crossfield computation leverages the generation of quadrangular mesh
over surfaces. The Ginzburg-Landau theory gives a complete understanding
about the crossfield design, specially about singularities. A discrete scheme
solving the Ginzburg-Landau equations has been validated on the disk, by com-
paring the theoretical/analytical position of singularities with the computed
ones. The numerical method performs well, even if it creates singularities that
are not required by the topology of the surface – like the torus. Anyway, the
singularities are suitably located in that latter case and the crossfield provides
a convenient polyquad decomposition. The finite element formulation allows
to set weak boundary conditions, which is convenient for sharp geometries such
as NACA airfoils.
Full hexahedral mesh generation remains a challenge among mesh com-
munity. The privileged technique relies on 3D frame field, either for frontal
approaches or block structure decomposition. Frame field computation is on-
going research. The present thesis proposes a new way to parameterize frames
by means of the special unitary group. The orientation of frames is described
by quaternions, whose the corpus is one-to-one with the special unitary group.
This results in three complex numbers corresponding to coordinates of a sur-
face embedded in a three complex-valued dimensional space. Unfortunately, a
consistent numerical method producing smooth frame field from this parame-
terization has not been achieved.
The parameterization pipeline based on mean value coordinates always re-
turns a valid atlas to remesh poor quality stl (conforming) triangulation. The
only drawback is the a posteriori assessment about the aspect ratio of the
parameterization. Solving the linear equations related to the mean value coor-
dinates is time-consuming. Avoiding unnecessary computations by checking a
priori the aspect ratio of the parameterization would be time-saving. However,
such an a priori criterion seems utopian for every kind of geometry. Those
lost computations cost a small price for the guarantee that it works with every
conforming triangulation.
Ginzburg-Laudau theory predicts optimal crossfields in regards of the topol-
ogy of the underlined surface. Complete information is provided about the
singularities, i.e. their index and their location. Performances of the proposed
numerical scheme are limited by the nonlinearity of the corresponding equa-
tions to solve. Yet, implementation of the scheme is quite basic. Investigations
for a better scheme would be relevant, in order to quicken the computations.
Frame parameterization based on special unitary group yields the smallest1
unique characterization of the attitude of a frame. Real spherical harmonics
and fourth order tensor characterize the orientation of a frame with 9 real
parameters, while the invariant theory provides only three complex parameters.
1to the best knowledge of the author
§1 Remeshing with Winslow Smoothing 117
Unfortunately, the related variety is equipped with a metric far from being
euclidean. Common numerical methods computing frame field cannot then be
used.
The three next sections give some perspectives. The remeshing process
may be improved by computing better geometrical mesh from the mean value
coordinates. The crossfield has to be scaled in order to produce a regular
quadlayout. The generation of high quality three-dimensional meshes relies on
variety optimization.
1 | Remeshing with Winslow Smoothing
A common drawback about remeshing from an atlas is the formation of seams
along two maps. Besides, the one-to-oneness of the parameterization is not
sufficient to draw valid triangles from a map. To overcome those downsides,
the use of Winslow smoothing appears to be suitable for the optimization of
the parametric mesh in order to produce the best geometrical mesh.
Winslow (1966) proposes to build numerically a structured mesh with tri-
angles. To do so, he considers that a structured mesh is defined by two equipo-
tentials χ(x; y) and ψ(x; y) such that
∇2χ = 0, ∇2ψ = 0 (5.1)
where χ ≡ constant and ψ ≡ constant define edges of a regular triangulation,



















































Those equations (5.2) are better known as the Laplace-Beltrami equations.
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a. χ ≡ constant and ψ ≡ constant in (χ;ψ).
b. Structured mesh within (χ;ψ). c. Image of the structured mesh within
(x, y).
Figure 5.1: Mapping a parametric structured mesh onto a geometry. Figures from
(Winslow, 1966, Fig. 12, 4 & 5).
Solving (5.2) allows to map a structured mesh from the parameter space
(Fig.5.1b) onto the physical space (Fig.5.1c). The constant local topology of
this mesh enables finite difference methods, which are used by Winslow to solve
the quasilinear Poisson equation.
The Winslow smoothing has been applied to unstructured mesh by For-
tunato and Persson (2016), in order to produce curvilinear triangles, Fig.5.2.
They start with a straight sided mesh whose the parameterization fits exactly
along a boundary. They then compute the curved mesh by solving the Laplace-
Beltrami equations based on a harmonic parameterization
gij∂i∂jxk = 0, for k = 0, 1, 2 (5.3)
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a. Initial straight sided mesh. b. Final curved mesh.
Figure 5.2: Curving adequatly a straight sided mesh in order to fit to a geometry.
Figures from (Fortunato and Persson, 2016, Fig. 2).
where Einstein convention is applied, gij is the inverse metric tensor and ∂a is
the partial derivative with respect to the a-th variable in the parameter space.
Due to the nonlinearity of (5.3), they express this equation as a conservative
second-order term with a first-order term{
∂i(gij) + αj = 0
∂i(gij∂jxk) + αj∂jxk = 0
for j, k = 0, 1, 2. They solve those latter equations by using a finite element
approach.
This latter approach could be used to improve a parametric mesh, producing
a geometrical mesh of high quality. Besides, the seams along maps could be
smoothed out.
2 | Size Matters for Directions
Parameterization methods based on crossfields require the integrability of the
crossfield. The integrability of the crossfield means that following one direction
and then symmetrical one may be done in any order. In other words, the
four vector fields corresponding to the different branches of a cross(field) can
commute2.
The commutativity between two vector fields u, v can be measured by the
Lie bracket
[u; v] = u(v)− v(u) (5.4)
2As long they do not surround any singularities.
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where
v(u) = ui∂i(vj∂j)
measures the change of vector field u along the vector field v. Actually, the
Lie bracket measures how much vector field flow curves fail to close. Those
curves correspond to the isovalues of a parameterization. If the Lie Bracket is
nonzero, the corresponding vector fields do not commute.
Lately, Jezdimirovic et al. (2019) have pointed this out. They claim that a
unit crossfield can be hardly integrable, since












One way to get integrability is to scale the vector flow curves,
U = hu, V = hv
giving
[U ;V ] = h2∇θ − h(∇h× n̂)
with n̂ the unit normal to the surface. Choosing appropriately h allows to get
integrability by avoiding the Lie bracket
h∇θ = ∇h× n̂ (5.5)
In the case of a given unit crossfield (almost everywhere), the gradient of
the angle may be easily computed from the complex expression of a vector field.
Indeed, such a vector field may be expressed as
f = exp(i 4θ)
giving
∇f = i 4 exp(i 4θ)∇θ = i 4f∇θ
meaning that
∇θ = −i∇f4f (5.6)
Combining (5.6) with (5.5), we may compute a scaling from a given unit
crossfield, Fig.5.3. This is convenient for parameterization. The scaling is
related to a sizefield.
However, the primary concern is here to provide high quality meshes for
numerical simulation. It means that a given sizefield should constrain the
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a. Given unit crossfield. b. Corresponding scaling.
Figure 5.3: Scaling a given crossfield to get integrability.
crossfield, and not the opposite. Indeed, the sizefield is usually based on the
needs of the numerical simulation, e.g. the required accuracy of the solution.
A given sizefield can hardly drive to a consistent crossfield from (5.5) and
(5.6). It has to be projected on the closest sizefield corresponding to a crossfield
producing the best structured mesh.
(Bethuel et al., 1994, §X.2, Eqn (13) & (14) ) give Ginzburg-Landau equa-
tions by expressing the vector field with its norm r and angle θ. Owing to the
fact that a vector may be expressed as a complex, one can rewrite (5.5)
H = log(h) =⇒ ∇θ = −i∇H (5.7)
which translates (Bethuel et al., 1994, §X.2, Eqn (13) & (14) ) into
∇ · (r2∇H) = 0





Obviously, a singularity correspond to r = 0.
Those equations (5.8) could be used to compute the nearest H correspond-
ing to a given sizefield, which yields a structured mesh. For example, a discrete
scheme could use the first equation of (5.8) to compute H from r, and the
second equation to compute r from H. As an insight of concept, r has been
computed from a given H (Fig.5.3) by using the second equation of (5.8), Fig.
5.4. This could also drive crossfield computation for anisotropic structured
meshes.
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Figure 5.4: Norm of the vector field representing a crossfield, which is computed by
using the second equation of (5.8) by using the H corresponding to Fig.5.3.
3 | Frames are about Variety Optimization
Future work should definitely aim yielding a discrete scheme based on the SU(2)
parameterization of 3D frames. This work has to focus on variety optimization,
in order to efficiently compute geodesics between two coordinates of the model
surface representing uniquely the orientation of frames.
Recently, Palmer et al. (2019) have presented a larger representation of
frames, by allowing the scaling of three directions of frames. It appears to
ease the computations, by quickening the convergence of the algorithm, Fig.5.5.
Their variety is defined by 15 components, which are not yet given in their note.
Their schemes consist in variety optimization. The most efficient seems to be
a modified MBO (mMBO, MBO from Merriman et al. (1994)), which is a heat
equation that is projected on the variety at some times. Concretely, it diffuses
for a large time at first and then reduce the time between each projection. An
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Figure 5.5: Convergence of the finite scheme based on the so-called odeco frames,
which is compared to other approaches. Figure from (Palmer et al., 2019, Fig. 8)
analoguous scheme should be derived for the SU(2) parameterization of 3D
frames.
Like asterisk fields for structured equilateral triangular meshes, there may
be a way to provide a tool for structured tetrahedral mesh generation. The
dodecahedral group seems consistent; Du Val (1964) gives the corresponding
invariant forms and model surface. Yet, the corresponding directions should
be scaled for two reasons. There is obviously the matter about integrability,
but there is a larger issue. It is the fact it is not possible to fill space with
regular (conforming) tetrahedra. But there may be a way to fill space with
structured tetrahedra whose edges are scaled. It would interesting to study
the connections between the odeco frames and the SU(2) parameterization, in
order to derive odeco dodecahedra.
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A.A | Derivation of the FEM scheme for harmonic
mapping
Continuous harmonic maps minimize the Dirichlet energy∫
Pi
|∇φi|2dx
of the parametrization φi on the patch Pi. In other words, it minimizes the
distortion between the patches and their planar representation.




λij (fi − fj)
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It is a linear approximation of a Laplace operator at a vertex i. Indeed, the
Laplace operator corresponds to the Euler-Lagrange equations derived from
the Dirichlet energy ∫















fj∇φj · ∇φi dx
with φ• denoting the linear function shape associated to a node. On a triangle
Tijk, knowing that φi + φj + φk = 1 over Tijk∫
Tijk
fi∇φi · ∇ (1− φj − φk)︸ ︷︷ ︸
φi
+fj∇φi · ∇φj + fk∇φi · ∇φk dx




∇φi · ∇φj dx
which corresponds to the standard Galerkin finite element.
On triangle Tijk (Fig. 2.3)



























A.B | MVC difference scheme on a structured mesh
is not a Laplacian









(2fi − (fi3 + fi6)) = 0 (A.1)

















Figure A.1: Stencil within a structured mesh.
The first term of (A.1) (without the coefficient) corresponds to the well
known linear combination of a centered finite difference to approximate a Lapla-
cian. However, the second term does not approximate a continous Laplacian.
Indeed, the Taylor expansion of fi3 and ffi6 is






































































Because of that last term, the MVC scheme on a structured mesh such as Fig.
A.1 is not the approximation of a continuous Laplacian.
a. FEM computation.
b. MVC computation.









Computing renormalized energy on a
unit disk
This appendix provides an analytical form of the renormalized energy W (Xc)
of equation (3.24) for a unit disk . We first compute Φ and then prove that
second term of (3.23) is equal to zero in the case of a unit circle.
B.A | Solving the Neumann Problem i.e. Computing
Φ(x) of Equation (3.24)
Assume a unit circle S. The analytical value of f on the boundary ∂S of S is
f = exp(i dθ) on ∂S
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as one direction has to be aligned with τ along the circle. The Neumann
boundary condition is thus
∂Φ
∂ν
= d on ∂S (B.1)
since f ×∇f · τ = d on ∂S. Indeed, from
ab̄ = a · b− i a× b,∀a, b ∈ C
and
∇f · τ = d i f∇θ · τ = i df
the condition (B.1) corresponds to the imaginary part of the corresponding
complex product.




log |x− xci | (B.2)
Even if ∇2Φ0 = 2π
∑d
i=1 δ(x − xci ), the flux (per unit of length) ∇Φ0 · ν does
not correspond to (B.1). The solution Φ contains another term Φ1. It may
also be written as a sum of the contributions coming from the d critical points.
Therefore,







Φ0i (x) = log |x− xci |
∇2Φ1i = 0 in S
(∇Φ0i +∇Φ1i ) · ν = 1 on ∂S
(B.3)
Function Φ1i can be written as series of circular harmonics
Φ1i (r; θ) = Ai,0 +
∞∑
n=1
rn [Ai,n cos(n θ) +Bi,n sin(n θ)]
where (r; θ) are polar coordinates. We search for the solution of a Neumann
problem which is defined to a constant. Setting set Ai,0 = 0 assigns to zero the
average of Φ1i . The idea is simple. We use Φ1 which is harmonic to remove all
oscillatory parts of ∇Φ · ν along the boundary ∂S.
Let us assume the i-th critical point is located on the x axis (the real axis),
i.e. xci = (rc; 0) with cartesian coordinates (see Figure B.1). One has
|x− xci |2 = r2 + rc
2 − 2rrc cos(θ)






















1 + rc2 − 2rc cos θ .
The last expression can be reformulated as
(1 + rc2 − 2rc cos θ) + 1− rc2
2(1 + rc2 − 2rc cos θ) =
1− s cos θ + 1−rc21+rc2
2(1− s cos θ)






























n(Ai,n cos(nθ) +Bi,n sin(nθ)). (B.5)
Powers of cos(θ) appear in (B.4). In order to replace such powers by
cos(n θ)’s like in Equation (B.5), we use a well known property of Chebyshev
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where the Pmn’s are the entries of the Chebyshev coefficient matrix P. Equa-
tion (B.6) can thus be regarded as a system of equations
Xi = PinYn , Xi = cos(iθ) , Yn = (cos θ)n.
The system matrix P is lower triangular, so the system can be inverted easily
Yn = P−1ni Xi,








































2(1 + rc2)wn︸ ︷︷ ︸
Wn
(cosnθ)
We get the final condition







[(Wn + nAi,n) cos(nθ) + nBi,n sin(nθ)] . (B.7)
The boundary condition should be non oscillatory: So,






















Φ f × fτ ds is Zero along a Circle
We want to show that ∫
∂S
Φ f ×∇f · τ ds = 0
when ∂S is a unit circle.
In the previous section, we have shown that
f ×∇f · τ = d
Besides, Φ1 has been derived such that it is non oscillatory along the unit circle.





log |x− xck| ds = 0







log(z − zck) dz
}
= 0
with the complex logarithm, which has two features:
• the complex logarithm is a multivalued function
• the complex logarithm has a peculiar singularity in zero
Those features are due to the fact that zero is a branch point. In our
case, the branch points are the critical points zck. A branch cut has to be
drawn for each critical point. If zck = rc exp(i γk), the branch cut is such that
θ ∈ [γk; γk + 2π), z = r exp(i θ) ∈ C (red line on Fig. B.2). The logarithm is












exp(i t)− rc exp(i γk)
)








exp(i t)− rc exp(i γk)
)
i exp(i t) dt















































= 2πi exp(i γk)(1 − r
c)
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zck•
γk
Figure B.2: Illustration of the k-th critical point defining a branch cut (in red) for
the corresponding complex logarithm.
The last step is due to the fact that γ−k − γ
+
k = 2π (the branch cut, in other
words). ∮
C
log(w) dw = 2πi exp(i γk)(1− rc)
which depends on the branch cut.
The d critical points zck being at the same distance rc from the origin and





log(z − zck) dz = 2πi(1− rc)
d∑
k=1
exp(i [γ1 + (k − 1)2π/d])
which is zero since the sum of d > 1 complex numbers corresponding to points
evenly distributed along on a circle centered at the origin is zero.
