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ANALYTIC FUNCTIONS AND 
CLASSES OF INFINITELY 
DIFFERENTIABLE FUNCTIONS 
PART I 
INFINITELY DIFFERENTIABLE FUNCTIONS 
I. ANALYTIC FUNCTIONS OF A R E A L  VARIABLE 
A function j (x) ,  defined in a closed interval I =  [a, b ]  is 
said t o  be analytic in this interval, if to  every point x o  be- 
longing t o  I there corresponds a Taylor series with a positive 
radius of convergence, converging t o  f(x) in a neighborhood 
of xo.  Since the  derivative of a Taylor series is a Taylor 
series with the same radius of convergence as the given 
series, and therefore converging uniformly in every closed 
interval containing xo, and contained in the  interval of con- 
vergence, an analytic function is infinitely differentiable in I .  
An infinitely differentiable function in [a, b]  will be said 
t o  be an ‘5. d. junction” in [a, b] .  
It is well known, tha t  an i. d. function in [a, b ]  is not 
necessarily analytic in this interval. For instance the func- 
t ion j (x)  defined by the equalities 
j (x)  =e-*’”, if x zO, 
f(O> =o, 
is i. d. in every closed interval, but  is not analytic in any 
interval containing the point x =O. 
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2 Infinitely Differentiable Functions 
It is also easy t o  construct an i. d. function in I which 
is not analytic in any partial interval of I .  It would seem 
t o  be possible to  construct such an example by the well 
known “principle of condensation of singularities” of du Bois- 
Raymond, but, for our purpose, i t  is more convenient t o  
operate in a different manner. 
Consider, for instance, 
f ( x )  =-g e-‘””icos(n!X). 
n=l 
This function is i. d. in the interval [0, 2 a ] ,  since for every 
integer p 20,  the series 
( -  1 ) p  c e - ‘ q n ! ) 2 P  cos(n!x) 
( -  1 ) ~  e - ( n l ) ’ ( n ! ) 2 p + 1  sin(n!x) 
converge uniformly in [0, 2a]  and represent respectively 
f ( z p ) ( x )  and f ( 2 p + l ) ( x ) .  
If 1 and m are two integers such that 
0 51 s m ,  
then 
The sum extended from 1 to  nz - 1, which we shall denote 
by A(Z, m, p ) ,  satisfies the inequality 
Denoting by B(m, p )  the sum extended from m t o  infinity, 
I A(/ ,  m, P >  I < (m  !)”. 
we may write 
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For any integer q>m, we may then write 
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If, 1 and m being fixed, we choose p and q in such a manner 
that  2 p  = (q  - 1) !, q> m, we may write 
(UI) + e - ( ~ ' ) ~ ( q ! ) 2 ~  %p e - m i q !  ( ( m ! p  ) = m !  = 4, 
and, when q tends to  infinity, it is obvious that 
the last quantity tending to  03 with q. 
21* We have thus proved that, for every point x = -  m' 
t ha t  is to say, the radius of convergence of the Taylor series 
off(x) a t  such a point is zero, and the function is not analytic 
in any interval containing these points. But every interval 
which is contained in [0, 2v-I contains such a point. The  
function f ( x )  is therefore the desired one. 
It is important t o  be able to  distinguish an analytic func- 
tion by the growth of the maxima of its successive deriva- 
tives in I .  The  following simple theorem characterizes the 
class of i. d. functions composed of all analytic functions in 
a given interval. 
THEOREM I. A necessary and suficient condition, in order 
that a n  i. d .  funct ion,  f ( x ) ,  defined i n  I = [ a ,  b ] ,  be analytic 
in this interoal, is that there exist a positive constant k, depend- 
ing only on f, (k = k(f)), such that 
(1) \ f ( n ) ( x )  I <knn!(n 2 I, xe[a, b ] ) .  
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The  condition is necessary. Let, indeed, f ( x )  be analytic 
in I .  Then t o  every xoeI there corresponds a Taylor series 
which converges to f ( x )  in a certain interval around xo. 
Consider now the series in the complex variable z=x+iy :  
This series defines a function holomorphic in a certain open 
circle with the center xo, which we shall denote by Go. The  
function defined by (2) is equal, for real values of x ,  t o  f ( x ) ,  
By the Borel-Lebesgue theorem it is possible t o  choose a 
finite number of points xo,  belonging to I ,  such that  every 
point of I is interior t o  one of the corresponding circles Czo, 
two consecutive such circles having, thus, a common part. 
Let D be the domain formed by these circles, and let us 
denote by C the frontier of D. Since two expansions (2) 
corresponding to  two circles with a common part are equal 
a t  the real segment of their common part, we see tha t  the 
expansions (2) define a holomorphic functionf(z) in D, equal 
tof(x) on I .  
Denote then by r the smallest distance from C t o  [a, b ] .  
Obviously r>O. About each point xeI consider a closed 
circle C: with radius T. The  set of circles C: forms a closed 
connected region D'. T h e  function f(z) is holomorphic and 
bounded in D': If(z>I<M(zeD'). We have then, by the 
Cauchy integral formula: 
2 
and therefore 
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Thus we have established for n z l ,  the inequality (l), 
1. e., 
T h e  condition is sufficient. 
For every x 0  and x, belonging both t o  I, we may write 
If'")(X) I < k n n !  (XEI). 
Suppose tha t  (1) is satisfied. 
converges tof(x), and this function is therefore analytic in I .  
2. O T H E R  CLASSES O F  I N F I N I T E L Y  D I F F E R E N T I A B L E  
FUNCTIONS 
I n  studying the heat equation 
(3) 
Gevray (8)l introduces, in a natural way, i. d. functions sat- 
isfying, in an interval, the inequalities 
(4) I f ( n ) ( x )  I < k n ( 2 n ) !  ( n  21). 
'For bibliographical references see p. 142. 
6 Infinitely Differentiable Functions 
By the Cauchy-Kowalewski theorem, there exists one, 
and only one, function u(x,  y), analytic in both variables x 
and y, satisfying (3), and such that  
4% 0) = uo(x), 
the functions uo(x) ,  u l (x)  being any two given analytic func- 
tions of x .  
Thus the following question arises: suppose uo(x) 30, what 
are the general conditions which u l ( x )  must satisfy, in order 
that  there exist a function u(x, y )  satisfying (3) and the 
two conditions (5) ? 
We shall suppose tha t  u(x,  y) = -u(x, -y).  S. Bernstein 
(8) has proved tha t  u(x ,  y)  is analytic in y. Therefore, for 
every x,  in the neighborhood of y =O, the following expan- 
sion is satisfied: 
From (3) it follows, by differentiation, and by mathemati- 
cal induction, that, for every ( x ,  y), 




[a, bl ,  
then, in an obvious manner, the Cauchy integral 
we see immediately that,  if x is in a closed interval 
where p is a positive constant. For i t  is obvious that when 
y is in a certain circle about the origin, and xe[a, b ] ,  then 
1The partial derivatives satisfying conditions of continuity. 
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I U ( X ,  y) I < M ,  and it is sufficient t o  express the value of 
a2p+iU 




where k is a positive constant. 
The class of all functions satisfying (4) contains, by Theo- 
rem I, all analytic functions, in [u, b ] .  But does this new 
class contain other i. d. functions than analytic ones ? The 
answer is affirmative, since the function f(x), formed on 
page 2, which, as we have seen, is not analytic on any in- 
terval, belongs to  this class. 
It is clear, indeed, t ha t  
Thus, by ( 6 ) ,  the function ul (x)  must satisfy the inequal- 
I u p  (.)I sp2P+'(2p+l)!<kP(2p)! (pzl) ,  
00 * 1  
m = l  m z l  m = l m  
I f ( " ) ( x )  I 5 e*hn<Max(e-+nn+2) C 
Considering equations of the type 
Gevray (8) introduced i. d. functions satisfying, in any in- 
terval, the inequalities 
If(n)(~) I < k n r  -n , (n 21). 
(7) (: ) 
Such a class, whatever may be the integers r and 5 (if 
only r>s ) ,  contains all analytic functions, but also functions 
which are not analytic. This statement, likewise the analo- 
gous one regarding the class defined by (4), follows from a 
general theorem, which will be proved later, although it is 
easy, as for the class (4), t o  give a simple proof, also in this 
particular case. 
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3 .  G E N E R A L  CLASSES O F  I N F I N I T E L Y  D I F F E R E N T I A B L E  
FUNCTIONS 
The class of analytic functions, in a given closed interval 
I ,  and the classes (4) and (7 ) ,  introduced by considerations 
of theoretical physics, and containing functions, which are 
not analytic, are particular cases of a family of classes de- 
fined in the following manner: 
( M I ,  
M 2 , .  . .), and a given closed interval 13 [a, b ] .  The class 
of all i. d. functions defined in I and such that to  each of 
them corresponds a constant k = K(f) ,  such tha t  
Consider a positive sequence of numbers {M, ,} ,  
If'n'(x) I <knMn, ( a  2 1, X C I ) ,  
will be denoted by C [ M , ) .  
such that  there exists a positive constant a with 
It is obvious that, if two sequences { M , ]  and {M,,'} are 
Mn< anM,,' (n 2 l), 
then the class C [ M , , )  is a subclass of the class C ( M ; ) ,  i. e., 
every function of C I ~ , , )  belongs also to  C(M,,q; since, iffCC(M,I 
then 
and ~ C E C ( M , , ' ) .  
that  
I ~ ( " ' ( X )  I < K n M n <  (LYK)~-V~ (n  2 I), 
Therefore, if two positive constants a and p exist such 
(8) snMd<Mn< anM,,', 
then the two classes C(Mn) and C{M.tj are equivalent, that  is 
t o  say, every function of either of these classes belongs also 
to the other. 
For instance, the classes C(,l) and C(nm) are equivalent, 
and are composed of all analytic functions in any given 
interval and only of such functions. 
The classes defined by (4) and ( 7 )  may be denoted re- 
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spectively by C((~,,)IJ and C z,,+~ , the last one being equiv- { ( 8  11 
alent t o  C I _ ,  . I ( 8  11 
In  the first part of these lectures we shall be concerned 
mostly with the general structure of classes C{,W,,J, where 
{ M,,] is any sequence of positive numbers. 
4. THE PROBLEM OF EQUIVALENCE OF TWO CLASSES 
The  condition (8), which may be written in the following 
manner: 
is sufficient for the equivalence of two classes, CIM,,) and 
c { Mn'} But  this elementary condition is surely not neces- 
sary for equivalence. 
Consider, for instance, the class C{M,,J, where the sequence 
{ M,,) is defined in the following manner: 
M ,  = n!  for n even, 
M ,  = any fixed number > n! ,  far n odd.  (10) 
This class is equivalent t o  the class Cl,!]. Indeed, let f ( x )  
belong in I=[a ,  b ]  t o  C(,w,j, then 
lf(n)(x)l <knM,, (n  21). 
For any two points xo  and x1 of [a, b ] ,  we can write 
where x' is a point situated between xo and xl. Let us then 
take x o  arbitrarily and choose x1 in such a manner that  
Then 
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Hence, if n is even, 
where k1 is a constant. If now k z = m a x  (k, h), we see that  
Therefore, every function of C(Afni belongs to  C(,,l). The 
converse is obviously true, and the two classes CiMn) and 
C(,,l) are equivalent. And yet if, for instance, for n odd, 
M ,  = (n!)" ,  
then 
I f ( n ) ( x )  I <&n! ( n  2 I). 
I n  a general manner, it is possible to  construct in many 
different ways a class C { M ; )  equivalent t o  a given class C(Ar,) 
and such tha t  there is no simple relationship between the 
behaviour of the sequence { A!,) and that  of the sequence 
{Mn'}. Thus arises the problem which may be stated as 
follows : 
To give necessary and su@cient conditions characterizing the 
relationship between the two sequences { 11.1, ] and f&l,l/ in order 
that the two classes C{M,) and C{M/,I be equivalent. 
It is obvious of course that  this problem will be solved 
if we solve the following one: 
To give necessary and su@cient conditions, bearing on  the 
sequences iM,f and { I l l : ] ,  in order that the class CiM,,] be 
a subclass of the class C(MI,,~. That i s  to say,  i n  order that euery 
func t ion  belonging to C { M , , )  belong also to C ~ A P , ~ .  
For, if such conditions are found, we have to  add to  these 
conditions the conditions obtained by exchanging the d e s  
of the two sequences {A!,,], {A!,,'), in order t o  have condi- 
tions for equivalence of the classes. 
In the special, but important, case when M , l = n !  this 
problem can be translated in the following manner: 
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To give necessary and suficient conditionr, bearing on the 
sequence { M,,],  in order that every func t ion  f ( x )  of C{.W,,J be 
analytic. 
A class C(Mn]  containing only analytic functions will be 
called an analytic class. Therefore, in the preceding prob- 
lem, we are looking for conditions on {A! ,}  in order t ha t  
CtM,) be an analytic class. 
This last problem, and the general problem of equivalence, 
were proposed by Carleman (2) in 1926, but they have found 
their solution only in the last few years. This solution de- 
pends largely on a new principle, which we shall call the 
“principle of regularization of sequences,” introduced by the 
author of these lectures (9) and which will be treated in 
the next paragraph. 
5.  PRINCIPLE OF REGULARIZATION OF SEQUENCES 
In  the example of the class C l M , , ) ,  where the sequence 
{M,,] satisfies (lo), the sequence of indices was divided into 
two subsequences: { ni )  and { m  j )  in such a manner t h a t  
when the values of the quantities Adni were known, the class 
CiM,,j was perfectly determined, no matter what values the 
iMmj might have had, provided only tha t  they were greater 
than certain quantities depending only upon the sequence 
f i l lni} .  I n  the particular example we have been concerned 
with, { n i }  was the sequence of even integers and { m i )  t ha t  
of odd integers. But this particular choice of {n i l  was due 
t o  the regularity of the set of values taken by the Ad,, with 
even indices. Such a splitting of the sequence { M , ]  into 
two categories fMn,) and {iWm,] is possible, in the most 
general case, but, in the general case, the values of the 
indices ni of the Mni, upon which the iWmi depend, and the 
smallest values, by which the i W m ,  may be replaced, are de- 
termined by a geometrical process, for which we shall give 
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an analytic interpretation, which process constitutes the 
principle of regularization in question (9). 
We shall denote by ~ ( t )  a positive function of t ,  defined 
for tzO, such that  w ( 0 )  21, and having one of the three 
properties : 
( I )  o(t)  is a continuous function of t ,  strictly increas- 
ing t o  + w when t tends to  + w .  
(2) there is a value t = t o > O ,  such that for t< to  w ( t )  is 
continuous and strictly increasing to  + w when t tends to  
t o  increasingly. For t 2 to : w ( t )  = w . 
(3) w ( t )  is identically equal t o  + w .  
Consider, in the xy plane, a sequence of points {P , ] ,  the 
coordinates of the point P, being x =n, y = an (n 2 1). The 
quantity a,, may take the value + 00 (but not - a) : we shall 
say, then, t ha t  the corresponding point P, lies, on the line 
x = n ,  at infinity. At any rate, we shall suppose that  there 
exists an infinity of points P, which have a finite ordinate. 
We shall also suppose, for convenience in exposition, that  
a1 is finite. 
We shall “regularize” the sequence of points (P,) or, what 
amounts t o  the same thing, the sequence of numbers { a , ) ,  
wi th  respect t o  the function w ( t ) .  
Regularization with respect t o  a function w ( t )  satisfying 
(2) or (3) will be useful only if the sequence {a,) is such 
that  
1’ a n  im-=  w .  
n 
Since this simplifies the details in the exposition, we shall 
suppose that only sequences of this type will be regularized 
with respect t o  a function w ( t )  satisfying (2) or (3). 
Denote by z t  the closed strip defined, in the xy plane, 
by the inequality: O S x $ w ( t )  (the half plane x 2 0 ,  if 
w ( t )  = w ) .  Consider the straight line A~ with the slope t such 
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that  there is no point P, in below A,, but there exists a t  
least one point P, on the part of d t  which is in 2: (i. e. there 
is no point P, with 15% s:w(t) below A:, but there exists 
such a point on A:). The part of A t  which is in E t  will be 
denoted by D,. The projection of Dt  on Ox is the closed 
interval 0 i x  s:w(t) (the ray x 2 0 ,  if w ( t )  = a) .  
The existence of D,, for every t 20,  is assured, in the case 
when w ( t ) <  C Q ,  by the circumstance that  aI is finite and 
a,> - m (n I: l), and, in the case when w ( t )  = m, also by 
the supplementary condition that  lim 5 = m, or what 
amounts t o  the same thing, that  for every given t we have 
a,>nt for large values of n. Denote by { Pni] the sequence 
of points belonging to  {Pa}, each of which is situated on 
a t  least one Dt. The  sequence (nil (the set of abscissas of 
points P, which are on at  least one I l l )  is infinite, for it is 
immediately seen that,  if nio were the greatest index n such 
that  P, is on a D,, all the points P, with n>ni, would have 
an ordinate an = m ,  contrary to  our hypotheses. Every point 
Pni (i= 1, 2, a . )  is thus on a certain D,. No other point 
P, is on such a segment. 
The  sequence (nil  will be called the principal sequence 
of indices of the sequence { P,) , with respect t o  w ( t ) .  The se- 
quence f Pni] will be called the principal subsequence of the 
sequence { P, ] with respect to  w ( t ) .  I n  what precedes, we may 
often replace the sequences of points {Pni] or (P,]  by the 
corresponding sequences of their ordinates: { ani ] or { a,}, 
A point Pni, of the principal subsequence lies, a priori ,  on 
many D,. Denote by Ti  the set of all such values t .  Ob- 
viously, if t l  and t z ,  with t l< tz ,  belong t o  Ti, i. e., if Pni 
lies on Dt, and Dtn, then every t such tha t  tl<t<tz belongs 
t o  T i .  Therefore Ti  forms an interval. It is also obvious 
tha t  the lower extremity of this interval belongs t o  Ti, but 
n 
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not necessarily the upper extremity. Denote the last quan- 
t i ty by ~ i ,  that  is t o  say, 
~i = Bd Ti. 
It is seen immediately that  T~ increases with i. 
We have said that  ~i does not necessarily belong to T,,  
that  is, T;  is not necessarily closed a t  the right. This means 
that  there may exist a point P, which is in z, below the 
straight line passing through P,, and with the slope T ~ .  I n  
other words the part of this straight line which is in zTi 
(i. e., for which O g a s w ( ~ i ) )  is not the segment &. This 
can only occur if W ( T % ) <  00 ; thus, since w ( t )  is then continu- 
ous for t ~ ~ i ,  if there exists a point P, in z,~ below the 
straight line with the slope r i  passing through Pni, this point 
is necessarily such that  n = u ( i i ) .  It is also obvious that,  
for values t > ~ ~  near enough t o  T ~ ,  D t  passes through this 
point P,. T h a t  is t o  say, P,, = PlI i l f l .  Hence in this case 
7 L t + l = c o ( T i ) .  
No point, other than the point Pnt+!, can be in z, below the 
straight line with the slope T~ passing through Pni. 
Denote by Li the part of the straight line with the slope 
Ti passing through Pni, of which the projection on Ox is 
the segment (closed on the left-hand and open on the right- 
hand) 
ni Sx<ni+l.  
L o  will be the part of the segment Do for which 1 $ x ~ ~ z l .  
We shall call the set of all the segments Li  ( i = O ,  1, 2, e . ’ )  
the w-base of the sequence {Pnl (or of the sequence { a n f ) .  
The  end-point of a L ;  with the greatest abscissa belongs t o  
the base only, if it is also the beginning-point (that is t o  
say the point with the smallest abscissa) of LE+1. 
Therefore, it is clear that  the base is composed of a suc- 
cession of polygonal lines, disjointed from each other, the 
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consecutive sides of each polygonal line having increasing 
slopes (going from left t o  right). 
If I I ~  and I I ~ + ~  are two consecutive polygonal lines com- 
posing the base, the right end-point of I I ~  (with the great- 
est abscissa) does not belong t o  the base, and I I ~ + ~  begins 
a t  a point which has the same abscissa as the end-point 
of n j ,  but an ordinate smaller than that  of the end-point 
of IIj. 
The common abscissa of the end-point of I I ~  and the be- 
ginning point of is a principal index : say nk. The  slope 
T~~ of the segment L k ,  with which begins, is greater than 
the slope 7 k - 1  of the last side L k - 1  of I I i .  A principal index, 
which is the common abscissa of two polygonal lines (in 
the case of the two polygonal lines I I ~  and  IT^+^, this prin- 
cipal index is nk), will be called a n  index of discontinuity. 
It may happen, of course, t ha t  there is no index of dis- 
continuity. Then the o-base is a convex, continuous, polyg- 
onal line with sides having increasing slopes. 
Denote by an(0) the ordinate of the point of the o-base of 
(P,) which has the abscissa n. 
The  sequence ( a . ( ~ ) }  will be called the regularized sequence 
of the sequence (a , )  wi th  respect to ~ ( 2 ) .  And, denoting by 
P,(w) the point with abscissa n and ordinate  an(^), we shall call 
the sequence ( PnCO) ) the regularized sequence of the sequence 
{ P,, } with respect to o(t).  
By definition, the principal points P,, of the sequence 
It is also obvious tha t  for every n 2 1 we have a,(y) 6 a,,, and 
tha t  the equality holds only if n=ni (i=l,  2, e .  . ) .  If we 
consider, together with the sequence ( a n )  the sequence 
(a,,'], and if, for the principal sequence of indices { n i )  of 
the sequence {a , ) ,a&=anl ,  and if a,,' za, (n=1, 2, . .), then 
a,, '(w) = a>) (n  2 1). 
(P, ] remain invariant by the regularization, i. e., P,:) = P "1 * 
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It is easy t o  see that, if w ( t )  and w l ( t )  are two functions 
both satisfying one of the three conditions required above, 
and such that  for t 2 0  we have w l ( t )  s w ( t ) ,  then, for every 
n 2 1, we have a r r ( w )  5 a I , ( w i ) .  
This shows that  if w l ( t )  < w ( t ) ,  ( t > O ) ,  then for every given 
sequence (P,] the wl-base is nearer t o  the points of this 
sequence than the w-base. This intuitive manner of ex- 
pressing the fact which precedes may also be interpreted 
in the following no less intuitive manner: the smaller the 
function w ( t ) ,  for every t > O ,  the more the regularized se- 
quence resembles the sequence itself. But it should be re- 
marked that, if we decrease w ( t ) ,  for every t > O ,  we in- 
crease the number of indices of discontinuity of the base. 
I n  that  case we may say that the regularity of the regularized 
sequence is decreased. Thus, a gain in approaching more 
intimately a given sequence results in a loss of regularity 
in the regularized sequence. 
It is clear that, for different purposes, the admixture of 
these two factors, regularity and intimacy of connection 
with the primitive sequence, has to be properly chosen. 
Tha t  is t o  say, for different purposes, w ( t )  has to  be dif- 
ferently chosen. 
Let us now give an analytic interpretation of regulariza- 
tion. 
{a,} being a sequence having the properties described 
above (a1 < a, a, > - co for every n, an < 00 for an infinity 
of n, and, if w ( t )  = w for t > to ,  lim 3= w ) ,  the function, 
defined for z 2 0  by the equality: 
n 
A(t) = Max (nt-aJ, '  
n S w ( t )  
will be called the w-trace function of the sequence { a ,  } .  The 
'The niaximum is evidently taken with respect to n. For every t ,  n takes all the 
positive integral values which do not exceed ~ ( 2 ) .  
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reason for this denomination will appear later. This func- 
tion A(t) exists, since, if w ( t )  < m, A(t) is the greatest value 
of a finite set of numbers; and if w ( t )  = 0 0 ,  the existence of 
A(t) is assured by the condition lim %= m (which is sup- 
posed t o  hold when w ( t )  = 00 for tB to ) ,  since then nt-a,, 
tends to  - m when n tends t o  0 0 .  
Since w ( t )  increases with t ,  it is plain that  A(t) increases 
with t .  
The trace function A(t) is such that  A(t+O) exists and 
A(t+O)=A(t) for every t ~ 0 .  The existence of A(t+O) is 
obvious since A(t) is an increasing function. Denote then 
by n,  an integer such that  A(t+t )  =n,(t+e)-a,,, ( E > O ) ,  
n,  ~ w ( t + ~ ) .  If t ~ 0  is given, the set of the integers n,, each 
satisfying the preceding equality for all E satisfying the in- 
equality 0 < e  < k ,  is finite, since if w ( t + k )  < m, n, s w ( t + k ) ,  
and if w ( t + k ) =  m, n(t+k)-a,, tends to  - m when n - t m .  
Therefore there exists a sequence E ~ $ O '  for which n,( takes 
the same value, say m. But then, since msw(t+E,) (i=l,  
2, a a ) ,  we have also m s w ( t ) ,  and A(t+eJ = m ( t + ~ J  -am 
+ mt-am. Thus A(t+O) =mt -amsA( t ) .  And, since A(t) 
is an increasing function, A(t+O) =A(t) .  It is also obvious 
that  A(t-0) exists. Generally A(t-0) need not be equal 
to A(t),  but if w ( t )  = 0 0 ,  then A(t-0) =A(t) ,  and A(t) is 
continuous a t  t .  Indeed, if A(t) =mt-am, for E > O  and suf- 
ficiently small, ~ ( t -  E )  >m, and, therefore, A(t- E )  z m ( t -  
-am+mt-am=A(t),  i. e., A(t-0) ?A(t) ,  and, since A(t) is 
an increasing function, A(t-0) =A(t) .  
Denote by m(t) the greatest integer n s w ( t )  such tha t  
A(t) =nt-a,,. m(t)  is an increasing function. Indeed we 
have by definition if t l  < t 2 :  m(tJtz-am(t,) 5m(tz) tz-am(lr)  
n 
'a,@ means tha t  ai tends decreasingly t o  b, when i tends t o  m ; 
aifb means tha t  ai tends increasingly t o  b, when i tends to m ,  
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=A(tz),  t ha t  is t o  say, [m( tJ  -m(tz)]tz6a,cl,)-amo,,. If we 
had m(tl)  >m(tz),  we should also have w ~ ( t ~ ) t ~ - a ~ ( ~ , )  2m tz ) t l  
-am(l2), i. e., am(ll) -am(l9) 6 [m(tl) --m(tz)]tl,  and therefore 
together with the preceding inequality [m(t l )  - -m(t2) ] tz  
I - [vz(t1) -m(tz)]tl,  which proves, since t z  >t l ,  that  m(tl)  
-m( tz )  <O, contrary to  the supposition. m(t+O) thus exists. 
And this quantity is equal t o  m(t)  since A(t+O) =m(t+O)t 
  CY,(^+^) =A(t) =m(t)t-aa,(,,, and if m(t+O) were greater 
than m(t) ,  A(t) could be written as equal t o  nt-aa, with 
n=m(t+O) >m( t ) ,  n=m(t+O) 6;w(t+O) = w ( t ) ,  contrary to 
the definition of m(t) .  
The function m(t)  tends to  00 : m(t)  3. 00, with t. Indeed 
if t g M a x  (az -a l ,  a3-aZ)' * , ap-ap--l), then m(t)  z m i n  
( p ,  [;w(t)]) , l  since thenp t -ap2( (p - l ) t - a~ - ,  z (p-2) t -a , - z  
* . .  , 2 t - a l ,  and m(t)  cannot be smaller than the greatest 
of the integers 1, 2, . . * , p ,  which are smaller than or equal 
t o  w ( t ) .  Thus m(t)  tends t o  infinity. 
All the properties of m(t) show tEat there exists a sequence 
of numbers to=O, t l ,  t z ,  e . , t k ,  . , tending increasingly t o  
infinity such tha t  in every interval tk St < t k + l ,  m(t)  =m(tk) ,  
m(tk) being a positive integer tending increasingly to in- 
finity. Therefore, if t k  I t  <&+I,  
and 
Thus, in this interval 
A(t) =m(h&- (Y?n( tk ) ,  
A(t) -A(&) = m ( t k ) ( t - t k ) .  
We have said tha t  generally A(t-O)#A(t). Th' is can 
happen evidently only a t  points t = t k .  If a t  such a point 
'[nl denotes the greatest integer smaller than or equal to a. 
* d+.fo denotes the right-hand derivative off(t) a t  the point t. 
dt 
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A(t) is discontinuous, we have necessarily A(tJ -A( tb-O)  
>O. Let us denote by d ( t k )  the  quantity A(tk)-A(tk-O), 
and consider the function 
T h e  function a(t) may also be written as a Stieltjes integral 
a(t) = dY(7), 
(12) Lt 
Y(7) being an increasing function, constant in every inter- 
val t k  ~t <tk+l, with V(tk) - P'(tk-O) =d( tJ .  
From (11) and (12) it follows immediately tha t  if t> t '  
We recall that ,  if w(t*) = m ,  A(t*-0) =A(t*), and there- 
fore for every t k  ~ t * ,  d ( t k )  =O. Y ( t )  is therefore constant for 
t zt*.  I n  the particular case, when w ( t )  is identically equal 
to  + 00, we have 
(14) 
for every pair of values t' and t ,  t >t ' .  
A ( t )  = A ( t  ') + /h ( T )  d7,  
1' 
It is also important t o  make the following remarks: 
If one changes a finite number of terms in the sequence 
(a,], the o-trace function, A(t ) ,  remains unchanged for large 
values o f t .  Tha t  is to  say, we may suppose that  the first 
m terms, a1, (YZ, - * , a,, are all equal to  infinity, and A(t) is, 
for large values of t ,  the same as for the primitive sequence : 
A(t) = Max (nt-an>, ( t > t o ) .  
This follows immediately from the remark tha t  m(t) -f m .  
w-trace function, A(t) .  
infinity of w-generatrices. 
m Sn $4) 
The sequence (a, ] will be called the w-generatrix of the 
An w-trace function may admit an 
We shall now prove the following Lemma. 
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LEMMA I. Let A ( t )  be a n  w-trace function. There exists a 
sequence ( a,} ,  which is  the smallest w-generatrix of A ( t ) .  That 
i s  to say that, i f  ( a , )  is  any  w-generatrix of A ( t ) ,  we have, f o r  
every n 2 1, 
(15) a, 4 a,. 
Th i s  smallest w-generatrix of A(t) is given by the relationship 
a,=m ( n t - A ( t ) ) . l  
w ( l ) L n  
(16) 
{a ,]  being any w-generatrix of A(t), that  is t o  say, 
A ( t )  =Max  (n t -a , ) ,  
nSo(t) 
( 1 7 )  
we have to prove tha t  ( a , )  defined by (16) is also a w-gen- 
eratrix of A(t), and, then, that  (15) holds. We have then 
to  prove first of all that  
A ( t )  = Max ( n t -  Bd ( n s - A ( s ) ) ) .  
n 54) 4 8 )  r n  (18) 
We have for t 20,  
Max ( n t -  Bd ( n s - A ( s ) ) ]  
n S w ( t )  w ( s )  2n 
- Max ( n t - ( n t - A ( t ) ) ]  = A ( t ) .  
n Sw(t) 
We have also by (17) 
Max { n t -  Bd ( n s - A ( s ) ) ]  
n S d t )  W ( S )  Ln 
= Max ( n t -  Bd (ns- Max (mr-a,)))  
2 Max { a t -  Bd (as-(as-a,))  
= Max ( n t - a , ) = A ( t ) .  
n 54) 4 s )  L n  m 54s) 
n 54) w ( a )  L n  
n S w ( t )  
Thus (18) is proved. It results now from (16) that 
a,= Bd ( n t -  Max (mt-a,)) 
d t )  Ln m S w ( 0  - 
5 Bd (nt - (n t  - a,,)) = CY,. 
w ( t )  2 n  
'The least upper bound is taken with respect to  t, when t takes all values such 
tha t  w ( t ) ~ n .  
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The Lemma is therefore proved. 
T h e  following lemma characterizes, in a new manner, the 
regularized sequence of a sequence {a,} with respect t o  w ( t ) .  
LEMMA 11. The regularized sequence { ) of the sequence 
( a , }  i s  the smallest w-generatrix of the w-trace func t ion  of the 
sequence (a, 1. 
Consider as above, in the xy  plane, the points Pn=(n, a,,). 
The  w-trace function of (a,,} is given by 
A(t) = Max (nt - a,), 
where the quantity a,-nt represents the y-intercept of the 
straight line having the slope t and passing through P,. 
Thus the quantity -A(t)  represents the y-intercept of the 
segment D ,  (see page 13). This is why we call A(t) the 
o-trace function. 
The  point Pn(~)=(n, ado)) is on the segment L i  which be- 
gins a t  the point Pni, ni being the greatest principal index 
smaller than or equal t o  n,1 and the slope of L i  being equal 
t o  ri = Bd Ti, where Ti is the set of the values of t such that  
P,,, is on D,. On the other hand, if w ( t )  ~ T Z ,  the point 
(n ,  nt-A(t))  is on the line Dt. Recalling then the form 
of the w-base of regularization, one sees immediately that 
the least upper bound of the ordinates of intersection of all 
the lines Dt(w(t)  sn) with the line x=n is precisely the 
ordinate of intersection of Li  with the line x=n. But this 
least upper bound is 
n 54) 
a,= Bd (nt-A(t)).  
o(t)Zn 
Thus a,=a,'~) and the lemma is proved. It is clear that  
(an(w))  (u = an(w). I n  other words : the w-regularized sequence 
of the o-regularized sequence of the sequence {a,) is the 
w-regularized sequence of (a, 1. It  is clear that ,  if for every 
'If n<nl, P n ( w )  is on Lo. 
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n 2 1 we have a,,- pn=C (constant), then i t  follows from 
the proved Lemma tha t  a,,(w) - & C Y )  = C. 
Let us also remark that, if we change a finite number of 
terms in the sequence {a,,), only a finite number of terms 
change in ( a y n ( w )  1. For the case (when o ( t )  < w for t 2 0 )  this 
results from the formula 
a , (~ )=a ,=  Bd ( n t - A ( t ) ) ,  
w ( t ) b n  
since, from w ( t )  L n ,  it follows tha t  if n is sufficiently large 
t is large, and when t is large we have seen on page 19 that  
A ( t )  remains unchanged after we have changed a finite num- 
ber of a,. If now w(t) = w for t sufficiently large, our as- 
sertion follows from lim 5 = w ,  and from the geometrical 
construction of the points (P,(w) 1. 
We shall now prove the following Lemma which will often 
be useful. 
LEMMA 111. If (a , )  and (Pn) are two sequences such 
that there exists a positioe constant y satisfying the condition 
(20) adW) SPn+rn (n  2 I), 
then, denoting by A ( t )  and B ( t )  the respective w-traces of the 
sequences (a,,) and ( P , , ) ,  we haoe f o r  t l y ,  
If there exists a positioe constant y such that f o r  t 2 y, 
then 
(23) 
If o ( t ) =  w ,  then the hypothesis that y i s  positive i s  useless, 
but, if y <0, the condition t 2 y has to be replaced in each case 
by  t 20 .  
(24) a n  5OP,+nr 
n 
(2 1) A ( t )  2 B ( t - y ) .  
(22) A ( t - 7 )  2BB(t), 
adw) S @kw) - ny S pn - n y  ( n  2 1). 
Let us remark that, since a>) 5 a,, from 
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there follows (20), and therefore by the Lemma, (21). But 
from (22) does not follow 
but precisely 
This Lemma has a certain Tauberian character which is 
difficult t o  state here. We shall nevertheless remark tha t  
it gives, in fact, a new point of view on Tauberian theorems. 
a n  SPn-ny, 
ny.  &(d 5 Pn(d - - 
Let us now pass to  the proof of the Lemma. 
We have, if t 2 7, 
A(t) = Max (nt-ai”))  2 Max (nt-Pn-ny) 
= Max(n(t-y)-Pn)2 Max(n(t-r)-Pn)=B(t-y).  
n SdL) n b 4 )  
n S d t )  n S d t  -7) 
On the other hand, i t  follows from (20) tha t  
c Y n ( W )  = Bd (nt-A(t)) = Bd (n ( t -7 )  -A(t-7)) 
4) Zn  4-Y) Zn 
= Bd (nt-A(t-y))-nys Bd (nt-BB(t))-ny=P,’o)-nr. 
The  last affirmation of the Lemma is evident by the pre- 
ceding proof, since, if w ( t )  = m, o(t - y) = w ( l ) ,  for every t 2 0, 
if y ~ 0 ,  and for t z y ,  if y>O. 
REMARK: It is evident, by the proof of the Lemma III,I 
that,  in its statement, the expressions “for t >= y” (or “for 
t zO”) ,  and “ ( n  2 1)” may be respectively replaced by “for  
t suficiently large” and “ n  suficiently large,” provided, of 
course, tha t  both be replaced. 
Returning to the general notions considered on page 13, 
consider now the set Ti. Such a set constitutes an interval, 
closed a t  the left-hand, and open a t  the right-hand. The  
4 - Y )  t n  4) Zn 
’And by the statement, of course, that  for large values of 1, the wtrace depends 
only on the terms of the generatrix, with large indices, and that  the terms of the 
wregularized sequence, for large values of n, depend only on the w-trace for large 
values o f t  (see pages 19 and 22). 
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right-hand extremity was denoted by 7;. Let us denote by 
T,O the left-hand extremity of Ti. Thus Ti  is the interval 
Ti is, we recall, the set of values t such that the principal 
point Pni lies on Dt,  t being any point of Ti. It is then 
obvious, by construction, that  if j > i ,  no value of Ti can 
be smaller than any value of Ti. Thus ~ j ”  2 T ~ .  On the other 
hand, since there is a t  least one principal point (a point of 
the sequence { Pni))  on every line D ,  every value t 2 0  be- 
longs to  a t  least one set Ti. Therefore 
7 io+1=  T i .  
And the set which is the sum of all the sets Ti is equal t o  
the set composed of all the points t 2 0 :  z T i =  [0, m). 
We have seen that  A(t), the w-trace of the sequence {a, 1, 
is such tha t  -A( t )  is the y-intercept of D1. If t belongs t o  
Ti, D t  passes through the point Pni=(ni, a,), and thus 
T i o  st < T i .  
(25) A(t) = n,t - ani, ni ru(t). 
This proves also that, if n(t)  is the greatest principal in- 
dex ni satisfying ( 2 5 ) ,  then m( t )=n ( t ) ,  since if there were 
an integer m such tha t  m>n( t )  and such that  
A(t) =mt-aa,, m $ u ( t ) ,  
the point P, would also lie on Dt,  and m would also be a 
principal index satisfying (25), contrary to  the hypothesis 
that  n(t) is the greatest principal index having this property. 
Thus m(t) is a principal index, and precisely the greatest 
principal index n j  such that  t belongs to  the corresponding 
set Ti. 
Suppose tha t  m(t) ( t  20) takes the values: ma < m l  < . . 
<mk, * ’ * . T o  every k corresponds, as we have seen above, 
an i = i ( k )  and a p = p ( k ) ,  such that mk=ni<n i+ l ,  < . . a  
<ni+p=mk+l. The points of discontinuity for m(t )  being 
the points t l ,  t z ,  . . . , in [ t k ,  t k + l ) ,  m(t )  =mk=m(tk),  and 
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putting t o = O ,  in [0, t l )  :m( t )  =mo=m(0).  Therefore in 
[tk, t k + d  
A ( t )  = mkt - a m k .  
This shows that  
(26) t k + l =  7 i ( k )  = ~ f + l =  ~ i + l =  - ~ f + ~ - 1 =  T ~ + ~ - I  = T?+, 
This last formula will allow us t o  give an important state- 
ment of convergence which will be useful afterwards. 
( i + p  = i(k+ 1)). 
By formula (13) we have 
We shall denote the integral lhvc,) by A&) and call 
i t  the  discontinuous part of the w-trace function A(t). T h e  
0 
expression A(0) + m( ~ ) d 7  =A(t) -Ad( t )  will be denoted by 4' 
A,(t) and will be called the continuous part of A(t), 
A(1) =Ac( t )+A&).  
Both, the continuous and the discontinuous part, are in- 
creasing functions, the continuous part tends to infinity, 
the discontinuous part  is not negative. 
We can now prove the following Lemma: 
LEMMA IV. The  following equality holds: 
where { ni } i s  the sequence of principal indices of the sequence 
{ P, 1, and where r i  = Bd Ti .  
We have 
/> c( t )  e- rdt = A(0) iz- tdt + /k"( /)z ( 7)d  7)e- 'dt. 
0 
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Integrating by parts the last integral we get 
If the left-hand integral converges when x 4 a, there exists 
a sequence of quantities x, tending to  infinity such tha t  
e-xA,(x) tends t o  zero, and /%(t)e-"dt+A(O) tends t o  
/>,(t)e-tdt. Conversely if / L ( t ) e - l d t  tends to  a limit 
JO 
0 0 
when x 3. a, the left-hand integral does also and c"A,(x) 
tends t o  zero. Thus 
/ic( 2) e - tdt = A (0)  + 1; ( t )  e - Idt. 
/L ( t )  e- %it = m (0) - m Cx) e -2 + e - %irn ( t )  , 
0 L 
/ r n ( t ) e - % h n ( O ) +  0 1- e-tdm(t) 
u 0 
We prove, in exactly the same manner, by writing 
that  
(and also, t ha t  the convergence of one of these integrals 
gives m(x)e-z+O, when x 4- a). Therefore 
/ i , ( t ) e -  0 tdt = A(0) + r n ( O )  + p d m ( t )  0 
where the quantities tk have the same meaning as on page 24, 
and thus, by formula (26), 
i -1 
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The  value of each of these expressions, or of 
27 
/ k ( t ) e -  Idt, /:- 0 ' d m (  t ) ,  
0 
may be infinity. But we have proved that  they are all 
finite or infinite a t  the same time. 
REMARK: We have seen, during the proof, t ha t  the con- 
vergence of one of these expressions (and therefore of all 
of them) involves 
lirn A(x)e-z= lirn m(x)e-z=O. 
z =  01 z = w  
Let us now prove the following statements which 






the two conditions 
(4) 
are equivalent. 
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Therefore ;f lim ->O, 4) and ;f the discontinuozis part of 
t -
A ( t )  is zero: A ( t )  =A, ( t ) ,  then the conditions 
- an(@’ 
Iim - m >  n2 
- (4 (@) lim a n + ~ - Q n  
- (0) 
< m, n 
< *, lim Q n t l  - Qn n 
are equivalent. 
The  relation (I) results from the following : 




m ( l )  m(t> - t lim -. = t  lim-- 
t -
- (a> 
The  first part of the inequality (2) follows from these 
simple considerations : if the second expression in (2) is equal 
t o  k, then to  every positive e there corresponds a number 
n ,  such tha t  for n l n , ,  
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<a$"+n(k+e); 
thus 
a%l<a2+[no+(no+1)+ . + ~ ] ( K + E )  s&'+ 
29 
(n  + 
2 ( k + E ) ,  
and obviously the  desired inequality follows. 
I n  order t o  prove the inequality (3) let us consider, 
as on page 24, the values mo < m l <  - - <mk < a . , taken 
by m(t) in the intervals [o, t l ) ,  [ t l ,  t l ) ,  - - , [ i k ,  t k + l ) ,  - a - , 
and consider an integer n : m k S n  <mk+l. It is seen, by (26), 
that ,  if me =ni(k) ,  then 
-2 n -= mk m(tk+l-O) - 
T i ( k )  t k + l  t k + l  
(27) 
It is also seen, by (26), tha t  ~ i ( k )  is the slope of the straight 
line passing through (ni, a:') on which are situated all 
points (n, with ni $ n  <ni+l;  the point (ni+l, ani:;) is 
situated either on the  same straight line or below i t ;  there- 
fore, since n+l $ni+l, we have 
an!$-&) T i ( k ) ,  
we have, for sufficiently large values of t ,  
and by (28), we have, for large values of n, 
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Thus 
t ( w )  ( w )  - lim-. lim % + l - Q n  
n = m  n t = m(t)  
It is also obvious that  we have, in [ t k ,  t k + J ,  the following 
inequality : 
- 
t t 7 i ( k )  - T i ( k )  - - 
m(t)  mk mk m(7i(k)-O)' 
Thus  
We know that, if the point (m,+l, a&)+,) is below the 
straight line with slope T ~ ( ~ ) ,  passing through (mk, a,(;)), then 
mk+ 1 = m( T i ( k )  - 0) + 1 = e"'e', 1 
which shows that, if, for a sequence { ki }, we have 
lim T i ( k )  =lim r i ( k j )  
k = m m( r i ( k )  - 0) j =  m m ( - 0)' 
this upper limit can be positive only if, for large values of 
j ,  the point (m,,+l, a&)+1) is on the straight line with 
slope T ~ ( ~ ~ )  passing through the point (mk,, &;). There- 
fore, if this upper limit is not zero, we have 
t - = lim-. 
t = -  m(t)  
I n  the case when the last expression is zero, the inequality 
t (4 (4 - 2 lim- 
n = m  n t -  m(t )  
lim % + l - Q n  
is obvious, by the hypothesis on the first expression. 
1We recall tha t  the point ( m k f l ,  &:+I) can be either on the described line, or 
below it,  but can never be above it. 
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We have thus proved tha t  
Let us now prove tha t  
__ (0) lim a,+1-an_- a:il-a:) - lim 
n n 
It is obvious tha t  
- (4 lim a n + l - a n S ; l i m  a110:1-&') 
n n 
since an 5: a n ( w ) .  I n  order t o  prove that  
__ (0)  (0) (4 lim an+l- a, 2 iim f f n + l - f f n  
9 n n 
we remark that, if n i s n  < n + l  sn i+l ,  where n,  is a principal 
index, then 
(4 (0 )  I; (0) an+l- a, - ni+l  - ag) = a*+l - ani. 
Indeed, the last part of this relation, the equality, is 
obvious, since for a principal index ani = a$). The  first part  
is also evident, since, if n + l  <ni+l, or if n f l  =nifl, the 
index ni+l being not an index of discontinuity, the points 
(ni, a:)), (ni+l, a$!+1), (n ,  a n ( w ) ) ,  (n+l ,  a:iJ 
are on the same straight line passing through (n,, a$)) and 
with slope ~ i ,  and, if ni+l is an index of discontinuity, and 
n+l=ni+l ,  then the point ( n f l ,  a ~ ~ l ) = ( n , + l ,  ak:,) is 
below this line, the other points being on this line. Thus, in 
each case, the desired inequality is satisfied. We have then 
(4 ( w )  (0 )  (0) (0)  
a n + l - a n  slim a n i + l - a n i  =& a n i + l - a w < G  akil-an - 
n = m  n i = m  ni i=- ni n = w  n 
And the inequality (2) is completely proved. 
Let us now pass to  (4) and (5).  
By the conditions imposed on w ( t )  there exists a positive 
constant k such tha t  
(29) w ( t )  > k t .  
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If (3) holds, there exists a positive constant K ,  which may 
k 
2 be supposed smaller than -, such tha t  for large values o f t  
A(t) >kit2, 
and therefore, for large values of n, 
- 
a?)= Bd (.t-A(t)) 5 Bd (nt-Klt2). 
40 t n  o(t) Sn 
n 
2 k  1 
Since nt-klt2 takes its maximum a t  t=-, and, by (29), 
"(&) 2 ~ ( i )  >n (for sufficiently large values of n), the least 
upper bound is equal t o  this maximum, i.e., t o  -, which 
proves tha t  from (4) follows (5). 
t ha t  for large n : n 2 no, 
where the constant k 1  is such tha t  
n2 
4k 1 
Now suppose tha t  (5) is satisfied. We may suppose then 
C X , , ' ~ )  <kin2, 
t - < w ( t )  - 1, 
2k I 
for large values o f t  (by (29)). But then, for large values of t ,  
A(t)=Max (nt-a,,(u))Z Max (nt-kkln2)=Max (nt-kkln2), 
since the last expression takes its maximum a t  
n 5 4 )  no sfl $w( t )  n Sno 
fl, both of which are smaller than ~ ( t ) ,  and greater [&I 
~ 
than no, for large values of t .  
Thus, for large values o f t ,  
which gives (4) immediately. 
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6. EXPONENTIAL AND CONVEX REGULARIZATION 
We shall have to  deal, in these lectures, with two types of 
regularization: one with respect t o  the function w(t) =el, 
which is of the type (I) (see page 12), the other, with respect 
t o  the function w(t), identically equal t o  + m (type (3).) 
The  first case, w ( t )  = e f  is, by far, the more important one, 
and generally the theory we have been concerned with in 
the last paragraph is of interest mostly in view of the 
regularization with respect t o  a function of the type (I)  or 
(2),  since regularization with respect t o  o(t)= m could be 
treated in a much simpler manner and is nothing but the 
rectification by the well known polygon of Newton (20). 
If w(t) =el, we shall write instead of a n ( w ) ,  P,(O), w-base, 
w-trace, w-generatrix, respectively, a?), PpD.), exp.-base, 
exp.-trace, exp.-generatrix (read “exponential-bare” etc . . .) . 
The  regularization with respect t o  e f  will be called exponen- 
t ial  regularization, the sequence ( a?) ]-the exponentially 
regularized sequence of ( a, 1. 
Let ( M ,  ] be a sequence of positive numbers, an infinity 
of which are finite, MI being also finite. Pu t  an=log M ,  
( n z l ) ,  and let us write M i = e a p p ) .  The  sequence ( M : ]  so 
defined will be called the exponentially regularized sequence of 
( M ,  ] regularized by meanr of  logarithm^. 
For every r 2 1 let us put 
rn 
n s r  Mn 
S ( r )  =Max--. 
If we write r =el, we have 
A ( t )  =log S ( e f )  =Max(nt-log M,) =Max  (nt-a,). 
n 6 r  n Set 
Thus A ( t )  is the exp-trace of {a,) = (log M,} .  Therefore 
by the Lemmas I and 11, 
log MP, = a,(e=P) = Bd ( n t - A ( t ) )  = Bd (TZ log r-log S(r) ) ,  - 
8 2n r &n 
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A ( t )  =log S ( r )  =Max(nt-cr,'exD') =Max (n logr-log M:). 
Tha t  is t o  say, 
n Sd n S r  
rn - M$=Bd - 
r r n  S(r)' 
rn S ( r )  =Max - 
The  following statements are simple translations of corre- 
sponding statements in the general theory, expressed in the 
case o(t)  =el,  and where the quantities t ,  a,, a,"XD) are 
replaced by r =el ,  M ,  =e"", M: = ea" 





If the two sequences { M, 1 and { N ,  ] are such tha t  - = k  
- (constant), then - - k. 
N ;  
LEMMA 111'". If {Mn ] and { N ,  ) are two positive sequences, 
such that there exists a constant q 2 1 such that 
(30) M:gqnNn ( n z l ) ,  
then, denoting by 
S M ( r )  =Max  -> rn 
nsr Mn 
T" SN(r)  =Max  - 
nsr Nn' 
we have for every r Lq  
(31) 
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where (Mg } and { N i }  denote, respectively, the exponentially 
regularized sequences of ( M ,  ] and [ N ,  ) , regularized by  meanJ 
of logarithms. 
REMARK. If (30) holds for large values of n, (31) holds for 
large values of r .  If (32) holds for large values of r, (33) 
holds for large values of n. 
For example, let us put 
N,=ann! (n.21) ( a  constant>l). 
We then have 
- - [:I! a 
Tha t  is t o  say, 
(34) e a s s N ( r )  <e:, 
with a(r)+l,  when r+ to. 
We have also 
a(r)r 
2 ann. ! ( a n ) n - n  = ann ! = N,. 
I n  other words, in this case, the exponentially regularized 
sequence [ N i  1, regularized by means of logarithms, is the 
sequence itself. 
The Lemma III(I), or rather the remark which follows 
this Lemma, may be translated, therefore, in the fol- 
lowing manner (writing S ( r )  instead of S M ( r ) ,  and putting 
Nn=n!) :  
LEMMA III(I1). Let (M,) be a sequence of positive numbers; 
let us put 
r" S ( r )  =Max -. 
n s r  Mn 
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The two conditions: 
(I) There exists a positive constant p, such that for large values 
of 7 
S ( r )  >e#', 
(2) (M;)""=O(n),' 
are equivalent. 
Tha t  is to  say, from (I) follows (2), and conversely. 
With the notation, N,=ann!, from (34), and (1) i t  follows 
tha t  for large values of r 
where q = p a ! > l ,  if a! is chosen such that  a ! p > l .  Tha t  is t o  
say, 
S ( r )  > SN(qr), 
for large values of r ,  and by Lemma III(I), for large values 
of n, 
Thus (2) holds. 
If now (2) holds, we have for q > l  and sufficiently large 
MP, < qnn !, 
and with the same notations as above, we have (with a! = 1, 
i.e., N,=n!) by the Lemma III(I) 
and by (34) for large r with a suitable p > O ,  
S ( r )  > err.  
The Lemma is thus proved. 
'In Landau's notation, if p(n) and +(n) are positive, &)=O(+(n)) means that  
rpO $(n) is bounded($$<M). 
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Let us now translate the formula (13). We denote by 
M ( r )  the  greatest integer n such tha t  1 sn sr and such 
tha t  
We have thus 
and by the  notations employed in (13): M(r)=m(Zogr). 
Thus (13) becomes, if r >r' 2 1, 
(35) log S(7) =log S(r')+ dx+ d W ( x ) ,  Lc lr 
where W(x)  is constant in every interval [r,,  r,,+J, this 
function being discontinuous a t  the points r,, which are the  
points of discontinuity of S ( r )  (with the notations of page 18: 
r,=etfi). We have dW(r,) = W(r,) - W(r,-O) >O. We recall 
also tha t  S ( r )  and M ( r )  are functions increasing t o  infinity, 
and tha t  S ( r )  =S(r+O), M ( r )  =M(r+O). 
Let us now pass t o  the simple case of convex regularization. 
If o(t) is identically equal t o  m, we shall write instead of 
a?), P,(w), w-base, etc., an(-), Pn("), a-base, etc. 
I n  this case there are no indices of discontinuity, and the 
a-base of a sequence of points {P,) (in the case w ( t ) =  m, 
we suppose always lim n= m )  is a continuous convex 
polygonal line, with the convexity turned toward y negative. 
This is the reason why we call this kind of regularization 
convex regularization, and {an(-) , { P,,(-) 1, the  convex regu- 
larized sequences of {a,, 1 and {P, 1. 
Let {M,} be a sequence of positive numbers such tha t  
lim (M,,)l'n= w and put  a,=log M,. Since lim n= m, the  
n 
n 
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sequence {a , }  can be regularized convexly. Let us write 
Mi=ean . The sequence {Mgj, so defined, will be called 
the convex regularized sequence of { M, ) regularized by  means 
of logarithms. 
( - )  
For every r 2 1, let us put 
T" T(r) =Max  -. 
n z l  Mn 
This maximum exists since lim (M,)l"= a. Writing r=et,  
we have 
A(t)  =log T(r)  =Max (nt-log M n )  =Max (n t -an) .  
n Z l  n 21 
Thus A(t) is the a-trace of {a,) 
I and I1 
(log M , )  and by Lemmas 
- 
log M i = a r ) = B d  ( n t - A ( t ) ) = B d  ( n  log r-log T(r)),  
t LO r L 1  
A(t) =log T(r)  =Max (n t -a i " ) )  =Max ( n  log r-log Mi) .  
n21 n 21 
Tha t  is t o  say, 
Lemma I11 becomes here (taking care of the last state- 
ment in this Lemma) with the notations 
r n  T" TM(r)  =Max  -, TN(r) =Max  - : 
n21 Adn n 2 1  N ,  
LEMMA III(II1). If there exists a constant q > l ,  ruch that 
(36) 
then, for r 2 m a x  (4, 1 ) :  
Ad: 5 q.Nn(n 5 l), 
(37) 
7" 'It is obvious that  T(r)  is continuous and that  for every n~l,---o when r - m .  
T(r)  
Therefore B;? may be replaced, in this case, by Max. 
r L 1  r L 1  
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A n d  conversely, ;f (37) i s  valid for r 2  m a x  (q, l),  there 
follows (36) for n 2 1 .  
If (36) holds for n large, (37) holds for r large, and con- 
versely. 
By a proof analogous to  tha t  of 111'11) we can establish 
LEMMA III(1V). The  two conditions 
(1) There exists a positive constant I.L such that j o r  large 
values of r 
T(r) >err, 
(2) =O(n),  
are equivalent. 
that  
Let us denote by N ( r )  the greatest positive integer n such 
r" 7'(r)  = -. 
M n  
We have then 
T N  (r) 
T(r )  =- 
MN(Q' 
Here also N ( r )  =rn(logr) (see page 37). And, since T ( r )  
is a continuous function, (13) is translated into the simple 
form 
log T(r)=log T(T')+ - N ( x ) dx, 
(35) I' x 
with N ( r )  I .  00, and N(r+O) = N ( r ) .  
Such an integral valued function N ( x ) ,  and the corre- 
sponding formula (38) were given, in the theory of entire 
functions, by Valiron (20), in dealing with Newton's 
polygon. 
We shall use later Lemma IV in the case of convex 
regularization; we need therefore to  translate its statement 
in this case. Since T(r )  is continuous A,(t) =log T(r )  
(r=e') .  Here ~ ~ = c y s d i * : ~ - c y a ~ ) = ~ a ~ ~ ~ - a a ~ ~ ~ .  . =cy,i+,-a,i+,-l, (a) ( - )
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Tha t  is to say, 
and 
Therefore Lemma I V  becomes 
LEMMA IV(1) 
Thus the integral and the series, in this expression, con- 
verge or diverge together. The remarks which follow 
Lemma IV may be translated in the following manner: of 
the convergence of either the integral, or the series involved 
in Lemma IV(I), it follows that  
The  convergence (or divergence) of the integral (and the 
series) involved in Lemma IV(I), is equivalent t o  that  of the 
integrals 
7. SOLUTION OF THE PROBLEM OF ANALYTICITY OF A 
CLASS 
We shall give in this paragraph the complete solution of 
the problem of analyticity of a class, proposed by Carleman 
in 1926(2) and solved by the present author in 1935(9). 
The solution is given by the following fundamental theorem. 
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THEOREM 11. A necessary and suficient condition f o r  the 
analyticity of a class C ( M , , )  of i d .  funct ions,  defined in an 
interval I = [a, b ] ,  i s  that 
(39) (Mn)"" =O(n), 
where { M i }  i s  the exponentially regularized sequence of 
{ Mn }, regularized by means of logarithms. 
This means that,  if (39) holds, then every function of C { M , , ) ,  
defined in [a,  b ] ,  is analytic; and, if (39) does not hold, there 
is a t  least one function of C(Mn) which is not analytic in 
Before we prove this fundamental theorem we need t o  
prove some other statements. Let us begin by 
THEOREM 111. A necessary and s u . c i e n t  condition in order 
that a funct ion,  i d .  for - 03 < x <  03, and periodic (wi th 
period 2 ~ ) ,  
[a ,  b l .  
f ( x )  =$+ 2 (a ,  cos nx+b, sin nx), 
be analytic, i5 that there exist a positive constant y such that 
f o r  large values of n 
lanl < e r n  
I bnl < e r n .  (40) 
We have for n 2 1 
a n = i / 2 j ( x )  cos nxdx .  
n 3 1  
T o  
Integration by parts, repeated p times yields 
sinnz 
a,= k-- f ( p ) ( x )  or dx.  np T 1 1 2 =  o C O B W  
But, since f ( x )  is analytic in [0, 2 ~ 1 ,  we have by Theo- 
rem I 
where k is a constant. Hence 
I f ( p ) ( x )  I < k p p !  [ p  21, 0 s x  5 2 T ]  
12T lanl < - - k p p ! = 2  
T n p  
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Since this is true for every p 1, let 
Functions 
us put p = [ ; ] :  
And by Stirling's formula, for large values of n, 
Ian1 <e- (y>O). 
We prove, in the same manner, that  for large n, 
1 b,( <e-?". 
Suppose now that (40) holds for n zxo. In  the strip I y I  <a, 
the functions cos nz and sin nz satisfy the inequalities 
( z = x + i y ) :  
- <en', 
= 2 -  
einz - e-inz p u  + e-ny 
\ s i n n z \  =I 2i li - I ena. 
And, if a < y, it follows from (40) that in 1 y 1 Su 
W 10 
C 1 an cos nz+b, sin nzl 5 2  C 
n =no n =no 
The series 
a"+ 5 (a, cos nz+b, sin nz) 2 n = l  
converges uniformly in I y 1 i a ,  and therefore represents a 
holomorphic function in \ y I <a.  The Lemma is thus proved. 
Next we shall int.roduce Tchebytcheff polynomials and 
give an inequality characterizing the growth of their succes- 
sive derivatives. 
The  Tchebytcheff polynomial of degree n is given by 
Tn(z) =cos n(arc cos z). 
Putting z=cos 8, we see that if z is real and / z I  51, 
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T,,(z) =COS ne=R(cos e+i sin e)n=R(cos e+iZ/1-coS2e)n 
= R (2 +id-)" = R (2 + 4-y = 3 [ (z+ &q)" 
+ ( Z - Z / F i ) n l , l  
and it is seen immediately tha t  T,,(z) is a polynomial in z of 
degree n. 
We shall denote by C B  the  ellipse with foci a t  the real 
points - 1 and +I ,  the equation of which is 
with a+b=R. We have t h e n u = +  R+- b=$ R- -  . 
And, if z is on C, we have x =a  cos 'p, y = b sin 'p, tha t  is to  
say, 
(41) z = 3 (Re':+ R-lei9). 
If we put  z=cos e, with e=e,+ie2, we get 
e i e l - ~ l +  e-i~I+e2 
2 
... ( i)? ( k) 
Z =  
This proves that,  if z is on C R ,  el = 'p, e, = -log R, and we 
have then, if z is on C R ,  
and 
(42) I TJz)  I 5 R". 
I n  order t o  give the growth of the  maxima of T,@) in an 
interval contained in [-1, +1], we note tha t  the follow- 
ing differential equation holds: 
(43) 
With the same notations as before, we have indeed 
T,,(z) =cos n(e1+ie2) = 3(R"ei"'+ R-"e-;"v), 
(x2-  1) T ~ ~ + 2 ) ( x ) + ( 2 p + l ) x T ~ ~ + " ( x )  = [n*-pz] TA~)(X). 
T&) =COS ne, 
n cos ne sin e-cos e sin ne 
sins e T;'(z) = - n Y 
1RT denotes the real part o f f  
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which proves immediately, by substitution, that  (43) holds 
for p = O .  By differentiating (43) one sees immediately that  
if (43) holds for p = q ,  then i t  holds also for p = q + l .  Thus 
(43) holds for every p .  
We shall prove that  if 1x1 <1, then 
n being given, we suppose that  (44) holds for p = q  and 
p = q + l  and prove that  i t  holds for p = q + 2 .  
and using (44) for p = q  and p =q+l, we have for q+2 sn,  
3q+Znq+Z 
I (1 - x2) q+Z' -
But i t  is immediately seen tha t  (44) holds for p =O and p = 1, 
by verification. Thus (44) holds for every p .  
We shall now prove the following Lemma which will be 
very useful: 
LEMMA VI. Every func t ion  f ( x )  belonging, in [ - 1, + 11 to 
C{M,,M,~, can be expanded in a series o j  the form 
j ( x >  = 2 an Tn(x>, 
0 
where the an satisfy the inequalities 
where 
rn  S ( r ) =  Max -, 
n ~ r  Mn 
and where A is a constant. 
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I n  putting x =COSe,  fcx) =f(COSe) =F(  e) is an i. d., pe- 
riodic, even function of e in [0, 2 ~ 1 .  Therefore 
m 
F (  e) = a,, COS ne, 
0 
and 
f ( x )  = F ( x )  =Zan cos n e = Z a ,  cos n(arc cos x )  =&,T,,(x). 
Such an expansion is also valid for every derivative j (q ) (x ) .  
Let us then write 
We have 
j 'q ' (x)  =Zad'l 'T,(x). 
d de f(q+l)(x)sine=sin82a,'s+')cos ne=sine -  COS^)] .- de dx 
I: f ( q )  (cos 0 )  1 9  d -_ de 
where p(COSe) denotes the qth derivative with respect to  
the variable x =cos e. But on the other hand 
d  COS^)] =~(a,(q)cos ne):= -~na,(q)sin ne. 
de 
This gives 
Using then the trigonometric identity, 
sin e Cudq+l)cos n e = Cna,'q)sin n e. 
sine cos ne=i [s in(n+I)  e-sin(n- 1) e], 
the above equality can be written 
[sin(n+l)e-sin(n-I)e] = Cna,'q)sin ne, E T  
or 
The ref0 re 
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From 
follows, for 71 2 1, 
f (g)(cos e) = U,'Q)COS n 8 
an=.l ~ j ~ ~ ~ ( c o ~ e ) c o ~  ?lot to .  
2* 
T O  
Integrating by parts we get 
This gives by (44), substituting n-p+l for n, and p - 1  
Passing now from p -  1 t o  p - 2 ,  and repeating this opera- 
tion p -  1 times, since ,$=an, we shall have 
. . . . . . . . . . . .  
where n ? p + 1 .  
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But if 0 61 ~ p ,  
47 
n-12- P + l - l n ,  
P + l  
and therefore there exists a numerical constant C such tha t  
or 
where B is a constant. 
It is also evident that  (since X U ,  cos ne is an i. d. function) 
where C1 is a constant. Thus 
where A is a constant, which, we can of course suppose, is 
greater than 1. We can then write 
and the Lemma is proved. 
We shall now prove an important theorem which is an- 
other form of the  fundamental Theorem 11. 
THEOREM IV. Let C(MJ be a clars of i. d. functions defined 
in [a,  b ] .  A necessary and su~ficient condition f o r  thir class 
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to  be analytic in [a,  b ]  is that there exist a positive constant p 
such that, for large values of r 
S ( r )  >eFr, 
where 
S ( r )  =Max -. r" 
n s r  M ,  
Let us remark that, if all the functions of a class CiM,), 
defined in an interval [a ,  b ] ,  are analytic, then also all the 
functions of this class defined in any interval [a', b'] are 
analytic. This is seen immediately, since if f ( x )  belongs to  
C { M , , )  in [a', b'] ,  then by a suitable choice of CY and p, the 
function f (ay+O) = F ( y )  belongs to C{M,,] in [a,  b ] ,  but  if 
C(Mn)  is analytic, when defined in [a, b ] ,  F ( y )  is analytic, 
therefore f ( x )  is analytic in [a', b '] .  
Thus, in the proof of the necessity of the conditions for 
analyticity we shall choose the interval [-+, $1, and for 
the sufficiency the interval [ - 1, + 11. 
We shall prove that, if all the functions of C(M, , )  defined in 
[-$, a ]  are analytic, then there exists a positive constant 
p such that  S ( r )  >err, for large values of r .  




The  series (47) converges, together with all the series ob- 
tained by differentiation, uniformly in [-$, + $ ] ,  and p(x) 
belongs, in this interval, t o  C(M,,J. 
We have indeed by (47), and (44) in [-3, +$I, 
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And, since p 63n  < 12n, we have, by definition of the func- 
tion S ( r ) ,  
(12n)p S(12n) 2-. 
MP 
Therefore, by (48), 
This proves our assertion. 
But if we suppose that C(M,) is analytic, cp(x), belonging 
to  this class, is analytic in [-3, +$I. Let us put x=cose. 
The  function @(e)  = cp(cose) is then analytic in [i, $1, and 
the function f($) =a 
We have 
is analytic in the interval [r, 2 r ] .  
m 
1 
= C, cos 3n 
The  function f(+) being even, is also analytic in [ - T, R]. 
Therefore, by Theorem 111, there exists a positive constant 
y such that  for large n 
I C,I <e-rn. 
T h a t  is t o  say, by (44), 
C e-7”. 1 
n 2S( 12 n)  
And, therefore, there exists a positive constant 6, such tha t  
for large n 
S(12n) >ea”. 
S ( r )  being an increasing function, if 12n j r < l 2 ( n + l ) ,  
S ( r )  zS(12n) >ean>e6(r’12-1) >e@?, 
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where p > O .  Therefore we have proved that  S(r)  >e#?, if 
ClM,,) is an analytic class. 
Suppose now that  the condition of the theorem is ful- 
filled, and let f ( x )  belong in [-l, f l ]  to  CiM,,). 
From Lemma VI it results that  there exists a constant 
A>O such tha t  
with 
f(x> = C anTn(x), 
Therefore if n is sufficiently large, n 2 n o ,  
la,/ <e-- :- . 
If z is in the closed ellipse C B  with R =e6 we have, by (42), 
I m ( z )  I <en6, 
and, if we choose 6<', we have for n l n o  A 
I a,T,(z> I <e ( 6 - 3  =,m) 
with the constant v < O .  Thus 
m 
converges uniformly in CR. And anTn(z) is analytic in 
CR, and particularly in [-1) f l ] .  Our theorem is thus 
completely proved. 
The fundamental Theorem I1 follows immediately from 
the Theorem IV and from the Lemma II1(I1)) since by this 
Lemma the two conditions S ( r )  >err, for large T ,  and (Mi)1'" 
=O(n), are equivalent. 
1 
Non-Analytic Classes 51 
8. EXAMPLES OF CLASSES WHICH ARE NOT ANALYTIC 
It follows from Theorem 11, that  if 
the class CiM,,) is certainly not analytic. Indeed, for the prin- 
cipal sequence of indices (of the sequence (log Mn))  cor- 
responding to  the exponential regularization, M &  = M,. 
Therefore 
( MEi) l/ni - lim - ( M Y "  z l i m  = 0 3 ,  
n - m  '72 i- m ni 
and the condition for analyticity is not fulfilled for the class 
CIM-M.) (Theorem 11). 
Thus the class C(r(=n)) with a > l  is not analytic, and in 
particular the classes of Gevray are not analytic.' 
It will be useful t o  give the following example of a non- 
analytic class. As we shall see later, this class has many 
interesting properties. 
Consider three sequences of strictly increasing positive 
integers { ki 1, { xi 1, { ni } having the following properties. 
For i h l ,  
k i  > xi > 1, ni+l =kini, nl  = 1, 
A .  k .  x .  lim A= l i m 2 =  lim L= 03.  
log ni X i  log k i  
This occurs, for instance, if (xi) is any increasing sequence 
of integers with 
the other two sequences being defined by 
ki = [Xi log xi], nl = 1, n,+l= kini (i 2 1). 
Let now the quantities Pni (izl) satisfy the conditions 
'The classes C( r(an)) and C{ rbn+i) 1 are obviously the same. I 
O < P i <  Q,, o~Pn ,+ , j~n ,+ (n ,+ i -n , ) logn i+ i  ( i ~ 1 ) .  
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Through each point (ni, p,,) draw the straight line of 
slope log ni+l, and, for ni S n  <n,+l, denote by pn the ordi- 
nate of the point on this line having the abscissa n. That  
is t o  say, 
Pn = onif ( n  - %,)log n,+,. 
Denote now by {a,) any sequence such that 
ani=pni (igl), a,?fiPn ( n z l ) .  
It is clear that  the segment of the straight line of slope 
log ni passing through (n,, p,J and admitting as projection 
on Ox the segment n i 5 ~ < n i + ,  is the segment which, in 
regularizing exponentially { a n } ,  we have to  call L,, and the 
set of these segments constitutes the exp-base of {a. 1 (the 
sequence (nil is here the principal sequence of indices), 
therefore a,,leXp) =on. If ni 5 n <a,+,, we have 
@XD) 
( Y , = - > n t  ' - ' - 'n' -log  n,+, =log k,+log n,. 
(log k,+log ni)-logn. 
n-n ,  n - n i  n-n, 
apP) Thus -- 
n 
If we choose 
we get, for these values of n, 
n = h,n, <kin, = nitl, 
#P) -- (log ki+log n,) -log n,-log xi 
n 
and by the properties of the sequences, 
(49) 
lim (--log &em) n)= m. 
n=X,n, n 
i = c e  
@XD) 
If we put Mn=eum, we have MP,=e"- , and by (47), 
- (IM") 1 h  
lim" = m. 
n = - m  '7l 
Thus the class C1M.j is not analytic. 
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I n  choosing in different manners the sequence { &), we 
may construct non-analytic classes having various interesting 
properties. 
9. CLASSES OF PERIODIC FUNCTIONS 
We have seen that, in order t o  prove theorems concerning 
general i. d. functions, i t  is convenient t o  proceed by way of 
the study of periodic i. d. functions. I t  is, as a matter of 
fact, easier, from our point of view, to  study Fourier series 
and, as we shall see, conditions for analyticity of classes 
composed only of periodic functions, or even conditions for 
equivalence of two classes composed only of periodic func- 
tions, are much simpler than those concerning general i. d. 
classes. The chief reason for this is that  in the periodic case 
we have to use convex regularization, instead of the exponen- 
tial one which must be used in the general case. 
We shall denote by C*{M,,] the subclass of C{M,,j defined in 
[0, 2a], composed of all the functions periodic, together 
with their derivatives, with the period 27r. Tha t  is t o  say, 
C.(Mn) is the class of all i. d. functions defined for all values of 
x ,  periodic with period 2n, and such tha t  t o  every function 
f ( x )  of this class corresponds a constant k = k ( f )  such tha t  
for every x ,  
(50) 
We can also say that  C*(M,,j is the class of all i. d. functions 
f ( x )  in [0,2a] such thatf(n'(0) = f ( n ) ( 2 n )  ( n  2 1) and such that 
(50) holds. 
Every function of a class C*{M,,t can be expanded in a 
Fourier series 
(51) 
I f ' " ' ( X )  I <k"M,(n 2 1). 
(0 
f ( x )  = (a, cos n x f b ,  sin ax) ,  
n -0 
uniformly convergent in [0, 2n]. f ( n ) ( x )  is given by the 
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series obtained by differentiating n times (51). 
these series converges to  f ( n ) ( x )  uniformly. 
trigonometric subclass of the class C{M~). 
nometric classes. 
Each of 
A class C*(M,,j will be called a trigonometric class, or the 
The  following Lemma is important for the study of trigo- 
LEMMAVII. If
f ( x )  = C (a, cos n x f b ,  sin nx) 
belongs to C*(M, , ) ,  there exists a constant A >O such that for n 2 1, 
where 
It is immediately seen that, if 
( 5 2 )  
then, for r >a: T(r)  = w , since t o  every e > O  corresponds a 
sequence { n i }  such that  M,,. < ( a + e ) n j  (j2 l), and therefore 
i f r > a + e ,  
- lim (M,)l’n=a < m, 
If, in particular, 
lim (M,) = 0, 
then T(r)  = 00 (r>O). 
( 5 2 )  holds, f(x) is a trigonometric polynomial, i. e., 
(53) -
Therefore the theorem we are considering shows that  if 
m 
f ( x )  = C (a, cos nx+bn sin nx) .  
0 
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If (53) holds, f ( x )  is necessarily a constant. 
If now 
lim A4yn= m ,  
55 
the sequence { M , )  can be regularized convexly by means 
of logarithms, and T(r)  can be written in the form 
As we have seen, in Theorem 111, for n 2 1, 
Sincef(x) belongs to c"(M,), we have 
And therefore 
The  same inequality holds for I b, I , and the Lemma is proved. 
We are now able to prove a theorem analogous to Theorem 
IV, this time concerning trigonometric classes. 
THEOREM V. A necessary and suficient condition for n 
trigonometric clasJ C*(M,,l to be analytic is that there exii t  a 
positive constant I.( such that, for large values of r ,  
(54) T(r)  >err, 
where r n  
- 
T(r)  = Bd -. 
n z t  M ,  
We have seen, page 54, that  if lim Mk/"< co, T ( r )  = 00 for 
large values of r ,  and the only functions belonging to  C ' I M , , ~  
are trigonometric polynomials. The  condition (54) is then 
-
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satisfied, and evidently the class is analytic. We have then 
t o  prove our theorem when lim Mi'n = 0 0 ,  i. e., 
r n  T(r)  =Max-. 
n t l  Mn 
Iff(%) belongs to  C*(Mni,  by Lemma VII, there exists a con- 
stant A >0, such that  in writing 
we have 
f(x) = C (a, cos nx+bn sin nx) ,  
If (54) is satisfied, we get 
I a n 1  <e*, 
1b.I <e*, 
and by Theorem 111, f(x) is analytic. 
consider the  function 
I n  order t o  prove the necessity of the condition (54), 
This function belongs to  C * { M n ) .  Indeed 
(p"'(x) = k - n2T(n)  
therefore 
but, since 
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If C'iM,,) is analytic, cp(x), belonging t o  this class, is 
analytic, and, by Theorem 111, there exists a positive 
constant y such that,  for large values of n, 
1 
2 qn) <e-7n* 
If n $ 7  <n+l, we have, for large values of r ,  
~ ( r )  > T(n) > 4e7n > ean >e#?, 
n 
and the theorem is proved. 
From this theorem, and Lemma III(IV), and from the 
remarks on page 54, there follows the following fundamental 
theorem for trigonometric classes. 
THEOREM VI. If 
lim Mi'" < to,  
the trigonometric class C*(M,,J i s  composed exclusively of 
trigonometric polynomials. If 
lim Mi''' = 0, 
C*(Mnj contains constants only. If 
lim Mi'" = to, 
a necessary and suficient condition that C*(M,) be analytic i s  
that 
(MZ)"" =O(n), 
where { M t  1 i s  the convex regularized sequence of the sequence 
{ M,, } regularized by means of logarithms. 
If we return t o  the examples constructed on page 51, we 
see tha t  if p n i = O ( i Z l ) ,  then M,=Mgi=l, and the class 
C*(M,j is composed only of trigonometric polynomials. Tha t  
is to  say, the class C{M,,j is not analytic (contains functions 
which are not analytic) but all the  functions which are 
periodic together with their derivatives (with the period 2n, 
for instance) are not only analytic, but  each of these func- 
tions is a sum of a finite number of harmonics. 
-
-
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But it is also possible to  construct a sequence {Mn} with 
lim Mnl/n= co, and yet such that: the class C{M,,j is non- 
analytic, its trigonometric subclass C*{Mn) being analytic. 
The sequences { k i  1, { ni 1 being those of page 51, let us put 
and 
pni ~ i 6 i n i  6ni  log ni-l <ni log ni. 
It follows from the last two inequalities that, putting 
Pn=(n, log (n!)+pn),  if p is large, all the points (Iti, &) are 
below the corresponding points Pw(i  2 I), and the slope of 
the segment joining P, to Pn,+l is greater than the slope of 
the corresponding segment joining (ni, p n i )  t o  (ni+l, pni+J.  
If we construct now the sequence (a,,}, as on page 52, we 
see immediately that  
( ~ , ( ~ ) j l o g  n!+pn, (n>na),  
and 
M: < n !epn. 
T h a t  is t o  say, 
(M:)"" =O(n), 
and the class C*iMn) is analytic. 
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We see on the other hand that, if ~ ~ i < n < n i + ~ ( i > 2 ) ,  
a,( - )  = &(n3 - nz) + 
and therefore if 3 < k  <i+l, 
+ &(ni - ni-d +&+l(n - n,) , 




T h a t  is t o  say, 
and since 8kJ 0 0 ,  
. Ly ( - )  
lim '.=llm L = 0 0 ;  n n 
lim (M,)l'" = 0 0 .  
which shows tha t  
The properties of our example are then proved. 
IO. D I F F E R E N T I A B L E  CLASSES 
A class C{M,,), or C*(M,,l, will be said to be differentiable, if 
from the fact that  f ( x )  belongs to C(M,,], respectively to  C*(M,~, 
i t  follows tha t  f ' ( x )  belongs t o  CiM,,), respectively t o  C*iM,,l. 
It is clear t ha t  if f ( x )  belongs to  a differentiable class, then 
all the derivatives f(")(~) belong t o  this class. 
I n  this paragraph we shall give conditions for the differen- 
tiability of a trigonometric class. Such conditions for a class 
C(M, ,~  will be given later. 
It is obvious that  if - lim M:"=M < 00 , the class C*(M,,) is 
differentiable, since, if M = 0, this class contains only con- 
stants (see page S S ) ,  and if M>O, this class is simply the 
class of all trigonometric polynomials. For the more impor- 
t an t  case which remains, namely, lirn MA'"= 0 0 ,  we shall 
prove the following theorem. 
THEOREM VII. If lim MA'?' = w , a necerJary and suficient 
condition in order that C*(M,,) be differentiable, is that 
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(55) lim 1% T(r)  >o, 
r o o  (log r)' 
rR where T(r)  =Max -. 
n z 1  Ad, 
Suppose that  (55) is satisfied, and let f ( x )  = C (a, cos nx 
f b ,  sin nx) be a function of C*(M,). By Lemma VII, 
where a is a positive constant. Thus 
p p n p  For any p>O, since T(pn) >=-, (pzl) ,  we may write 
MP 
the last series being convergent if p is sufficiently small. 
Indeed, by formula (38), if p <a, 
and, on the other hand, if we put 
it follows from Lemma V (I), that  
h A, N ( r )  lim -
r o o  log r 
in other words, for r l l  (since N ( r )  is greater or equal t o  
unity), N ( r )  >B log r ,  where B is a positive constant. Thus 
(57) gives 
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and if p is chosen in such a manner that  
B log >3, P 
we have 
and the last series in (56) converges. Therefore 
where L and p are constants. Thus, since j ( p + l ) ( x )  is the 
p-th derivative of j ’ ( x ) ,  the latter function belongs to c*{M, , l ,  
and therefore this class is differentiable. 
Suppose now that C*{M,,)  is differentiable and let us prove 
that ( 5 5 )  holds. 
Let us recall in the first place, that  the function 
I j(pfl)(x) 1 <LB-pM, ( p  2 I), 
cos nx cPb> = c -%) 
belongs to  C*{M,j (see page 56). Therefore, if, as we suppose, 
the class C,{,vn) is differentiable, then, since ~ ( x )  belongs to  
the class, cp(3)(x) must also belong to  it. But 
and, by Lemma VII, there exists a constant A, greater than 
unity, we may suppose, such that  
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Thus N ( n )  log A >log n(n 21). If now n $ r  <n+ l ,  for 
large values of n, 
N(r)log A zN(n)log A >log n > k  log r ,  
where k is a positive constant. Thus, again by Lemma 
v (11, 
and the theorem is proved. 
Remark that, since T(r)  is continuous, it follows that 
log T(e l )  = A ( t )  =A, ( t ) ,  and, by Lemma V, the condition 
(55) is equivalent t o  each of the conditions 
Therefore, by Theorem VII, we have the following: 
THEOREM VII'. I j  - lim IM,'ln < m y  the class C*~M,,) i s d i fer -  
e Izt ia  ble. 
lim M:/n= m, 
a nece~sary and rufficient condition in order that the class 
C*inii,) be diferentiable is one of the following three equivalent 
conditions: 
If 
- log M i  l imp< m. (59) n2 
I I, PROBLEM OF EQUIVALENCE OF TRIGONOMETRIC 
CLASSES 
For the equivalence of two classes it is sufficient, as we 
have seen, t o  give conditions for the inclusion of one class 
in another. We have therefore to find conditions in order 
that  C*(M,j be a subclass of C*(,w,,tj. 
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Since, if 0 < lirn -M,l/n< 0 0 ,  the corresponding class is 
the class of all trigonometric polynomials, and that, if 
lim M2/n=O, the class contains only constants, we can im- 
mediately settle first of all the following simple cases : 
If lim M,lIn=O, c*(M,,i i s  a subclass of every class c * [ M , , ' ) .  
I f  0 <lim Mi'* < m, C*(c,,,) i s  a subclaJs of every clars C*(M,,,l 
with 1im(hfn')1/9L - >o, but of YZO class c*[Mnf}  with lim(M,,')'/n - =O.  
If lim M,lIn= m, C*(M, )  i s  not a subclass of any  class C*lMnIj 
with lim (A&')'/'' < Q:. 
* cos n x  
Indeed, as we have seen, page 56, cp(x)= c- 
1 n2T(n)  be- 
longs to  C*(M,,j but, since it is not a trigonometric polynomial, 
this function does not belong to c * ( M . ' ] .  
Therefore, the only case of equivalence, and, of course, 





lim M,'/n=lim (M,:)Lln= cc. 
I n  this case, we have the following fundamental theorem : 
THEOREM VIII. If 
]im M,'/n=lim(M,,')'/n= w ,  
a necessary condition that c * ( M , , ]  be a subclass of C'(M,,~J i s  each 
of the following equivalent conditions: 
(1) (M:) 1 In  = o(M:,") in ,  
(2) there exists a positive constant a, such that for large valueJ 
of r 
G A T )  > &(cur), 
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If C * ( M ~ ~ \  i s  di’erentiable, each of the two conditions (I) ,  (2) 
is also sufficient that C*(M,,) be a subclass of C*~ .M, ,~~ .~  
REMARK. It follows from this theorem that, if C * ~ M ~ I  is 
differentiable, the two classes C*{MJ and C*(Mnc) are equivalent. 
Let us first prove that, if any increasing sequence of posi- 
tive integers ( m i }  is given, we can extract from it a sub- 
sequence (kj) such that the series 
G( :)
(60) =m 
converges. We have indeed 
and, since lim N ( r )  = 00, we see that  such a subsequence 
{kj) exists. Thus, { m i )  being given, {kj) being its sub- 
sequence such that  (60) converges, consider the function 





I P ( x )  1 sepMp 
and + ( x )  belongs to C*(M,,I. Therefore if, as we suppose, 
C*(M,,) is a subclass of the class C*(M,,T), + ( x )  must belong to  
C*(Mt,,~,  But then, by Lemma VII, there exists a positive con- 
stant A, such that 
‘The equivalent conditions (M. ‘ ) l /n=O(M’: ) l /n ,  T M ( r )  > TU, (ar)(r>ro), are nec- 
essary and sufficient that C‘(nr,) be a subclass of C‘IM,,’) without the restriction 
of differentiability of C‘( nr,,’l. This statement was proved in a recent paper by A. 
Gorny (7). 
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This involves the existence of a positive constant B such 
tha t  
since, if this were not true, t o  every positive sequence, Bi 1,
increasing to  infinity, there would correspond a positive 
sequence of integers { ni ), satisfying the inequality 
and it would be impossible t o  extract from this sequence 
{nil a subsequence {kj} satisfying (61), contrary to  the 
statement just proved. If we suppose now n ~r <n+l, we 
have, for large values of n, 
T d r )  2 T M ( ~ )  > TM~ (i) 2 T ~ / ( a r ) ,  
(AI;) 1'n = 0 ( (M?p) l/n). 
which is equivalent, by Lemma I I I ( I I I ) ,  t o  
Let us now suppose that  C*(M<,,) is a differentiable class, and 
let 
be a function of C(MJ,  and suppose that, for large values of 
r ,  we have 
There exists a positive constant 0 such that  
f ( x )  = (a, cos nx+b, sin nx) 
T M ( T )  > Tw(ar). 
Consider the function 
= (9, cos nx+p, sin nx).  
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We have for large values of n 
1 
1 
n2TMt (apn)' < 
and by considerations analogous to  those of page 56, we see 
that F ( x )  belongs t o  C(ar,,l. But f ( x )  = - F @ ) ( x ) ,  and, since 
the class C[Mr,,j is differentiable, F(Z)(x) and f ( x )  belong also 
to  C(Mf,,l, and the theorem is proved. 
12. PROBLEM O F  EQUIVALENCE AKD DIFFERENTIABILITY 
OF G E N E R A L  CLASSES IN AN O P E N  INTERVAL 
Let (a ,  b )  be an open interval. The class CD{M,,j defined in 
this interval is the set of all i. d. functions defined in (a ,  b ) ,  
and belonging t o  C ( M , , )  in every closed interval [a, 03, 
interior to (a, b ) ,  i.e., a < a  < p  <b. I n  other words, t o  every 
function f ( x )  belonging to C'(M,,) in ( a ,  b ) ,  and to  every 
[a, p ]  ~ ( a ,  b) , there corresponds a positive constant k = 
k ( f , [ a ,  p ] )  such that  in [CY, p] we have 
I f ' " ' ( X )  [ <knM,(n 2 1). 
It is seen, by the Borel-Lebesgue theorem, that  this defi- 
nition is equivalent t o  the following one : f ( x )  is a function of 
CO{M,) in (a ,  b ) ,  if to  a neighborhood sufficiently small of 
every point xo of (a ,  b )  there corresponds a constant k > O  
such that the preceding inequality holds for n z l .  The 
classes cOiMnl were first introduced by H. Cartan (3). 
The class CotM,,i is differentiable if from ~ ( x ) E C ' { M J ,  in 
(a ,b ) ,  it follows thatf'(x)eC'(M,) in (a ,  b ) .  C'iM.) is a subclass 
of cDiMnt) if, from j ( x )  e C'{M,,l , in (a ,  b ) ,  i t  follows that j ( x )  e 
CO(Mnq.  IfCoiM,,1 is a subclass of C'(M;I, andconversely,thetwo 
classes are equivalent. 
By considerations analogous to  those involved previously, 
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and largely based, as in the study of the analyticity of a 
class, on the principle of regularization (exponential regu- 
larization), and, as in the case of trigonometric series, on the 
introduction of lacunary series, H. Cartan and the present 
author gave, in a joint paper, necessary and sufficient con- 
ditions for the equivalence of two classes Co(M,j, Co(Mntj. But 
the complete proof of the sufficiency of these conditions 
requires, in addition to  the exponential regularization, an 
inequality which gives a relation between the maxima of the 
derivatives of a function, which was proved, independently, 
by Gorny (7) and H. Cartan (3), and was based on theorems 
of Markoff and S. Bernstein relative to  the theory of best 
approximation. It is, however, possible to  prove the theorem 
on equivalence without using further new notions, provided 
that  we make, as in the case of trigonometric classes, the 
restriction that the classes are differentiable (this restriction 
being made only for the proof of the sufficiency). 
We shall then prove the following three theorems, of which 
the last is of fundamental importance. 
THEOREM IX. A necessary and suficient condition that 
c"(M,,i be diferentiable is  each of the following two equivalent 
conditions 
THEOREM X. If  Co{IMn) is differentiable, the classes Co((nfn) and 
C o { M i l  are equivalent. 
THEOREM XI. A necessary condition that c"(M,,j be a sub- 
class of Cop,,) i s  that 
(64) (Mi)". =O(M,') l'n.1 
'The three theorems explain the notation { ni:) for the exponentially regularized 
sequence of ( M , )  regularized by means of logarithms. The  index o in M: comes 
from the word open. For the general problem of equivalence in a closed interval 
(C( M " ) )  the  regularization used is somewhat different, although closely related 
to  the exponential one (4). 
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If C 0 ( M n j  is differentiable, this condition is also suficient in 
order that c"( M,) be a subclass of c"1 .wn') 
We shall prove the three theorems simultaneously, but let 
us first prove the first part of Theorem XI. For this purpose 
we need some inequalities relative t o  Tchebytcheff poly- 
nomials. Let us put 
Zn(X) =3(Tn-1(x)+ T,,(x)). 
We have then the following inequality, for p j n ,  
'We recall tha t  H. Cartan and Mandelbrojt proved tha t  Theorem X is true 
without supposing tha t  C'{lnfn) is differentiable, and that (64) is sufficient in order 
tha t  Co(nf,,J be a subclass of Co((~,,J without supposing tha t  C'(n4,,) is differen- 
tiable (4). 
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Thus, if we take the first of these four equalities, we have, 
putting n = 2r 2 2q, 
1 Zn(~q)(o) 1 =+ .22q[r- (q- I ) ]  . . . r . r  - ( r + I )  . [ r+  (4-  I)] 
22qr qr 9 - (E) 2 9  >-- 
cq 
9 
where C1 is a numerical constant. We can prove an analo- 
gous inequality for the other three cases. The second part 
of the inequality (65) is obvious, by the four equalities. 
Thus (65) is proved. 
It follows also, from (44), that ,  in every interval [ - d  
f d ] ,  0 < d  < 1, the following inequality is satisfied 
(67) I Z,(P) ( x )  1 5 K ~ v ,  
where Kd is a constant depending on d. 
A positive sequence of integers (ni ] being given, we can 
extract from it a subsequence { k i t  having the following 
properties. D being the constant involved in (65) ,  k l  is a 
term of f n i } ,  such tha t  k l > D  and k j + l  will be defined, 
starting from k j ,  by the inequalities 
(2) for 1 $ 4  5 k j ,  we shall have 
(3) for every j we shall have 
(4) for every 1 sq skj, we shall have 
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All these conditions can be satisfied simultaneously, since 
for every positive integer 5, 
. 7s lim - - 0. 
r = w S M ( 7 )  
Consider now the function 
(68) 
This function belongs, in (-1, + l ) ,  t o  C"(,ir,j We see, 
indeed, by (67), that, in every interval [ - d ,  d ] ,  0 < d < l ,  
But, if p 6 k l ,  we have also 
and from (I) and (2) it follows that 
Thus  
I ~ ( P ) ( x )  1 <K,P(l+A)Afp <R:Mp, 
andf(x) belongs, in (-1, +I), t o  c"{M,} .  But by our hypoth- 
eses C"(,\{,,) is a subclass of C"(M,,~,  therefore f(x) belongs, in 
( - 1 ,  +I) ,  to Co{d+~,,~~, Thus there exists a constant L > 1, such 
that  for ki-1 < p  5 k l  
L p h f " I . f ( p ) ( o ) l  
By the inequalities (65) and by the property (3) of the 
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Thus, for ktWl < p  ski, we have 
kp <2(DL)’M,’ <SpMpl ( S  constant). 
(69) z(q = 
By the property (4) this inequality is also true when 
1 6 p  ~ k ~ - ~ .  We have thus proved that, from every positive 
sequence of integers i n c ) ,  we can extract a subsequence 
{ k i j ,  and determine a constant S, such that  
SM(kj) 2 Max - +I ,  2 , .  * .). 
p $ k j  S’M,’ 
It follows from this remark that  there exists a constant 
P such that,  for n 2 1, 
since, if this were not true, t o  every 
sequence Pi ] there would correspond 
tha t  
increasing to  infinity 
a sequence ( n i l  such 
and it would be impossible to  extract from this sequence, 
{nil, a subsequence {kj) satisfying (70), contrary to  the 
proved statement. If now n s r < n + l ,  we have for large 
values of n 
r p  > Max & ( r )  >=&(n) 2 Max -
r p  
np 
p s n  PpM,’= p s n  (2P)’M; 
= Max 
p s r  ( 2  P )  ’Mi’ 
Denoting now the expression (2P)’M,’ by N,, we see that 
for large values of r 
by Lemma 111‘1) we get thus, for large values of n 
and therefore we have 
S M ( ~ )  2 S d r )  ; 
M: =< N: 5 N,, = (2P)nM,,’, 
- 
lim < m , 
n - m  
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The first part of Theorem XI is thus proved. 
We shall now prove the first part of Theorem IX. If 
cO{M,) is differentiable, the class Co(M,,-l) (i. e. ,  the class Co/N,,l 
with Nl arbitrary, and N,, =LV,,-~, for n 2 2 )  is also differ- 
entiable, since, if ~ C C O { M , ~ ) ,  then j ' ( x )  E C O { M , ~ ,  and, by the 
differentiability of cO(~ , , j ,  f " ( x )  E C O ( M , ) ,  that  is t o  say, 
f ( x )  E C O ( ~ ~ ~ + , ) ,  and c"(M,,-lj is differentiable. But this proves 
that  the class c"{M,,) is a subclass of C"(M,~), for iff(%) E C O { M . ) ,  
f ( x ) d x  belongs to  cO/M,l~, and, since this class is differen- 
tiable,f(x) E C O { M , ~ )  and cOiM,,l is actuallya subclassofC"(M,,-,). 
Applying now the proved part of Theorem XI, we have 
/" 
which is obviously equivalent t o  the first inequality (63). 
By Lemma V, (2), the first inequality (63) is equivalent 
t o  the second one. 
Let us now prove the Theorem X. Suppose that cO(M,,) 
is differentiable. Then, by what precedes, (63) is satisfied. 
Supposing now that f ( x )  belongs to  cO{M,), in (a, b ) ,  con- 
sider an interval [a, P ] c ( a ,  b) ,  with xo as center. In this 
interval we have 
( 7 2 )  I f (")(x)  [ < k"iW,. 
Let x' be any fixed point of the interval 
and y a positive constant such that  
where C is the numerical constant involved in (46), and K 
the constant involved in (72). The function 
(74) 
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F A X )  = f (XI+?) 
satisfies, in [ - 1, + 11, the inequality 
Therefore, for large values of n, we have 
(75) 
Consider now the function 
an Tn(x) (76) +I=  c n2 
This function belongs, in ( - 1, + 1) to C.,M,.~. Indeed, from 
(75), it follows, that  
and, by (U), we have in [ -d ,  d ] ,  0 <d < 1, 
(77) 
where Dd is a constant depending only on d. Thus @ ( X )  
belongs to  CO{hf:). 
(78) 
where s d  is a constant depending on d (and on the sequence 
From (77) and (63) i t  follows that, in [ -d,  +d ] ,  
I @ ( P + ~ ) ( x )  I SD:+2Mo p+z < Dz+'RPMi < SzM;, ( p  5 I), 
{Mn 1). 
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We have, on the other hand, by (43), 
T,(P+2)(0) = (p*-n2) T,(P)(O),  ( p  ZO),  
from which it follows that 
-F,.(P)(O) ; 
F,.(p)  (0) = p Z i P ( p )  (0) - i P ( P + Z )  (O), 
I F , t ( p ) ( O )  1 < (p2D,p+S;)Lw; <ApM;, 
in other words, we see that 
(79) 
and, by (77 )  and (78), we get immediately the inequality 
where A is a constant having the same value for any choice 
of x' in Izil But obviously, for such a value of x' 
Fz,(P)(O) = y--pf(p)(x'). 
(80) If'P'(X> 1 < ( 4 P W .  
Therefore in Izo, the following equality is satisfied : 
We have thus proved that there exists about every point 
xoe(a, b)  an interval, in which an inequality of the type (80) 
is satisfied. Thus f ( x )  belongs, in (a, b) ,  t o  Co{,$), and 
therefore C"iM,,) is a subclass of C'IM,;). On the other hand, it 
is obvious that C'{M:) is a subclass of Co[M,,j, since 2MngMn 
(n >= 1). Theorem X is thus proved. 
We have based the proof of Theorem X, in supposing that 
Co{Mni is differentiable, only on the inequality (63). Thus the 
two classes CO(M,,) and CO(MJ are equivalent if (63) is satisfied. 
Therefore if (63) holds, and iff(%) belongs to  C ~ M " ) ,  we have, 
in every interval [a, p ]  C ( U ,  b ) ,  
I f ( p + 1 ) ( x )  I 5 h ~ + 1 M i + ~  < kP+lKpM; 5 BpM,, 
and cO(M,,) is differentiable. Thus the second part of Theorem 
IX is proved. 
If now (64) is satisfied, if f(x) belongs in (a, b )  t o  c"{M,,) 
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and, if this class is differentiable, we have, by Theorem X 
If(p)(x) I < knMi < PPM,’, 
and (641, in [Q, S I C b ,  b ) ,  
and the second part of Theorem XI is also proved. 
We have thus completely proved the Theorems IX, X, and 
XI. 
It should be remarked that,  while in the problem of 
equivalence for trigonometric classes the convex regularized 
sequence plays an important riile, in the general case (for 
open intervals, a t  least) the same riile is played by the 
exponentially regularized sequence. Since the proved theo- 
rems give necessary and sufficient conditions, one cannot 
expect t o  replace these regularized sequences by sequences 
regularized in an essentially different manner. 
We will close this paragraph by mentioning tha t  the 
problem of equivalence has also been solved for classes C { M , )  
and C{M,,t), in a closed interval (4). The  principles of the 
proof of the general theorem relative to  a closed interval are 
the same as those for an open one, the regularization used 
in the first case being closely related to  exponential regu- 
larization. 
13. QUASI-ANALYTIC CLASSES OF INFINITELY DIFFEREN- 
TIABLE FUNCTIONS 
The only function analytic in the neighborhood of a point, 
which is zero, and of which all derivatives are zero a t  this 
point, is the function identically equal t o  zero. I n  other 
words, if two analytic functions are equal and all their 
derivatives, of the same order, are equal at  a point belonging 
t o  an interval, in which they are analytic, then they are 
identically equal. Thus the class C(,,,l, defined on an interval 
[a, b ] ,  is such that  if fi(x)eCinlj, and f 2 ( x ) e C 1 , ! ) ,  and if 
f P ( x O )  = f P ( x O ) ( n  ZO), xoe  [a, b ] ,  thenfl(x)=f2(x). Or what 
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amounts t o  the same thing, if f ( x ) ~ C { ~ ~ l ,  and if f ( n ) ( x o )  =O 
( n  z O ) ,  x 0 e  [a,  b ] ,  thenf(x)=O. 
A class C { M n l ,  defined on I = [a,  b ] ,  is said t o  be quasi- 
analytic if, from f l ( x )  E C { M , J ,  f z ( x )  E C I M , , ] ,  and from f l 'n ) (xo)  
=fz'n)(xo)(n z O ) ,  xoe [a, b], i t  follows that  f l ( x )  = f 2 ( x )  for 
any X E  [a, b ] .  This definition is equivalent t o  the following 
one: CiM") is quasi-analytic on [a ,  b ] ,  if fromf(x) E C { M , ) ,  and 
from f ( n ) ( x o )  =O(n z O ) ,  xoe [a,  b]  it follows that  f ( x )  =O in 
[a,  b] .  The  equivalence of the two definitions follows a t  once 
from the fact that  the sum and the difference of two func- 
tions belonging, in [a, b ] ,  to  C(M,,l belong also to  the same 
class. Quasi-analyticity constitutes one of the most impor- 
tant  properties of the class of analytic functions. 
For 
instance the class C((pn,!] is not quasi-analytic. It can be seen 
that the function defined on [0,1] by the equalitiesf(x) =.t-"" 
if 0 <x 5 1, f(0) =0, belongs, in [0, 11, to  this class. Indeed 
consider the circle Ca=\z-a l  =a, O < a < l .  Since, in the 
closed circle C,, the functionf(z) =.t-"", forzf0,  andf(0) =0, 
is continuous, and is holomorphic inside this circle, we have 
There exist classes which are not quasi-analytic. 
Thus in [0, 11 we have 
lf(n)(x)l <n! Max ~-nc- ' /*~=n!(2n)ne-" .  
O<aSl 
Therefore f ( x ) ~ C ( ( ~ , , ) l )  in [0, 11. But, on the other hand, 
f (n ) (O)=O(n20) ,  and f ( x )  is not identically zero. Thus 
C(pn)!l is not quasi-analytic. 
As Gevray's study of the heat equation has shown, it is 
important, from the physical point of view, to be able t o  
indicate conditions under which a class C{M,,l would be quasi- 
analytic. For example, the fact that  classes C{r(an)) ,  with 
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a > 1, are not quasi-analytic has its significance in physics. 
Starting from these considerations, Hadamard proposed, in 
1912, the following precise problem: To give necessary and 
suj ic ient  conditions bearing on the sequence {M,,}, in order 
that CIM,,) be quasi-analytic. 
Denjoy ( 5 )  gave conditions sufficient for quasi-analyticity 
of a class. But the problem was solved completely by 
Carleman (2), who, generalizing Denjoy's theorem and 
methods, gave necessary and sufficient conditions. Ostrow- 
ski (16) gave a new proof of Carleman's theorem; he gave 
also these conditions in a slightly different form. 
Carleman's condition for quasi-analyticity is the following: 
Let us put Pn=Mn*'", and $=Min pa+?,. A necessary and 
h z o  
sufficient condition tha t  C{MJ be quasi-analytic is t ha t  
Ostrowski gives the conditions in the following form: A 
necessary and sufficient condition in order t ha t  C{M,,\ be 
quasi-analytic is tha t  
where 
P ._ T(T)  = Bd -. 
n t l  Mn 
Since, as we have seen (page 54), T(r)  = m (for large 
values of r ) ,  if lim -M21n< w ,  which means that,  if this last 
condition is satisfied, (83) is satisfied, we may say that ,  if 
a necessary and sufficient condition in order t ha t  C{M,,l be 
quasi-analytic is t ha t  (83) be satisfied, where 
P T(r)  =Max -. 
n z 1  M, 
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But we shall give also another condition, which seems to  
us the most natural. Indeed, as we shall see afterwards, the 
two classes CiM,,) and c*(M,,j (the trigonometric subclass of 
C { M , , ) )  are quasi-analytic together. On the other hand, we 
have seen, by Theorem VIII, that  a class C*{M,,j is charac- 
terized by the sequence {Mi 1, which is the convex regu- 
larized sequence of the sequence ( M ,  }, regularized by means 
of logarithms. As a matter of fact, the Theorem VI11 shows 
tha t  the two classes C*{M,j and C*,lw:l are equivalent, a t  least 
if the class C*{M;j is differentiable (and if lirn Mnl/n= w ) .  
(From a recent theorem of Gorny (7), cited in the footnote, 
page 64, i t  follows that  the two classes C*{M,,) and C*,M:l  are 
equivalent if, only, lim Addin= w . )  It  is therefore desirable 
to  give conditions for quasi-analyticity bearing on ( M i  } .  
It is actually possible to  give such conditions, and we shall 
prove the following statement (9). 
If lirn Mdln < w ,  CIM,j  is quasi-analytic. If lim Al,,l/n = 00 , 
a necessary and sufficient condition in order that  C(jFf,,j be 
quasi-analytic, is that  
-
We shall actually prove Ostrowski’s statement and the last 
one. The following theorem contains the two statements. 
THEOREM XII. If - lirn M,,l/, < C O ,  the class C(M,,) i s  quasi- 
analytic. If lirn Mfll/n= w ,  a necessary and ruficient condi- 
t ion in order that C($l,,) be quasi-analytic is each of the two 
equivalent conditionr, (S3), (S4) : 
where 
rn T(r)  =Max  -, 
n z l  Mn 
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and where [ M E )  i s  the convex regularized sequence of the 
sequence [ M ,  1, regularized by means of logarithms. 
T h a t  the two conditions (83) and (84) are equivalent fol- 
lows from Lemma IV(1). 
The proofs given by Denjoy, Carleman, and Ostrowski are 
based on the theory of functions holomorphic in a half-plane, 
and, actually, the proof of the necessity of the conditions is 
even more difficult than that  of the sufficiency. Here we 
shall give a new and simple proof for the necessity of the 
conditions (83), (84), based only on some considerations 
relative to  the average values of a real function. The  proof 
for the sufficiency of the conditions will be a combination of 
that  of Ostrowski, and of that  of de la Vallie-Poussin (19), 
both largely modified. 
The  statement that  each of the conditions (83), (84) is 
necessary for the quasi-analyticity of C{M,,) means that, i f  
they are not satisfied, then it is possible to  construct, in an 
interval I = [ a ,  b ] ,  a functionf(x), such that  there exists a 
constant k satisfying the conditions 
I f ( n ) ( x )  I <KnM,(n 2 I), (a ~x ~ b ) ,  
such tha t  a t  a certain point xOe [a, b ] ,  
f'"'(xo) =O(n ZO), 
the function f ( x )  being not identically zero in [a,  b ] .  I n  
other words, we have to  prove that  such a function f(x), and 
such a point xo exist, if 
( 8 5 )  c$+. 
The  interval [a, b ] ,  where such a function exists, is ob- 
viously arbitrary. 
Our proof will be based on the following, unpublished, 
considerations of H. E. Bray, relative t o  the repeated mean- 
values of a function. 
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rn 
Consider a positive sequence (pn ) ,  such tha t  Cpn 
1 
= p <  a, and let f ( x )  be an integrable (integrable L, i.e., 
Lebesgue integrable) function in an interval [c, d], with 
d - c > 2p. Let us now write 
It is obvious that  Mn(x) is defined in In= [c+ e p .  I, d 
- cp i ] ,  and its values are independent of the order in 





It is also obvious that  
(1) M(PI~ P Z *  * ' p n ;  f(x)) = 
M(p1, /h ' *Pk; M(Pk+l, * 'Pn;f(x))). 
We have 
therefore MI(%) has a derivative almost everywhere in 
[c+pl, d-pl] =Il,which is equal t o  - (f(x+pl) - f ( x - p l ) ) .  
The  function M,,,-l(x) is continuous for any value of 
m(m 2 2 )  in 1,,,-1, therefore, if m 2 2 ,  M,(x) =M(p,,,; M ( p l ,  
p2, . . e ,  b - 1 ;  f ( x ) ) )  has a derivative (everywhere) in I,,,, 
which is given by the formula 
1 
2P 1 
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It follows immediately from (2), that, if n 2 2 ,  
(3) M,(x) has, in I,, continuous derivatives of order 0, 1, 
e ,  n-1, and tha t  I M(x) I <Max 1 n / r ( x ) I .  
If cp(x) is continuous in [c, d ] ,  in each interval [CY, PIC 
ZCIS 
[cfpi ,  d - p i ] ,  the following inequalities are satisfied, 
Max M(pi;  c c ( x ) ) ~ M a x  d x ) ,  
Min M(pi; cp(x)) ZMin  cp(x). 
z h B 1  z+ -P&5 +rtl 
z.[a,81 x+ -fitl B +pi1 
Therefore in every interval [a, PIcI,, we have 
(4) Max M(p l ,pz ,  --*pn; d x ) )  S M a x  M ( p I , p z ,  * . a ,  
da ,B1  z4a  - r n ,  B +rnl 
pn-1; P(X)), 
Min M(pl ,pz,  - * e ,  pn; d x ) )  Z M i n  M ( N ,  1.12, * ,  pn-1; cp(x>). 
It follows from (4) that ,  if we denote 1. the interval 
xe[a ,B1  z4a  - r n , B  +rn l  
[ c f p ,  d - p ] ,  we have 
Max M , ( x ) ~ M a x  Ad1(%), 
zeP X d 1  
Min Mn(x) ZMin  M l ( x ) .  
z e P  Z d l  
I n  other words the family (M,(x)  ] (n  2 1) is bounded in I C .  
We see also by (4), in denoting by p ( m )  the quantity 
tha t  we have, for n >no, in every interval [CY, P ]  C I C ,  
ea 
p,, 
n = m + l  
0 M,(x) =Max  M,(x) -Min Mn(x) 
h 5 1  z4ar B 1 Z . b f 8 1  
50 M, ( x )  =Max  M,, ( x )  -Min M,, ( x ) .  
Since the functions Mn(x) are respectively continuous in 
I,, it  follows from (3) tha t  the family { M , ( x )  1 is equally 
continuous in IC, (Le., t o  every r>O,  there corresponds an 
q > O  such tha t  if x l e 1 @ ,  x z e I f i ,  and I x I - x 2 1  < q ,  then 
I M , ( x ~ )  -Mn(xz) I <e,  for every n).  
[a - p W , 8  fr("d] ze[a - r ( n d , B f r ( n o ~ )  x e [ a  -rrW,8 
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From (4) i t  follows also, for every x o e I ~ ,  that, if n >no, 
Min Mn, ( x )  SM,, (x,)  $Max M,,, ( x ) ,  
z+o -r("o), zofP(nd1 z+To-r("o), zo+r("c)l 
which proves tha t  M,(x)  tends, in IC, t o  a limit. But, since 
the family { M , )  is equally continuous in this interval, the  
sequence M,(x)  tends, in I., uniformly to  a continuous func- 
tion, which we shall denote by M ( x ) = M ( p l ,  p2, -, pn, 
* a ' ;f(x>), or by M(bn1; fW.  
From 
~ ( x )  =lim ~ ~ ( x )  =lim - / k ( p 2 ,  a - . p,,; j(x+t))dt, 1 
n =  m n = -  2p1 
which is satisfied when XEIP, it follows that  
Therefore we have finally the following statement: 
(6) I n  the closed interval I ' = [ c + p ,  d - p ] ,  the function 
M ( x )  is continuous, infinitely differentiable, and M'(x)  is 
given by ( 5 ) .  
Let us now return to  our theorem on quasi-analyticity. 
We suppose, lim M,lIn= 0 0 ,  and that ( 8 5 )  is satisfied. We 
shall Dut 
and 
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I n  the interval [ - 3 p ,  3 p ]  consider the function f(x), de- 
fined as follows: 
f(.)=L if 1x1 SP, 
f ( x )=O,  if p < I x I  ~ 3 p ,  
and the corresponding function M ( x )  =M(p1, p2, . * . , p,,, 
* - - ; f(4). 
This function has the following properties : 
(I) M ( x )  is continuous and infinitely differentiable in 
(11) 
[-2Cl, 2111 by (6). 
M ( x )  is not identically zero, in [ - 2 p ,  2 p ] ,  since 
M(0)  =lim pp2, * * * pn = 1. 
2 n ~ ~ y  PZ,  * * * 9 Pn -pi - - P I  - f i t %  
(111) M ( n ) ( - 2 p )  = M ' " ' ( 2 p )  =o, (n  20). 
Let us write, indeed, 
* . .  
Y 9  
f o b +  1-11) -f& - Pl) 
2 PI  fo (4 =f(4 , f l ( 4  = 
Obviously, in [ -211, 2 p ] ,  we have 
Since we have in [ - 3 p ,  - p ] ,  and [p,  3 p ] , f n ( x >  = O  (n  ZO), 
we see immediately that  M(pn+l, * ; fn( - 2 p ) )  =M(pn+l, 
- . ; fn(2p)) =O (n  2 0 ) .  And (111) follows from it  a t  once. 
(IV) M ( x )  belongs, in [ - 2 p ,  2 p ]  to  C{M,). From the defini- 
tion off,(%), we see, since If(.) 1 51, in [ - 3 p ,  3 p ] ,  that ,  in 
(87) M'n'(x) =M(pn+l, ~ n + 2 ,  * * * ; fn(X)).  
Therefore in [ - 2 p ,  2 p ]  we have by (87), 
1 
PI, P29 * 9 I-(n 
I M ' n ' ( 3 C )  I 5 
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But, by (86), we have 
Thus, we have, in [ -2p ,  2 p ] ,  
I M(.)(x) I 4 Mi 5 Mn, 
and M ( x )  belongs, in this interval, t o  C(M.1. 
We have thus proved that, if (85) is satisfied, the class 
C P n I  is not quasi-analytic. 
Let us now prove that (83) (or (84)) is sufficient for the 
quasi-analyticity of C{M,,j. 
We have t o  prove that, if there exists, in [a,  b ] ,  a func- 
tion j(x) belonging to  C{MJ which is such that, a t  a point 
xoe  [a ,  b ]  : j(")(xo) =O (n l o ) ,  and which is not identically 
zero in this interval, then (85) is satisfied. We can suppose 
that  xo=a, since if this were not true, we could replace 
[a,  b ]  by that of the two intervals [xo, b ] ,  or [ -xo -a]  in 
which respectively j(x) or j( - x )  is not identically zero, and 
we should have a function which belongs to  C{w,i, which is 
not identically zero, and is itself, with all of its derivatives, 
equal t o  zero a t  the left-hand extremity of this interval. 
In  order t o  prove the desired statement, we shall need 
the following Lemma. 
LEMMA VIII. If there exists, in [a,  b ] ,  a junction j (x) ,  not 
identically zero, belonging to CiM,,), and such that j ( " ) ( a )  =0, 
(nzO),  then there exists, in [0, 1 3 ,  a junction ~ ( x ) ,  not iden- 
tically zero, such that cp(n)(O) =cp(")(l) =0, ( n  ZO),  and such 
that in [o, 11, 
I ~ p ' n ) ( x )  1 <Mn(n 2 I), 
cp(x) 20, cp(x)=cp(l--x). 
Since j(x)is not identically zero, there exists a quantity c, 
a s c < b , s u c h  thatj(m)(c) =O,(nzO),andsuch that,fornoposi- 
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tive E ,  f(x) is identically zero in [c, c+ e]. We have, in [c, b ] ,  
If'n'(x) I < k n M , .  
Let us put  
f'-"(x) = p p r ) d r .  0 0  
I f  (Y is any quantity such that  0 < a  <b-c, the function 
defined by the equality f l ( x )  =~(-~) ( (Yx+c) ,  is not identically 
zero in [0, 11, and is such tha t  
(88) 
ting x - x z = y ,  y'=1-2x=yl ,  we see tha t  
fP (0)  = 0, (n  2 O), 
lfp)(x) 1 <ankn--2Mn-2=M,,'-2 (n 23). 
Consider now the functionfZ(x) : f z ( x )  = f l ( x - x z ) .  I n  put- 
(89) f z ( 4  =fl(Y>, 
fi'b) =fi'(y > Y  1, 
fP'(x) =jP(y)y1n+ 
(n 2 2 ) .  
T h e  last formula (89) can be easily proved by mathe- 
matical induction. It is true for n = 2 ;  by differentiation 
we prove that ,  if (89) is true for n=q, i t  is also true for 
n = q + l .  
We have obviously f P ( 0 )  = f P ( l )  =0, 
We have also, in [0, 11, for n23,  by (89), 
(n 20). 
where mp is the  maximum of I f i ( p ) ( x )  I in [0, 11. 
But, on the other hand, we have 
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We have, therefore, by (90) ,  
Consider, in [-1, +1], the function 
A b )  = ( f z ( m  
We have, in this interval, 
A (n) (x)  = 2 CnrCf2(k) (x)f i '"-k)  (x)  
k =O 
(92)  
But the function 
is, in [ -a, a], an even function, with 
thus 
e(y) =$+ 2 d, cos 
Q =1 
with 
d Q = 2  ( - l ) *  fz(x) COS ( 2 ~ 4 x ) d x .  
(93) L1 
Thus we have 
l f Z ( W i  s(2r>z P 2 = 1 Id,lqZ, 
and, by (92) ,  we have in [ - 1, f l ] ,  
'The original proof of this inequality (with other constants) was different from 
that given here. The proof given here, due to Kuzmin, was communicated to the 
author orally. 
If we use now Holder's inequality 
where we put 
we get 
We can prove in an analogous manner tha t  
From integration by parts of (93) repeated Z(Z23) times and 
from (91) i t  follows tha t  
And finally (95) and (96) give (in putting in (96), Z=n+2), 
I A(n) (x )  [ 52C(4.rr)"(2n)-"-2e2("+2) ( A $ ) M :  
(96) (2.rrq) 1 I d ,  I 2 . e2lM'z-2. 
= L(2 ake2) "Mn, 
where L is a constant. If CY is chosen such that  2akt?<l, the  
function 
satisfies all the  desired conditions of the Lemma. Thus the 
Lemma is proved. 
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It results from this Lemma that, if we suppose tha t  the 
class C{Mn)  is not quasi-analytic, there exists, in [0, 11, a 
function f(.r), belonging t o  C { M , ~ ,  not identically zero, not 
negative and such tha t  f ( n ) ( O )  =f(n) (  1) =O. We can even 
state that  such a function exists with Jf(m)(x) 1 <Mn(O 6% 51) 
(n 2 1). Consider now the function 
F(z )  = /j(.r)e-= dx. (97) 
0 
F(z )  is an entire function of the complex variable z, with 
(98) 
If 0 < p  < 1, let us denote by C, the 
(99) 
I y l = P .  1-2  
The point z = 1 is inside of every 
circle 
C,. The center of C, is 
its radius is R p  =- * We shall choose the point z ,  = - 1 1 -pz' 1 -p2' 
only such values of p t ha t  F ( z )  has no zeros on the circum- 
ference C,. There exists obviously an infinity of such p ,  
with p 4 1, since if this were not true, the zeros of F ( z )  would 
have a limit point on a finite distance, and F ( z )  would be 
identically zero, contrary t o  (98). Let al, az-. . -an(,) be 
zeros of F ( z )  in C,. Then we can write 
(100) F ( z )  = ~ p ( z )  ( Z  - L Y ~ )  m1 (Z - az) mz * * * (Z - an( , , )  WP), 
where +,(z) is a function holomorphic in C, (closed), without 
zeros in this closed circle, and where the mi are positive 
integers. 
Denoting by p p  the quantity I z,- 1 I , since the argument 
of 1-2, is T, we have, by Poisson integral formula, 
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We have, on the other hand, in putting z=- 1 l+r ,  a being in 
c*, 
But, since (Y is in C,, lllal - < p  and it is easy t o  calculate the 
first integral,' which is equal to  2lrp log p .  The last integral 
is zero (by Poisson integral the value of this integral is 
log 1 r + l / ,  with r = O ) .  Thus 
1 --a 
Pa 
d q ,  (r=pciv); put y =  __ =bciB.  The value of the last integral does 
not change if we replace y by its absolute value b (we need only replace rp--8 by a 
b-cos rp drp=O, and/log 1 
2* 
0 
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The formulas (loo), (101) and (102) give thus immediately 
(103) log (F(1)I =log I@p(l)l+mi log ( l-ail  
Integrating by parts (97), k times, we get, since 
f'"'(0) =f'"'(l) =O(n Z O ) ,  
Therefore for Rz 50 ,  we have the inequality 
(104) 
if lim I M n l ' n =  03, 
1 F ( z )  1 5 Lk/ 1 l f (k ) (x )  I dx 5 -k. Mk 
121 0 l z l  
Since this inequality is satisfied for every k, we have also 
We have therefore, by (103), 
If we denote by C(, the part of the circle Cp, passing 
through the point Z=-, and contained between the two 
lines Iz= --t, Iz=t,' we have, for large values of i! (since 
log T( 1 21) tends to infinity with I z 1 ), 
1 
P + l  
1Iz denotes the coefficient of i in z. 
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But when p tends to  unity, Ck tends to  the segment of the 
straight line Rz =$, situated between the two lines Iz = --t, 
and Iz=t. Therefore, if t is positive large, 
5 - 1% I F(1) 1 9  
which proves that  the integral 
converges. Therefore, if this integral diverges, C { M n )  is a 
quasi-analytic class. 
If we had lim Mi''' < m ,  Bd I M k  would be, for large values 
of I Z I  zero, and, by (104), F ( z )  would be zero for large values 
of I z /  , i.e., identically zero, contrary to  (98). Thus, in the 
case where lim Mi'"< m ,  the class is also quasi-analytic. 
Our theo remx  thus completely proved. 
REMARK. We shall notice that  from (105) it follows tha t ,  
if in [0, I], f(x) 20 ;  f(n)(O) = f ( n ) ( I )  =0, ( a z o ) ,  f (x)+O 
If(n)(x) 1 <Mn (n B l), then 
- Zzim 
r 
Mi and, since T(r)  2-, we have 
which gives, by Lemma IV(*), since for r 2 1 : $+r2S+re, 
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log MI-1 s l o g  M1(1+# arc tang 
For instance, if M,, =Max I f ( n ) ( ~ )  I (n  2 l ) ,  M I =  1, f (n)(O) 
=f(")(l) =O(n z O ) ,  j ( x )  +O, 
14. DECOMPOSITION OF AN INFINITELY DIFFERENTIABLE 
We shall prove, in this paragraph, the following very 
general theorem proved by the author in 1939. [ 121 : 
THEOREM XIII. Every funct ion,  infinitely diferentiable, 
in a closed interval [a,  b ] ,  is  a sum of two infinitely di feren-  
tiable junctions, each belonging, in [a,  b ] ,  to a quasi-analytic 
class. 
Obviously, if an i. d. function does not belong to  a quasi- 
analytic class, the two functions into which we decompose it 
by theorem XIII, do not belong to  the same class, since, if 
they did, the given function would also belong to  the same 
class, contrary to  the hypothesis. 
We may suppose that [a,  b]  is the interval [-1, +1]. 
Let then f ( x )  be an i. d. function in [ - 1, +1]. We shall 
suppose that  f ( x )  is not a polynomial, since for a polynomial 
the theorem is obvious. Then, by Lemma VI, we have, in 
FUNCTION 
c-1, +I], 
j ( x )  = C an Tn(x) 
with 
where 
r p  S(r)  =Max -, 
r z p  mp 
Decomposition of a 
O<m,= Max I ~ ( P ) ( x )  
-14211 
and where A is a positive constant. 
By (35) we have, if r > T O  >0, 
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(P 2 11, 
where M(t )  is a positive function increasing to  infinity 
with t, and taking integral values; the second integral is 
positive. 
Let us choose ro>O such that  M(ro) >2, log S(ro)  >0, and 
let us put m(r) = M ( r )  -2, if r 2 r o ,  and m(r) =0, if r <ro. 
We have the following inequality for r Ira: 
log S ( r ) L 2  log ( i ) + p a d t = 2  0 t log(;) +[*&, 0 
and putting 
we have, for r 270, 
(107) log S(r )  2 2  log (L)+pb TO t dt ,  
0 
where N ( t )  is a non-negative function, taking integral values, 
and tending increasingly to  infinity with t. N ( t )  is ob- 
viously zero for small positive values of t .  
The quantity a being greater than unity, denote by 
i t p }  ( q  20)  a sequence satisfying the following inequalities: 
t l  > t o = %  t,+1 >at& 2 1)) 
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Such a sequence { t q }  exists. Indeed, if a, P and X are 
positive quantities, with X >e, p >ha >O, the following in- 
equalities are satisfied 
and if, (Y being given, we choose and X such that 
log x 
log @/a) <*, 
then 
Thus, when a is fixed, the left-hand expression tends to  
infinity, with P. 
Let us now put 
and 
Let us also introduce the functions T(r) ,  Tl*(r), Tz*(r), 
defined in the following manner: 
log T(r)  =?+ dt,  
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log T2*(r) =p* dt .  
The  functions N l ( r ) ,  N 2 ( t )  have, both, the value zero for 
small values of r ,  they are integral valued, and they increase 
to  infinity with r .  Let us prove these properties for N l ( r ) .  
The proof is the same for N 2 ( r ) .  The first two properties are 
evident by definition ( N ( r ) = O  for small values of r ) .  I n  
[tzQ, tzQ+l), Nl (r )  increases, by definition. I n  [t2Q+1, t2(q+l)) ,  
we have, with t zQ  ~p <tza+l, 
r N(P) =Nl(P). 
Thus, N l ( r )  increases. But, since Nl(t2*) =N(t2,) tends to  
infinity with q, N l ( r )  tends increasingly to infinity. 
We have, in each interval [ t2q ,  t2Q+l) ,  the inequality 
T I * ( T )  5 T(r) ,  
and, in each interval [tzQ+l, t 2 ( p + l ) )  and in [0, t l )  the inequality 
r2* ( r )  5 T(r) .  
Let us prove the first inequality in [ t2Q,  t2a+l). We have, in 
this interval, 
11 ta 
log Tl*(r) =PA) t dt =I" t dt+N2 log e) + /" t dt 
0 0 11 
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But, by the definition of the quantities N,, 
t2pl 
N 2 ,  log (A) t 2 p - 1  5 J”” t dt, 
log T1*(r) dt=log T(T) .  
129-1 
therefore we have, in [ t z q ,  t 2 , + 1 ) ,  
The  proof of the corresponding inequality for Tz*(r) is similar. 
We shall now prove that  
Let us prove, for instance, that  the first integral diverges. 
If tz,-l S T  <tzq, then 
, we have by the definition of And, if we put now r=- 
tzn-1 
T 
{ t, ) [ ( 1 OS) ] for q 2 1, 
where b is a positive constant independent of q. Thus 
Let us now define quantities b, and c,, in the following 
manner (the quantities a,, and A were defined previously): 
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b,+c,=a,. 
Let us now put 
f l ( x )  = 2 bnTn(x), 
n = O  
m 
f2(x) = cnTn(x). 
f ( 4  =f1(.> +fZW - 
We shall now show tha t  each function fl(x), f 2 ( x )  belongs 
to  a corresponding quasi-analytic class. 
From (106), (107), (109), ( l l l ) ,  and from the inequality 
Tl*(r) 5 T(r) ,  satisfied in [ t 2 , ,  tap+l),  i t  follows that  for n 2 1, 
n =O 
Thus we have in [-1, +1], 
It follows from this inequality and from the inequality 
that  in [-1, +1]; for pS1,  
5 (Aro)2 (L)' ( 2 4) Max n 2 p  5 C p  Max (a)" 
2p 1 nzP T l * ( g )  n L p  Tl*{ (p)'} 
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(1 12) 
If we put 
r p  A&,' = Max - ( p  >- l), 
r z o  Tl*(r) 
Eu t  from (112) it follows that for sufficiently large r 
the function fl(x) belongs t o  the class CI,~;). 
r p  
P S I  A l p  
r 
T?(r) = Max7. 
Indeed the inequality 
Tl*(r) 2 Max7 
p 2 l  M, (1 13) 
follows from (112). But  one can also write, if N l ( r )  > 1, 
(114) Max-= Max L 
,.Ni(r )  
p N ~ ( r )  * 
r p  r p  
pzl p z l  M pp ax- Max- 
P B O  Tl*(P) P l O  Tl*!P) 
Since, for pz  > pl, we have 
that  is to say, 
we see that  the expression 
Px'(r) 
?;*(PI 
has the same value (when r is fixed) for all values p such 
that 
Nl(P) = N d r ) ,  
that  it increases when N l ( p )  <N1(7) ,  and decreases when 
Nl(P) >N1(r). 
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Therefore we have 
p N ~ ( r )  ,.Ni(r) -- Max -  
P Z O  T;c(P) TI*(,.)' 
and it  follows from (114) that, for 7 such tha t  N 1 ( r )  >1, 
Max I >= Tl*(r), 
Pbl M, 
which, together with (113), gives, for r such tha t  Nl(7) >1, 
7, 
From (110) and from the fundamental Theorem XII, on 
quasi-analytic classes, it follows that  C(W,,J is quasi-analytic. 
One can prove, in the same manner, that  fz(x) belongs to  
the class CIM!)) ,where 
and tha t  this class is quasi-analytic. Our theorem is thus 
proved. 
REMARK. From (112) and (115) it follows tha t  for large 
values of n :  M;=M,,, and from the quasi-analyticity of 
C(M,,t) i t  follows that  
Let II be the co-base of (log M L } .  If a is the quantity 
such tha t  there exists a point (n, log M,,') on the straight 
line y = a x ,  and there is no such point below this line, then, 
for n such that  - log >a, the following inequality is sat- 
n 
isfied : 
log M: logM,' log M,,'+l-log M,,'=log M ~ + 1 - l o g M ~ Z -  =-. 
n n 
In other words, we have 
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And it follows from (116) tha t  
1 c&zJiz= 
We have obviously also 
Carleman (2) proposed, in 1926, the following question : 
Let fl(x) and f z ( x )  be two i. d. functions in an interval 
[a,  b ] ,  such that, if we put 
m,,'=Max / f i '")(x)  I (n  2 0 )  
mi2) =Max  Ifi'.)(x) 1 ( n  zO) ,  
we have 
1 1 
(117) E m -  E (m,(2))1/n= 03, 
and such that  
(117l) fP) ( a )  =fP ( a )  (n  1 0).  
Can one say that,  in [a,  b ] ,  the two functions are identical? 
San Juan (18) gave to  this question a negative answer. 
He proved that  the function 
cp(x) =/%vr (sin-i/t) e-zcdt (xZO),  
0 
which is such tha t  p(n) (0) = O  ( n  l o ) ,  is a sum of two functions 
f l (x)  and f 2 ( x )  for which (117) is satisfied. Therefore the 
two functionsfl(x) and -fz(x) obtained in this fashion give 
a negative answer to  Carleman's question. 
But the general Theorem XI11 which we proved in this 
paragraph gives, in particular, a much larger answer t o  
Carleman's question. Indeed, i t  follows from Theorem XI11 
and from the remark which follows its proof, applied t o  
functions which are zero at  a ,  and of which the derivatives 
are zero a t  this point, t ha t  
Every i. d.  funct ion in an interval [a,  b ] ,  which is equal 
to zero at a and of which the derivatives are zero at this point,  
i s  the difference of two i. d. funct ions fl(x), f 2 ( x )  satisfying 
(117) and (117l). 
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15. APPLICATIONS TO INTEGRABLE FUNCTIONS 
N E W  QUASI-ANALYTIC CLASS E S 
We shall see that  some of the statements on quasi-analytic 
classes might be applied to  the study of functions integrable 
L. The magnitude of an integrable function f(x) (by in- 
tegrable we shall always understand integrable L )  in the 
neighborhood of a point xo can be only characterized by 
the value of the integral 
/ T i l )  1 dx.  
2 0  
Thus, we shall introduce the following definition : 
Iff(.) is integrable in [a ,  b ] ,  and if for a point xo(a  s x 0  <b) 
we have 
log( -1ogLTG) I d t )  
= P, -log a lim a=+O 
then we shall say that  xo is, for f(x), a right-hand mean- 
value zero of exponential order p. 
If for a <xo $ b  we have 
log( - l o g / k t )  zo+- 1 dt)  
= P ,  -log( - a) lim a = - 0  
then xo is, for f ( x ) ,  a left-hand mean-value zero of exponential 
order p. 
It is easy to  verify that, iff(%) is continuous at  xo, and 
is, in a neighborhood of this point, of the form 
where q ( x )  is continuous a t  xo, cp(xo) $0, then p = O .  But 
if, in such a neighborhood, we have 
f(4 = cpb) ( x  - xo) k, 
then p = k. 
102 Infinitely Differentiable Functions 
Now we shall recall the definition of the index of con- 
The index of convergence y, of the sequence { n i l  (ni 4 w )  
vergence of a sequence of positive numbers. 
is the greatest lower bound of the quantities k such that  
Thus for any E > O ,  we have 
The  problem we are dealing with in this paragraph is 
the following one: 
To give conditions such that, ;f the Fourier coeflcients of 
a n  integrable func t ion  in [0, 2n], which har a mean-value zero 
of exponential order in [a,  b]  satirfies them, then this func t ion  
is  zero almost everywhere. 
One answer t o  this question is given by the following 
theorem : 
THEOREM XIV. Let f(x) be integrable in [0, 2n], and sup- 
pose that x=xo (xoe[O, 2n]) ir f o r  f ( x )  a right-hand (or  a left- 
hand)  mean-value zero of exponential order 6 >O. 
(arni cos mix+b,, sin mix), 
Suppose that the Fourier series of f ( x )  i s  of the f o r m  
f(x) 
t = l  
the index of convergence of (mi } being u with u < 1. If 
U a>---, 1-u 
then f ( x )  ir  zero almost everywhere. 
This theorem will allow us later on to  introduce new and 
important quasi-analytic classes. 
The  proof of this theorem is essentially based on the fol- 
lowing Lemma. 
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LEMMA IX. Let {nil be a positive increasing sequence 
of integers with an index of convergence u < l .  Let m be a 
positive integer diferent from all the n i ( i2  1). 
If a and b are two real quantities such that 
az+b* >O, 
and if p is a quantity such that 
then, to every positive a, suficiently small, there corresponds a 
function yu(x )  having the properties : 
(I) 
(2) ~ > ) ( 0 )  = y > ) ( a )  = O  (n 20);  
(3) on  putting 
-ya(x) is an i. d. function in  [0, a ] ;  
a i a )  = /y.(x)cos nxdx ,  
b,(a) = y,(x)sin nxdx ,  
0 
l 
we shall have 
(4) there exists a positive constant w, independent of (Y such that 
I aam(")+bbm(")I > a d ;  
(5) I y4(x)  I <ea-'. 
a. = a:) = b;) = 0 ; 
Let us introduce three positive constants 71, qz, q 3  satis- 
fying the inequality 
(118) 
1-u 1 
Y = 7 1 1 + 1 2 + q 5  <---. 
U D  
Let us now write 
We have 
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Thus 
and the class C{M,,j is not quasi-analytic. It is then possible, 
by Lemma VIII, to  construct a function cp(x), i. d. in [0, 11, 
and having the  following properties : 
(4 c p b ) + O  
(b) c p ( 4  20 
( 4  cp(x> = cp(1 -.> 
( e )  I c p ( n ) ( x )  1 <Mn. 
(d) cp(n)(O) = p ( n ) ( l )  3 0 ,  (nZO), 
If we write 
we have obviously in [0, a] the inequality 
We shall consider now the entire function 
It is well known, by the classical theory of entire func- 
tions (20) that ,  if the  index of convergence of In i )  is u, 
then the order of F ( z )  is a; in other words, if we put 
we have 
M(r)  = Max 1 F(ree)  1 (0 I e 52n), 
lim -1% (log W r ) )  =Q. 
lim -1ogIc2nI =A 
r-00 log r 
And, since F ( z )  is of order u, i t  is also well known tha t  
- 2nlogn 6' 
There exists therefore a constant AI such that  for n 2 1, 
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We shall study the function 
m 
+a(%) = (-  I)nCZnPa(2n)(X). 
n = l  
From (119) and (120) it follows tha t  in [0, a], 
105 
u- 1 1 1 
U P1 P 
By (118) we have -+r= -- < - - and 
- e ( 2 / 6 p ~ )   a - p n  -eAaa-PI  
Thus, by (119) we shall have 
For small values of a (a >0) we have 
Therefore, for small a, we have 
(122) I +&) I <Asea-'. 
given by the equality 
A3 a - '1 < a - p. 
We shall now prove tha t  the desired functions 'ya(x)  are 
$&) ya(x)  =-e 
A2 
The  inequality (122) proves tha t  the condition ( 5 )  of the 
Lemma is satisfied. 
I n  order t o  prove tha t  the other required properties are 
satisfied, let us consider the Fourier series of the function 
Ga(x) defined in [0 ,2r]  by the equalities 
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Since po(")(a) =O(n z O ) ,  & ( x )  is an i. d. function. There- 
fore 
~ ~ ( x )  =lo"+ 2 (~fi)cos nx+pia)sin nx) ,  
the coefficients Zia), p f i )  being given by the equalities (ob- 
tained by integrating by parts 2p times, the Fourier formula 
for the coefficients) 
2 n = l  
It follows from (119) that  for a < ~ ,  
We have a similar inequality for p f i ) .  
On the other hand, we have seen that  F ( z )  is of order u, 
that  is t o  say, t o  every r > O ,  corresponds a constant, say 
A6, such tha t  
and, since 
we have 
M(7) <A&"+ e 
1 F(in)  I 5 M ( n ) ,  
I F(in) I = 2 I c Z , ~  n2k<A6en'+e 
k = l  
and by (123) 
1 1 
1 +VI U If we choose 0 < E  <---(this is possible since q1 <-- l), 
we have, for n > ma, 
nr+e -Aa( an)l/(l+ 11) < -A(dnl/(l+m) 
where A(a) is a positive constant depending on a. 
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Therefore 
where A+) depends also on a. 





we get for T J x )  the  expansion 
&JZk)(x)  = (- l)k c (Z,(.)cos nx+p,(.)sin nx)nZk, 
n = l  
since, by (124), we may change the order of summation 
after replacing in (125) q a ( 2 k ) ( x )  by the series (126). M'e 
have therefore 
m 
(127) & ( x )  = F(n) (Z,(.)cos nx+p,%n nx) .  
n = 1  
Thus we may write 
m 
ru(x) = (a,(.)cos nx+b,'oi)sin nx),  
n = l  
u p )  = i / ; a ( x )  cos nxdx, b,") =if ia(x)s in  nxdx 
a,(.) =- F(n) ln(u), &(a) =__p,cu)* F(n) 
T o  T o  
with 
(128) A2 A2 
all =ani = bni = O ( i  2 1). 
Since, for n=ni ,  and n=O, F(n) =0, we see tha t  
Thus the property (3) of the Lemma is proved. 
From (123) and from 
[ F ( n )  I <Asen"+ e, 
it follows tha t  (127) may be differentiated, term by term; 
in other words, and yo(%), are i. d. functions. 
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(129) 
since this series converges uniformly. Indeed, by (1 19) 
and (120), a majorant of this series is given by the series 
We have also 
co 
+2k) ( x )  = c ( - 1)"C2n(Fa(2"+k) 3 
n = l  
which converges. 
Thus (129) converges uniformly. But since, 
we see tha t  & P ( O )  = & F ( a )  =0, and 
Thus the properties (I) and (2) are satisfied. 
q p + k ) ( O )  = q$n+k) (.) = 0, 
ydk) (0) = 72) (a) = 0. 
It remains t o  prove the property (4). 
Since p(x) is not identically zero in [0, 11 and not nega- 
tive, there exists an interval [p, PI] such that  for p ~x sp1, 
p < P I  5 1 we have 
q ( x )  2d>O.  
It follows from this inequality that  
On the other hand it follows from (128) that  
TAP 0 
PO(%)  z d  (a6 5% O p l ) .  
a&,(Q) +bb,(Q) = F(m)J>Q(x) (a  - cos mx+b sin mx)dx. 
Since d + b *  >0, we shall have for x small (0 < x  <s), 
where r is a positive constant. Since, on the other hand, 
F(m) zO, we have for a < 6 ,  
I a cos mx+b sin mx I > rx, 
Thus our Lemma is completely proved. 
Let us now prove our theorem. 
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Let f ( x )  be integrable in [0, 27r] and let xo be a right-hand 
mean-value zero off(%), of exponential order. Let us define 
the continuation of f ( x )  by periodicity, with period 27r, 
possibly changing the value of f (27r) ,  in order t o  have 
f(27r) =f(O), and let us put 
lo(%) = f ( x + x o ) ,  (0 s x  527r). 
The  point x = O  is a right-hand mean-value zero for ~ ( x ) ,  
of the exponential order p ,  and if 
f ( x ) ~  a0 T+ (a, cos nx+b, sin nx) ,  
a(.)";+ c (c, cos nx+d,, sin n x ) ,  
we have 
thus the two equalities 
a,2+b:=c:+d?; 
a,"+b,2 = 0, 
c," + d," = 0, 
are satisfied for the same values of n. 
order p, the  function 
admits the points 27r-xO as a right-hand mean-value zero, 
of the same exponential order p, and if 
If xo is a left-hand mean-value zero for f ( x ) ,  of exponential 
e(.) =f(27r-x)  
N$+ 
( I ,  cos nx+m, sin nx) ,  
we still have 
I,"+ m,2 =a,"+ b,2. 
Therefore, we can suppose, in our theorem, without diminish- 
ing its generality, that  xo=O, and tha t  it is a right-hand 
mean-value zero off(x), of exponential order p.  
We have to  prove tha t  for every mi 
Uki+bii =o. 
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Suppose then tha t  this is not true for i=p. Put 
m=mp, a=a,, b=b, 
and consider the sequence { n i l  of which the terms are 
ml, ma, - , mp-l, mp+l, . 
The index of convergence of this sequence is obviously also 
Q. Let us then apply Lemma IX, t o  this sequence { n i l  of 
integers, t o  the numbers m =mp, a =a,,, b =b,, and t o  a p 
such that  
U 
6 > p > - - - .  1 -u 
For small ~1 we have a corresponding family of functions 
ya(x)  satisfying the properties (I), ( 2 ) ,  (3), (4, (5). Let us 
then introduce the functions r,(x) defined, in [0, 2n], by 
continuation of y,(x) : 
r U ( x ) = ( O  i faSxS22n'  
ra(x) = (afi'cos nx+b,'.)sin nx),  




But if n #mi 
and, if n =ni, 
thus, except for n =mp, we have 
a, = b, =0, 
ag) = bg)  - 0, 
ana$) + b,bfi) = 0. 
'ParseVal's formula is true, for instance, if  one of the functions is integrable, the 
other being such that its Fourier series converges uniformly 191. This is the case 
for f(x) and r&). 
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In other words, 
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And by Lemma IX 
But, since x=O is a right-hand mean-value zero off(x), 
of exponential order 6, to  every positive e>O, there corres- 
ponds a sequence { a i ) ,  such that ai+ 0, and such that 
If ai,+bk, were positive, we should have 
Tuai2 < e ~ < - p - ~ i -  '+ 
and if e < 6 - p ,  i.e., ~ - 6 + e = - q < O ,  we should have for 
ai+ 0 
r w a i 2  <e-"' - 
which is impossible. Thus 
ai,+b2,,=0. 
And, since this equality is satisfied for every p ,  our theorem 
is proved. 
This theorem was proved by the author of these lectures 
in 1932 ( 9 ) .  A new proof of the theorem, based on the 
theory of Fourier transforms, but closely related to  the 
one given, was published later in a common work by Norbert 
Wiener and the author (ll),  (21). Both of us have also 
proved that, from a certain point of view, the given theorem 
cannot be improved. 
We have proved in fact that, given any u < 1, it is possible 
to  construct an integrable function f(x), of the form 
- P ( " i P -  '+ #-I) - e - " i - P ( " ' -  v - 1 )  
00 
f ( x )  = a,< cos nix, [O s x  627r1, 
i -1 
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not identically zero, for which x=O is a right-hand mean- 
value zero, of exponential order 6, with 
U a=- 
1 -u' 
the index of convergence of (nil being equal t o  u (11), (24). 
An analogous theorem, for a set of values u, was given 
in the cited author's paper of 1932.1 
We shall give now some applications of Theorem XIV, 
by introducing new quasi-analytic classes ( 9 ) .  
The  class of all functionsf(x) bounded and integrable in 
[0, 2n], and such tha t  
(130) j ( x ) -  (ani cos nix+b,, sin nix),  
the index of convergence of the sequence (nil being not 
greater than u, will be denoted by C(u) .  
A sequence of positive numbers ( M , ]  being given, we 
shall denote by CckLl the set of functions belonging t o  both 
classes C(u) and C{M,,j. I n  other words, C(k;,r is composed of 
all functionsf(x), i. d. in [0, 2n], such that  (130) is satisfied, 
the index of convergence of { n i l  being not greater than u, 
and such tha t  there exists a constant k = k ( f ) ,  satisfying in 
[0,2n] the inequalities 
If'"'(X) I <knM,. 
It is obvious that, if fl(x) and fi(x) belong t o  C(u), their 
sum and their difference belong also to  C(u). Since this is 
also true for C{M,J, then if f l ( x )  and f 2 ( x )  belong to  C{@,l, 
the functionsfl(x)+fl(x) belong also to  C{k&. 
A class C{&l) will be said to  be quasi-analytic, if the only 
function f ( x )  belonging t o  C($L), such that in xo[O s x o  $ 2 ~ 1  
f (* ) ( xo )  =O(n z O ) ,  is the function identically equal t o  zero. 
'During the printing of this pamphlet, there appeared a paper by Levine and 
Lifshetz: "Quasi-analytic Functions Represented by Fourier Series," Recufil Mathe-  
matique, bloscow, T. 9 (51) N. 3 (1941), in which the authors give a profound 
generalization of the  results proved above, their proofs being based on new principles. 
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I n  other words, C{k& is quasi-analytic if, from j l ( x )  B C{@,), 
j&) e C{%;J and from 
fl'")(xo) = f P ( x 0 ) ( n  20, 0 1x0 5 2 ~ ) )  
i t  follows tha t  j l ( x )  and j i ( x )  are identically equal in [0, 2 ~ 1 .  
It is obvious that, if C~MJ is quasi-analytic, then C~!@,~ is
quasi-analytic for every (r s 1. But a class C{!$,) with r < 1 
might be quasi-analytic, the class C{M,,) being not quasi- 
analytic. I n  order t o  show this we shall first prove the 
following theorem. 
THEOREM XV. Let {Ad,,} be a positive sequence ruch that 
(131) 
If, in [a,  b ] , f ( x )  belongs t o  C[,wn), and ;f 
f ( n ) ( a )  =O(n 2 0 ) )  
then a ir a right-hand mean-value zero of f ( x )  o j  exponential 
order, at least equal to  6, given by the equality 
1 6=- 
p -  1' 
Indeed there exists a constant k such tha t  in [a, b ]  
On the other hand, for every a -<x 5 b, we have, by Taylor's 
formula, 
I j'n'(x) I € knMn. 
where a<E<b. Thus i f a s x < b ,  we have 
If(%) I < - M,(x-a).(n 21). kn 
n!  
Therefore if a ~x S a + a  <b, we have 
But it follows from (131) and from Stirling's formula that  
lim (3)""= cQ. 
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Thus in [u, u+a] we have 
1 1 
(132) If(4 I 5 M a x ( + . d ) = T N ( $ ) '  
nz1 ak)n M n  
where 
rn TN(r )  =Max  -, 
n z l  Nn 
the quantities N ,  being given by 
hdn N,=- 
n! . 
Any E > O  being given, i t  follows from (131) that, for an 
infinity of values of n, 
N n = M ,  < A e n n ( P - l + r ) n = A e n n ( 1 / 6 + c ) n -  - L n ,  n !  
where A is a constant (depending on E ) .  
than TL(r),  where 
Therefore by Lemma III('"), TN(r) cannot be smaller 
B being a constant (depending on e), for all large values of T .  
Thus there exists a sequence ( r i ] ,  ri -f co, such that  
And by (132) there exists a sequence {ai), 0, such 
that, if 0 s x  6 ai, the following inequalities are satisfied : 
where C is a constant. 
Therefore, for i large (such tha t  ai<b-a ,  Aai<l ) ,  
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And 
Since this inequality is satisfied for every positive E ,  our 
theorem is proved. 
From theorems XIV and XV follows immediately : 
THEOREM XVI. The class C{&) ir pari-analyt ic ,  ;f u < 1 
and ;f 
log M,, 1 1< lim- <-I -n logn  u 
This theorem, which was proved by the author in 1932 
( 9 )  cannot be improved. In  other words t o  every u < l  cor- 
responds a sequence ( M , )  such tha t  
. logM,,-l Iim ~ -- 
-n log n u' 
the class Ci&L) being not quasi-analytic. This statement was 
proved by N. Wiener and the present author (11)' (21). 
A quantity u < l  being given, consider a sequence (M,) 
such that  
logM, 1 1 < lim- < -. -n logn  u (133) 
The  class C(&] is then quasi-analytic. But the class 
C(M") is not quasi-analytic, since, from the first part of this 
inequality i t  follows that  there exists a constant a > l ,  such 
that for n large 
M ,  > nam, 
and we can see immediately that  
Thus the classes Clkl] satisfying (133), which are quasi- 
analytic, are subclasses of classes C{M,,j, which are not 
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quasi-analytic. These classes C{&ii, are therefore new quasi- 
analytic classes. 
All the quasi-analytic classes we have been concerned 
with until now, the classes C{nfn). C*(M, , ) ,  Co{M,,j, C{$?j, are such 
that  a function which belongs to any one of them is defined 
in a unique manner if the values of the function and its 
derivatives are given in one point. Such quasi-analytic 
classes could be called quasi-analytic-A ; quasi-analytic-D 
should be reserved for the classes C I M ~ ) ,  since the first con- 
ditions for their quasi-analyticity were given by Denjoy. 
If a class C of functions defined on an interval [a, b ]  is 
such tha t  from fleC, f2EC it follows tha t  fl+fz belong, 
both, t o  C, and that  the only function which belongs to  C 
and which is zero on a partial interval of [a, 61, is the 
function identically zero (or zero almost everywhere), then 
the class C should be called quasi-analytic-I. The functions 
belonging t o  such a class C have not t o  be necessarily i. d. 
S. Bernstein gave conditions for such a quasi-analyticity 
(1). 
We shall consider a kind of quasi-analyticity of a larger 
character (9). 
Let E be a measurable set of points lying on an interval 
[a, b ] .  Let xo be a point of [a, b ] ,  and let a be a quantity 
such that  the point xo+a belongs also to  [u, b ] ;  this quan- 
t i ty a! may be either positive or negative. We shall denote 
then by 
the Lebesgue measure of the intersection of E and the in- 
terval [xo,  x O + a ] .  
Let now r ( r )  be a positive function defined for large posi- 
tive values of r .  
We shall say that  a point xo, belonging to  [u, b ] ,  is a 
density point of the set A, with rerpect to ~ ( r ) ,  if 
m(E, xo. a> 
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Intuitively speaking, the greater the rapidity of increase 
of T ( r )  with r ,  the greater is the condensation of the points 
of A in the neighborhood of xo. 
We shall now prove the following theorem (9). 
THEOREM XVII. Let f ( x )  be a bounded measurable func-  
t ion in the interval [a,  b ] .  If f ( x )  -0, at all the points of a 
set A, j o r  which a point xo of [a,  b ]  i s  a density point wi th  
respect to the func t ion  e‘’ ( p  >O) ,  then the point xo ir, for f(x), 
a mean-value zero (either right-hand or left-hand), of expo- 
nential order at leart equal to p.  
Remark, for the proof, that  there exists, by definition of 
a density point, a sequence { a i ) ,  I ail .C 0, the ai being either 
all positive or all negative, such tha t  
Let M be such tha t  
Supposing that  the LY, are all positive (the proof is the 
same if they are all negative), we shall have for large i, 
Ifh) I <M. 
from which it follows easily tha t  
Thus in this case (ai>O), xo is a right-hand mean-value 
zero for f ( x )  of exponential order a t  least equal to p.  If 
the ai were negative we could prove tha t  x o  is a left-hand 
mean-value zero for f ( x ) ,  of exponential order a t  least equal 
t o  p. 
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The theorem is thus proved. 
A class C of measurable and bounded functions, in [a,  b ]  
such that  from fleC, f ieC i t  follows that  f&fi belong, 
both, t o  Cy will be said to be quasi-analytic-Ep, if from 
fl (XI =fz (4 Y 
in a set of points having in [a,  b ]  a density point with re- 
spect t o  erp, it follows that the two functions are equal 
almost everywhere. 
From Theorems XIV and XVII  follows: 
THEOREM XVIII.  Every class C(Q), with u < 1, i s  quasi- 
Q analytic Ep, with p > - 1 -Cr* 
Returning to  general classes C{M,,), we shall mention that, 
in a recent paper, the author and F. E. 
conditions, in order t ha t  a function f ( x ) ,  
in [0, a), and satisfying the conditions 
(134) / h x ) / d x <  0 a, 
(135) f‘””0) =o (J-LO), 
Ulrich have given 
belonging to  C{Mnj 
where ( A j )  is a sequence of increasing positive integers, be 
identically zero. 
The two authors have also given conditions in order that  
any even function belonging to  C * ( M , ) ,  and satisfying (135), 
be identically zero. In  both cases the only requirement for 
the sequence ( A i }  is t ha t  
- h .  l i m 4  <2. 
j = m  j’ 
The desired conditions bear, then, on a function, similar 
to the function T(r) ,  in the classical case, and formed by 
means of the two sequences ( M n  ] and { A i ] .  
