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a b s t r a c t
Let Bn = An + XnTnXTn , where An is a random symmetric matrix, Tn a random symmetric
matrix, andXn = 1√n (X (n)ij )n×p with X (n)ij being independent real random variables. Suppose
that Xn, Tn and An are independent. It is proved that the empirical spectral distribution
of the eigenvalues of random symmetric matrices Bn converges almost surely to a non-
random distribution.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and result
Suppose that {X (n)ij , i = 1, . . . , n, j = 1, . . . , p} are independent real random variables with common mean µ and
Var(X (n)11 ) = 1. Let Xn = 1√n (X (n)ij )n×p and Bn = An + XnTnXTn , where An and Tn are both random symmetric matrices
and Xn, An and Tn are independent. Here the superscript T denotes the transpose of a matrix.
The spectral analysis of thematrixXnTnXTn , the general form of sample covariancematrices, has been fruitfully developed
since the pioneering work of Marčenko and Pastur [1]. In the spectral analysis of large dimensional randommatrices, one of
the fundamental problems is to investigate the empirical spectral distribution (ESD) FXnTnX
T
n defined by
FXnTnX
T
n (x) = 1
n
n∑
j=1
I(λi ≤ x), (1.1)
where λ1, . . . , λn denote the eigenvalues of XnTnXTn .
It was shown in Yin [2] that FXnTnX
T
n converges a.s. to a non-random distribution under the assumptions that Tn is
nonnegative definite and that the moments of F Tn converge a.s. (almost surely) to those of a non-random distribution H(t),
which satisfies the Carleman sufficiency condition. Later, Silverstein [3] extended this result to the complex case without
any moment constraint on F Tn , only assuming convergence in distribution of F Tn to H(t) a.s. Interestingly, it was confirmed
in Bai, Miao and Jin [4] that the convergence of FXnTnX
T
n still holds when the nonnegative definite matrix Tn reduces to a
symmetric one.
In contrast with XnTnXTn , the matrix Bn allows a perturbation matrix An. Marčenko and Pastur [1] reported weak
convergence of ESD of Bn under independent and identically distributed assumptions and strong moment conditions on
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Xn and Tn. An extension of this work was made in Silverstein [3] which announced a.s. convergence of FBn under weak
conditions on Xn. It was also proven in Marčenko and Pastur [1] and Silverstein [3] that the Stieltjes transform m(z) of the
limiting spectral distribution (LSD) of FBn satisfies the equation
m(z) = mA
(
z − y
∫
tdH(t)
1+ tm(z)
)
, (1.2)
where mA(·) denotes the Stieltjes transform of the LSD of FAn . Here the Stieltjes transform for any probability distribution
function G(x) is defined as
mG(z) =
∫
1
x− z dG(x), z ∈ C
+ ≡ {z ∈ C, v = =z > 0}.
Moreover, the Eq. (1.2) uniquely determines the limiting distribution function of FBn under certain conditions since there
is a unique solution to (1.2) and there is a well-known inversion formula for Stieltjes transforms. However, the matrix Tn
was required to be diagonal in [3], which is too restrictive. In view of [4], it is natural to ask whether the constraint on Tn
could be removed. In fact, it is widely believed that a.s. convergence of FBn might be true for any Hermitian or symmetric
matrix Tn.
The aim of this paper is to confirm a belief that a.s. convergence of FBn still holds when Tn is symmetric. To this end,
we mainly make use of Stieltjes transforms, together with the interpolation method (see Horn and Johnson [5], Pastur and
Lytova [6]). In addition, in order to relax the assumption that the entries of Xn are identically distributed we assume that
1
n2ε2n
∑
i,j
EX2ij I(|Xij| ≥ εn
√
n) −→ 0, (1.3)
where εn is a positive sequence tending to 0.
Before presenting the main result, we would remark that finite, low rank perturbations of large random matrices have
been investigated in a recent preprint [7], which reports asymptotic properties of the extreme eigenvalues and appropriate
projections of the eigenvectors.
The main result in this paper is stated as follows:
Theorem 1. Assume that
(a) Xn = 1√n (X (n)ij ), where 1 ≤ i ≤ n, 1 ≤ j ≤ p, and X (n)ij are independent real random variables with a common mean and
variance σ 2, satisfying (1.3);
(b) pn → y > 0 as n→∞;
(c) Tn is p× p random symmetric with F Tn converging a.s. to a distribution H(t) as n→∞;
(d) Bn = An+XnTnXTn , whereAn is symmetric p×pwith FAn converging a.s. to FA, a (possibly defective) non-randomdistribution;
(e) Xn, Tn and An are independent.
Then, as n→∞, FBn converges a.s. to a non-random distribution F , whose Stieltjes transform m(z) satisfies (1.2).
2. Proof of Theorem 1
In what follows, we drop the superscript n from the variables X (n)ij to simplify notation and use c, c1, c2, c3, c4, cm to
denote constants which may be distinct on different occasions.
Let Xˇij = XijI(|Xij| ≤ √nεn) and X˜ij = Xˇij − EXˇij. Set X˜n = 1√n (X˜ij), B˜n = An + X˜nTnX˜Tn . Using arguments similar to those
given in Section 4.4 of Bai and Silverstein [8] or in Bai, Miao and Jin [4], we may first truncate the ESD of F Tn so that the
spectral norm of Tn can be assumed to be bounded, then show that
F B˜n − FBn → 0 a.s. (2.4)
Moreover, we may show that renormalization of X˜ij does not affect the limiting spectral distribution of B˜n a.s..
In view of the truncation above we may suppose that
EXij = 0, EX2ij = 1, |Xij| ≤
√
nεn, ‖Tn‖ ≤ M.
Here, to simplify notation, we still use Xij instead of Xˆij and X˜ij.
Let xk denote the kth column of Xn and ek the column vector with the kth element being 1 and otherwise 0. Moreover,
define Xnk to be the matrix obtained from Xn by replacing the elements of the kth column of Xn with 0. That is,
Xn = Xnk + xkeTk . (2.5)
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Fix v = =z > 0. DefineFk to be the σ -field generated by x1, . . . , xk. Let Ek(·) denote conditional expectationwith respect
to Fk and E0 denote expectation. That is, Ek(·) = E(·|Fk) and E0(·) = E(·). Let
mn(z) = 1n tr(Bn − zI)
−1, mnk(z) = 1n tr(Bnk − zI)
−1,
where Bnk = An + XnkTnXTnk. Write
mn(z)− E(mn(z)) =
p∑
k=1
[Ek(mn(z))− Ek−1(mn(z))]
=
p∑
k=1
[(Ek − Ek−1)(mn(z)−mnk(z))]
= 1
n
p∑
k=1
[(Ek − Ek−1)(γk1 + γk2 + γk3)] , (2.6)
where
γk1 = −eTkTnXTnk(Bnk − zI)−1(Bn − zI)−1xk,
γk2 = −xTk (Bnk − zI)−1(Bn − zI)−1XnkTnek
and
γk3 = −eTkTnekxTk (Bnk − zI)−1(Bn − zI)−1xk.
Here we use the facts that
A−1 − B−1 = B−1(B− A)A−1,
holding for any two invertible matrices A and B, and that by (2.5)
XnTnXTn − XnkTnXTnk = xkeTkTnekxTk + xkeTkTnXTnk + XnkTnekxTk .
First, we prove that
mn(z)− E(mn(z)) a.s.−→ 0. (2.7)
Let ‖ · ‖ denote the spectral norm of matrices or the Euclidean norm of vectors. Since ‖(Bn − zI)−1‖ and ‖(Bnk − zI)−1‖
are both bounded by 1/v we obtain
|γk3| ≤ ‖eTkTnek‖ ‖xTk‖ ‖(Bnk − zI)−1(Bn − zI)−1‖‖xk‖ ≤
‖Tn‖
v2
‖xk‖2. (2.8)
Furthermore, by Lemma 1 in the Appendix, for anym ≥ 4,
E‖xk‖m ≤ cE
(‖xk‖2 − E‖xk‖2)m2 + c (E‖xk‖2)m2
= c
n
m
2
E
∣∣∣∣∣ n∑
i=1
(X2ik − 1)
∣∣∣∣∣
m
2
+ c
≤ ccm
n
m
2
∣∣∣∣∣ n∑
i=1
E(X2ik − 1)2
∣∣∣∣∣
m
4
+ ccm
n
m
2
n∑
i=1
E(X2ik − 1)
m
2 + c
= O(1), (2.9)
where the first step uses the fact that for any r ≥ 1, real numbers a and b
|a+ b|r ≤ 2r−1(|a|r + |b|r). (2.10)
It follows from (2.8), (2.9) and Lemma 2 that
E
∣∣∣∣∣1n
p∑
k=1
[(Ek − Ek−1)(γk3)]
∣∣∣∣∣
m
≤ cm
n
m
2 +1
p∑
k=1
E|γk3|m = O
(
1
n
m
2
)
, (2.11)
which, together with the Borel–Cantelli lemma, implies that
1
n
p∑
k=1
[(Ek − Ek−1)(γk3)] a.s.−→ 0. (2.12)
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Since the terms γk1 and γk2 are similar, we consider γk1 only. On the one hand, it is observed that
|γk1| ≤ 1
v2
‖eTkTnXTnk‖ ‖xk‖ =
1
v2
[
eTkTnX
T
nkXnkTnek
] 1
2 ‖xk‖. (2.13)
On the other hand, with rTj representing the jth row vector of Xnk and y = (y1, . . . , yp) = Tnek, by (2.10) and Lemma 1 we
then have
E|yTXTnkXnky|m = E
∣∣∣∣∣ n∑
j=1
yT rjrTj y
∣∣∣∣∣
m
≤ cE
∣∣∣∣∣ n∑
j=1
yT rjrTj y− E(yT rjrTj y)
∣∣∣∣∣
m
+ c
∣∣∣∣∣ n∑
j=1
E(yT rjrTj y)
∣∣∣∣∣
m
≤ ccm
∣∣∣∣∣ n∑
j=1
E[yT rjrTj y− E(yT rjrTj y)]2
∣∣∣∣∣
m/2
+ ccm
n∑
j=1
E|yT rjrTj y− E(yT rjrTj y)|m + c(yTy)m
= O(1), (2.14)
where we used
E|yT rjrTj y− E(yT rjrTj y)|m ≤ cE|yT rjrTj y|m = cE|yT rj|2m = O
(
1
n
)
, (2.15)
which can be accomplished by an inequality similar to (2.9) (or by Lemma 1) and the fact that
p∑
j=1
y2mj ≤
(
p∑
j=1
y2j
)m
= (yTy)m ≤ ‖Tn‖2m ≤ c, m > 1.
Applying independence between Xnk and xk, (2.9), (2.13) and (2.14) gives
E|γk1|2m ≤ E
∣∣eTkTnXTnkXnkTnek∣∣m E‖xk‖2m = O(1). (2.16)
It follows from (2.16) and Lemma 2 that
E
∣∣∣∣∣1n
p∑
k=1
[(Ek − Ek−1)(γk1)]
∣∣∣∣∣
2m
≤ c
nm+1
p∑
k=1
E|γk1|2m = O
(
1
nm
)
, (2.17)
which then implies, via takingm > 1, that
1
n
p∑
k=1
[(Ek − Ek−1)(γk1)] a.s.−→ 0.
This, along with (2.12), establishes (2.7).
Second, we prove that the limit of mn(z) satisfies the Eq. (1.2). To this end, consider a matrix Cn in the same form as Bn,
but with normal elements. That is, introduce
Cn = An + YnTnYTn,
where Yn = 1√n (Yij) is also independent of Xn,An and Tn, and Yij’s are independent standard normal random variables.
We first claim that the limiting Stieltjes transform of the ESD of Cn satisfies (1.2). Let sn(z) be the Stieltjes transform
of Cn. Denote the spectral decomposition of Tn by UnTnUTn = diag(t1, . . . , tp), where Un represents the orthogonal matrix
corresponding to eigenvalues t1, . . . , tp. It is observed that the distribution of UnYn is the same as that of Yn. It follows that
Cn has the same distribution as An+Yndiag(t1, . . . , tp)YTn . By Theorem 1.2 in [10] we then have sn(z) satisfying the Eq. (1.2).
Thus, it remains to prove that
E[mn(z)] − E[sn(z)] → 0, as n→∞. (2.18)
To this end, define
Dn = An + HnTnHTn,
where Hn = √xXn +
√
1− xYn, x ∈ [0, 1]. Moreover, writemns(z) = 1n trD−1n (z) = 1n tr(Dn − zI)−1. Note that
d
dx
D−1n (z) = −D−1n (z)
d(Dn − zI)
dx
D−1n (z). (2.19)
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We then have
E[mn(z)] − E[sn(z)] =
∫ 1
0
d
dx
E[mns(z)]dx
= − 1
2n
∫ 1
0
E
[
tr
(
1√
x
Xn − 1√
1− xYn
)
TnHTnD
−2
n (z)
]
dx
− 1
2n
∫ 1
0
E
[
tr
(
1√
x
XTn −
1√
1− xY
T
n
)
D−2n (z)HnTn
]
dx. (2.20)
Since the two integrals in (2.20) are similar we consider the first integral only. We rewrite it as
− 1
2n
∫ 1
0
E
[
tr
(
1√
x
Xn − 1√
1− xYn
)
TnHTnD
−2
n (z)
]
dx = β1 + β2, (2.21)
where
β1 = − 12n3/2
∫ 1
0
1√
x
E
[∑
i,j
Xij(TnHTnD
−2
n (z))ji
]
dx
and
β2 = 12n3/2
∫ 1
0
1√
1− xE
[∑
i,j
Yij(TnHTnD
−2
n (z))ji
]
dx.
Here (·)ji denotes the (j, i)th element of a matrix.
Let
Z = (X11, . . . , Xij−1, Xij, Xij+1, . . . , Xnp, Y11, . . . , Yij−1, Yij, Yij+1, . . . , Ynp),
Z1(u) = (X11, . . . , Xij−1, uXij, Xij+1, . . . , Xnp, Y11, . . . , Yij−1, Yij, Yij+1, . . . , Ynp)
and
Z2(u) = (X11, . . . , Xij−1, Xij, Xij+1, . . . , Xnp, Y11, . . . , Yij−1, uYij, Yij+1, . . . , Ynp).
For simplicity, write Z1 = Z1(0), Z2 = Z2(0). Furthermore, write fji(Z) = (TnHTnD−2n (z))ji. By a first order Taylor expansion
of fji(Z) at the point Z1 we then have
fji(Z) = fji(Z1)+ Xijf ′ji(Z1)+ X2ij
∫ 1
0
(1− u)f ′′ji (Z1(u))du (2.22)
and similarly
fji(Z) = fji(Z2)+ Yijf ′ji(Z2)+ Y 2ij
∫ 1
0
(1− u)f ′′ji (Z2(u))du. (2.23)
It follows from the independence among {Xij} and {Yij} that
E[Xijfji(Z1)] = E[Yijfji(Z2)] = 0 (2.24)
and that
E[X2ij f ′ji(Z1)] = E[f ′ji(Z1)], E[Y 2ij f ′ji(Z2)] = E[f ′ji(Z2)]. (2.25)
Moreover, by (2.19) we obtain
dHTn
dXij
=
√
x√
n
ejeTi ,
dD−1n (z)
dXij
= −
√
x√
n
D−1n (z)
(
eieTj TnH
T
n + HnTnejeTi
)
D−1n (z),
dD−2n (z)
dXij
= −
√
x√
n
D−1n (z)
(
eieTj TnH
T
n + HnTnejeTi
)
D−2n (z)−
√
x√
n
D−2n (z)
(
eieTj TnH
T
n + HnTnejeTi
)
D−1n (z). (2.26)
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One should notice that there are the same formulas except
√
x replaced by
√
1− x when the above derivatives are with
respect to Yij. This and the definition of fji(Z1) indicate that
1√
x
E[f ′ji(Z1)] = E
[
1√
n
(Tn)jj(Dˇ−2n (z))ii
]
− E
[
1√
n
eTj TnHˇ
T
n Dˇ
−1
n (z)
(
eieTj TnHˇ
T
n + HˇnTnejeTi
)
Dˇ−2n (z)ei
]
− E
[
1√
n
eTj TnHˇ
T
n Dˇ
−2
n (z)
(
eieTj TnHˇ
T
n + HˇnTnejeTi
)
Dˇ−1n (z)ei
]
. (2.27)
Here Hˇn and Dˇn are, respectively, obtained fromHn andDn with the element Xij being replaced by 0. The next step is to show
that the element Yij in Hˇn and Dˇ can also be replaced by 0, i.e. we claim that
1√
x
E[f ′ji(Z1)] = E
[
1√
n
(Tn)jj(D˘−2n (z))ii
]
− E
[
1√
n
eTj TnH˘
T
n D˘
−1
n (z)
(
eieTj TnH˘
T
n + H˘nTnejeTi
)
D˘−2n (z)ei
]
− E
[
1√
n
eTj TnH˘
T
n D˘
−2
n (z)
(
eieTj TnH˘
T
n + H˘nTnejeTi
)
D˘−1n (z)ei
]
+ O
(
1
n
)
, (2.28)
where H˘n and D˘n are, respectively, obtained from Hˇn and Dˇn with the element Yij being replaced by 0.
To see this, we have to treat the terms one by one on the right side of (2.27). However, since the ideas treating the terms
in (2.27) are similar, as an illustration, we only consider
E
[
1√
n
g1(Z1)g2(Z1)
]
,
and prove that Yij contained in this term may be replaced by 0, where g1(Z1) = eTj TnHˇTn Dˇ−1n (z)ei and g2(Z1) =
eTj TnHˇ
T
n Dˇ
−2
n (z)ei. Let
Zˇ1 = (X11, . . . , Xij−1, 0, Xij+1, . . . , Xnp, Y11, . . . , Yij−1, 0, Yij+1, . . . , Ynp)
and
Zˇ1(u) = (X11, . . . , Xij−1, 0, Xij+1, . . . , Xnp, Y11, . . . , Yij−1, uYij, Yij+1, . . . , Ynp).
By a Taylor expansion again we have
gk(Z1) = gk(Zˇ1)+ Yij
∫ 1
0
g ′k(Zˇ1(u))du, k = 1, 2. (2.29)
We claim that for r = 2, 4
E|g ′k(Zˇ1(u))|r = O
(
1
n
r
2
)
, k = 1, 2. (2.30)
Application of (2.26) shows that
g ′1(Zˇ1(u)) =
√
1− x√
n
(
eTj Tneje
T
i Dˇ
−1
un (z)ei − eTj TnHˇTunDˇ−1un (z)eieTj TnHTn Dˇ−1un (z)ei
)
−
√
1− x√
n
eTj TnHˇ
T
unDˇ
−1
un (z)HnTneje
T
i Dˇ
−1
un (z)ei,
and that
g ′2(Zˇ1(u)) =
√
1− x√
n
(
eTj Tneje
T
i Dˇ
−2
un (z)ei − eTj TnHˇTunDˇ−1un (z)eieTj TnHTn Dˇ−2un (z)ei
)
−
√
1− x√
n
eTj TnHˇ
T
unDˇ
−1
un (z)HnTneje
T
i Dˇ
−2
un (z)ei −
√
1− x√
n
eTj TnHˇ
T
unDˇ
−2
un (z)eie
T
j TnH
T
n Dˇ
−1
un (z)ei
−
√
1− x√
n
eTj TnHˇ
T
unDˇ
−2
un (z)HnTneje
T
i Dˇ
−1
un (z)ei,
where Hˇun and Dˇ−1un (z) are, respectively, obtained from Hˇn and Dˇ−1n (z)with the element Yij replaced by uYij. Moreover, note
that Dˇ−1n (z) is still the inverse of a symmetric matrix and therefore ‖Dˇ−1n (z)‖ ≤ 1/v. This yields∣∣∣∣ 1√neTj TnejeTi Dˇ−1un (z)ei
∣∣∣∣ ≤ ‖Tn‖v√n ,
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and
E
∣∣∣∣ 1√neTj TnHˇTunDˇ−1un (z)eieTj TnHTn Dˇ−1un (z)ei
∣∣∣∣r ≤ 1n r2 E
(∥∥∥eTj TnHˇTun∥∥∥2r ∥∥∥Dˇ−1un (z)ei∥∥∥2r) ≤ 1
v2rn
r
2
E
∥∥∥eTj TnHˇTun∥∥∥2r
= 1
v2rn
r
2
E
[
eTj TnHˇ
T
unHˇunTnej
]r
= O
(
1
n
r
2
)
, (2.31)
where the last step can be obtained by an argument similar to (2.14). So we proved (2.30) for g ′1(Zˇ1(u)). Apparently, by
comparing the expressions of g ′1(Zˇ1(u)) and g
′
2(Zˇ1(u)) we find that this argument also works for g
′
2(Zˇ1(u)) except some
Dˇ−1un (z) are replaced by Dˇ−2un (z). Thus (2.30) is true, as claimed.
Letting r = 2 in (2.30), together with Holder’s inequality, yields∣∣∣∣E [Yij ∫ 1
0
g ′2(Zˇ1(u))du
]∣∣∣∣ ≤
(
E|Yij|2E
∣∣∣∣∫ 1
0
g ′2(Zˇ1(u))du
∣∣∣∣2
)1/2
≤
(
E|Yij|2
∫ 1
0
E
∣∣∣g ′2(Zˇ1(u))∣∣∣2 du)1/2
= O
(
1√
n
)
.
Then
E
[
g1(Zˇ1)Yij
∫ 1
0
g ′2(Zˇ1(u))du
]
= E[g1(Zˇ1)]E
[
Yij
∫ 1
0
g ′2(Zˇ1(u))du
]
= O
(
1√
n
)
(2.32)
because, as in (2.31),
|E[g1(Zˇ1)]| ≤ 1
v
E
∥∥∥eTj TnHˇT0n∥∥∥ = O(1),
HˇT0n obtained from Hˇ
T
un with u replaced by zero. Similarly, we have
E
[
g2(Zˇ1)Yij
∫ 1
0
g ′1(Zˇ1(u))du
]
= O
(
1√
n
)
. (2.33)
In addition, from (2.30) with r = 4 we obtain
E
[
Y 2ij
∫ 1
0
g ′1(Zˇ1(u))du
∫ 1
0
g ′2(Zˇ1(u))du
]
= O
(
1√
n
)
. (2.34)
It follows from (2.29) and (2.32)–(2.34) that
1√
n
E[g1(Z1)g2(Z1)] = 1√nE[g1(Zˇ1)g2(Zˇ1)] + O
(
1
n
)
, (2.35)
as claimed.
In addition, it can also be similarly proved that the asymptotic expansion of
E[f ′ji(Z2)]√
1−x is the same as that on the right side
of (2.28). From (2.25) and (2.28) we thus have
1√
x
E[X2ij f ′ji(Z1)] −
1√
1− xE[Y
2
ij f
′
ji(Z2)] = O
(
1
n
)
. (2.36)
Finally, consider the last term in (2.22). Based on (2.27), we may give the expression for f ′′ji (Z1(u)). However, the
expression for f ′′ji (Z1(u)) involves a lot of terms and therefore we do not enumerate all these terms here. We claim that
|f ′′ji (Z1(u))| ≤
c1
n
∥∥∥eTj TnHˆTn∥∥∥+ c2n ∥∥∥eTi TnHˆTn∥∥∥+ c3n ∥∥∥eTj TnHˆTn∥∥∥3 + c4n ∥∥∥eTi TnHˆTn∥∥∥3 (2.37)
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where Hˆn is obtained from Hn by replacing the element Xij with uXij which corresponds to Z1(u) in (2.22). To see this, as an
example, we only analyze differentiation of the first term on the right side of (2.27) due to similarity among all the terms.
Applying (2.26) gives
d
dXij
(
1√
n
(Tn)jj(D−2n (z))ii
)∣∣∣∣
Xij=uXij
= −
√
x
n
(Tn)jj
(
Dˆ−2n (z)
)
ii
(
TnHˆTn Dˆ
−1
n (z)
)
ji
−
√
x
n
(Tn)jj
(
Dˆ−2n (z)HˆnTn
)
ij
(
Dˆ−1n (z)
)
ii
−
√
x
n
(Tn)jj
(
Dˆ−1n (z)
)
ii
(
TnHˆTn Dˆ
−2
n (z)
)
ji
−
√
x
n
(Tn)jj
(
Dˆ−1n (z)HˆnTn
)
ij
(
Dˆ−2n (z)
)
ii
where ddXij (·)|Xij=uXij denotes first differentiating (·) with respect to Xij and then replaces Xij by uXij, and Dˆ−1n (z) is obtained
from D−1n (z) by replacing the element Xij with uXij. It is observed that∣∣∣∣(Tn)jj (Dˆ−2n (z))ii (TnHˆTn Dˆ−1n (z))ji
∣∣∣∣ ≤ ‖(Tn)jj‖ ∥∥∥(Dˆ−2n (z))ii∥∥∥ ∥∥∥eTj TnHˆTn∥∥∥ ∥∥∥Dˆ−1n (z)ei∥∥∥
≤ ‖Tn‖
v3
∥∥∥eTj TnHˆTn∥∥∥ = ‖Tn‖v3 (eTj TnHˆTnHˆnTnej)1/2 . (2.38)
This argument obviously works for the remaining terms of ddXij
(
1√
n (Tn)jj(D
−2
n (z))ii
)
|Xij=uXij and thus∣∣∣∣∣ ddXij
(
1√
n
(Tn)jj(D−2n (z))ii
)∣∣∣∣
Xij=uXij
∣∣∣∣∣ ≤ c1n ∥∥∥eTj TnHˆTn∥∥∥+ c2n ∥∥∥eTi TnHˆTn∥∥∥ .
Therefore (2.37) is true, as claimed.
Moreover, as in (2.14), one may prove that
E
(
eTj TnHˆ
T
nHˆnTnej
)
= O(1). (2.39)
Now, set eˆTj = eTj Tn and denote by hk the kth column of HˆTn . Then write
eTj TnHˆ
T
nHˆnTnej = eˆTj HˆTnHˆneˆj
=
n∑
k6=i
eˆTj hkh
T
k eˆj + eˆTj hihTi eˆj.
Also, note that Xij is independent of
∑n
k6=i eˆ
T
j hkh
T
k eˆj. It follows from (2.39) that form = 1 orm = 3
E
∣∣∣∣|Xij|3 ∫ 1
0
(
eTj TnHˆ
T
nHˆnTnej
)m/2
du
∣∣∣∣ ≤ cE ∣∣∣∣|Xij|3 ∫ 1
0
∣∣∣eTj TnHˆTnHˆnTnej − E [eTj TnHˆTnHˆnTnej]∣∣∣m/2 du∣∣∣∣
+ cE|Xij|3
∫ 1
0
(
E
[
eTj TnHˆ
T
nHˆnTnej
])m/2
du
≤ cE|Xij|3
∫ 1
0
E
∣∣∣∣∣ n∑
k6=i
eˆTj hkh
T
k eˆj − E
[
n∑
k6=i
eˆTj hkh
T
k eˆj
]∣∣∣∣∣
m/2
du
+ c
∫ 1
0
(
E|Xij|6
)1/2 (
E
∣∣eˆTj hihTi eˆj − E [eˆTj hihTi eˆj]∣∣m)1/2 du+ c√nεn
= O(√nεn), (2.40)
because, by Jensen’s inequality and Lemma 1,E ∣∣∣∣∣ n∑
k6=i
eˆTj hkh
T
k eˆj − E
[
n∑
k6=i
eˆTj hkh
T
k eˆj
]∣∣∣∣∣
m/2
4 ≤ E ∣∣∣∣∣ n∑
k6=i
eˆTj hkh
T
k eˆj − E
[
n∑
k6=i
eˆTj hkh
T
k eˆj
]∣∣∣∣∣
2m
≤ cm
[
n∑
k6=i
E
∣∣eˆTj hkhTk eˆj − E [eˆTj hkhTk eˆj]∣∣2
]m
+ cm
n∑
k6=i
E
∣∣eˆTj hkhTk eˆj − E [eˆTj hkhTk eˆj]∣∣2m
= O(1)
1338 G.M. Pan / Journal of Multivariate Analysis 101 (2010) 1330–1338
and
E
∣∣eˆTj hihTi eˆj − E [eˆTj hihTi eˆj]∣∣m ≤ cE|eˆTj hi|2m = O(1n
)
, (2.41)
where the order of the estimates may be obtained as in (2.15). Considering β1 and the last term in (2.22) we then conclude
from (2.37) and (2.40) that∣∣∣∣∣ 1n3/2
∫ 1
0
1√
x
E
[∑
i,j
X3ij
∫ 1
0
(1− u)f ′′ji (Z1(u))du
]
dx
∣∣∣∣∣
≤ c
n5/2
∑
i,j
∫ 1
0
1√
x
E
[
|Xij|3
∫ 1
0
(
c1
∥∥∥eTj TnHˆTn∥∥∥+ c2 ∥∥∥eTi TnHˆTn∥∥∥+ c3 ∥∥∥eTj TnHˆTn∥∥∥3 + c4 ∥∥∥eTi TnHˆTn∥∥∥3) du] dx
= O(εn). (2.42)
A similar argument, ever simpler (because of Yij having higher moment), shows that
1
n3/2
∫ 1
0
1√
1− xE
[∑
i,j
Y 3ij
∫ 1
0
(1− u)f ′′ji (Z2(u))du
]
dx = O(εn). (2.43)
Therefore, (2.18) follows from (2.20)–(2.25), (2.36), (2.42) and (2.43).
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Appendix
We list Burkholder’s inequalities below.
Lemma 1 ([9]). Let {Xk} be a complex martingale difference sequence with respect to the increasing σ -field {Fk}. Then, for any
m ≥ 2
E
∣∣∣∑ Xk∣∣∣m ≤ cmE (∑ E(|Xk|2|Fk−1))m2 + cm∑ E|Xk|m.
Lemma 2 ([9]). Let {Xk} be a complex martingale difference sequence with respect to the increasing σ -field {Fk}. Then, for any
m > 1
E
∣∣∣∑ Xk∣∣∣m ≤ cmE (∑ |Xk|2)m2 .
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