A central question in neuroscience is to understand how firing patterns are used to transmit information. Theoretical work shows us that the entire distribution of spiking statistics (such as firing rates) across the population will affect common measures of coding (such as Fisher information). These statistics will be affected by neuronal diversity, which is widely observed in the nervous system; however, many theoretical studies of spiking statistics do not include this feature.
Introduction

1
One prominent goal of modern theoretical neuroscience is to understand how the features of cortical 2 neural networks lead to modulation of spiking statistics [1] [2] [3] . This understanding is essential to 3 the larger question of how sensory information is encoded and transmitted, because such statistics 4 are known to impact population coding [4] [5] [6] [7] [8] . Both experimental and theoretical inquiries are 5 complicated by the fact that neurons are widely known to have heterogeneous attributes [9] [10] [11] [12] [13] [14] . 6 One family of statistics that is implicated in nearly all population coding studies is trial-to-trial 7 variability (and co-variability) in spike counts; there is now a rich history of studying how these 8 statistics arise, and how they effect coding [15] [16] [17] [18] [19] . However, the majority of studies focus on the 9 population mean of second-order spiking statistics [3, 20] , whereas the structure and distribution 10 of such statistics over the entire population will determine how the population of neurons jointly 11 encodes stimuli [4] [5] [6] [7] 19] . This has been convincingly demonstrated for first-order spiking statistics; 12 the full distribution of firing rates has been shown to have consequences for neural coding in the 13 olfactory bulb [10, 21] , in models of the visual system [6, 22] , and in many other systems [11, 23, 24] . 14 Fewer studies have systematically considered the impact of the entire distribution of second-order 15 correlations [8, 16, 25] . Although rapid progress has been made in technologies to obtain simultaneous 16 recordings from large populations of cells [26] [27] [28] , experimental studies are still challenged by the 17 statistical difficulty of estimating both individual correlation coefficients [29] and the large matrices 18 that result [25] . Theoretical studies of the width of correlation distributions have largely analyzed 19 homogeneous networks (i.e. cells are identical, aside from E/I identity) [2] . Thus, the full distribution 20 of correlation coefficients that arises in populations of heterogeneously-tuned neurons is not yet well 21 understood despite its important implications for coding. 22 One factor that may ameliorate the challenge of estimating large correlation matrices, is the 23 presence of low-dimensional structure in the correlation matrix. Low-dimensional structure - 24 often modeled with a low-rank approximation to the correlation matrix -has been observed in 25 experimental data [30] [31] [32] [33] [34] but its origin is not always known. Such structure is important because 26 it can be used to improve estimation [25] and even to reconstruct full correlation matrices from 27 incomplete data [35] [36] [37] . 28 In this paper we investigated the full spike count correlation distribution of conductance-based 29 leaky integrate-and-fire (LIF) neural network models, consisting of excitatory (E) and inhibitory 30 (I) cells that are recurrently and randomly coupled. We systematically compared heterogeneous 31 networks (modeled by allowing variable threshold across the population) and homogeneous networks 32 (same fixed threshold but still subject to background noise and random recurrent coupling), in 33 different firing regimes induced by varying the strength of recurrent excitation. We found that with 34 relatively strong excitation, the (E-E) correlation matrix can be accurately modeled with a low-rank 35 approximation. Furthermore, the low-rank projection in this approximation was strongly associated 36 with firing rate; low-rank structure was present when pairwise correlations increased with firing 37 rates.
38
In theoretical studies, this correlation-firing rate trend has been explained in feed-forward networks 39 driven by common input [38] [39] [40] . Here we investigated whether the correlation/firing relationship in 40 recurrent networks can be explained by this theory, where the source of input correlations is internally 41 generated; i.e. from overlapping projections within the recurrent network. We first adapted a 42 network linear response theory, to decompose predicted correlations into contributions from different 43 graph motifs, which are subgraphs which form the building blocks of complex networks [41] [42] [43] . We 44 found distinct patterns in how motifs contribute to pairwise correlation, between the different spiking 45 regimes: with weak excitation, negative third-order motifs partially cancel positive second-order 46 motifs (as in Pernice et al. [42] ), thus diluting a possible correlation/firing rate relationship, whereas 47 third-order motifs reinforce second-order motifs with stronger excitation. Furthermore, correlations 48 from direct common input -a type of second-order motif -could either increase or decrease with 49 firing rate, depending on how cells responded to fluctuations in inhibitory conductances. Thus we 50 demonstrate that low-rank structure can result from single-cell characteristics when heterogeneity is 51 present, as well as from a global input or a top-down signal [30] . 52 
Results
53
Our goal is to understand the full distribution of first and second statistics that arises in heterogeneous 54 neural networks. We find that the covariation of correlations with firing rates -a phenomenon 55 observed in feed-forward networks -occurs here in one firing regime, but not the other. We 56 show that when correlations covary with firing rates, the correlation matrix admits a low-rank 57 approximation. Using a network linear response theory to investigate the role of different graph 58 motifs, we find that covariation of correlations with firing rates occurs when excitation is strong 59 enough that indirect common input reinforces direct common input, instead of canceling it.
60
Distribution of first-and second-order statistics in heterogeneous networks 61 We performed Monte Carlo simulations of recurrent, randomly connected E/I networks, as described 62 in Methods: Neuron model and network setup. We first chose parameters so that the 63 networks exhibited the classical asynchronous irregular (Asyn) regime, in which each neuron has 64 irregular Poisson-like spiking, correlations are low, and the population power spectra are flat [44] . 65 In Fig. 1A we show raster plots from both the heterogeneous and homogeneous networks, in this 66 regime. Heterogeneity was produced by allowing the threshold to vary across the population, which 67 induced a range of firing rates. The heterogeneous network shows a gradient in its raster plot, 68 because cells are ordered by decreasing firing rate. The population power spectra were flat, for both 69 E and I cells and in both homogeneous and heterogeneous networks (Fig. 1C) . 70 When we increased excitation (by increasing both W EE and W IE , where W XY is the conductance 71 strength from type Y to X; see Table 1 for parameter values), we observed occasional bursts 72 of activity. However, the bursts do not occur at regular intervals and do not involve the entire 73 population (we found excitatory bursts involved at most 25 % of the population). The network 74 is still moderately inhibition-dominated and neurons are spiking irregularly; example raster plots 75 are shown in Fig. 1B . The population power spectra (Fig. 1D ) are no longer flat (compare to the 76 asynchronous regime , Fig. 1C) ; they show local maxima around 8 Hz, but it is not a pronounced 77 peak. We will refer to this as the strong asynchronous (SA) regime [45] .
78
In both Fig. 1C and Fig. 1D , we note that -despite the apparent differences in the distribution 79 of spikes across the network, evident in the raster plots -both the autocorrelation functions ( Fig. 80 1C,D, insets) and the power spectra from the heterogeneous and homogeneous networks are very 81 similar. Thus, we have a fair comparison to examine the role of heterogeneity, independent of other 82 characteristics of the network.
83
We next examine spike count statistics in the asynchronous firing regime. The distribution of both 84 excitatory and inhibitory firing rates are extremely narrow in the homogeneous network, but broad 85 in the heterogeneous network ( Fig. 2A) . This is expected, as each excitatory (inhibitory) cell in the 86 homogenous network has the same uncoupled firing rate; because the number of synaptic inputs is 87 likewise fixed, population variability in synaptic input is limited. Likewise, the distribution of spike 88 count variances (Var T (n i ))-shown here for T = 100 ms -was narrow in the homogeneous network 89 and broad in the heterogeneous network (Fig. 2B ). Population-averaged firing rates were very similar 90 between the two networks: ⟪ν E ⟫ = 10.6 Hz (heterogeneous) and ⟪ν E ⟫ = 10.1 Hz (homogeneous), 91 while ⟪ν I ⟫ = 44.3 Hz (heterogeneous) and ⟪ν I ⟫ = 43.5 Hz (homogeneous). Fano factors ranged 92 between 0.9 and 1.1, consistent with Poisson-like spiking.
93
We next consider spike count covariances, Cov T (n i , n j ), and the Pearson's correlation coefficient, 94 ρ ij ≡ Cov T (n i , n j ) Var T (n i ) Var T (n j ), for each distinct pair of cells in the network. We focus 95 here on excitatory-excitatory (E-E) pairs, because excitatory presynaptic connections provide the 96 predominant means of propagating cortical sensory information to higher layers. Because there 97 are n E = 80 excitatory cells, there are n E × (n E − 1) 2 = 3160 distinct pairs; we show the observed 98 distributions of ρ ij and Cov T in Fig. 2C .
99
In a marked contrast to firing rates, the distributions for both ρ (left panels) and Cov T (right 100 panels) are broad in both homogeneous and heterogeneous networks. In fact the population 101 distributions of ρ EE are very similar, between homogeneous and heterogeneous networks, at both 102 short and long time windows (Fig. 2C , left panels), and are well-modeled by a normal distribution 103 (see S1 Appendix for details and S1 Table for a list of statistics). While the range of observed 104 covariance values is similar (between homogeneous and heterogeneous networks), here differences 105 are visually identifiable; for example, short time (T = 5 ms) heterogeneous covariances appear to be 106 right-skewed compared to homogeneous covariances, with a fat right tail (Fig. 2C , right panels).
107
We considered the possibility that the broad distribution in the homogeneous network could 108 be explained by conditioning on first-order connectivity; for example, two excitatory cells that 109 are bidirectionally coupled might be expected to be more correlated than two cells with no direct 110 connection. To test this hypothesis, we replot the data shown in Fig. 2C , but now segregated by 111 first-order connectivity. Each E-E pair has either no direct connection, one E → E connection, or is 112 bidirectionally connected; thus, each panel in Fig. 2D has three histograms, one limited to pairs in 113 each of these three categories. Surprisingly, even when we condition on first-order connectivity, the 114 distribution of covariance values is broad in the homogeneous network (see Fig. 2D , bottom panel). 115 We next increased the strength of excitation, pushing the network into the strong asynchronous 116 regime. As in the asynchronous network, the firing rate distributions were broad in the heterogeneous 117 network and narrow in the homogeneous network (Fig. 3A) ; similarly for spike count variances 118 (Fig. 3B) . In contrast to the asynchronous network, E-E correlations show a distinct change from 119 homogeneous to heterogeneous: both ρ T and Cov T become non-Gaussian with heavy (right) tails in 120 the heterogeneous network (Fig. 3C ).
121
Finally, we replot spike count covariances, but now segregated by first-order connectivity (Fig. 122  3D) . In contrast to the asynchronous network, correlation coefficients in the homogeneous network 123 appear to separate into three distinct, although overlapping, distributions (bottom panel). This is less 124 apparent in the heterogeneous network (top panel), where the variation in single-cell characteristics 125 produces significant variation in the correlation coefficients across the population.
126
In recurrent networks, the response of each cell is shaped by both direct and indirect connections 127 through the network. To separate the impact of different network mechanisms, we used the linear 128 response theory described in Methods: Linear Response Theory and Methods: Computing 129 statistics from linear response theory to predict the full correlation matrix C T at various 130 time scales, including the limit of long time scales:C(0) = lim T →∞ Low-rank structure in neural correlations is mediated by correlation-firing rate 135 relationship
136
Previous work has identified low-dimensional structure in neural correlation matrices [30] [31] [32] [33] [34] ; in 137 factor analysis this low-rank matrix represents the contribution of latent factors that affect many 138 cells at once [25] . We next sought to identify any such structure in our simulated networks. We 139 followed the procedure outlined in Methods: Low-rank approximation to the correlation 140 matrix to approximate each correlation matrix, C T , as the sum of a diagonal matrix and low-rank 141 matrix:
where λ is given in closed form by the eigenvalues of C T :
and σ 1 , u 1 are the first singular value and singular vector of C T .
144
In Fig. 4 , we show the results from heterogeneous networks in both the asynchronous (top panel 145 in each subfigure) and strong asynchronous (bottom panel in each subfigure) regimes. We first show 146 C T − λI, where λ is given by Eqn. (2) 
151
We now use C diag+R1 T to approximate C T , and compare the results, cell pair-by-cell pair (Fig. 152  4C) . In the asynchronous network, the approximated correlations take on a narrow range (between 153 0 and 0.01, compared to between −0.015 and 0.03 for the measured coefficients) and do not show 154 an obvious positive relationship. In the strong asynchronous regime, the range is more accurate ( 155 between 0.02 and 0.1, vs. 0.01 and 0.15 for the measured coefficients) and the points cluster around 156 the unity line.
157
What mechanisms might underlie the fact that low-rank structure emerges in one regime, but 158 not the other? In Fig 4D, we plot the weight of each cell in the first singular vector, (u 1 ) j vs. the 159 firing rate ν j . We can clearly see a positive relationship in the strong asynchronous regime (bottom 160 panel). This strongly suggests not only that there is a positive relationship between correlation and 161 firing rate, but that this relationship is related to the success of the low-rank approximation.
162
To understand why low-rank structure may arise, we appeal to a direct calculation that applies 163 when pairwise correlation is a function of geometric mean firing rate (as in [38] ). Suppose, for 164 simplicity, that ρ ij = cf (ν i )f (ν j ); then we could represent the off-diagonal part of the correlation 165 matrix as C T = c f f T , where f is a length N vector such that f i = f (ν i ).
166
Correlation increases with firing rate in the strong asynchronous regime
167
We next sought to verify the hypothesized relationship between pairwise correlations and single-cell 168 firing rates, in the strong asynchronous regime. Such relationships have been found in feed-forward 169 networks [38] [39] [40] , and could impact information transfer when considered in concert with stimulus 170 selectivity (i.e. signal correlations) [7, 8, 15, 19] . In heterogeneous networks, the large range of firing 171 rates (visible in Figs 2 and 3 common input through fluctuation-driven, asynchronously-firing cells [38, 39] . In contrast, the 190 amount of shared input into two cells in a recurrent network is determined by both direct and 191 indirect connections through the network. To separate the impact of different network pathways, we 192 decomposed the linear response-predicted correlations at long time scales (i.e.C(0) = lim T →∞ 1 T C T ) 193 into normalized contributions from n-th order motifs, as described in Methods: Quantifying the 194 role of motifs in networks. Common input from a divergent connection, for example, results 195 from the 2nd-order motif K * C 0 K. In Fig. 6 , we plot the summed contributions up to sixth order 196 -i.e.R k ij , for k = 1, 2, ...6 -versus geometric mean firing rate,
correlation,C ij C iiCjj , is shown as well. In all cases, we plot long time scale correlations ω = 0; 198 each distinct E-E pair is represented.
199
We first consider the heterogeneous network in the asynchronous regime (top panel of Fig. 6A ). 200 First-order contributions (R 1 ) separate into three distinct "curves", reflecting a 1-1 relationship with 201 firing rate conditioned on first-order connectivity (no connection between i and j; one connection 202 between i and j; bidirectional connection between i and j). This might be expected if susceptibility 203 to excitatory conductances,Ã g E (0), varies roughly like firing rate (as we will argue later); thus, 204 the contribution from an i → j connection should approximately vary like: 
214
This qualitative picture changes when we consider the strong asynchronous regime, in Fig. 6B . 215 First-order contributions follow a similar pattern as in the asynchronous regime, and second-order 216 contributions are likewise positive. However, third-order contributions are positive, and in the 217 heterogeneous network they have a distinctly positive relationship with firing rate (top panel). 218 Thus, in the asynchronous regime, negative third-order contributions partially cancel with positive 219 second-order contributions, diluting any possible firing-rate dependence from the first-order terms. 220 In the strong asynchronous regime, contributions from first, second, and third-order motifs reinforce 221 each other, resulting in an overall positive relationship with firing rate (black dots).
222
We next analyze contributions from specific second-order motifs in Fig. 7 . There are 4 distinct 223 second-order motifs that can correlate two E cells. There are two types of chains, from K 2 C 0 and 224
2 . An E → E → E chain tends to positively correlate; an E → I → E chain will negatively 225 correlate; these are shown as blue and green respectively. There are 2 type of common input, from 226 KC 0 (K * ); they correspond to common input from E and I cells, i.e. E ← E → E and E ← I → E. 227
They are both positively correlating and are shown as red and magenta respectively.
228
We first consider the asynchronous regime (left panel of Fig. 7A ). The dominant contributions 229 are I common input (magenta) and negative (E → I → E) chains (green); correlating chains (blue) 230 and excitatory common input (red) are barely visible, as they are clustered near zero. This contrasts 231 sharply with the strong asynchronous case (right panel): blue and red dots are now visible, similar 232 in magnitude, and show a clear 1-1 trend with firing rate. As a result, they prevent "dilution" of 233 correlation from the decorrelating chains (green dots).
234
We get further evidence for the role of decorrelating chains by plotting the same terms vs. the 235 total contribution from 2nd-order motifs,R 2 ij (rather than geometric mean firing rate,
Fig. 7B. In the asynchronous case, we see that inhibitory common input (magenta) lies above the 237 unity line; the contribution from decorrelating chains E → I → E lies below zero (first panel of Fig. 238 7B). In the strong asynchronous case (second panel), inhibitory common input lies mostly below 239 the unity line; further positive contributions from excitatory common input and E → E → E chains 240 more than compensate for the negative contribution of decorrelating chains.
241
Susceptibility to inhibition can either increase or decrease with firing rate
242
Previous work showed there can be a relationship between the long-time correlation and firing rate 243 in feedforward networks [38, 39] , which is quantified via a susceptibility function that measures the 244 ratio between output and input correlations:
where c is the fraction of inputs that are common to both i and j. In the networks examined here, 246 each cell had a fixed in-degree for both excitatory and inhibitory cells; however, between any given 247 pair of cells i and j, the number of E and I inputs that synapsed onto both cells will vary from pair 248 to pair. Thus, we next considered the possibility that our (negative) finding in the asynchronous 249 network could be explained by accounting for variable c ij .
250
We focus on inhibitory common input, which is the dominant second-order contribution in the 251 asynchronous network (Fig. 7) . We segregated pairs by whether they had 0, 1, 2, etc.. common 252 inhibitory inputs; we then use this number as a proxy for c (recall that each excitatory cell had 253 exactly 7 inhibitory inputs, so that this number divided by 7 approximates the common input 254 fraction; two common inputs imply c ≈ 0.28 for example). We plot the results for the asynchronous 255 network in Fig. 8A , top panel (data for each distinct value of c is presented by color). As we 256 might expect, correlation increases as c increases. However, for a fixed c, there is not an apparent 257 relationship between firing rate and correlation; if anything, there appears to be a slight decrease. 258 Correlation also increases with c in the strong asynchronous network (Fig. 8A, bottom panel) ; 259 however, here we also see a modest increase with geometric mean firing rate √ ν i ν j .
260
Previous theoretical work [38, 39] identified an increase in susceptibility with firing rates in 261 current-driven neurons; we next considered the possibility that this fails to hold for conductance-262 driven neurons. We estimated correlation susceptibility for each pair of neurons, by using the 263 susceptibility function for each neuron to conductance fluctuations (computed as part of the linear 264 response theory), divided by a measure of the long-timescale spike count variance: We plotted the results for both networks in Fig. 8B ; while susceptibility increases with firing rate 266 in the strong asynchronous network (except for the largest firing rates), it actually decreases with 267 firing rate in the asynchronous network.
268
We can contrast with the estimated susceptibility to current fluctuations (i.e. A µ,i , with µ i , τ eff,i , 269 and σ eff,i as in Eqn. 22) which we also computed for the same set of cell pairs, shown in Fig 8C .
Here, we see that S µ ij increases with firing rates, in both networks. This increase appears to be 271 roughly linear; this is consistent with the observation in [39] , that S behaves like a (sub-linear) 272 power law at low firing rates; S(ν) ∝ ν γ for γ ≈ 0.8.
273
To understand the difference between S g I ij and S µ ij , we consider how the cell responds differently 274 to currents vs. condunctances. Both networks are inhibition-dominated, with resting potentials 275 in the range (−0.33, −0.28) (asynchronous) and (−0.183, −0.075) (strong asynchronous); since the 276 cells are operating near the inhibitory reversal potential (E I = −0.5), fluctuations in the inhibitory 277 conductance have limited effect on the firing rate of the cell. This effect is more pronounced in the 278 asynchronous regime, where the small distance between the resting and synaptic potentials creates 279 a saturating effect on the firing rate; previous authors found susceptibility decreases with firing 280 rate, in a simple thresholding model in which the f-I curve saturates [38] .
281
In contrast, susceptibility to excitatory conductances, S g E ij , more closely resembled the current 282 input susceptibility (not shown). The cells are all far away from the excitatory reversal potential 283 (E E = 6.5); therefore fluctuations in g E are multiplied by a relatively constant E E − V and thus have 284 a "current-like" effect.
285
Discussion
286
In studying the entire distribution of first-and second-order statistics in heterogeneous, recurrent, 287 asynchronously spiking networks, we found two surprising results. First, low-rank structure was 288 present in the correlation matrix when excitation was strengthened; when present, this structure 289 was linked to a positive relationship between correlations and firing rates. Second, correlations can 290 either increase or decrease with firing rates; both observations could be attributed to differences in 291 how cells responded to fluctuations in inhibitory conductances.
292
Low-dimensional structure has been a common finding in many large-scale neural recordings 293 [30] [31] [32] [33] [34] ; while the origin is not always known, it is often interpreted as arising from a global input 294 or top-down signal. This is an interpretation that arises naturally from the technique of factor 295 analysis, in which one seeks to explain a data vector as the sum of a random vector and the linear 296 combination of some number of latent factors [46] (for Gaussian random variables, each latent factor 297 can literally be interpreted as a global input with a distinct pattern of projection onto the observed 298 variables). In our network, we found that a single latent factor was effective at capturing correlations 299 in the strong asynchronous regime; however, this latent factor did not reflect common input (there 300 was no global external input into the network) but rather modulation from single-cell characteristics. 301 Thus, we identify a novel mechanism that can contribute to low-dimensional structure in neural 302 recordings.
the network and (b) that the dominant common input term (here, direct inhibitory input) be one 306 for which the cells' correlation susceptibility increases with firing rate. For long-time correlations, 307 that means that the slope of the f − I or f − g curve -i.e. ∂ν ∂µ or ∂ν ⟨g I ⟩ -increases "fast enough". 308 To get insight into this mechanism, assume the firing rate depends on a parameter with power law 309 dependence; e.g., ν = µ γ , where γ > 0. Assume further that, consistent with asynchronous firing, spike 310 count variance scales with firing rate so that
∂µ ; a 311 straightforward calculation will show that S µ i will increase with ν i if γ > 2, but will decrease with ν i 312 if γ < 2. Thus, we could anticipate that in a setting where the firing rate-to-parameter relationship 313 is concave-down, we can actually expect correlation susceptibility to decrease, not to increase, with 314 firing rate.
315
This also offers a striking example of a practical consequence of the difference between treating 316 synaptic inputs as conductances rather than currents; while most synaptic currents are more 317 accurately modeled as conductance-based, current-based formulations are often used for analytical 318 and computational simplicity. Although it is known that neural models responding to currents vs. 319 conductances differ in their response dynamics [47] [48] [49] , this approach is supported by findings that 320 steady-state firing rates are qualitatively similar in both settings (e.g. [50] ). Here, we argue that the 321 second derivative of the steady-state firing rate curve will govern susceptibility to common input in 322 asynchronous networks; as the sign of this quantity is not necessarily visually apparent, two visually 323 similar curves may yield divergent behavior with respect to correlation susceptibility.
324
As a theoretical tool, we adapted a network linear response theory to include conductance-driven 325 (vs. current-based) dynamics and single-cell heterogeneity [50, 51] . We found that the theory 326 accurately predicted statistics, both the population distribution and on cell-by-cell (or cell pair-by-327 cell pair, for pairwise correlations). This theory enabled us to decompose predicted correlations 328 into contributions from graph motifs, thus lending insight into how correlations are produced in 329 recurrent networks in different regimes. For example, it enabled us to isolate the contribution from 330 direct common input; in principle, we can also probe contributions from higher-order motifs, such 331 as the indirect common inputs that dominate third-order contributions to pairwise correlations.
332
Numerous studies have theoretically explored how spike count correlation is modulated by 333 network mechanisms [2, 42, 52] , intrinsic properties [38, [53] [54] [55] , or a combination of both [51, 56, 57] . 334 However, most studies have either focused on estimating the mean value of correlation rather than 335 the entire distribution, or have made the assumption of single-cell heterogeneity. Renart et al. [2] 336 presented a theory based on synaptic input correlation cancellation where the distribution width is 337 O(1 √ N ), where N is the population size of a balanced [1] network. This implicitly assumes that 338 the pairs have the same (zero) correlation value with perfect cancellation of input correlation as 339 N → ∞; we would not necessarily expect this to happen in heterogeneous networks, because the 340 intrinsic variation across pairs cannot be perfectly cancelled out with synaptic inputs. Similarly, 341 Pernice et al. [42] observed broad correlation distributions in the context of interacting Hawkes 342 processes; however, this work did not account for the response properties of individual cells, such as 343 physiological synaptic and membrane time scales and threshold nonlinearities. Therefore, we sought 344 to address this gap in our knowledge by focusing specifically on the role of intrinsic heterogeneity -345 variation in single-cell characteristics within a population [9] [10] [11] [12] [13] [14] -in determining the population 346 distribution of correlation coefficients, which is involved in common coding measures [4] .
347
Future work
348
Our work here has, necessarily, focused only on a subset of network attributes that might affect firing 349 statistics. One important feature is the frequency of higher-order graph motifs; experiments have 350 shown that specific motifs will occur more frequently, than would be expected in an Erdős-Rényi 351 network with fixed single-cell connection probability [58] . Theoretical work has found that in 352 networks of integrate-and-fire neurons, an overabundance of divergent and chain motifs will lead to 353 enhanced correlation [43] (this finding does depend on the dynamical regime; different motifs impact 354 correlations in networks of coupled oscillators [41] ). In [43] , the authors use the assumption of 355 homogeneous single-cell characteristics to find parsimonious and instructive formulae for the average 356 correlation, and give a roadmap for how this might be generalized to heterogeneous networks. We 357 look forward to considering the combined effect of single-cell and network heterogeneity in future 358 work.
359
Another source of cell-to-cell heterogeneity is how cells respond to stimuli, which is also important 360 in measuring the actual information content [17, 59, 60] (see [19] for a review). Here, we did not 361 consider a specific sensory system with tuning but rather focus on the general question of how 362 the distribution of correlation values arise in recurrent networks. A natural next step would be to 363 consider structured networks which respond to a single continuous variable, such as orientation 364 tuning. Previous work has found that heterogeneity in phenomenological models (i.e. where the 365 correlation matrix is parameterized by a simple function [7, 59] ) can improve discrimination [16] ; it 366 would be natural to consider whether biophysical network models generate similar structure.
367
Finally, for numerical tractability our simulations here were performed in small networks. While 368 high average correlations have been measured in experiments [20] , theoretical models of asynchronous 369 networks have found that correlations must go to zero as the system becomes large (N → ∞) [2] . 370 However, recent work has found that this does not have to be true, as long as spatial structure 371 is introduced into the network [61] . We anticipate that this may carry over to other forms of 372 heterogeneity, such as single-cell variability, and that therefore the effect we observe here persists 373 for larger networks. We look forward to reporting on this in future work.
374
Methods
375
Neuron model and network setup 376 We considered randomly connected networks of excitatory and inhibitory neurons. Each cell was a 377 linear integrate-and-fire model with second-order alpha-conductances, i.e. membrane voltage v i was 378 modeled with a stochastic differential equation, as long as it remained beneath a threshold θ i :
When v i reaches θ i , it is reset to 0 following a refractory period:
Each neuron was driven by a Gaussian, white background noise, with magnitude σ i depending only 381 on the cell type; that is, ⟨ξ i (t)⟩ = 0 and ⟨ξ i (t)ξ i (t + s)⟩ = δ(s), and σ i = {σ E , σ I }. The membrane 382 time constant, τ m , and excitatory and inhibitory synaptic reversal potentials, E E and E I , are the 383 same for every cell in the network.
384
Each cell responded to synaptic input through conductance terms, g E,i and g I,i , which are each 385 governed by a pair of differential equations:
where Y = {E, I} denotes the type of cell i and X = {E, I} denotes the type of the source neuron 387 j. Each spike is modeled as a delta-function that impacts the auxiliary variable g
X,i ; here t j,k is 388 the k-th spike of cell j. The rise and decay time constants τ r,X and τ d,X and pulse amplitude α X 389 depend only on the type of the source neuron; i.e. they are otherwise the same across the population. 390 The parameter W Y X denotes the strength of X → Y synaptic connections, which are (once given 391 the type of source and target neurons) identical across the population. The "raw" synaptic weight 392 (listed in Table 1 ) is divided by N Y X , the total number of X → Y connections received by each 393 Y -type cell.
394
We chose connections to be homogeneous and relatively dense, consistent with the local archi-395 tecture of cortex. Connection probabilities ranged from 20 %-40 %, consistent with experimentally 396 measured values [62] [63] [64] . For our baseline network state, we then chose synaptic weights so the 397 network is moderately inhibition-dominated (α E W IE < α I W II and α E W EE < α I W EI ); that is both 398 E and I cells receive more inhibition than excitation) and shows noisy spiking consistent with 399 the classical asynchronous state. Each neuron receives a fixed number of incoming connections, 400 the identities of which are chosen randomly. 
405
In heterogeneous networks, the threshold θ i varied across the population. For both excitatory 406 and inhibitory neurons, the thresholds θ i were chosen from a log-normal distribution between 0.7 407 and 1.4 (where the rest potential, V r = 0). To be precise, log θ i was chosen from a (truncated) 408 normal distribution with mean −s 2 θ 2 and standard deviation s θ . With this choice, θ i has mean 1 409 and variance: e s 2 θ − 1. Thus we can view s θ as a measure of the level of threshold heterogeneity.
410
Throughout this paper, we set s θ = 0.2, which results in a wide range of firing rates compared to 411 the homogeneous case. This was the only source of cell-to-cell heterogeneity; all other parameters 412 were identical across the population, conditioned on neuron type. In homogeneous networks, the 413 threshold was the same across the population: θ i = 1.
414
Monte Carlo simulations were performed using the stochastic forward-Euler method (Euler-415 Maruyama), with a time step much smaller than any time scale in the system (∆t = 0.01 ms). Each 416 network was simulated for one second of simulation time, after an equilibration time. Then, a large 417 number of realizations of this interval (n R = 10 5 ) were simulated. Spike counts were retained in 418 each 1 ms window (for a total of 1000 windows) within a realization. With this large number of 419 realizations/trials, the error bars on the resulting time-dependent firing rates were small. Therefore 420 we emphasize that the firing rate pattern is largely driven by network connectivity; while firing is 421 driven by random fluctuations in the background noise, any cell-to-cell variability in the trial-averaged 422 firing rates are not an artifact of the finite number of trials. In general, computing the response of even a single neuron to an input requires solving a complicated, 425 nonlinear stochastic process. However, it often happens that the presence of background noise 426 linearizes the response of the neuron, so that we can describe this response as a perturbation from a 427 background state. This response is furthermore linear in the perturbing input and thus referred to 428 as linear response theory [65] . The approach can be generalized to yield the dominant terms in 429 the coupled network response, as well; we will use the theory to predict the covariance matrix of 430 activity.
431
We first consider the case of a single cell: an LIF neuron responding to a mean zero current 432
(otherwise, the mean of X i can simply be absorbed into E i ).
434
For a fixed input X i (t), the output spike train y i (t) will be slightly different for each realization 435 of the noise ξ i (t) and initial condition v i (0). Therefore we try to work with the time-dependent 436 firing rate, ν i (t) ≡ ⟨y i (t)⟩, which is obtained by averaging over all realizations and initial conditions. 437 Linear response theory proposes the ansatz that the firing rate can be described as a perturbation 438 from a baseline rate proportional to the input X i :
ν i,0 is the baseline rate (when X = 0) and A i (t) is a susceptibility function that characterizes this 440 firing rate response up to order [38, 51, 66] .
441
We now consider the theory for networks; here cell i responds to the spike train of cell j, y j (t), 442 via the synaptic weight matrix W, after convolution with a synaptic filter F j (t):
In order to consider joint statistics, we need the trial-by-trial response of the cell. We first propose 444 to approximate the response of each neuron as:
that is, each input X i has been replaced by the synaptic input, and J ij = W ij F j (t) includes both 446 the i ← j synaptic weight W ij and synaptic kernel F j (normalized to have area 1); A i (t) is the 447 susceptibility function from Eqn. (10) . In the frequency domain this becomes 
is the interaction matrix, in the frequency domain. The cross-spectrum 452 is then computed
To implement this calculation, we first solve for a self-consistent set of firing rates: that is, ν i is the 454 average firing rate of
where E[f i ] = ∑ j W ij ν j .
456
We must then compute the power spectrum ⟨ỹ 0 (ω)ỹ 0 * (ω)⟩ and the susceptibility A i (ω), which is 457 the (first order in ) response in the firing rate r i (t) = r 0 i + A i (ω) exp(ıωt) in response to an input 458 current perturbation X(t) = exp(ıωt) (here ı is used for √ −1, while i denotes an index). Both 459 can be expressed as the solution to (different) first-order boundary value problems and solved via 460 Richardson's threshold integration method [50, 67] .
461
In our simulations, we used conductance-based neurons; this requires modification, compared 462 with the simpler current-based models. We first approximate each conductance-based neuron as an 463 effective current-based neuron with reduced time constant, following the discussion in [68] . First, 464 separate each conductance into mean and fluctuating parts; e.g. g E,i → ⟨g E,i ⟩ + (g E,i − ⟨g E,i ⟩). Then 465 we identify an effective conductance g 0,i and potential µ i , and treat the fluctuating part of the 466 conductances as noise, i.e. g E,i − ⟨g E,i ⟩ → σ E,i ξ E,i (t):
where
We next simplify the noise terms by writing
and assume that the fluctuating part of the voltage, v i − µ i , is mean-zero and uncorrelated with the 470 noise terms ξ E,i (t) [68] . That allows us to define an effective equation
and the fluctuating voltage, v i (t) − µ i , now makes no contribution to the effective noise variance. 473 Finally, we consider how to model the conductance mean and variance, e.g. ⟨g E,i ⟩ and σ 2 E,i . 474 In our simulations, we used second order α-functions: each conductance g X,i is modeled by two 475 equations that take the form
where X = E, I and the summation is over all type-X spikes incoming to cell i. (For notation 477 purposes,α X,i includes all factors that contribute to the pulse size in Eqn. (9), including synapse 478 strength and pulse amplitude.) The time constants τ r,X , τ d,X may depend on synapse type; the 479 spike jumpsα X,i may depend on synapse type and target cell identity. We assume that each spike 480 train is Poisson, with a constant firing rate: i.e. each spike train is modeled as a stochastic process 481 S(t) with
Then a straightforward but lengthy calculation shows that
where ν X,i is the total rate of type-X spikes incoming to cell i.
484
We now describe how these considerations modify the linear response calculation. First, for the 485 self-consistent firing rate calculation, Eqn. (15) is replaced by an equation with a modified time 486 constant, conductance, and noise (Eqn. (22)).
487
We next compute the susceptibility in response to parameters associated with the conductance, 488 i.e. ⟨g E,i ⟩ and σ 2 E,i . This differs from the current-based case in two ways: first, there is voltage-489 dependence in the diffusion terms, which results in a different Fokker-Planck equation (and thus 490 a different boundary value problem to be solved for the power spectrum ⟨ỹ 0 (ω)ỹ 0 * (ω)⟩). Second, 491 modulating the rate of an incoming spike train will impact both the mean and variance of the input 492 to the effective equation, Eqn. (16) (via µ i and σ X,i ) . Furthermore, this impact may differ for 493 excitatory and inhibitory neurons, giving us a total of four parameters that can be varied in the 494 effective equation. However, neither consideration presents any essential difficulty [50] .
495
Therefore we apply Richardson's threshold integration method directly to Eqn. (16):
When we compute susceptibilities, the parameter to be varied is either a mean conductance -
exp(ıωt). Thus we have a total of four suscepti-
Since the Fokker-Planck equation to 500 be solved is linear, we can compute both susceptibilities separately and then add their effects. We 501 now have the interaction matrix:
whereL(ω) plays a similar role asJ, but for the effect of incoming spikes on the variance of 503 conductance. Its relationship toJ (either in the frequency or time domain) is given by the same 504 simple scaling shown in Eqn. (28): i.e., for j excitatory,
where the first factor comes from the effective spike amplitudeα E,i (and is the scale factor proposed 506 in [50] , Eqn. (64)), and the second arises from using second-order (vs. first-order) alpha-functions. 507 We use a modified version of the implementation given by [51] for Richardson's threshold 508 integration algorithm [50, 67] to compute rate ν i , power ⟨ỹ 
for an LIF neuron. We validated our code using 510 exact formulas known for the LIF [69] , and qualitative results from the literature [70] .
511
Computing statistics from linear response theory 512 Linear response theory yields the cross spectrum of the spike train, ⟨ỹ i (ω)ỹ * j (ω)⟩, for each distinct 513 pair of neurons i and j (see Eqn. (14)). To recover a representative set of statistics, we rely on 514 several standard formulae relating this function to other statistical quantities.
515
The cross correlation function, C ij (τ ), measures the similarity between two processes at time 516 lag τ , while the cross spectrum measures the similarity between two processes at frequency ω:
The Weiner-Khinchin theorem [65] implies that {C ij ,C ij } are a Fourier transform pair: that is,
In principle, the crosscorrelation C(t) and cross-spectrumC(ω) matrices are functions on the 519 real line, reflecting the fact that correlation can be measured at different time scales. In particular, 520 for a stationary point process the covariance of spike counts over a window of length T , n i and n j , 521 can be related to the crosscorrelation function C ij by the following formula [4] :
The variance of spike counts over a time window of length T , n i , is likewise given by integrating the 523 autocorrelation function C ii :
It can be helpful to normalize by the time window, i.e.
525
Cov T (n i , n j )
we can now see that for an integrable cross correlation function (and bearing in mind that the 526 cross-spectrum is the Fourier transform of the cross correlation), that
Thus, we can useC ij (0) and C ij (0) as measures of long and short time correlations respectively. 529 Finally, the Pearson's correlation coefficient of the spike count defined as:
is a common normalized measure of noise correlation, with ρ ∈ [−1, 1]. While Cov T and Var T grow 531 linearly with T (for a Poisson process, for example), ρ T,ij in general will not (although it may 532 increase with T ). In general, ρ T,ij depends on the time window T ; however for readability we will 533 often suppress the T -dependence in the notation (and use ρ ij instead).
534
Quantifying the role of motifs in networks
535
We next explain how we can use the results of linear response theory to give insight into the role of 536 different paths in the network. We begin with our predicted cross-spectrum (Eqns. (14), (33)) and 537 apply a standard series expansion for the matrix inverse:
whereC 0 (ω) is a diagonal matrix containing the power spectra of the unperturbed processes; i.e. 539 C 0 ii ≡ ⟨ỹ i (ω)ỹ i (ω)⟩. This double sum will converge as long as the spectral radius ofK is less than 540 1 [51] .
541
By truncating this double sum to contain terms such that k+l ≤ n, we define the nth approximation 542 to the cross-spectrum:
Each distinct term in the inner sum can be attributed to a particular undirected path of length 544 k. Terms of the formK kC0 andC 0 K * k account for unidirectional paths from j → i and i → j 545 respectively; the term K (ω) k−lC 0 (ω) K * (ω) l captures the contribution from a cell that has 546 a length l path onto cell j and a length k − l path onto cell i. Thus, we can use Eqn. (45) to 547 decompose the correlation into contributions from different motifs ( [42] , see also [40] , [71] ).
548
We can also consider the contribution from all length-n paths; that is,
If the sum in Eqn. (43) converges, we should expect the magnitude of contributions to decrease as 550 n increases.
551
We will also show the normalized contribution from length-n paths, which we define as follows: 552 let Λ(ω) be the diagonal matrix with Λ ii (ω) =C ii (ω). Then we define the matrix of contributions 553 from length-n pathsR n as follows:
. This effectively normalizes the cross correlation by 555 the autocorrelation; in particular, we can use this to decompose the correlation coefficient (Eqn. 556 (40)) for long time windows, because lim n→∞ ∑ n k=0R
557
In general, we will show long-timescale correlation (e.g.C(0) orR n (0)) (Eqn. (38)); results 558 were qualitatively similar for other timescales. Low-rank approximation to the correlation matrix 560 We consider the correlation matrix of spike counts, as measured from Monte Carlo simulations; 561 while these are in principle related to the cross-correlation functions C(t) defined in Methods: 562 Computing statistics from linear response theory we will use C T to denote the matrix of 563 correlation coefficients measured for time window T ; i.e.
Furthermore, we will restrict to the E-E correlations; i.e. C T will be a n E × n E matrix, with ones 565 on the diagonal (as ρ T,ii = 1).
566
When we examined the singular values of the E-E correlation matrices obtained from Monte 567 Carlo simulations, we noticed a consistent trend: there was usually one large cluster with one 568 positive outlier. This motivates the following simple idea: by subtracting off a multiple of the 569 identity matrix, λI, we shift the cluster towards zero; consequently C T − λI is close to a rank-1 570 matrix. We then propose to use the sum of the two as an approximation to C T :
We seek the value λ which maximizes the fraction of the Frobenius norm explained by the first 572 singular vector: i.e. in terms of the singular values,
Since C T is symmetric semi-positive definite, the singular values σ j are equal to the eigenvalues λ j : 574 here σ 1 ≥ σ 2 ≥ ⋯ ≥ σ r ≥ 0 and r is the rank of C T . This has an exact solution:
Because we have subtracted a multiple of the identity matrix, none of the singular vectors will have 576 changed. We then have
By truncating this sum, we approximate C with a shifted low-rank matrix:
This procedure is similar to factor analysis, in which one seeks to explain a data vector as the sum 579 of a random vector (u) and the linear combination of some number of latent factors (z) [46] :
the entries of x would then have the correlation matrix Ψ + ΛΛ T , where Ψ is a diagonal matrix 581 containing the variances of u. 
S1 Text
Correlations are normally distributed in both homogeneous and heterogeneous networks in the asynchronous regime
In Results: Distribution of first-and second-order statistics in heterogeneous networks we compared statistics gathered from Monte Carlo simulations of asynchronous, recurrently connected networks; and specifically, we sought to compare networks of identical neurons (or homogeneous networks) with networks in which single-cell properties varied widely across the network (heterogeneous networks). We found that despite a substantial difference in firing rates, the population distributions of ρ EE are very similar, between homogeneous and heterogeneous networks (Fig. 2C , left panels). Previous theoretical work has established that in asynchronous homogeneous networks, average correlations are low, and normally distributed with a variance that decreases with the inverse of system size; i.e.
To test whether that is true here, we used maximum likelihood estimation to best-fit several families of parametric probability distributions to the observed covariance and correlation distributions. For example, a univariate normal distribution can be characterized by the parameters µ and σ (which coincide with its mean and standard deviation) and has the probability density function p(x µ, σ) =
. For each parametric family, we used maximum likelihood estimation (via Matlab's fitdist function) to find the best set of parameters; i.e., that would maximize the probability of the observed data (for the normal family, this resulted in a best µ and σ). We then ranked our results (one distribution for each family) by likelihood and plotted the highest ranked, alongside the empirical distribution, in Fig. S1A . Each set of data and fits is plotted on a logarithmic scale, to provide better visibility of the tails. We found that spike count correlations (ρ ij ) from the heterogeneous network were well-modeled by a normal distribution; the normal distribution ranks first (out of parametric distribution families) at T = 5 and 50 ms (50 ms not shown) and second at T = 100 ms. The normal distribution appears to fit the tails well. Likewise, normal distributions fit the homogeneous network well, ranking first in all three time windows. The range and shape of the histograms is similar to what was observed in heterogeneous networks: in addition, the parameters of the fitted normal distributions are very similar, as shown in Table S1 .
In contrast, the distribution of covariances is different, between heterogeneous and homogeneous networks. We demonstrate this by showing the histograms of spike count covariances from the heterogeneous network (because variances are nearly uniform across the population, covariances should simply be proportional to correlations in the homogeneous network). Here, a normal distribution does not fit well; covariances have a pronounced fat right tail, particularly on short time scales T = 5 ms. Instead, the distribution of covariances is generally well-fit by a non-standardized Student's t-distribution, which ranks third, second, and first for T = 5, 50 (not shown) and 100 ms respectively (by definition, x ∼ p(x ν, µ, σ) if Table S1 we show means and standard deviations for the empirical distributions of ρ. Thus far, we have shown marginal distributions of second-order spike count statistics. However, these statistics (variances and covariances) are not necessarily independent; we next investigate the joint distribution of ρ T,ij and Var T (n i ) Var T (n j ). To visualize a two-dimensional distribution, we plot the empirically observed joint distribution as a two-dimensional histogram; height is encoded with color.
In 
Linear response theory predicts the distribution of first-and second-order statistics in recurrent networks
In recurrent networks, the response of each cell is shaped by both direct and indirect connections through the network. To separate the impact of different network mechanisms, we applied a network linear response theory (described in Methods: Linear Response Theory) which allows us to decompose network correlations into contributions from different graph motifs (as in [42, 51] ). Here, we verify that this theory accurately predicted the results of Monte Carlo simulations.
The network connectivity matrix W and all other parameter values were the same as used in Monte Carlo simulations; linear response theory yields a predicted value for the stationary firing rate ν i and spike count variance Var T [n i ] of each cell i, as well as the spike count covariance of each distinct cell pair, Cov T (n i , n j ). For each distinct network, we then compared the population distribution of single cell firing rates ν i , spike count variances, and two-cell covariances (as well as two-cell correlation coefficients ρ EE and ρ IE ), with the population distributions we obtained from Monte Carlo simulations.
We first consider the firing rate, shown in Fig. S2A . In the heterogeneous network, both excitatory and inhibitory firing rates have large ranges that span approximately an order of magnitude. The linear response theory accurately captures all aspects of the firing rate distributions. The inhibitory firing rates are higher than excitatory, consistent with this population receiving a stronger excitatory input (vs. the excitatory population; compare W IE N E and W EE N E , from Table 1 in the main text). In the homogeneous network, firing rates are strongly clustered around their mean values (shown in Table S1 ). They are also well-predicted, although the linear response theory does appear to slightly overestimate the inhibitory rates (see Table S2 ). Similarly, spike count variances match well (shown for long time windows (T = 100 ms) in Fig. S2B) . We now consider a common measure of noise correlations, the spike count (Pearson's) correlation of pairs of excitatory cells in a particular time window (Eqn. (40) , main text). As in the Monte Carlo simulations, we have assumed spike count statistics to be stationary over time, so that for each T , spike counts n i and n j are treated as random variables sampled both over realizations (i.e trials) and time t. We computed these statistics for both short (T = 5 ms) and long (T = 100 ms) time windows, and illustrate them in Figure S2C ; statistics from both heterogeneous (left panels) and homogenous (right panels) are show. E-E correlations are weakly positive, with a small fraction of pairs (∼ 5%) having values below zero. In all panels, the mean/median of the distribution are captured well by the linear response theory; however, the linear response calculation appears to slightly underestimate the simulated variance, as evidenced by the "taller and thinner" distribution shown in solid red (each histogram is computed by distributing 80 × 79 2 distinct coefficients over equally sized bins). The correlation values computed by linear response have comparable ranges in the heterogeneous and homogenous networks, similar to MC simulations and in contrast to first-order statistics.
Linear response theory also predicts the distribution of spike count covariances (i.e. the numerator of Eqn. (40)): we show these in Fig. S2D . As for correlations, theory underestimates the observed variance of the distributions. However, it appears to capture the fat right tails in the heterogeneous network very well (Fig. S2D, top row) . Finally, in Fig. S1C we show the joint distribution of spike count variance ( Var[n i ] Var[n j ]) and correlations ρ T,ij , for T = 100 ms and both the heterogeneous (left) and homogeneous (right) networks. The results capture the qualitative shape of the Monte Carlo histograms (Fig. S1B) except that the range of variances predicted for in the homogeneous network is narrower than it should be. However, this qualitative agreement using a computationally efficient prediction gives us We now turn our attention to the strong asynchronous (SA) regime, in which both types of excitatory connections were strengthened (see Table 1 ); the resulting network shows occasional, irregular bursts of concentrated activity (see Fig. 1B ). Many of the overall trends are similar to the asynchronous case; we focus on the differences.
Excitatory firing rates were slightly under-predicted by linear response theory ( Fig. S3A ; see Table S3 for homogeneous rates). Similarly, spike count variances (Fig. S3B) were under predicted. Spike count correlations ρ EE are now positive, with few or no negative correlations (Fig. S3C) . The mean is significantly under-predicted; the predicted distributions appear slightly narrower than the observed (Monte Carlo) distribution. Spike count covariances for long time windows are shown in Fig. S3D ; the linear response theory appears to capture the qualitative shape of the distributions, particularly the fat right tail in the heterogeneous network (top panel). However, as for correlations (Fig. S3C) , the mean is under-predicted in both networks (Table S4) .
Linear response theory predicts the first-and second-order statistics of individual cells
We next investigate how well these statistics are predicted on a cell-to-cell basis. This is crucially important when individual correlation coefficients ρ ij within a simulation may vary over an order of magnitude or even in sign. For example, consider the heterogeneous network illustrated in cell pairs would be a valuable tool, as many models for heterogeneity -such as those based on population density methods (e.g.
[?] ) -do not capture cell-to-cell variation. We find that single-cell statistics are very accurately predicted for the heterogeneous network. In Figure S4 , we show firing rate (Fig. S4A ) and Fano factor (Fig. S4B) for three time windows: T = 5, 50, 100 ms. In each panel, both quantities from the Monte Carlo simulations and linear response theory are plotted, on a cell-by-cell basis. In Fig. S4A , the red stars give the firing rate of the uncoupled neurons (i.e. determined only by the threshold θ i and the level of background noise). The effect of coupling is to lower the firing rate of the E cells but to raise the firing rate of the I cells; this is captured very well by the fixed point iteration of Eqn. (22) . There is still significant heterogeneity in the firing rates due to variable threshold, with high threshold neurons maintaining comparatively lower firing rates and low threshold neurons maintaining comparatively higher firing rates.
We now analyze the ability of linear response to predict two-cell statistics. In Fig. S4C we plot the spike count correlation ρ ij = Cov T (n i , n j ) Var[n i ] Var[n j ], for all possible E-E pairs in the heterogeneous network, at both T = 5 ms (top) and 100 ms (bottom). The values predicted by linear response theory matches well with the Monte Carlo simulations in both overall range and cell-to-cell; in both plots, the points cluster around the unity line.
We now consider how well linear response models the homogeneous network on a cell-to-cell basis. As in the heterogeneous network, single-cell statistics are accurately predicted (because both simulated and predicted single-cell statistics are nearly constant across the population, we report their values in Table S2 ). Firing rate is slightly overestimated, as is variance. Fano factor differs systemically with time interval: cell activities appear slightly "sub-Poisson" for T = 5 ms, but "super-Poisson" for T = 50, 100 ms. We then examined two-cell statistics: E-E correlations were weak and positive, and clustered in a cloud around the unity line (Fig. S4D) , for both short (T =5 ms, top) and long (T =100 ms, bottom) time windows. Although we mostly focus on E-E correlations here, we observed excellent results in predicting other two-cell statistics, for example excitatory-inhibitory (E-I) correlations. In Fig. S4E we show E-I correlations for T = 100 ms, for both the heterogeneous (top) and homogeneous (bottom) networks. E-I correlations took on a wider range of values; both positive and negative, with a range between [−0.15, 0.15] for T = 100 ms. In the homogeneous network they cluster in four distinct clouds (Fig. S4E, bottom) : on closer inspection, these correspond to the presence or absence of direct connections between the pairs. For E-I pairs with no direct connection, correlations are weak and positive. Pairs with only a E → I connection are strongly positively correlated, while pairs with only an I → E connection are strongly negatively correlated. Pairs with BOTH connections are weakly negatively correlated, which may reflect the fact that W IE > W EI . We also find good results when we move to the strongly asynchronous case. This network has increased excitation (W EE = 9 and W EI = 8, vs. W EE = 5 and W EI = 0.5 in the asynchronous regime) and shows short bursts of activity (see Fig. 1 ); since this violates the assumption of constant firing rate, a priori we cannot be sure linear response theory will be successful. However, the theory is nonetheless successful at matching broad trends in firing rate, Fano factors, and cell-pair correlations (Fig. S5 ). There are differences between the simulations and linear response calculations. For excitatory neurons, firing rate is slightly overestimated (Fig. S5A) , variance underestimated and Fano factor overestimated (Fig. S5B) . For inhibitory neurons, firing rate appears to be very accurate; variance and Fano factor are slightly overestimated. We also see that ρ EE is systematically underestimated (Fig. S5C , heterogeneous; Fig. S5D, homogeneous;) ; ρ IE may also be slightly underestimated, but less so (see Fig. S5E) .
Finally, the cell-by-cell accuracy of the linear response theory is reflected in the overall structure of the correlation matrix. We performed the diagonal plus rank-one analysis on correlation matrices we obtained from linear response theory (Fig. S6) . We see the same patterns observed in Fig 4; in the strong asynchronous regime there is a strong positive relationship with firing rate, which is reflected in the weights of the first singular vector.
