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Abstract
Over 10,000 premature mortalities per year globally are attributed to the exposure
to particulate matter caused by aircraft emissions. Unlike previous studies that fo-
cus on the regional impacts from the aircraft emissions below 3,000 feet, this thesis
studies the impact from emissions at all altitudes and across continents on increasing
particulates in a receptor region, thereby increasing exposure. In addition to these
intercontinental impacts, the thesis analyzes the temporal variations of sensitivities
of the air quality and health, the proportion of the impacts attributable to different
emission species, and the background emissions’ influence on the impact of aircraft
emissions.
To quantify the impacts of aircraft emissions at various locations and times, this
study uses the adjoint model of GEOS-Chem, a chemical transport model. The
adjoint method efficiently computes sensitivities of a few objective functions, such as
aggregated PM concentration and human exposure to PM concentration, with respect
to many input parameters, i.e. emissions at different locations and times.
Whereas emissions below 3,000 feet have mostly local impacts, cruise emissions
from North America impair the air quality in Europe and Asia, and European cruise
emissions affect Asia. Due to emissions entering Asia, the premature mortalities
in Asia were approximately two to three times larger than the global mortalities
caused by the Asian emissions. In contrast, North America observed only about
one-ninth of the global premature mortalities caused by North American emissions
because emissions get carried out of the region. This thesis calculates that most of
the premature mortalities occured in Europe and Asia in 2006.
Sensitivities to emissions also have seasonal and diurnal cycles. For example,
ground level NOX emissions in the evening contribute to 50% more surface PM for-
mation than the same emissions in the morning, and cruise level NOX emissions in
early winter cause six times more PM concentration increase than the same emis-
sions in spring. Aircraft NOX emissions cause 78% of PM from aviation emissions,
and given the population exposure to PM concentration increase, NOX contributes
90% of the total impact. By showing the second-order sensitivities, this study finds
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that increases in background emissions of ammonia increase the impact of aircraft
emissions on the air quality and increases in background NOX emissions decrease the
impact.
These results show the effectiveness of the adjoint model for analyzing the long-
term sensitivities. Some of the analyses presented are practically only possible with
the adjoint method. By regulating emissions at high sensitivities in time and region,
calculated by the adjoint model, governments can design effective pollutant reduction
policies.
Thesis Supervisor: Qiqi Wang
Title: Assistant Professor of Aeronautics and Astronautics
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Intercontinental transport of air pollution has been studied by various researches both
using observations and numerical simulations. It is estimated that 380,000 premature
mortalities per year are caused by aerosols produced and transported from other re-
gions, among which 90,000 mortalities are caused by exposure to non-dust aerosols [4].
Besides aerosols, the precursors of aerosols and ozone are also transported across con-
tinents, causing negative health impacts. Mortalities caused by ozone in a receptor
continent can be reduced by about 20 to 50% when ozone precursor emissions are re-
moved completely in other continents [5]. These researches, along with other studies
on intercontinental transport of pollutants, suggest the importance of a hemispheric
treaty on regulating emissions [6]. The impact from long range transport of pollu-
tants is especially important considering emissions from aircraft. Aircraft emissions
are unique in that they are emitted at higher altitudes, remaining in the atmosphere
longer and being transported to a farther distance due to stronger winds aloft. Be-
cause of the long-range transport, studying the cruise emissions’ impact on the air
quality requires the intercontinental transport of pollutants.
1.1 Aviation Activities and Policies
The aviation sector is projected to grow at an annual rate of 4.8 - 5 % and will double
the current aircraft activities by 2020 to 2025 [7, 8, 9]. Aviation activities are highly
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correlated with economic trends and GDP. High growth rates in Asia, notably China
and India, are driving the demand of the aviation industry [7]. Although current
research shows that the contribution of aviation emissions to environmental damage
is small, about 0.1% of anthropogenic pollution, compared to 1% of highway pollution
in the U.S., it is important to control the emissions of this sector because of the rapid
growth of air transportation [10].
The International Civil Aviation Organization (ICAO), an organization of the
United Nation, created the Committee for Aviation Environmental Protection (CAEP)
to analyze environmental policies for aviation and further establish standards for noise
and emissions. Three environmental goals of ICAO [7]. are
• “to limit or reduce the number of people affected by significant aircraft noise”;
• “to limit or reduce the adverse impact of aviation emissions on local air quality”;
• “and to limit or reduce the impact of aviation greenhouse gas emissions on the
global climate.”
Aircraft noise is the first regulated because it is readily perceived in the vicinity of
airports, first regulated by ICAO’s noise certification at an international level in 1971.
In 1981, ICAO set the NOx emissions standard, which became effective in 1986, to
improve the air quality of the near-by regions of airports [7]. In addition to the local
air quality, its focus expanded to the global climate impact. In addition, emissions
standards have become more stringent as listed in the latest updated standards in
ICAO Annex 16 - Environmental Protection, Volume II - Aircraft Engine Emissions
to the Convention on International Civil Aviation [9].
Member states of ICAO, currently 183 countries, are recommended to implement
ICAO Standards and Recommended Practices (SARPs). The U.S., as a member state,
adopted several regulations based on updates of ICAO’s SARPs. Moreover, in the
U.S. the Partnership for AiR Transportation Noise and Emissions Reduction (PART-
NER), an FAA Center of Excellence, was formed to assess the impact of aviation
emissions on climate change, air quality, and noise. To study the costs and benefits
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of different policies for environment, the Aviation environmental Portfolio Manage-
ment Tool (APMT) was developed by Federal Aviation Administration (FAA) and
PARTNER and is currently being used [11, 12]. The work of this thesis will aid the
tool suite development on the aspect of assessing the air quality impacts of aviation.
Specifically, it will provide the spatial and temporal sensitivity matrices of air quality
with respect to aviation emissions. The sensitivities quantify how emissions in differ-
ent regions damage air quality to different extents, which can assist policymakers in
implementing effective emission reduction strategies.
1.2 Air Pollution and Health Impacts
The aviation policies of the US and other member nations of ICAO are in accordance
with other regulations concerning air quality. The Clean Air Act of 1970 and 1977
in the U.S. authorized the Environmental Protection Agency (EPA) to regulate the
national air quality using National Ambient Air Quality Standards; the EPA updated
these standards on several occasions, with the last air quality standards for PM2.5 set
at the annual mean of 15.0 µg/m3 and 35 µg/m3 for 24-hour average [13, 14]. These
standards also set ozone level at 0.075 ppm for 8-hour and 0.12 ppm for 1-hour
averages, as well as setting different annual means limits for nitrogen oxides, sulfur
dioxides, lead, and carbon monoxide [15].
These standards were established based on research on health impacts caused by
these pollutants. Many of these studies found a high correlation between long-term
exposure to PM2.5 and lung cancer and cardiopulmonary disease [2, 16]. Particulate
matter is a mixture of liquid droplets and particles that can be inhaled. Among var-
ious categories of PM, PM2.5, or particulate matter with diameter less than 2.5µm,
is found to be more damaging when exposed for a long term period. The Environ-
mental Protection Agency (EPA) lists the health consequences: cardiovascular symp-
toms, cardiac arrhythmias, heart attacks, respiratory symptoms, asthma attacks, and
bronchitis that could result in increased hospital admissions, emergency room visits,
absences from school or work, and restricted activity days [14].
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Most of the air quality impacts caused by aviation emissions come from the for-
mation of PM2.5, which can be categorized into primary PM and secondary PM [10].
Primary particulate matter is PM that is directly emitted from an engine or formed
immediately after exiting an engine; this category includes non-volatile PM - assumed
to be black carbon (BC), or soot - and volatile PM from sulfur and organics, or or-
ganic carbon (OC). OC is formed about 30 meters behind the engine when volatile
organic compounds (VOCs) are photo-oxidized and condensate to form organic car-
bon [17, 18]. Secondary PM is formed through chemical reaction of its precursors
with other chemical species in the atmosphere. The precursors are nitrogen oxides
(NOx), sulfur dioxide (SO2), and volatile organic compounds. When NOx and SO2
are emitted, they are oxidized, becoming HNO3 and H2SO4. The oxidization pro-
cess can be achieved with OH, ozone, and H2O2, and the availability of the oxidants
determines the amount of PM formation [19]. As a neutralization process, sulfuric
acid and ammonia form ammonium sulfate, (NH4)2SO4, and the remaining ammonia
reacts with nitrate to form ammonium nitrate, NH4NO3 [20]. Ammonium sulfate and
ammonium nitrate are the most important secondary PM species. Volatile organic
compounds, or hydrocarbons, can also form secondary particulates. Both primary
and secondary particulate matter introduced by aircraft emissions are PM2.5 [21].
In addition to the formation of particulates, aviation emissions cause the formation
of ozone. The ozone production pathway due to aviation emissions is 1) volatile
organic compounds and carbon monoxide emitted from aircraft are oxidized, and
then 2) the resulting species react with NOx to form ozone [20]. It is understood
that exposure to ozone causes asthma, bronchitis, breathing difficulties, coughing,
irritation, and permanent lung damage [15]. The health impact caused by aircraft
emissions induced ozone is estimated to be about 4% to 8% of the impact from
aviation induced PM2.5 [10, 22] although this proportion on the health impact does
not include the effect of cruise emissions. This study focuses on the impacts on PM2.5.
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1.3 Motivation for Adjoint Sensitivity Analysis
Most studies on aviation’s air quality impacts in the last few decades focus on aircraft’s
landing and take-off (LTO) emissions, or emissions below 3,000 feet. However, a recent
study by Barrett et al. [1] shows that aerosols created from aircraft emissions above
3,000 feet have global health impact of about 8,000 premature mortalities per year.
Understanding that the health impact from emissions above 3,000 feet is two to four
times larger than the impact from LTO emissions, this thesis focuses on how emissions
in various regions, at both low and high altitudes, impact the ground level air quality,
thereby causing premature mortalities.
Furthermore, emissions at different geographical locations have different influences
on air quality. A study by Sequeira [23] indicates that the regional variability on the
health effects of aviation emissions are large. The aviation LTO emission induced PM
related mortalities in Los Angeles county are 18% of that of the US as a whole, and
43% of PM mortalities in the US occurs in ten counties with the highest PM-related
mortality incidences [24]. Moreover, using ultra low sulfur fuel in LA county alone
could reduce aviation LTO related mortalities by 10% [23]. It is valuable to quantify
this spatial variability.
Unlike other studies on intercontinental transport of aerosols and ozone that were
performed with forward model simulations, this thesis addresses it using the adjoint
model approach. Forward model analysis is source oriented, suited for a simulation
with more model responses than input parameters. Performing a forward simulation
tracks the changes in all model responses due to a single hypothetical perturbation
in an aircraft emission, as shown in the left side of Fig. 1-1. In contrast, an adjoint
simulation traces changes in a model response back to changes in all inputs, as shown
in the right side of Fig. 1-1. Adjoint model is receptor oriented, suited for a simulation
with more input parameters than responses.
In order to quantify the impact caused by aircraft emissions at various regions
using the forward sensitivity analysis, separate simulations must be run for each of
the regions. Each of the simulations perturbs the aviation emissions at one particular
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Figure 1-1: Forward and adjoint analyses
location, showing how emissions in the particular regions influence air quality at all
locations. In contrast, a single adjoint simulation can show how emissions at each of
the locations impact one output: the concentration change in a particular grid box or
a weighted sum of concentration changes in all grid boxes. For examples, a forward
simulation gives the outcomes associated with proposed emissions changes, and an
adjoint simulation shows what emissions reductions are needed to achieve an air qual-
ity objective. Thus, when finding the sensitivities of few outputs to many inputs, it is
more efficient to run adjoint simulations, rather than forward simulations. In order to
get sensitivities with respect to emissions at all locations, only one adjoint simulation
is required whereas the forward model requires N + 1 number of simulations, where
N is the number of grid boxes. Chapter 2 will further demonstrate the effectiveness
of running an adjoint simulation for studying how air quality in a region of interest
is changed by aircraft emissions in various regions.
1.4 Thesis Organization
The rest of this thesis is organized into three chapters.
Chapter 2 discusses the adjoint method and its usage in GEOS-Chem, a chemical
transport model (CTM) used to model the atmospheric chemistry and physics for this
thesis. A major contribution of this thesis is incorporating the component of aircraft
emissions in the forward and the adjoint models of the CTM, thereby deriving the
sensitivities of various metrics of air quality with respect to aviation emissions.
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Chapter 3 discusses the sensitivity results of adjoint simulations, showing the sen-
sitivities of air quality with respect to emissions. Increases in concentration of pol-
lutants and in population exposure to pollutants in receptor regions are traced back
to the source, aircraft emissions at all locations and altitudes. By providing source-
receptor matrices of aviation emissions to the air quality and health impacts, Chapter
3 demonstrates the varying degree of impact caused by emissions from different lon-
gitudes, latitudes, and altitudes. In addition to the spatial variation of sensitivities, a
temporal variation, including diurnal and seasonal cycles, in sensitivities is discussed.
Chapter 4 concludes this thesis and discusses what can be improved for future
studies. Potential future studies include 1) performing a principal component analysis
to find the meteorological influence on first-order sensitivities, 2) studying aviation’s
impact on aerosol optical properties, and 3) finding the sensitivities of climate impact
due to emissions. The chapter further discusses the policy implications of the sensi-
tivity data, explaining how adjoint sensitivities can assist in the design of pollutant
reduction policies.
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The word “adjoint” in mathematics means conjugate transpose. For a matrix with
real entries, its corresponding adjoint matrix is its transpose. Applying this nomen-
clature to a linear system is an intuitive example that shows why solving an adjoint
equation provides an efficient way of calculating the gradient with respect to input
parameters. For a linear system, Ax = y, relating the input x to the output y, the
adjoint equation is AT yˆ = xˆ, where xˆ = dJ
dx
notation refers to the gradient of the
objective function, J , with respect to the input variable, x. And yˆ = dJ
dy
denotes the
gradient of J with respect to y, the output. The objective function must be written
in terms of the output variable, or dJ
dy
should exist, to calculate the gradient of J with
respect to x.
How sensitive the output, y, is to perturbations in input, x, can be easily calculated
by carrying out the multiplication: Aδx = δy. Given the relationship between the
output and the objective function, J = yˆT δy, the change in an objective with respect
to changes in input parameters, x, can be found by




where the adjoint equation is xˆ = AT yˆ. Having xˆ has an advantage when calculating
29
multiple responses of applying different perturbations to x. Without it a full simu-
lation is required to see the change in the objective function for each perturbation
in x, but with the gradient information a simple multiplication of the gradient and
the perturbation gives the first-order approximation to the change in the objective
function.
For a system of partial differential equations (PDEs), there are two ways of deriv-
ing adjoint equations: 1) using a continuous adjoint approach and 2) using a discrete
adjoint approach. In the continuous adjoint approach, typically a nonlinear partial
differential equation is linearized, and then the linearized adjoint of the PDE is found,
which then gets discretized into an adjoint equation. In the discrete adjoint approach,
the nonlinear PDE is first discretized and then linearized, followed by derivation of
the adjoint equation. In Fig 2-1, the green arrows represent the continuous adjoint
approach, and the black arrows show the discrete adjoint path.
Figure 2-1: Discrete and continuous adjoint
Since the discrete adjoint approach uses the same discretization that the forward
model uses, the discrete adjoint matrix will be a conjugate transpose of its primal
matrix: A in Eq. 2.1. Unlike its discrete counterpart, the continuous adjoint scheme
computes the adjoint equation and discretizes the equation, causing the continuous
adjoint matrix to be different from the conjugate transpose of its primal matrix.
The continuous adjoint and discrete adjoint are consistent when the discretization is
sufficiently fine.
It is often easier to implement the continuous adjoint approach although boundary
conditions can complicate the process, and the continuous adjoint variable can be
easily interpreted since it has a physical significance. On the other hand, the discrete
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adjoint variable represents the exact gradient of a discrete objective function, having
an easier verification process. However, the discrete approach causes the code to be
long and inefficient and is often cumbersome to derive. There are more advantages
and disadvantages to these two approaches [25], but discussing them is beyond the
scope of this thesis. As it will be explained later, the continuous and discrete adjoint
methods can be used together.
2.1 Advantages of Adjoint Analysis
Solving for an adjoint equation entails changing the order of matrix-matrix and
matrix-vector operations, as shown in Fig. 2-2. This figure depicts a simulation
with N time steps, and each time step involves a multiplication with a matrix A. The
quantity of interest, J , is a direct function of ~xN , and its sensitivity derivative to ~x1
































Figure 2-2: Order of operations for forward method versus adjoint method
Let A be m×m matrix, x be vector of m entries, and J be a scalar. Multiplying
from the left to right needs N − 2 matrix-matrix multiplications and 1 matrix-vector
multiplication, which requires O(m3) operations. However, multiplying from right to
left needs N − 1 matrix-vector multiplications, or O(m2) operations. Thus, running
an adjoint simulation, or multiplying from the right, is computationally more efficient.
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Traditional forward model analysis is source oriented, comparing two simulations
with and without an input, or aviation emissions in this case. A benefit of this
approach is being able to see how model outputs in all regions are impacted due to a
perturbation in an input. However, if there are more inputs than outputs, it becomes
increasingly difficult to run using the forward analysis. This thesis focuses on the
output, or the objective function, of PM concentration change in different continents
and the entire world. In order to study how emissions from different location impact
the air quality, emissions at each of the locations have to be a separate set of inputs,
thus requiring many numbers of runs. The adjoint analysis traces backward from the
change in PM concentrations to emissions and allows us to see the sensitivity of PM
concentrations to emissions at all locations and times in an efficient manner.
2.2 GEOS-Chem, a Chemical Transport Model
In atmospheric science, the adjoint analysis is widely used, but primarily for data
assimilation and not for sensitivity studies. There has been no prior work focusing on
a long-term global scale sensitivity analysis. This is because most emission studies
show their relationship with the local air quality. Most of emissions are at the sur-
face, not having large impacts outside their emitted regions. For aviation emissions,
however, about 90% of total emissions are emitted above 3,000 feet and are likely
to cause intercontinental air quality impacts. Therefore, it is important to see the
intercontinental effects by running simulations that span long period.
Global atmospheric simulations was perforemd with GEOS-Chem, a global tropo-
spheric chemical transport model. It uses the assimilated meteorology data from the
Goddard Earth Observing System of the NASA Global Modeling and Assimilation
Office. For this chemical transport model, the adjoint model implementation is widely
used [26, 27]. Using the adjoint code of GEOS-Chem, studies have been conducted on
data assimilation and also on sensitivities of atmospheric composition to emissions.
As mentioned earlier, these sensitivity studies were based on local air quality and local
emissions for few week period. Unlike previous studies, this thesis extends the length
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of simulations for the adjoint studies to capture the intercontinental transporting
mechanisms.
2.2.1 GEOS-Chem and GEOS-Chem Adjoint
GEOS-Chem and its adjoint model with the standard NOX-OX-hydrocarbon-aerosol
simulation were used for this research. This tropospheric chemistry mechanism
includes the gas-phase chemistry of about 90 chemical species and other aerosol
chemistries. The gas-phase chemistry is solved by Kinetic PreProcessor (KPP) [28],
and sulfate-nitrate-ammonium thermodynamic equation is calculated by MARS-A,
an inorganic aerosol thermodynamic equilibrium module [29, 30, 31]. The 90 chem-
ical species are lumped together as tracers that are listed in Table D.1 to expedite
the simulation for non-chemistry modules that do not require separate treatment for
individual species.
The results from NOX-OX-hydrocarbon-aerosol simulation of GEOS-Chem have
been validated with networks of observations from different sites [32, 33, 34]. Many
studies used the results based on the model’s simulation of aerosol and ozone chem-
istry, some of which incorporate intercontinental transport [35, 36].
Unlike its use of a comprehensive chemistry module in troposphere, GEOS-Chem
implements a simplified stratospheric chemistry used to model the boundary condi-
tion of the upper troposphere. The stratospheric chemistry is modeled by a linearized
ozone (LINOZ) scheme, which implements the first order Taylor expansion of the re-
lationship between ozone mixing ratio, temperature, and overhead ozone column [37].
Using only one tracer, LINOZ models the cross-tropopause flux and ozone gradient
near tropopause. Because a significant portion of aviation emissions is emitted in
the lower stratosphere, having a more complex stratospheric chemistry model may
improve the result of the analysis in this thesis.
The adjoint model exists for GEOS-Chem using combination of discrete and con-
tinuous adjoint, developed in the last decade. Its sensitivity results were validated
with the comparison with forward model’s finite difference for each of the modules
separately and all modules together [27, 26]. Using adjoint of GEOS-Chem, the source
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of inorganic PM2.5 and ozone precursor emissions in the US and other regions have
been mapped by the inverse modeling using the adjoint of GEOS-Chem [38, 39, 40].
As shown in Fig. 2-2, the adjoint simulation changes the order of operations.
Thus, it runs backward in time from the last time step to the first time step. Fig. 2-3
shows the modules of GEOS-Chem in each of the time steps. First, it runs forward
in time while saving checkpoints, and then it runs backward in time using the adjoint
modules shown on the right side of Fig. 2-3.
Figure 2-3: GEOS-Chem forward and adjoint modules
There exists a difficulty stabilizing the adjoint code because the adjoint code was
not built in parallel with the forward code. Running GEOS-Chem, the chemistry
and transport module frequently brings the mass of chemical species to be slightly
negative because of the approximations in the numerical schemes. When the mass
becomes negative, the forward model sets the value zero, preventing the mass from
being numerically unstable. This is a reasonable treatment because the mass of a
chemical specie is always positive. The adjoint sensitivity values, nevertheless, can
be negative, meaning that an increase in emissions of some species in certain regions
could decrease the PM concentration. For this reason, adjoint solutions cannot be
stabilized by setting negative values to zero. Our way of preventing divergence of the
adjoint solution was running with more stringent tolerance limits and smaller time
steps in the KPP chemistry solver.
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2.2.2 Aircraft Emissions Inventory
The inventory for aviation emissions used in this thesis was created by the US De-
partment of Transportation John A. Volpe National Transportation Systems Center
using Aviation Environmental Design Tool(AEDT)[41, 42] This inventory estimates
the total amount of global fuel burn (FB) in 2006 to be 1.88× 1011 kg. The detailed
breakdown of emissions is given in Table 2.2. The receptor regions, where the ob-
jective functions of pollutants and population exposure are considered, are defined
using the grid boxes of GEOS-Chem and are shown in Fig. 2-4. The coordinates of
the regions are listed in Table 2.1
Figure 2-4: Regions considered in this thesis
Table 2.1: Coordinates of regions used in this thesis
US NA EU ASIA
Lon (-127.5, -72.5) (-127.5, -52.5) + (-172.5, -127.5) (-12.5, 64) (67.5, 152.5)
Lat (28, 44) (12, 80) + (48, 76) (36, 63) (-12, 56)
Table 2.2: Yearly full flight emissions in various regions
Fuel Burn NOX SOX HC CO BC OC
(×1010 kg) (×108 kg) (×107 kg) (×107 kg) (×108 kg) (×106 kg) (×106 kg)
US 4.28 5.42 5.20 3.30 2.30 1.57 0.88
NA 6.51 8.52 7.89 4.51 3.07 2.37 1.33
EU 3.34 4.64 4.05 1.74 1.35 1.20 1.33
ASIA 3.94 6.06 4.78 1.59 1.13 1.41 0.91
World 18.8 26.6 22.8 9.78 6.79 6.81 4.50
Compared to the global aviation fuel burn, 73.4% of global emissions are emitted
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in Europe, Asia, and North America. This thesis will focus on emissions in those
regions.
To clarify the terms being used in this thesis, emissions are attributed by location
of emission. For example, North American emissions refer to emissions in the air
above the geographical region of North America. It should not be interpreted as
emissions by North American carriers, emissions by planes departing from or arriving
at North America, or emissions in the airspace of the region. The same applies to
other emissions of different continents or countries.
In Table 2.3 the percentage of landing and take-off emissions in the world are
shown, as a fraction to total emissions. As mentioned earlier, about 90% of fuel is
burnt at above 3,000 feet, and similar proportions of NOX, SOX and BC are emitted
at above 3,000 feet. But for HC, CO, and OC, about 40% is emitted in the LTO phase
because these emissions are associated with low thrust operations such as taxing.
Table 2.3: Percentage of LTO emissions over total aircraft emissions in the world
Fuel Burn NOX SOX HC CO BC OC
11.5% 9.9% 11.5% 44.7% 40.4% 14.4% 40.6%
2.2.3 Improvement to GEOS-Chem Adjoint
Prior to this thesis work, adjoint simulations using GEOS-Chem spanned for a few
days to a few weeks. Because the work in this thesis requires extending the simulation
time to seventeen months as will be shown, extensive modification and testing of
the code was necessary. Several errors, including a mathematical one and simple
coding errors, were discovered and fixed during the testing. Although the errors did
not surface during shorter simulations of others, they caused numerical instabilities
in longer simulations, causing sensitivities to diverge to infinity. These bugs were
reported, and the corrections were made together with the developers.
For example, a mathematical correction to the code is applying the appropriate
conversion between the continuous and discrete adjoint variables. Continuing the
earlier discussion of the continuous and discrete adjoint method in the beginning of
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this chapter, it is possible to mix the two in computations. This must be done carefully
when converting from one to another. The discrete and continuous adjoint variables
may not represent the same physical quantity, thus may have different values and
units. Converting from one to another requires a multiplication or division by a grid-
dependent factor, as explained in more detail in Appendix A. This topic is rarely
discussed in literatures, perhaps due to the rare exploitation of mixing two types
of adjoint methods. GEOS-Chem Adjoint uses continuous adjoint for its transport
module and discrete for the rest of the modules. Without the use of appropriate
conversion between the discrete and continuous adjoint variables, the code erroneously
produced high sensitivities in the polar regions, where the grid size is smaller.
Running an adjoint simulation of GEOS-Chem takes about 2.5 times longer than
what it takes to run its forward counterpart [27]. This is because it involves running
the forward model and the adjoint model, where checkpoints are saved and read,
respectively. The adjoint model requires the values of variables of the forward model
at every timestep, thus the forward model must write the variables to checkpoints
and the adjoint model must read from them. One year of simulation requires about
3TB of storage for checkpoints and 1TB of storage for adjoint sensitivities. This
input and output intensive task required large transfer between computing nodes and
data storage nodes, which is the bottleneck in the analyses. One improvement made
by this work was decoupling the forward and the adjoint simulations. The forward
model was only run once to produce checkpoints, and all of adjoint simulations read
in the same checkpoint files. Decoupling reduced the time of simulation to one-half,
having a running time comparable to the forward model.
Another addition to the code is flexible specification of the objective function.
The adjoint code was written to use the sum of tracers as an objective function. As
explained earlier, the adjoint solutions give sensitivities of a scalar objective. Because
of the lack of grid specific information, sensitivities cannot be post-processed into
sensitivities of another objective function. For example, sensitivity of the sum of
PM concentration cannot be post-processed to sensitivity of the sum of population
exposure to PM. Thus, in order to calculate how much people are exposed to PM
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due to aircraft emissions, the model must pre-multiply population information to the
objective function. The modified code reads in a weight file that can be pre-multiplied
to the objective function, and as a result, changing the objective function is an easy
task.
2.2.4 Verification of the Adjoint Model in GEOS-Chem
Although detailed verification can be found in Henze et al. [27] and Singh et al. [26],
additional verifications of the model specific to sensitivities of PM with respect to
aviation emissions are performed. To verify the adjoint sensitivities completely, the
number of simulations required to run equals the number of grid boxes multiplied
by the number of emissions species. As performed in pervious papers [27, 26], finite
difference sensitivities and adjoint sensitivities are compared without turning on the
horizontal transport module. By isolating each vertical stack of grids, the required
number of simulations is reduced to the number of emissions multiplied by the number
of PM species. This provides an efficient verification process of modules other than the
horizontal transport, testing chemistry, convection, deposition, and emissions. And
the horizontal transport was verified independently by running additional simulations
without the use of other modules.
Verification of Non-horizontal Transport Modules
Fig. 2-5 and 2-6 show finite difference sensitivities versus adjoint sensitivities. There
are a total of 5 aerosol components (NH4
+, SO4
2-, NO3
-, BC, OC) and 6 emission
sources (NOX, SOX, CO, HC, BC, OC), totaling 30 sensitivity comparison plots.
The comparisons of sensitivities shown here were done with one-week simulations,
not with 17 months. However, noting that changing in length of the run from one
day, one week, one month to three months did not change how accurate the adjoint
simulation is measuring the sensitivities, sensitivity comparisons for the 17-months
simulation are expected to be similar.




































































































Figure 2-5: Adjoint vs finite difference results for kg·hr of aerosol produced due to
aircraft NOX, SOX, and HC emissions
values are listed in the following Table 2.4 and 2.5. It is shown that adjoint sensitivity
values are very close to finite difference values, with exceptions of aerosols created by
















































































































Figure 2-6: Adjoint vs finite difference results for kg·hr of aerosol produced due to
aircraft CO, BC, and OC emissions
tion of primary PM would changes secondary particulates whereas the adjoint model
calculates no change in secondary PM due to primary PM emissions. This discrep-
ancy occurs because of the absence of aerosol optical module in the adjoint model.
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As mentioned previously, the adjoint model was developed as particular modules are
needed, so GEOS-Chem Adjoint does not include all modules found in the forward
model. Nevertheless, the changes in secondary PM caused by primary PM are about
two orders of magnitude smaller than ones caused by NOX and SOX emissions.
Table 2.4: Slope of linear regression line for forward difference sensitivities versus
adjoint sensitivities
NOX SOX HC CO BC OC
NO3
- 0.951 0.993 0.959 0.982 - -
SO4
2- 1.002 0.990 0.987 0.990 - -
NH4
+ 0.949 0.948 1.001 0.981 - -
BC - - - - 1.000 -
OC - - - - - 1.001
Table 2.5: r2 of linear regression line for forward difference sensitivities versus adjoint
sensitivities
NOX SOX HC CO BC OC
NO3
- 1.00 0.99 0.92 1.00 - -
SO4
2- 1.00 1.00 0.99 1.00 - -
NH4
+ 1.00 1.00 0.97 1.00 - -
BC - - - - 1.00 -
OC - - - - - 1.00
Verification of the Horizontal Transport Module
The transport module was tested using one-month simulations. The testing on an
one-month simulation is expected to be similar to a testing on a longer period because
most of the aerosols will be deposited in one month, thus does not accumulate impacts
for longer period. Black carbon was considered for this testing since black carbon
does not chemically react with other species in GEOS-Chem’s chemistry module.
Two forward runs were performed: one reference run and another run with extra 100
kg/hr of black carbon emissions in the regions noted in the first column of Table 2.6.
Then the change in black carbon in the US surface level is compared to adjoint results.
In order to reduce the effect of discrete addition, addition of black carbon emissions
was based on a three dimensional Gaussian distribution.
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Having a Gaussian perturbation gave a better result than adding a constant
amount of black carbon to several grid boxes. This suggests that when the grid
is refined and when the perturbation is in a continuous fashion, the results from finite
difference and adjoint simulations will match with better accuracy.
This is one of the reasons why the north pole’s finite difference and adjoint sensi-
tivities have such a large discrepancy in Table 2.6. This difference can be reduced by
using a finer resolution. The next finer grid resolution in GEOS-Chem is 2◦ × 2.5◦,
and running on this resolution requires 4 times the computational resources. Noting
that winds are predominantly westerly in the latitudes of interest and we consider
intercontinental impacts of emissions, a 4◦×5◦ grid gives an adequate approximation.
Table 2.6: Comparison of forward difference and adjoint sensitivities for the transport
module
Region of emissions Forward Difference Adjoint Difference
(kg · hr) (kg · hr) ( % )
LTO emissions in Europe 1.24× 101 1.45× 101 15.61
Cruise emissions in Europe 1.83× 103 1.68× 103 8.55
LTO emissions in North Pole 1.03× 103 1.57× 103 41.54
Cruise emissions in North Pole 2.37× 103 2.32× 103 2.13
Cruise emissions in Asia 1.71× 103 1.63× 103 4.79
LTO emissions in South of Alaska 2.04× 103 1.92× 103 6.06




In this chapter, sensitivities of surface PM concentration and population exposure to
PM to aircraft emissions are discussed. All simulations are run from April 1, 2006 to
March 31, 2007 on a 4◦ of latitude by 5◦ of longitude horizontal grid resolution with
GEOS5 vertical resolution. The first section discusses the definition of sensitivities,
the second section shows the spin-up period that is required to capture the full impact
of aircraft emissions, the third section discusses the methods for premature mortality
calculations, and the rest of the chapter discusses the simulation results.
3.1 Definition of Sensitivities
Before discussing the sensitivity results, this section describes what sensitivities rep-
resent and how to compute the air quality or health impacts. There are two parts in
each sensitivity metric: the cost function that is sensitivity of (or the numerator in
the sensitivity) and the source that is sensitivity to (or the denominator in the sen-
sitivity). For example, in the sensitivity of PM concentration to aviation emissions,
the cost function is PM concentration and the source is aviation emissions.








where pm is the concentration of PM at spatial location, s, and time, t. V is the total
volume of the domain of the objective function, and T is the length of the simulation.
The subscript r in Eq. 3.1 and 3.2 represents the time and region of the receptor, or
the objective function, and the subscript s in Eq. 3.3 represents the region and time
of the source. In this case, the objective function is the PM concentration averaged
over a one-year period.
















is the sensitivity of the objective function to the emission of chemical
species k, calculated by the adjoint simulation, and ck(s, t) represents the emission
density of specie k at location s and time t. The integrals in Eq. 3.2 are integrations
over space and time where the cost function is considered, and the integrals in Eq. 3.3
are integrations over volume and time where emissions are considered.
Changing the above continuous notations to discrete notations, the sensitivities
are given as three-dimensional spatial matrices or as four-dimensional spatial and
temporal matrices. As indicated in Eq. 3.4, the inner product of a sensitivity matrix,
shown in Fig. 3-1a, and an emission matrix, shown in Fig. 3-1b, calculates the change




, δC >= δJ (3.4)
where ∂J
∂C
is sensitivities of the objective function to 1kg of chemical species and δC
is the emissions in kg in this discrete equation.
3.1.1 Interpreting Sensitivity Plots in this Thesis
Sensitivities, dJ
dc(s,t)
, represent the amount of PM created averaged over the receptor





(a) Sensitivities (in µgm−3/kg hr−1)
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Figure 3-1: Sensitivities of global surface PM concentration to NOX emissions (in
µgm−3/kg hr−1) and global aircraft NOX emission rate (in kg hr
−1) averaged over all
altitudes: Inner product of two matrices gives the change in PM concentration (in
µg/m3) due to aircraft NOX emissions
spatial sensitivity plots in this thesis are averaged over time of emissions, representing
the annual average of PM concentration at the surface of a receptor location due to
1 kg/hr of emissions at the emitted location. For example, in Fig. 3-1a emitting 1
kg/hr of NOX for one year spread over the vertical space of Santiago, Chile, increases
the annual average of global PM concentration by 9 × 10−8µg/m3. To show the
three dimensional sensitivities, many of plots, including ones in Appendix B, average
sensitivities in altitudes, latitudes, or longitudes. As an example, sensitivities in
Fig. 3-1a are averaged over all altitudes.
3.2 Spin-Up Period
The spin-up period is a time frame introduced to capture the complete impact of
emissions on air quality. There is a time lag between when an aircraft emits primary
PM and PM precursors, formation of PM in the ground layer of the receptor region,
and removal of PM from the atmosphere. This time lag is shown in Fig. 3-2. Without
the spin-up period, the impact of emissions emitted towards the end of a simulation
will not be fully counted into the sensitivity. For example, if particulates last one
week in a certain situation, sensitivity of primary PM emitted one day before the
ending time will represent roughly one-seventh of its sensitivity. In this case, the
45
objective function, or sum of particulate matter, is summed only for one day rather
than seven days.
Figure 3-2: Explanation of spin-up period
To avoid this underestimation, we need to run a spin-up period at the end for the
adjoint simulation, or in the beginning of the simulation for the forward model. To
determine how long it takes from emission to formation and removal of PM, seven
simulations were run. These simulations all start from the same time, January 1,
2006, and end at different times, having the simulation time from one month to
seven months at one-month intervals. The simulations were run with full flight global
aviation emissions.
Fig. 3-3 shows the sensitivities of surface PM concentration in the US with
respect to global aircraft emissions for the different lengths of the run. For a one-
month run, sensitivities to emissions are smaller than longer runs even in the same
interval because PM lasts longer than simulation time of one month. To compare the
values of the different lengths, sensitivities of surface PM concentration in the US in
the first month were compared.
If we consider the time after one month as a spin-up period, a one-month simula-
tion has no spin-up period, a two-month simulation has a one-month spin-up period,
and likewise, a seven-month simulation has a six-month spin-up period. Considering
that the sensitivities of six month spin-up period as reference sensitivities (six months
period is a long enough time for the formation and removal of PM), sensitivities of
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(a) Sensitivities to 1kg of emission



















5 Month of Spin−Up
4 Month of Spin−Up
3 Month of Spin−Up
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0 Month of Spin−Up
(b) Ratio of sensitivities using various spin-up pe-
riods to sensitivities with a six-month spin-up pe-
riod
Figure 3-3: Comparison of different spin-up periods of the sensitivities of surface PM
concentration in the US to global aircraft emissions
each simulation are divided by the reference sensitivities. These ratios are shown in
Fig. 3-3.
It is shown that sensitivities without a spin-up period are about one-half of the
reference sensitivities. Also, a five-month spin-up period creates sensitivities within
0.1 percent deviation from the reference sensitivities. This means that 99.9% of
particulates are scavenged within six months after when the precursors or primary
particulates are emitted in GEOS-Chem simulations. Also we can see that about
95% of PM will be removed from atmosphere within four months of its emission. The
average of the ratios for each month is plotted in Fig. 3-4. The ratios calculated
in Fig. 3-4 are the impacts on the last month before the spin-up period. However,
since these undervalued sensitivities only occur at the end of simulation, the under-
estimation for the annual impact is much smaller. For example, with a twelve-month
simulation without spin-up period, the last, the second to the last, the third to the
last months calculates, 48%, 74%, and 89% of total impact, respectively. On average,
having no spin-up period computes 92% of the annual impact. For the calculation
of sensitivities in time, having 48% of the impact calculated in the last month and
the full impact in the first several months brings challenge. Therefore, all simulations
in this thesis use seventeen months: twelve-month simulation period and five-month
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Figure 3-4: Ratio of impacts in the last month captured from simulations with dif-
ferent spin-up periods compared to a simulation with a six-month spin-up period
spin-up period.
3.3 Premature Mortality Calculation
For PM related mortalities, the following concentration-response function (CRF) is
used. This is the work of Barrett et al. 2011, which is a forthcoming paper to be
published as “Public health, climate, and economic impacts of desulfurizing jet fuel”,




[βCP fk,30+ Pi,j4χi,j B
CP
k + β






[(βCP BCPk + β
LC BLCk ) fk,30+ Pi,j4χi,j]
(3.5)
In the equation, k = k(i, j), which is the function of i and j, is the country of interest,
fk,30+ is the fraction of population over the age of 30, and β is the risk coefficients that
shows the fractional increase in mortality given one µg/m3 increase in PM.4χi,j is the
change in PM2.5 concentration in µg/m
3, Bk is the baseline incidence rate of mortality
in the country k, and Pi,j is the number of population exposed to PM. The superscripts
CP and LC denote cardiopulmonary disease and long cancer, respectively. Table 3.1
summarizes the baseline incidence rates and fraction of population over the age of 30
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in various regions used in this study.
Table 3.1: Baseline incidence rates and fraction of population over the age of 30
US NA EU Asia World
BCP (×10−3) 2.48 2.48 3.48 2.31 2.47
BLC (×10−3) 0.55 0.55 0.42 0.19 0.21
fk,30+ 0.59 0.59 0.59 0.47 0.46
Pop (billion) 0.27 0.50 0.55 3.60 6.44
Numerous studies, including Harvard Six Cities Study and American Cancer So-
ciety (ACS) studies, draw an association between long-term exposure to PM2.5 and
mortalities. These studies determine the risk coefficients for all cause mortalities
ranging from 0.1% to 3.2% per 1µg/m3 [16]. A linear relationship is assumed for
mortalities and long-term exposure.





Lung cancer 1.4 2.7
The risk coefficient for all-cause mortalities are less likely to be uniform in the
world than the risk coefficients for cardiopulmonary disease and lung cancer. Instead
of using the all-cause mortality risk coefficient, this thesis uses risk coefficients for
cardiopulmonary disease and lung cancer. The coefficients for cardiopulmonary and
long cancer have not been clearly defined with its uncertainties. Thus, cardiopul-
monary and lung cancer risk coefficients are calculated from the risk coefficients for
all-cause mortality, which is assumed to have the shape of the Weibull distribution
with mean value of 1.06%.
It is assumed that the total premature mortalities from pollutants equals the sum
of the premature mortalities from lung cancer and cardiopulmonary disease caused




CP BCPkUS + β
LC BLCk US. (3.6)
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In order to calculate the risk coefficients for lung cancer and cardiopulmonary
disease, this thesis uses the ratio between the two, γ = U(1.4,2.7)
U(0.9,2.8)
, calculated by applying











and βLC = γβCP are calculated and applied to Eq. 3.5.
With the distributions and parameters mentioned above, this thesis performs Monte
Carlo analysis of mortality calculation for the uncertainty quantification.
3.4 Regional PM Exposure due to Intercontinen-
tal Effects
This section presents the intercontinental effects of aircraft emissions on the changes
in PM concentration and population exposure to PM. The impacts of LTO emissions
are first discussed, followed by the impacts of full flight emissions. These impacts on
air quality and the health of the exposed population show the importance of studying
the long-range transport of aerosols and their precursors emitted from aircraft.
3.4.1 Landing and Take-off Emissions
Various studies demonstrate the impact of landing and take-off emissions [43, 24, 10,
23, 44, 7, 8]. By giving comparisons, this part of the thesis discusses the impacts of
LTO emissions on air quality and health of several regions.
Direct and Indirect Effect of Emissions
How aircraft emissions impact the air quality can be seen by looking at the sensitivi-
ties, shown in Fig. 3-5. The sensitivities to primary PM emissions in Fig. 3-5 are only
visible immediately around Europe, indicating that primary PM of LTO emissions
has a direct impact on their emitted regions but not beyond it. In contrast, sensitiv-
ities to CO are non-zero in the north hemisphere. This is because CO emissions have
an indirect, hemispheric effect to PM formation by increasing the ozone concentra-
tion in the hemisphere. Increasing ozone concentration increases the concentration of
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hydroxyl radical, thereby increasing oxidation of NOX and SOX. However, because
CO competes with NOX and SOX for oxidizants, the direct, short-term influence on
their emitted location is decreasing PM concentrations. For NOX and SOX emissions,
sensitivities spread out to a larger domain around Europe, but not to an hemispheric
extent. One difference is sensitivities to NOX follow the upsteam wind direction and
sensitivities to SOX is more evenly spread around Europe.
 
 
−4 −2 0 2 4
x 10−6
(a) Sensitivities to NOX
 
 
−1 −0.5 0 0.5 1
x 10−6
(b) Sensitivities to SOX
 
 
−1 −0.5 0 0.5 1
x 10−8
(c) Sensitivities to CO
 
 
−6 −4 −2 0 2 4 6
x 10−6
(d) Sensitivities to primary PM
Figure 3-5: Sensitivities of surface PM concentration (in µg/m3) in Europe with
respect to 1 kg/hr of various ground level emissions (in µgm−3/kg hr−1)
How emissions impact air quality in Europe can be extended to other regions. For
example, Fig. 3-6 shows how the ground level NOX emissions impact air quality in
different regions. It is shown that NOX emissions impact the PM concentration in
the vicinity of their emitted region following the downstream wind direction.
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(a) Sensitivities of PM in North America
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Figure 3-6: Sensitivities of surface PM concentration in various regions with respect
to ground level NOX emissions (in µgm
−3/kg hr−1)
Intercontinentnal Source-Receptor Matrices for LTO emissions
Using the sensitivities calculated from GEOS-Chem Adjoint, the impacts of LTO
emissions in source regions to receptor regions are found. Table 3.3 shows that about
91% to 98% of the PM concentration increase is caused by the emissions in its own
receptor region. With these values of concentration increase, population exposure
to PM cannot be quantified because population distributions of the regions are not
constant. To see the health impact, the source-receptor matrix for population expo-
sure to PM concentration increase is separately calculated and is shown in Table 3.4.
Brunelle-Yeung mentions that her study of the impact of aviation emissions on the US
air quality can be improved by including the emissions from Canada and Mexico [43].
The population exposure to PM concentration increase in Table 3.4 shows that 94.3%
of LTO emissions’ impact on the US comes from the US and 4.8% comes from other
parts of North America.
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Table 3.3: Impact of LTO emissions in source regions on surface PM concentrations












US NA EU Asia World
US 4.50 1.07 0.22 0.04 0.12
NA 4.84 1.53 0.29 0.06 0.17
EU 0.02 0.02 18.92 0.07 0.41
Asia 0.02 0.01 0.06 2.02 0.26
World 4.89 1.56 19.54 2.21 0.95
Table 3.4: Impact of LTO emissions in source regions on population exposures to PM












US NA EU Asia World
US 2.33 2.49 0.24 0.66 3.47
NA 2.45 3.34 0.33 0.93 4.71
EU 0.01 0.01 21.59 0.70 23.42
Asia 0.01 0.01 0.07 31.13 31.33
World 2.47 3.37 22.10 33.66 62.21
Looking at Table 3.5, there approximately 2,000 premature mortalities in the world
due to aircraft LTO emissions in one-year. Most of the mortalities are concentrated
in Europe and Asia, including 1,360 and 1,030 premature mortalities, respectively.
The number of premature mortalities in the world is calculated to be lower than
the combined number of mortalities in Europe and Asia. This is because the global
premature mortalities are calculated by applying globally averaged values for the
fraction of population over the age of 30, fk,30+, and for the baseline incidence rates,
B, whereas each of the regions uses its own regions’ specific values. The coefficients
used in this thesis are presented in Table 3.1. It is possible to use country specific
coefficients for CRF using the adjoint simulation, but it must be done prior to running
a simulation. As mentioned in Chapter 2, an objective function of the adjoint method
is a scalar. So it is not possible to post-process the grid specific information. Thus,
the adjoint simulation must find sensitivities of an objective function (coefficients
pre-multiplied population exposure) for the accurate mortality calculation.
Total mortalities in the US are computed to be 210 by Masek [44] whereas adjoint
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Table 3.5: Impact of LTO emissions in source regions on premature mortalities in












US NA EU Asia World
US 110 120 20 20 110
(40, 200) (50, 220) (10, 30) (10, 40) (40, 210)
NA 120 160 20 30 150
(50, 220) (60, 290) (10, 40) (10, 50) (60, 280)
EU 0 0 1320 20 750
(0, 0) (0, 0) (510, 2430) (10, 40) (29, 1390)
Asia 0 0 0 960 1010
(0, 0) (0, 0) (0, 10) (370, 1770) (390, 1870)
World 120 160 1360 1030 2000
(50, 220) (60, 300) (530, 2500) (400, 1910) (780, 3700)
simulation gives 110. The RSM and GEOS-Chem Adjoint models have many differ-
ences: 1) chemical transport models (CTM), 2) concentration-response functions 2)
background emissions, 3) aviation emissions inventories, and 4) grid sizes.
The work of this thesis found less change in the PM concentration while predicting
larger number of mortalities. A factor might be the use of different CRFs. Smaller
mortalities could also be attributed to due to the coarse sizing of the grid. Having
a larger grid gives smoothed-out peak of people exposed to pollution in large cities,
which in turn causes smaller mortalities.
3.4.2 Cruise Emissions
Whereas LTO emissions only have local air quality impacts, emissions above 3,000
feet increase PM concentrations both in their emitted regions and in regions away
from their emissions. Emissions at cruise altitudes get transported following the
downstream wind direction, causing the long-range transport of particulate matter
and PM precursors. Fig. 3-7 plots sensitivities of PM concentration in various regions
to cruise emissions. It can be seen that sensitivities vary from region to region but
the variation is comparatively smaller than the one of LTO emissions. Sensitivities
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Figure 3-7: Sensitivities of surface PM concentration in various regions with respect
to cruise level NOX emissions (in µgm
−3/kg hr−1)
Streamline of Wind Transporting the Pollutants
Fig. 3-8 plots sensitivities of the US PM concentration to NOX emissions and shows
the plume of sensitivity rising to north west of the US. A sensitivity plot shows how
much emissions in various regions affect PM concentration in a receptor location, and
Fig. 3-8 shows emissions in north west increases PM concentration in the US more
than emissions in other regions. As discussed earlier, because of the westerly wind in
the mid latitudes, emissions west of the receptor region influences the US.
Furthermore, sensitivities north of the receptor region is larger because of the
meridional circulation, which is explained in Fig. 3-9 [1]. The meridional circulation
in the mid-latitudes carries the aircraft emissions south, thus increasing PM concen-
tration south of emitted locations. The figure shows the distribution of aircraft fuel
burn and black carbon at the surface level.
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Figure 3-8: Sensitivities of surface PM concentration in the US due to 1kg/hr of NOX
emissions (in µgm−3/kg hr−1)
Intercontinentnal Source-Receptor Matrix for Full Flight Emissions
As what is analyzed for LTO emissions, the impact from full flight emissions are an-
alyzed. Table 3.6 gives the PM concentration change due to total aircraft emissions,
and Table 3.7 gives population exposure to PM concentration changes. The compar-
ison of this adjoint simulation for global full flight emissions is done with Barrett et
al. [1].
Table 3.6: Impact of full flight emissions in source regions on surface PM concentra-












US NA EU ASIA World
US 8.32 2.80 6.74 3.56 1.20
NA 10.24 4.16 10.37 5.51 1.85
EU 2.02 1.03 28.91 3.78 1.55
ASIA 2.00 1.06 5.18 6.12 1.26
World 16.68 7.54 50.89 19.68 6.08
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Figure 3-9: Streamline of wind and the transport of PM from aircraft emissions [1]
Table 3.7: Impact of full flight emissions in source regions on population exposures












US NA EU ASIA World
US 3.76 4.56 7.91 52.39 69.23
NA 4.44 6.44 12.13 80.16 105.50
EU 0.74 1.09 32.64 52.86 93.32
Asia 0.71 1.21 6.23 91.30 102.00
World 6.75 10.15 58.43 283.90 376.60
The global mortalities are computed to be 12,600 with the 95% confidence inter-
val of (6000, 19900) in Barrett et al. and 12,150 with the 95% confidence interval of
(4820,22370) in this study [1]. These values are consistent with less than 20% dif-
ference. Albeit many differences in the model, such as 1) the use of different CRFs,
2) applying averaged population over the age of 30 and baseline incidence rate for
global objective function, 3) different year of simulation, consistency in the number
of mortalities is excellent.
The number of mortalities in each of the regions are also consistent. The mortal-
ities in the US in this study are about 30% smaller and mortalities in other regions
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Table 3.8: Impact of full flight emissions in source regions on premature mortalities












US NA EU Asia World
US 180 220 490 1620 2240
(70, 330) (90, 400) (190, 900) (630, 2990) (880, 4130)
NA 210 310 750 2470 3400
(80, 390) (120, 560) (300, 1370) (980, 4530) (1340, 6230)
EU 20 50 2010 1630 3010
(10, 40) (20, 100) (790, 3700) (640, 3010) (1170, 5550)
Asia 30 60 380 2830 3300
(10, 60) (20, 110) (100, 710) (1100, 5210) (1280, 6090)
World 320 490 3600 8760 12150
(130, 590) (190, 890) (1430, 6610) (3470, 16130) (4820, 22370)
are higher than ones from Barrett et al. These discrepancies may come from using
different concentration response functions and different coefficients because there are
uncertainties associated with CRFs and the coefficients.
In Table 3.8, it is shown that more than a half of the premature mortalities caused
by aircraft emissions in North America and Europe are caused by emissions in their
own regions. However, in Asia less than a third of the mortalities is caused by its
own emissions. The last column of Table 3.8 shows the premature mortalities that
the region causes and the last row gives aviation induced mortalities occurred in each
of the regions. Compared to the number of mortalities North American emissions
cause, the premature mortalities in North America due to global aircraft emissions
are about an order of magnitude smaller. The number of mortalities in Europe is
similar to what the emissions in the region cause; however, Asian mortalities are two
to three times larger than total mortalities caused by Asian aircraft emissions.
Using the term from Barrett et al. [1], North America is a net exporter of pol-
lution and Asia is a net importer of pollution. This is because of the mean winds
in the regions, explained in the earlier section. In the mid-latitudes, westerly winds
carry North American emitted pollutants to Europe over the Atlantic Ocean and Eu-
ropean emissions to Asia. However, emissions in Asia do not reach North America
because PM and its precursors are washed out in inter-tropical convergence zone. In
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lower latitudes, the prevailing wind direction is from east to west. Therefore, the
Asian emissions in low latitudes get carried to west, increasing the European PM
concentration, but not as large as the impcat of European emissions on Asian air
quality.
3.4.3 Comparisons between LTO and Cruise Emissions
This thesis shows LTO emissions’ impact is about 10 to 40% of total aircraft emissions
impact depending on the regions, and this value is consistent with 20 to 30% as shown
in Barrett et al. [1]. In addition, a report to the European Commission, comparing
the European LTO and non-LTO emissions, indicates that the contribution from
LTO and non-LTO emissions on PM concentration change at the surface of Europe
is about 50% [45]. This is consistent with the result from this thesis, estimating non-
LTO emissions’ impact in Europe to be approximately 60% of the impact of total
aircraft emissions.
3.5 Effect of Seasons and Times of Day
Sensitivities of PM at the surface to aircraft emissions also vary temporally, both at
different times of day and at different seasons of year. For this, sensitivities of PM
concentrations in the world with respect to 1kg of the world emissions at each hour
are plotted. Because sensitivities have a diurnal cycle, sensitivities at local times of
day averaged over one year period are also plotted. In order to see the impact of
aircraft emissions, the sensitivities are spatially weighted by aircraft emissions.
3.5.1 Diurnal Cycle
The amplitude of the diurnal variation of sensitivities grows as we focus on the ground
level emissions as shown in Fig. 3-10. Each figure shows sensitivities averaged over 365
days binned hourly by local time of day. Fig. 3-10 show that the amount of pollution
created depends largely on the time at which ground level emissions occur. For cruise
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(a) Cruise level NOX emissions
























(b) Ground level NOX emissions






















(c) Cruise level SOX emissions























(d) Ground level SOX emissions






















(e) Cruise level primary PM emissions




















(f) Ground level primary PM emissions
Figure 3-10: Sensitivities of global surface PM concentration averaged over 365 days
to various emissions at different local times of day for aviation
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emissions of all three species (NOX, SOX, primary PM), the differences between the
maximum and minimum averaged sensitivities maximum averaged sensitivities are
less 2%, but for ground level emissions, the differences are about 50 to 60%. For
NOX and primary PM emissions, evening emissions create larger negative air quality
impact than morning emissions, and morning emissions create larger negative impact
for SOX emissions.
3.5.2 Seasonal Cycle
Although the significance of diurnal cycle is observed only for ground level emissions,
the seasonal variation is observed on both cruise emissions and ground level emissions
as shown in Fig. 3-11. The highest seasonal variation occurs for cruise level NOX
emissions. The sensitivity in November is five times higher than the sensitivity in
May. For primary PM, sensitivities to emissions in winter are about 50% larger than
the ones in summer. With the exception of ground level SOX emissions, all emissions
(cruise level SOX, cruise and ground level NOX, and cruise and ground level primary
PM) have higher sensitivities in winter than summer.
Although the sensitivities are spatially averaged by aircraft emissions, these values
can also apply to other ground level emissions. The ground level aircraft emissions are
located around airports, which are also located near cities. Thus, spatially weighting
by aircraft emissions may be an adequate approximation for sensitivities to other
ground level emissions. However, spatial weighting by other emissions should be
performed when analyzing the ground emissions’ impact on air quality in future work.
It could be argued that capturing the annual variation with only one-year simu-
lation might be misleading. But a clear indication of cyclic behavior of sensitivities
is shown: the sensitivities at the end of simulation, or March 31, 2007, match the
sensitivities at the beginning of the simulation, or April 1, 2006. The understanding
of the seasonal variation can be confirmed by running simulations in different year, a
task left for future studies.
61




















(a) Cruise level NOX emissions























(b) Ground level NOX emissions
























(c) Cruise level SOX emissions





















(d) Ground level SOX emissions



















(e) Cruise level primary PM emissions




















(f) Ground level primary PM emissions
Figure 3-11: Sensitivities of global surface PM concentration to various emissions at
different times of year for aviation
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3.6 Sensitivities of Each PM Species to Aircraft
Emissions
This section looks at the sensitivity of each PM species to global aviation emissions.
For three of the PM species (NO3
-, SO4
2-, NH4
+), contributions from each of the
aviation emission species are shown. Black carbon and organic carbon are primary
PM species. They are directly emitted and do not react with other species in GEOS-
Chem, so they are omitted in the tables below.
How to interpret Table 3.9 and Table 3.10 is explained here. The numbers in the
first three rows and four columns represent how much change in PM species of the
corresponding row is caused by aviation emissions of the given column. For example,
the number in the second column and third row in Table 3.9 can be interpreted as
the 21.7 % of ammonium increase due to aviation is caused by SOX emission. The
last column represents the portion of each of PM species change in the total PM
concentration change due to aviation. So the number in the second row of the last
column shows that sulfate increase contributes to 35.9% of total PM concentration
change due to aviation emissions. The numbers in the last row represents how much
of aviation induced PM is caused by each of the aircraft emitted PM precursors. The
number in the last row of the first column shows that NOX causes 77.5% of total PM
concentration change due to aviation.
Comparing the individual PM species, nitrate aerosols have the largest contri-
bution to the total PM concentration increase, followed closely by sulfate aerosols.
Table 3.9 also indicates that NOX makes a significant contribution to the formation
of nitrate, sulfate, and ammonium. In contrast, SOX emissions have an influence only
on sulfate aerosols. Although increases in nitrate and sulfate aerosols due to aircraft
activities are similar in their amounts, impact from NOX is much larger than the
impact from SOX because NOX is a precursor to various PM species whereas SOX is
a precursor to only sulfate.
Table 3.10 shows population-weighted PM concentration change due to aviation
emissions. Whereas sulfate aerosols are 35.9% of PM concentration increase in Ta-
63
Table 3.9: Change in each PM species concentration due to aviation emissions (in %)




- 102.2 -2.5 0.1 0.2 41.2
SO4
2- 51.0 49.2 0.1 -0.3 35.9
NH4
+ 78.3 21.7 0.1 -0.1 21.8
Total PM caused by
77.5 21.4 0.1 0.0
each emission species
ble 3.9, population exposure to sulfate aerosols is 10.8%. This means that sulfate
aerosols formed from aviation SOX emissions tend to reside in regions that are not
heavily populated.
Table 3.10: Change in population exposure to each PM species due to aviation emis-
sions (in %)




- 100.0 -0.4 0.2 0.2 65.7
SO4
2- 53.0 47.8 0.1 -0.9 10.8
NH4
+ 91.9 7.9 0.2 0.0 23.0
Total PM caused by
92.6 6.7 0.2 0.1
each emission species
In order to verify the finding about the distributions of nitrate and sulfate, four
forward simulations were run: a simulation with 1) full aviation emissions, 2) no
aviation emissions, 3) full aviation emissions but excluding NOX, and 4) full aviation
emissions but excluding SOX. Comparing the differences, the proportions of NOX
and SO2 in each of the PM concentrations are analyzed, and distributions of nitrate
and sulfate are plotted.
Fig. 3-12 shows the distributions of nitrate and sulfate aerosols formed by aircraft
emissions. Fig. 3-12 confirms that nitrate aerosols are distributed in a populated area
unlike the distribution of sulfate aerosols in tropic regions.
Table 3.10 shows that removing aircraft SOX emissions completely in the world
reduces the population exposure to increased PM concentration by 6.7 %, the amount
SOX contributes to global population exposure to PM.
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Figure 3-12: Change in annual average of the surface level nitrate and sulfate concen-
trations caused by aviation emissions simulated using the forward model of GEOS-
Chem (in µg/m3)
3.7 Second-order Sensitivities
In the above sections the direct impact of aircraft emissions on air quality has been
calculated in numerical simulations. In addition to the first-order sensitivities, Woody
et al. shows that a change in the background chemical composition, especially the
availability of ammonia, changes the PM contribution of aviation [46]. With excess
ammonia available, more HNO3 can be neutralized, forming ammonium nitrate. In
order to quantify the role of background emissions in changing the impact of aviation
on air quality, the second-order sensitivities must be calculated.











is the sensitivity of an objective function to emissions calculated with
aviation emissions and dJnoAV
dc
is the sensitivity to emissions calculated without avia-
tion emissions. After computing two sensitivities with aviation emissions on and off,
taking the difference shows how the background emissions influence the magnitude of
the impact of aviation on air quality and on premature mortalities.
As noted earlier in this section, having extra background emissions of ammonia
will increase aviation’s impact on air quality. The abundance of ammonia will increase
the formation of PM, ammonium sulfate and ammonium nitrate. So the second-order
sensitivities for ammonia is always positive as shown in Fig. 3-13.
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Figure 3-13: First- and second-order sensitivities of global surface PM concentration
with respect to ammonia emissions (in µgm−3/kg hr−1)
Unlike ammonia, having extra NOX emissions in the background would decrease
aviation’s impact as shown in Fig. 3-14. The factors leading to the negative second-
order sensitivities are not studied in this thesis and can be studied in future work.
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Figure 3-14: First- and second-order sensitivities of global surface PM concentration
with respect to NOX emissions (in µgm
−3/kg hr−1)
Whereas the former two tracers only have either positive or negative second-order
sensitivities, sulfur dioxide emissions have both positive and negative second-order
effects as shown in Fig 3-15. In the Sahara, California, Middle East, and Greenland,
the first-order sensitivities are larger and the second-order sensitivities are higher
than other regions. These regions with relatively high sensitivities to SO2 emissions
are locations with low precipitation, either being a desert or an arctic desert. Unlike
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these regions, the first-order sensitivities to SO2 are lower in tropical regions and the
second-order sensitivities are negative. Having more background emissions of SO2 at
locations with high precipitation decreases the aviation’s impact on PM formation.
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Figure 3-15: First- and second-order sensitivities of global surface PM concentration
with respect to SO2 emissions (in µgm
−3/kg hr−1)
For the primary PM species, their contribution to PM concentration increase
is linear. This is because primary PM in GEOS-Chem does not react with other
species in the atmosphere, only being removed by wet deposition. The linearity of
the sensitivities is confirmed in Fig. 3-16, showing the second-order sensitivities are
zero everywhere. Thus, according to the atmosphere modeled by GEOS-Chem, having
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Figure 3-16: First- and second-order sensitivities of global surface PM concentration
with respect to primary PM emissions (in µgm−3/kg hr−1)
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There is an alternative explanation to the second-order sensitivities. The second-
order sensitivities show the nonlinearities, which leads to the explanation of uncer-
tainties. If the magnitude of the second-order sensitivities is large, uncertainties in
the background emissions will translate to large uncertainties in the aviation’s im-
pact. Overestimation of background emissions where sensitivities are positive leads
to overestimation of aviation’s impacts. In contrast, overestimation of background
emissions where sensitivities are negative leads to underestimation of aviation’s im-
pacts. This concept of uncertainties can be useful when giving uncertainty bounds
for the model based on background emissions. Also, the second-order sensitivities
show what species and what regions is it more important to have accurate emissions
measurements to improve the accuracy of aircraft’s influence on air quality and health
of exposed population.
The second-order sensitivities with respect to all GEOS-Chem tracers, except the
ones with zero sensitivities, are plotted in Appendix C.
68
Chapter 4
Conclusions and Future Work
Whereas one forward simulation computes the sensitivities of many outputs with re-
spect to one input parameter, one adjoint simulation computes the sensitivities of a
functional with respect to multiple input parameters. This trait makes the adjoint
method very efficient at finding sensitivities of a few outputs to various inputs. Be-
cause the adjoint model finds the sensitivity of one functional objective function, a
new adjoint simulation must be run whenever a new objective is introduced. For
example, the sum of PM and the sum of population-weighted PM must be run sepa-
rately in the adjoint simulation whereas population-weighted PM can be derived by
post processing in the forward model simulation.
This thesis takes advantage of this feature of the adjoint method for studying the
long-range transport of aerosols. This work further demonstrates the effectiveness of
the adjoint method, opening possibilities for new research. The rest of this chapter
summarizes the four main findings of this thesis and several areas for future work.
4.1 Conclusions
This thesis discusses the impacts of aircraft emissions on air quality and health.
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4.1.1 Intercontinental Impacts
First-order sensitivities, or the impact on air quality due to aviation emissions, at
varying longitude, latitude, and altitude were calculated. Aircraft emissions were cor-
related to approximately 12,150 premature mortalities in the world in 2006. About
8,760 mortalities were observed in Asia, and among the total Asian premature mortal-
ities, less than a third are attributable to aircraft emissions in Asia. Pollutants from
Europe and North America were transported to Asia whereas very small amount
of Asian pollutants affected Europe. About 3,600 mortalities occurred in Europe,
while Europe imported pollution from North America and Asia and exported to Asia.
North America did not receive significant pollutants from foreign regions although it
exported a significant portion to Europe and Asia. Whereas aircraft emissions in
North America caused 3,400 mortalities globally in 2006, 490 occurred in the region.
4.1.2 Temporal Variation in Sensitivities
In addition to the variability of spatial sensitivities, sensitivities in time play a sig-
nificant role in the amount of pollutants created. For the case of ground level NOx
emissions, emissions in the evening give the largest contribution to PM concentra-
tion increase, about twice the impact caused by the same emissions in the morning.
Thus, regulating the ground level emissions differently at various times of day could
potentially decrease the population’s PM exposure. This idea can be generalized to
regulation of non-aviation emissions. Unlike ground level emissions, sensitivities to
cruise emissions at different times of day change less than 10%.
4.1.3 Proportion of the Impacts of Different Aircraft Emis-
sions Species
About 78% of PM2.5 formed due to aircraft emissions comes from NOX emissions,
and 21% originates from SOX emissions. It is found that because nitrate is more
concentrated in populated regions, compared to sulfate, the contribution of NOX to
health disbenefits is relatively larger at 90%.
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4.1.4 Second-order Sensitivities
Comparison of the difference of sensitivities from two adjoint simulations produces
the second-order derivatives. The second-order sensitivities can be used to show the
sensitivity of air quality to the sensitivity of aircraft emissions, i.e., how variations
in background atmospheric composition change the way aviation emissions impact
the air quality. Results show that extra background ammonia emissions increase
aviation’s contribution to air pollution whereas extra background NOX emissions
decrease it.
4.2 Future Work
This section discusses limitations of this work and possible ways to address these
limitations. The last section also introduces potential topics for future research using
the adjoint model that can improve our understanding of aviation’s air quality impact.
4.2.1 Limitations and Future Improvements
This study has several limitations. First, significant uncertainty exists resulting from
the premature mortality calculation. The premature mortality calculation uses the
average values for baseline incidence rate of mortalities and fraction of population
over age 30. These coefficients differ greatly from region to region, and thus the use
of average values results in imprecise mortality calculation. Because the distribution
of various coefficients differs, premultiplying the coefficients to objective functions is
required for more accurate mortality calculation.
Second, the grid resolution used in this thesis is 4◦×5◦. As mentioned in Chapter
3, having a large grid size may underestimate the effect of LTO emissions. Thus,
simulating on a finer resolution may lead to the calculation of the full LTO impact.
Currently, the GEOS-Chem Adjoint community is developing the nested grid domain
functionality for the adjoint code, and this development is expected to be completed
in fall of 2011. Using the nested grid simulations, more extensive analysis can be
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performed, including the difference of impact coming from LTO and cruise emissions.
This limitation can also be improved when running with a finer resolution.
Third, GEOS-Chem is a tropospheric chemical transport model. The model in-
cludes a basic stratospheric chemistry module: LINOZ, a linearized ozone chemistry
scheme. This scheme includes chemical reactions of only one tracer, modeling the
cross-tropopause flux and ozone gradient near the tropopause. Because a portion of
aircraft’s emissions is emitted in the lower stratosphere, having a complete strato-
spheric chemistry module may lead to a better estimation. A stratospheric chemistry
module is also being planned, which may aid future studies.
4.2.2 Potential Topics for Future Work
The potential topics to study the impact of emissions on the environment using the
adjoint model are
1. implementing principal component analysis on meteorology,
2. finding the sensitivities of aerosol optical properties to emissions,
3. finding the sensitivities of radiative forcing and climate impact, and
4. exploring unexpected sensitivities and understanding the science behind them.
Using the principal component analysis (PCA), one can analyze the principal
component, or the component that gives largest change in air quality or climate.
Implementing the PCA in meteorology, the first principal component gives how the
meteorology in average changes the aviation impact, and the second principal com-
ponent shows how the global variation in meteorology together changes the aviation
impact. In order to apply the PCA, multiple simulations must be run on different
meteorological fields, requiring multi-year simulations. Emissions have climate im-
pacts in addition to air quality impacts, and the climate impacts can be also studied
using the adjoint model.
72
4.2.3 Policy Implications
Using the sensitivity information calculated by adjoint simulations, policy makers
can implement effective policies for reducing PM concentrations. The impacts on air
quality and health vary depending on time and location of emissions. Decreasing
emissions at locations and times with high sensitivities results in larger reductions
in PM concentration than reducing emissions with low sensitivities. Thus, policy
makers should target reducing emissions with high sensitivities. One possible way
is redistributing the emissions sources at locations and times with high sensitivities
to locations and times with low sensitivities although this may not be practical or
cost-effective in many cases.
Removing aircraft emissions solely in the receptor region reduces the aircraft emis-
sions’ impact by less than 50% in the same region. This suggests the importance and
necessity of aircraft emission regulations at the global level.
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Appendix A
Conversion between Discrete and
Continuous Adjoint Variables
This chapter of appendix explains the conversion between the continuous and discrete
adjoint variables that were briefly mentioned in Chapter 2.2.3. The continuous and
discrete adjoint variables often do not represent the same physical qualities, requiring
conversion factors moving from one to another.
The change in objective function can be written in terms of the continuous adjoint
variables as in Eq. A.1 and the discrete adjoint variables as in Eq. A.2:
δJ =
∫












φˆC dV ≈ φˆCVi (A.3)
Therefore, when moving from discrete to continuous adjoint variables or vice versa,
multiplications or divisions by the volumes of the cells are needed, respectively.
GEOS-Chem Adjoint uses a continuous adjoint approach for the transport module
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and a discrete adjoint approach for all other modules, including chemistry, emission,
convection, and deposition. As used in GEOS-Chem’s transport module, the con-
version between the two adjoint variables will be demonstrated using Finite Volume
Method.







Integrating the equation for finite volume method, discretizing the equation, and
























ρdx. The first order upwind scheme sets Fi+ 1
2
= ρ¯i and Fi− 1
2
= ρ¯i−1
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In the continuous adjoint model, the wind direction is reversed to transport the





































Note that the matrix A is not equal to the transpose of B if we do not have the
same discretization of space. For the advection in east-west direction, the volumes of
neighboring cells are similar, having slight differences due to the different heights of
the neiboring boxes. But for the advection in north-south direction, the volume of
neighboring cells can be vastly different, especially near polar regions. The conversion
between the matrices A and B can be perfomred by left and right multipling matrix
B with matrices V and V −1, where V contains the volume of each cell in diagonal
entries. As shown in A = BT2 = (V BV
−1)T , conversion from discrete to we must first
divide the adjoint variable by the volume of each of the grid boxes, advect the adjoint
variables, and then multiply by the volume after transport. Dividing by volume of
each cell is moving from discrete to continuous adjoint, and multiplying by volume is
a step of moving from continuous to discrete adjoint.
Fig. A-1 shows large sensitivities of PM2.5 in the US with respect to emissions in
the North Pole. The large sensitivities in areas where grid size differences are alrge
were caused by the omission of unit conversion between the two adjoint variables.
Going towards the polar regions, cell size decreases at a rapid rate, causing the grid
box difference to be large.
Implementing what was discussed in this section fixed the problem, as shown in
Fig. A-2. As expected, the sensitivities in the non-polar regions are very similar
because the neighboring cells of equatorial region have similar volumes. But the large
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This appendix lists the plots of 1) sensitivities of surface PM concentration in various
regions (the US, North America, Europe, Asia, the world) with respect to aircraft
emissions (NOX, SOX, HC, CO, primary PM) at all locations and altitudes and 2)
sensitivities of population exposure to PM in various regions (the US, North America,
Europe, Asia, the world) with respect to aircraft emissions (NOX, SOX, HC, CO,
primary PM) at all latitudes, longitudes, and altitudes. Three subfigures in each figure
represent sensitivities that are averaged over all latitudes, longitudes, and altitudes.
B.1 Sensitivities of Surface PM Concentration
This section shows the sensitivities of surface PM concentration in various regions
(the US, North America, Europe, Asia, the world) with respect to several aircraft
emissions (NOX, SOX, HC, CO, primary PM).
B.1.1 Sensitivities of Surface PM concentration in the US to
Aircraft Emissions
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Figure B-1: Sensitivities of surface PM concentration in the US to NOX emissions (in
µgm−3/kg hr−1)


































Figure B-2: Sensitivities of surface PM concentration in the US to SOX emissions (in
µgm−3/kg hr−1)
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Figure B-3: Sensitivities of surface PM concentration in the US to HC emissions (in
µgm−3/kg hr−1)
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Figure B-4: Sensitivities of surface PM concentration in the US to CO emissions (in
µgm−3/kg hr−1)
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Figure B-5: Sensitivities of surface PM concentration in the US to primary PM
emissions (in µgm−3/kg hr−1)
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B.1.2 Sensitivities of Surface PM concentration in North
America to Aircraft Emissions
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Figure B-6: Sensitivities of surface PM concentration in North America to NOX
emissions (in µgm−3/kg hr−1)
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Figure B-7: Sensitivities of surface PM concentration in North America to SOX emis-
sions (in µgm−3/kg hr−1)


































Figure B-8: Sensitivities of surface PM concentration in North America to HC emis-
sions (in µgm−3/kg hr−1)
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Figure B-9: Sensitivities of surface PM concentration in North America to CO emis-
sions (in µgm−3/kg hr−1)
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Figure B-10: Sensitivities of surface PM concentration in North America to primary
PM emissions (in µgm−3/kg hr−1)
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B.1.3 Sensitivities of Surface PM concentration in Europe
to Aircraft Emissions
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Figure B-11: Sensitivities of surface PM concentration in Europe to NOX emissions
(in µgm−3/kg hr−1)
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Figure B-12: Sensitivities of surface PM concentration in Europe to SOX emissions
(in µgm−3/kg hr−1)
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Figure B-13: Sensitivities of surface PM concentration in Europe to HC emissions (in
µgm−3/kg hr−1)
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Figure B-14: Sensitivities of surface PM concentration in Europe to CO emissions (in
µgm−3/kg hr−1)
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Figure B-15: Sensitivities of surface PM concentration in Europe to primary PM
emissions (in µgm−3/kg hr−1)
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B.1.4 Sensitivities of Surface PM concentration in Asia to
Aircraft Emissions
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Figure B-16: Sensitivities of surface PM concentration in Asia to NOX emissions (in
µgm−3/kg hr−1)
95
































−2 −1 0 1 2
x 10−7
Figure B-17: Sensitivities of surface PM concentration in Asia to SOX emissions (in
µgm−3/kg hr−1)
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Figure B-18: Sensitivities of surface PM concentration in Asia to HC emissions (in
µgm−3/kg hr−1)
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Figure B-19: Sensitivities of surface PM concentration in Asia to CO emissions (in
µgm−3/kg hr−1)


































Figure B-20: Sensitivities of surface PM concentration in Asia to primary PM emis-
sions (in µgm−3/kg hr−1)
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B.1.5 Sensitivities of Surface PM concentration in theWorld
to Aircraft Emissions


































Figure B-21: Sensitivities of surface PM concentration in the world to NOX emissions
(in µgm−3/kg hr−1)
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Figure B-22: Sensitivities of surface PM concentration in the world to SOX emissions
(in µgm−3/kg hr−1)
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Figure B-23: Sensitivities of surface PM concentration in the world to HC emissions
(in µgm−3/kg hr−1)
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Figure B-24: Sensitivities of surface PM concentration in the world to CO emissions
(in µgm−3/kg hr−1)
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Figure B-25: Sensitivities of surface PM concentration in the world to primary PM
emissions (in µgm−3/kg hr−1)
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B.2 Sensitivities of Population Exposure to PM
This section shows the sensitivities of population exposure to PM in various regions
(the US, North America, Europe, Asia, the world) with respect to several aircraft
emissions (NOX, SOX, HC, CO, primary PM).
B.2.1 Sensitivities of Population Exposure to PM in the US
to Aircraft Emissions
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Figure B-26: Sensitivities of population exposure to PM in the US to NOX emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-27: Sensitivities of population exposure to PM in the US to SOX emissions
(in ppl · µgm−3/kg hr−1)

































Figure B-28: Sensitivities of population exposure to PM in the US to HC emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-29: Sensitivities of population exposure to PM in the US to CO emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-30: Sensitivities of population exposure to PM in the US to primary PM
emissions (in ppl · µgm−3/kg hr−1)
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B.2.2 Sensitivities of Population Exposure to PM in North
America to Aircraft Emissions
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Figure B-31: Sensitivities of population exposure to PM in North America to NOX
emissions (in ppl · µgm−3/kg hr−1)
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Figure B-32: Sensitivities of population exposure to PM in North America to SOX
emissions (in ppl · µgm−3/kg hr−1)
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Figure B-33: Sensitivities of population exposure to PM in North America to HC
emissions (in ppl · µgm−3/kg hr−1)
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Figure B-34: Sensitivities of population exposure to PM in North America to CO
emissions (in ppl · µgm−3/kg hr−1)

































Figure B-35: Sensitivities of population exposure to PM in North America to primary
PM emissions (in ppl · µgm−3/kg hr−1)
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B.2.3 Sensitivities of Population Exposure to PM in Europe
to Aircraft Emissions
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Figure B-36: Sensitivities of population exposure to PM in Europe to NOX emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-37: Sensitivities of population exposure to PM in Europe to SOX emissions
(in ppl · µgm−3/kg hr−1)

































Figure B-38: Sensitivities of population exposure to PM in Europe to HC emissions
(in ppl · µgm−3/kg hr−1)
108
































−2 −1 0 1 2
Figure B-39: Sensitivities of population exposure to PM in Europe to CO emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-40: Sensitivities of population exposure to PM in Europe to primary PM
emissions (in ppl · µgm−3/kg hr−1)
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B.2.4 Sensitivities of Population Exposure to PM in Asia to
Aircraft Emissions

































Figure B-41: Sensitivities of population exposure to PM in Asia to NOX emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-42: Sensitivities of population exposure to PM in Asia to SOX emissions (in
ppl · µgm−3/kg hr−1)

































Figure B-43: Sensitivities of population exposure to PM in Asia to HC emissions (in
ppl · µgm−3/kg hr−1)
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Figure B-44: Sensitivities of population exposure to PM in Asia to CO emissions (in
ppl · µgm−3/kg hr−1)
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Figure B-45: Sensitivities of population exposure to PM in Asia to primary PM
emissions (in ppl · µgm−3/kg hr−1)
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B.2.5 Sensitivities of Population Exposure to PM in the
World to Aircraft Emissions

































Figure B-46: Sensitivities of population exposure to PM in the world to NOX emis-
sions (in ppl · µgm−3/kg hr−1)
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Figure B-47: Sensitivities of population exposure to PM in the world to SOX emissions
(in ppl · µgm−3/kg hr−1)

































Figure B-48: Sensitivities of population exposure to PM in the world to HC emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-49: Sensitivities of population exposure to PM in the world to CO emissions
(in ppl · µgm−3/kg hr−1)
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Figure B-50: Sensitivities of population exposure to PM in the world to primary PM
emissions (in ppl · µgm−3/kg hr−1)
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This appendix shows the first-order and second-order sensitivities. All figures show
the first- and second-order sensitivities of global surface PM concentration with re-
spect to emissions averaged over all altitudes.
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Figure C-1: First- and second-order sensitivities of global surface PM concentration
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(b) Second-order
Figure C-2: First- and second-order sensitivities of global surface PM concentration












Figure C-3: First- and second-order sensitivities of global surface PM concentration
with respect to PAN emissions (in µgm−3/kg hr−1)
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Figure C-4: First- and second-order sensitivities of global surface PM concentration
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(b) Second-order
Figure C-5: First- and second-order sensitivities of global surface PM concentration
with respect to ALK4 emissions (in µgm−3/kg hr−1)
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Figure C-6: First- and second-order sensitivities of global surface PM concentration
with respect to ISOP emissions (in µgm−3/kg hr−1)
 
 








Figure C-7: First- and second-order sensitivities of global surface PM concentration
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Figure C-8: First- and second-order sensitivities of global surface PM concentration
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Figure C-9: First- and second-order sensitivities of global surface PM concentration
with respect to ACET emissions (in µgm−3/kg hr−1)
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Figure C-10: First- and second-order sensitivities of global surface PM concentration
with respect to MEK emissions (in µgm−3/kg hr−1)
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Figure C-11: First- and second-order sensitivities of global surface PM concentration
with respect to ALD2 emissions (in µgm−3/kg hr−1)
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Figure C-12: First- and second-order sensitivities of global surface PM concentration
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Figure C-13: First- and second-order sensitivities of global surface PM concentration
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Figure C-14: First- and second-order sensitivities of global surface PM concentration
with respect to MACR emissions (in µgm−3/kg hr−1)
 
 








Figure C-15: First- and second-order sensitivities of global surface PM concentration
with respect to PMN emissions (in µgm−3/kg hr−1)
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Figure C-16: First- and second-order sensitivities of global surface PM concentration
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Figure C-17: First- and second-order sensitivities of global surface PM concentration
with respect to R4N2 emissions (in µgm−3/kg hr−1)
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Figure C-18: First- and second-order sensitivities of global surface PM concentration
with respect to PRPE emissions (in µgm−3/kg hr−1)
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Figure C-19: First- and second-order sensitivities of global surface PM concentration
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Figure C-20: First- and second-order sensitivities of global surface PM concentration
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Figure C-21: First- and second-order sensitivities of global surface PM concentration
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Figure C-22: First- and second-order sensitivities of global surface PM concentration
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Figure C-23: First- and second-order sensitivities of global surface PM concentration
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Figure C-24: First- and second-order sensitivities of global surface PM concentration
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Figure C-25: First- and second-order sensitivities of global surface PM concentration
with respect to DMS emissions (in µgm−3/kg hr−1)
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Figure C-26: First- and second-order sensitivities of global surface PM concentration
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Figure C-27: First- and second-order sensitivities of global surface PM concentration









−3 −2 −1 0 1 2 3
x 10−9
(b) Second-order
Figure C-28: First- and second-order sensitivities of global surface PM concentration
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Figure C-29: First- and second-order sensitivities of global surface PM concentration












Figure C-30: First- and second-order sensitivities of global surface PM concentration
with respect to NIT emissions (in µgm−3/kg hr−1)
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Figure C-31: First- and second-order sensitivities of global surface PM concentration
with respect to primary PM emissions (in µgm−3/kg hr−1)
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This appendix lists the GEOS-Chem tracers for NOX-OX-HC-aerosol simulation.
Table D.1: GEOS-Chem tracers
Tracer Name Description
1 NOx NO + NO2+ NO3 + HNO2
2 Ox O3 + NO2 + 2NO3
3 PAN Peroxyacetyl Nitrate
4 CO Carbon Monoxide
5 ALK4 Lumped >= C4 Alkanes
6 ISOP Isoprene
7 HNO3 Nitric Acid
8 H2O2 Hydrogen Peroxide
9 ACET Acetone
10 MEK Methyl Ethyl Ketone
11 ALD2 Acetaldehyde
12 RCHO Lumped Aldehyde >= C3
13 MVK Methyl Vinyl Ketone
14 MACR Methacrolein
15 PMN Peroxymethacroyl Nitrate
16 PPN Lumped Peroxypropionyl Nitrate
17 R4N2 Lumped Alkyl Nitrate
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Tracer Name Description




22 N2O5 Dinitrogen Pentoxide
23 HNO4 Pernitric Acid
24 MP Methyl Hydro Peroxide
25 DMS Dimethyl Sulfide
26 SO2 Sulfur Dioxide
27 SO4 Sulfate
28 SO4s Sulfate on surface of sea-salt aerosol
29 MSA Methyl Sulfonic Acid
30 NH3 Ammonia
31 NH4 Ammonium
32 NIT Inorganic Sulfur Nitrates
33 NITs Inorganic Nitrates on surface of sea-salt aerosol
34 BCPI Hydrophilic black carbon aerosol
35 OCPI Hydrophilic organic carbon aerosol
36 BCPO Hydrophobic black carbon aerosol
37 OCPO Hydrophobic organic carbon aerosol
38 DST1 Dust aerosol,Reff= 0.7 microns
39 DST2 Dust aerosol, Reff = 1.4 microns
40 DST3 Dust aerosol, Reff = 2.4 microns
41 DST4 Dust aerosol, Reff = 4.5 microns
42 SALA Accumulation mode sea salt aerosol
(Reff = 0.1 2.5 microns)
43 SALC Coarse mode sea salt aerosol
(Reff = 2.5 4 microns)
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