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ighly correlated materials. Introduction
Electrons in solids behave in most cases like independent par-
icles, and that in spite of the strong interactions between them.
he explanation of this apparent paradox relies on the concept of
andau quasiparticle: the multiple forces acting on one electron
ress it up with an interaction cloud and these new dressed parti-
les (quasiparticles) are effectively independent one from the other.
 speciﬁc tool to investigate the very existence of quasiparticles is
hotoemission spectroscopy; the time evolution of the system with
ne removed particle is what is actually measured and when this
tate evolves as a coherent superposition of oscillations of approx-
mately the same frequency it corresponds to the propagation of
 quasiparticle with a reasonably well deﬁned energy and a sufﬁ-
iently long life-time. In this situation the low-energy excitations
f the interacting electrons can be put into a one-to-one correspon-
ence with those of non-interacting electrons with renormalized
roperties (energy and mass) and the measured spectra can be
educed to a quasiparticle band structure.
From a theoretical point of view, the simplest way to account for
–e interaction is to include it as a mean ﬁeld where each electron
oves independently under the inﬂuence of the average charge dis-ribution of all the others. The independent-particle approximation
s at very heart of the computational approaches of the band struc-
ure of solids. Among these computational approaches, schemes
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368-2048/© 2015 Elsevier B.V. All rights reserved.based on the density functional theory (DFT) [1] have proven to be
very successful and are by far the most widely used approach for
quantitative calculations of realistic systems. Materials for which
this rudimentary mean-ﬁeld description of e–e interaction is sufﬁ-
cient have broad energy bands associated with large values of the
kinetic energy of the electrons: this implies that the electrons are
highly itinerant and therefore it is reasonable to describe them
using a picture in which interactions become smooth and can be
averaged out. On the contrary when bands are narrower and the
associated kinetic energy smaller, namely when electrons tend to
localize around lattice ions, they see each other as individual point
charges and the correlation between their motion becomes impor-
tant. For these systems the single particle picture is inadequate
and their electronic properties can be described only treating the
multiple pair-wise e–e interaction as a true many-body term.
Strongly correlated electron systems have been one of the most
important topics in theoretical solid state research. The major
challenge is that the interesting features occur in the regime of
intermediate coupling strength, where perturbation theory does
not apply. The search for non perturbative approaches has been
intense in the last decades, leading now to some widely accepted
results, the ﬁrst one being the choice of the Hubbard model as the
general framework to describe strong e–e correlation.
The Hubbard model, where electrons feel their mutual repul-
sion only when localized on the same site, captures the essential
physics of narrow band materials where the itinerant character of
valence electrons coexists with strong local correlations respon-
sible of spectroscopic features such as satellites, band-narrowing,
and opening, in some cases, of a Mott-Hubbard gap. Traditionally,
many-body theories have been formulated for very simple mod-
els that are believed to contain the relevant physics of a particular
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quenching,  are illustrated in Fig. 1.
The calculation of self-energy requires inevitably approxima-82 F. Manghi, V. Boni / Journal of Electron Spectro
henomenon but are very far from true materials; only recently
he attention has been devoted to approaches that allow to com-
ine the ideas and methods of many body theory with a realistic
escription of the system.
A  variety of non-perturbative techniques have been proposed
uring the years to tackle this problem, ranging from dynamical
ean ﬁeld theory (DMFT) [2,3], Gutzwiller variational method on
op of local density functional approximation (LDA+G) [4–6], 3-
ody scattering (3BS) theory [7–11]. In all these method the single
article multi-orbital Hamiltonian is supplemented by the local
oulomb interaction among electrons. LDA+G relies on an ansatz
or the ground state wave function where the weight of the ener-
etically unfavored conﬁgurations containing double occupancies
s reduced. In DMFT the lattice problem of the Hubbard model is
apped onto a single-impurity model embedded in a fermionic
ath whose structure has to be determined self-consistently. This
apping is an exact solution of the Hubbard Hamiltonian in the
imit of inﬁnite spatial dimensions. The LDA+DMFT scheme is
resently implemented in many DFT-band structure packages and
s one of the most widely used techniques to compute electronic
tructures of strongly correlated solids.
In the 3BS approach the interacting many-body state is
xpanded on the conﬁgurations obtained by adding single elec-
ron-hole (e-h) pairs to the ground state of the single-particle
amiltonian. The response of the interacting system to the cre-
tion of one hole is then described in terms of interactions between
onﬁgurations with one hole plus one e-h pair, giving rise to mul-
iple h-h and h-e scattering. The advantage of 3BS with respect to
he above mentioned approaches is to provide a rather intuitive
nterpretation of the effect of electron correlation on one electron
emoval energies in terms of Auger-like relaxations. In the follow-
ng we will mainly concentrate on this approach, presenting in
ome detail the underlying theory. Interestingly the results of DMFT
nd 3BS in many cases are quantitatively very similar, as we  will
how.
Among the non-perturbative methods that are used to augment
and structure with on-site correlations, schemes based on cluster
ormalisms are worth mentioning. These so-called quantum clus-
er (QC) theories [12] share the basic idea to solve the problem
f many interacting electrons in an extended lattice by a divide-
t-impera strategy, namely solving ﬁrst the many body problem
n a subsystem of ﬁnite size and then embedding it within the
nﬁnite medium. The embedding procedure can be variationally
ptimized as in the dynamical cluster approach [13] and cellular
ynamical mean ﬁeld theory (CDMFT) [14,15]. Even neglecting self-
onsistency in the embedding procedure the method, that in this
ase has been called cluster perturbation theory (CPT)[16,17], gives
ccess to non trivial many body effects, reproducing exactly both
he limit U/t = 0 (non-interacting band limit) and U/t =∞ (atomic
imit); for intermediate values of U/t CPT opens a gap in metallic
ystems at half occupation [17,18]. QC approaches account for the
omentum dependence of many-body corrections (self-energies)
ore appropriately than DMFT or 3BS and for this reason they
hould provide a more accurate description of quasiparticle disper-
ion. However QC approaches have been mostly applied to model
ystems and only few quasiparticle calculations for realistic sys-
ems have been reported up to now [19,20].
We will restrict to the simplest examples of materials where
–e correlation plays a crucial role, namely transition metals and
ransition metals mono-oxides. The article is organized as follows:
n Section 2 we will introduce the essential many body concepts
nd the details of 3BS theory. This will allow us to clearly identify
he dependence of correlation effects on band occupation and on
pin-polarization. The results for transition metals and transition
etal oxides will be presented in Section 3. Section 4 is devoted to
pen problems and outlook. and Related Phenomena 200 (2015) 181–192
2. Beyond the one-electron picture
2.1. Basic many-body concepts
The starting point is the generalized Hubbard Model described
by the Hamiltonian where electrons are itinerant – they hop from
site to site and are characterized by a band structure dispersion –
but at the same time experience mutual repulsion when localized
on the same site
Hˆ =
∑
i˛
i˛nˆi˛ +
∑
˛ˇ
∑
ij
′
ti˛,jˇcˆ
†
i˛
cˆjˇ
+ 1
2
∑
˛ˇ
[∑
i
(U˛ˇ − J˛ˇ)
∑

nˆi˛nˆiˇ +
∑
i
U˛ˇ
∑

nˆi˛nˆiˇ−
]
(1)
with nˆi˛ = cˆ†i˛ cˆi˛ and cˆi˛, cˆ
†
i˛
destruction and creation oper-
ators. Here i˛ and ti˛,jˇ are the intra- and inter-atomic matrix
elements of the one-particle Hamiltonian and U˛ˇ, J˛ˇ are on-site
Coulomb and exchange terms. Notice that for a single orbital U = J
and Hamiltonian (1) reduces to the standard Hubbard model where
only electrons of opposite spin experience an on-site repulsion.
We are interested in the excitation energies of the system when
an electron is either removed (like in a photoemission experiment)
or added (like in inverse photoemission). These excitation energies
correspond to differences between energies of the extended system
with a variable number of particles, namely EN0 − EN−1n and EN+1n −
EN0 respectively, where E
N
0 is the ground state energy of N interacting
electrons and EN±1n is any excited state of the same system with one
particle added/removed.
In the absence of e–e interaction, these total energies are a
sum of single particle eigenvalues and the excitation energies triv-
ially correspond to individual single particle eigenvalues. This is no
more true for interacting systems. In this case the excitation ener-
gies are obtained, according to many-body theory, as the poles of
the one-particle Green’s function describing the propagation of an
added/removed electron
G(k, ω) = 1
ω − n
k
− (k, ω) (2)
Here n
k
are the single-particle band energies and (k, ω)  is the
self-energy correction to them. It embodies all many-body interac-
tions and is the quantity to be calculated.
The poles of G(k, ω) occur at ω = n
k
+ (k, ω).  Since self-energy
turns out to be a complex function its effect is twofold: its real part
shifts the energy position of the quasiparticle excitations (the band
eigenvalues that are in this sense “renormalized” by the interaction)
and its imaginary part gives a ﬁnite life-time to them. Only long-
lived excitations correspond effectively to quasiparticle excitations
and appear as sharp maxima of the spectral function
A(k, ω) ≡ 1

ImG(k, ω) (3)
On the contrary when the poles occur far from the real axis, the
life-time of the excitation is short, the spectral weight is spread
out on a large energy window and no quasiparticle – no long
lived-excitation – exists any more. These two opposite situations,
corresponding to quasiparticle renormalization and quasiparticletions. In order to deﬁne them it is useful to consider other exact
representations of the one-particle Green’s function. The Lehman
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Fig. 1. Illustrative examples of self-energy (black continuous line for real part, red
dotted line for imaginary part) and spectral functions (green line). The straight line
ω  − n
k,
is reported as a blue dotted line; its intersection with the curve Re((k, ω,
))  indicates the energy position of the Green’s function pole (see text). Panels (a)
and (c) correspond quasiparticle renormalization and to a sharp peak in spectral
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Fig. 2. Pictorial representation of the conﬁguration-interaction expansion of a
−kn(ω) =
∑
ˇ
|Cnˇ(k)|2 ·
[∑
˛
U
1
N
empty∑
k′n′
|Cn′˛−(k′)|2 − −ˇ(ω)
]
(11)unction. Panels (b) and (d) to quasiparticle quenching. (For interpretation of the
eferences to color in this ﬁgure legend, the reader is referred to the web version of
he  article.)
epresentation is one of them, involving hole and particle propaga-
ors G−, G+
(k, ω) = G−(k, ω) + G+(k, ω) (4)
where
G−(k, ω)  ≡
∑
n
| < N−1n (−k)|cˆk|N0 > |2
ω − (EN0 − EN−1n ) − iı
G+(k, ω)  ≡
∑
n
| < N0 |cˆk|N+1n > |2
ω − (EN+1n − EN0 ) + iı
(5)
or equivalently
G−(k, ω)  =< N0 |cˆ
†
k
1
−ω + EN0 + iı − Hˆ
cˆk|N0 >
G+(k, ω)  =< N0 |cˆk
1
ω + EN0 + iı − Hˆ
cˆ†
k
|N0 > .
(6)
Here |N0 > is the exact – and unknown – ground state of the
-particle interacting system. Notice that according to (6) the hole
nd particle propagators are the expectation values of the resol-
ent Gˆ ≡ 1/z − Hˆ over cˆk|N0 > and cˆ
†
k
|N0 > respectively. In order
o transform the exact representations (4)–(6) into useful formu-
as to calculate Green’s function propagators we need to introduce
pproximate forms of |N0 >.  This will be done in the next section.
.2. 3BS approximation
The starting point of 3BS approach is the expansion of the
nteracting N-particle ground state |N0 > in terms of (all, in prin-
iple) excited states of the corresponding non interacting system
Fig. 2). The main approximation is then to truncate this expan-
ion including just one electron–hole pair. (For extensions of the
onﬁguration-interaction scheme to more electron–hole pairs see
21]). This amounts to say that the collection of states
|0 >;  |d >
}
where |0 >≡  |N0 > |d >≡ cˆ†q2 cˆq1 |0 >many-body state N0 . The dashed area represents the interacting electrons; the same
blank area the non interacting Fermi sea; empty and ﬁlled circles denote respectively
single hole and electron states.
is a complete basis set for the Fock space of N interacting particle.
Correspondingly, the basis set of the Fock space for N − 1 particles
will include up to 3-particle conﬁgurations
{|u >;  |t >} where |u >≡ cˆk|0 > |t >≡ cˆ†q3 cˆq2 cˆq1 |0 >
and the quantum states describing the system with one removed
electron are not simply obtained by adding a hole to the Fermi
sea (|u>) but they are a more complex combination involving also
excited states (|t>). In terms of physical intuition this means that
the removal of one electron is followed by a swarm of shake-up pro-
cesses corresponding to conﬁgurations with one electron–hole pair
added. The effects of electron correlation on one-electron removal
energies from a partially ﬁlled band is then described in terms
of interactions between 3-particle conﬁgurations giving rise to
hole–hole and hole–electron multiple scatterings (Fig. 3).
More precisely the interactions between the 3-body conﬁgura-
tions are represented by a set of scattering T-matrices T˛ˇh–h and T
˛ˇ
h–e,
describing hole–hole and electron–hole scattering respectively. For
a majority spin hole we  have
T˛ˇh–h(ω) =
U
1 + Ug˛ˇ3 (ω)
(7)
T˛ˇh–e(ω) =
−U
1 − Ug˛ˇ1 (ω)
(8)
with
g˛ˇ3 (ω) =
∫ Ef
−∞
d′
∫ Ef
−∞
d
n˛−()nˇ(′)
ω − ′ −  − iı (9)
g˛ˇ1 (ω) =
∫ Ef
−∞
d′
∫ ∞
Ef
d
n˛−()nˇ(′)
ω − ′ +  − iı (10)
n˛() is the spin-dependent orbital density of d single-particle
valence states
n˛() =
∑
kn
|Cn˛(k)|2ı( − nk)
where Cn˛(k) are the expansion coefﬁcients of Bloch single-particle
states in terms of localized orbitals. The Faddeev theory [22] is used
to determine the total scattering matrix and the resolvent of the
many-body system. The hole self-energy turns out to be given byFig. 3. Pictorial representation of the basis states for the N − 1 – particle systems.
Arrows represent the two different spin channels.
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he interacting state with one electron removed from majority- and minority-spin
ands in a perfect ferromagnet.
here
−
ˇ
(ω)  =
∑
˛
∫ ∞
Ef
d n˛−() T
˛ˇ
h–h(ω − ) · [1 + UA˛ˇ(ω − )].
(12)
˛ˇ is the quantity related to e–h scattering described by T˛ˇh–e and
s determined by a numerical solution of the integral equation
escribed in Ref. [8,10]. The extension to minority spin electrons
s straightforward.
In the case of an almost completely ﬁlled band the e–h scatter-
ngs are very weak and the T˛ˇ
h−e matrix negligibly small: in this case
he T-matrix result by Kanamori [23–25] is regained.
As already mentioned 3BS theory provides an intuitive picture
f the inﬂuence of e–e interaction in the hole or particle excita-
ions, interpreting them in terms of scattering whose efﬁciency
cales with the strength of the e–e repulsion but depends also on
he band occupation. As a consequence, according to 3BS scheme
t is easy to understand why self-energy may  be strongly spin-
ependent: in a ferromagnet, where the number of empty states
s larger for minority spins than for majority spin ones, the cre-
tion of a majority spin hole is followed by scattering processes
nvolving mainly opposite spin electron–hole pairs of intensity pro-
ortional to U, while the creation of a minority spin hole involves
ess intense scattering of strength proportional to U − J (Fig. 4). Self-
nergy renormalization will then be larger for majority spin states
han for minority ones. This is expected to be a general feature and
ndicates a profound interplay between magnetism and many body
ffects.
In the same way we easily understand why half occupied bands
re most prone to correlation effects and why changes in the band
ccupation, for instance by doping, may  dramatically inﬂuence self-
nergy renormalizations. We  will see these effects more clearly in
he next paragraph, discussing speciﬁc examples and comparing
heoretical results with photoemission spectra.
The 3BS hole and particle self-energies are represented diagram-
atically in Fig. 5 where the ﬁrst addendum corresponds to the
anamori T-matrix result where many-body effects associated to
Fig. 5. Diagrammatic representation of ± . The box S3 and Related Phenomena 200 (2015) 181–192
electron Coulomb repulsion are reduced to h–h (e–e) scatterings for
the electron removal (addition) process; in the second addendum
multiple h–h, e–h and e–e scattering channels come into play.
Before concluding this overview of 3BS theory we want to men-
tion that this approach can be easily extended to describe the
shake-up processes that take place when a core hole is photoex-
cited in the presence of the valence state continuum; in this way
it has been possible to provide an interpretation of X-ray photo-
emission spectra (XPS) from core levels of transition metal and
transition metal oxides [26,27,10]. 3BS has also been applied to
describe neutral excitation like XAS and XMCD [28]where elec-
trons removed from an inner core state are added to itinerant
conduction states. In this case the challenge is to treat on the
same footing both the atomistic interactions resulting in multi-
plet structures of core states and the short range e–e interactions
that in the conduction states coexist with hopping from site to
site. Moreover, extending the formalism to non equilibrium Green’s
functions the 3BS approach has been applied also to transport prop-
erties of nano-structures [29,30] demonstrating that the ﬁnite life
time of quasiparticle (associated to the imaginary part of the self-
energy) may  be responsible of the major quenching factor on the
transmittance.
3. Quasiparticle band structure: theory vs experiments
Many body effects modify the energy-versus-momentum rela-
tion that applies to non-interacting particles, and quasiparticle
band structure may  be signiﬁcantly different from what is deduced
within the independent particle picture. Many body interactions
may induce also lifetime broadenings which can be observed by
ultra-high resolution photoemission studies. In this sense band
mapping, i.e. the reduction of the measured spectra to a quasi-
particle band structure and its comparison with theoretical results
is a powerful tool to investigate many body effects and to validate
the very hypothesis of quasiparticle theory.
A theoretical model of the photoemission process is also needed
in order to establish a full correspondence between the mea-
sured photocurrent and the calculated spectral functions. Different
approaches are available to this end, based on three-step or one-
step models that describe the photoemission process respectively
as a sequence of independent steps (optical excitation of the
electron inside the bulk, travel of the excited electron to the
surface, escape of the photoelectron into vacuum) [31] or as a sin-
gle coherent process, where the ﬁnal state of the photoelectron
inside the solid is a time-reversed low energy electron diffraction
state [32,33]. In most cases these models are applied assuming a
single-particle description of the electron states but many-body
effects may  be also added in terms of self-energy corrections
[34].We  will focus in the following on materials that are known
to exhibit non trivial many-body effects such as quasiparticle
renormalization/quenching and Mott-Hubbard metal-to-insulator
transition.
represents multiple hole and particle scatterings.
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ispersion is also shown (red lines) for reference. (For interpretation of the referenc
.1. Transition metals
Late transition metals (TM), iron, cobalt and nickel, are pro-
otypical examples of materials where the itinerant character of
alence electrons coexists with local correlations. While these sys-
ems can be considered as moderately correlated, still they show
ome important correlation effects such as the shrinking of the
d band and the formation of non-coherent satellites structures in
heir photoemission spectrum. If observed down to the very details
hat are now allowed by modern experimental techniques they
ook less and less conventional, and despite their importance for
early all ﬁelds of technology, it turns out that we still lack a full
uantitative understanding of their electronic properties [35–37].
Let us start our analysis with iron. In Figs. 6 and 7 the self-energy
nd quasiparticle band structure calculated in the 3BS scheme are
eported for two different values of U, namely Udd = 1.5 eV and
dd = 3 eV. The width of the peaks appearing in the spectral function
s essentially deﬁned by the imaginary part of the self-energy, and
nversely related to the lifetime of the corresponding quasiparticle.
Consistently with the Fermi liquid theory, Im in Figs. 6 and 7
oes to zero near the Fermi energy: in this region of the spectrum
e can see well-deﬁned lines of band structure, corresponding to
ong-lived quasi-particles excitations. Conversely between 3 and
 eV binding energy Im assumes its maximum value, and corre-
pondingly in this region the bands are substantially damped. The
ffect of the real part of the self-energy is to renormalize quasi-
article energies, shifting the real poles of the Green’s function.
s a result the electronic states in the region between the Fermi
nergy and −5 eV, where Re is positive, are pushed upwards: thent values of the Hubbard parameter U, for majority spin. The DFT band structure
color in this ﬁgure legend, the reader is referred to the web version of the article.)
net effect is to shift and shrink the bands, as can be seen in the
corresponding spectral functions.
From Figs. 6 and 7 it is also apparent that in the ﬁlled part of the
spectrum majority spin states are more affected by correlations
then minority spin ones, while the reverse is true for empty states.
As previously mentioned this is easily understood in the frame-
work of 3BS scheme where the efﬁciency of the scattering processes
depends on the number of states accessible for the scattering itself;
for hole states (ﬁlled states, probed by direct photoemission) the
scattering efﬁciency depends on the number of empty states, while
for particle states (empty states, probed by inverse photoemission)
the scattering efﬁciency depends on the number of ﬁlled states. By
these arguments and taking into account the spin dependence of
the interactions – proportional to U for opposite spins and to U − J
for parallel ones – we  expect the most effective scattering channels
to be those involving three-particle conﬁgurations of two different
kinds: either a majority spin hole plus a minority spin electron–hole
pair, or a minority electron plus a majority spin electron–hole pair,
resulting in ﬁlled majority and empty minority spin states to be
most affected by electron–electron correlation. Finally we notice
that increasing U the self-energy increases, still maintaining the
same structure: the effects on the band structure remain qualita-
tively the same but with enhanced importance.
It is interesting to compare the 3BS results with those obtained
by DMFT. Both schemes are a non-perturbative solution of the Hub-
bard model and are expected to describe basically the same physics.
Since they are both based on approximations, their comparison may
serve as a mutual validation. We consider here iron as a test case
and the DMFT results of Ref. [38]. In that paper DMFT has been
186 F. Manghi, V. Boni / Journal of Electron Spectroscopy and Related Phenomena 200 (2015) 181–192
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pplied choosing the spin polarized T-matrix ﬂuctuation exchange
SPTF) as a solver of the impurity problem, an approximation that
s believed to be appropriate for transition metals where U is of the
ame order of magnitude of the band width W and the d band is
lmost ﬁlled (low-density of holes). In this limit 3BS theory can be
lso reduced to its T-matrix Kanamori form (see previous section)
nd in the following we will compare both T-matrix and full 3BS
esults with DMFT-SPTF.
The 3BS and DMFT self-energy for iron are shown in Figs. 8 and 9
irst of all we notice that the scale of the self-energy functions is
he same, which means that the two methods give similar estimates
f the strength of correlation effects; the overall shape of  is also
omparable, but some differences arise going down to the details. In
articular it is interesting to observe that the position of the maxima
Fig. 8. Real part of the self-energy of bcc bulk iron: DMFbut for minority spin.
of ImDMFT occur at the same energy of T-matrix Im3BS, while the
maxima of the Im3BS obtained using the complete 3BS theory are
shifted to higher values. Since maxima in the imaginary part of
the self-energy appear as wide maxima in the spectral function,
signalling the presence of incoherent short-lived satellite excita-
tions, we  expect these features of DMFT and 3BS self-energies to
affect spectral features.
The sum of spin-resolved spectral functions (3) over k-vector
and band index n, namely the spin-resolved density of quasiparticle
states, is shown in Fig. 10. As expected the density of states cal-
culated in DMFT is quite similar to one obtained by 3BS in the
T-matrix approximation with a satellite peak around −7.5 eV, while
the full 3BS theory sets the satellite position at a lower binding
energy.
T [38] (left) and 3BS (right) results, for both spins.
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Fig. 9. Imaginary part of the self-energy of bcc bulk iron −Im:  comparison between DMFT [38] (left) and 3BS (right). Majority spin is shown at the top, minority spin at the
bottom.  For DMFT the various lines refer to different sets of correlated orbitals and different temperatures; for 3BS we show both the complete self-energy and the T-matrix
contribution.
Fig. 10. Spin-resolved (top: majority spin; bottom: minority spin) 3BS (left) and
DMFT [38] (right) correlated density of states of bcc iron. For 3BS both the complete
self-energy (black) and the T-matrix approximation (yellow) are shown. The bare
DFT  result (dots) is also reported for reference. (For interpretation of the references
to  color in this ﬁgure legend, the reader is referred to the web version of the article.)
Fig. 11. Spectral function of Fe(1 1 0) obtained by 3BS and DMFT compared with
photoemission data reported as symbols. From Ref. [35].
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We  want to stress that here the analysis is predominately
ethodological, showing how speciﬁc theoretical approaches and
pproximations affect the ﬁnal result. The comparison with exper-
mental data is not the point and we only register that starting from
he same input (DFT band structure and U − J parameters) full 3BS
heory predicts the satellite structure at a lower binding energy
han DMFT-SPTF. Since experimentally in iron no clear satellite
tructure can be distinguished except at very low binding ener-
ies [39,40] this observation may  suggest that full 3BS approach
hat takes care of all (h–h, e–e and also e–h) scattering channels
hould be preferred to its T-matrix counterpart and to DMFT –
PTF. It would be very instructive to extend this detailed compari-
on between 3BS and DMFT to calculations performed within DMFT
sing different impurity solvers.
As shown in Figs. 6, 7 increasing the values of U from 1.5 to 3 eV
he incoherent short-lived excitations that exist around H point
ove down from −4 to −8 eV and we may  then identify U = 1.5 eV as
he optimal value as far as the satellite energy position is concerned;
e may  then use this value in the comparison with ARPES spectra
n the whole energy range, from the bottom of the valence band up
o the Fermi energy.
Several ARPES studies have been done in the past for iron and
ther transition metals [41–43] but here we refer mainly to the
ecent spin-resolved data of Refs. [35–37] where photoemission
ig. 12. Comparison between photoemission spectra of Ref. [35], bare DFT bulk spectra
arious  panels refer to different incoming photon energies, corresponding to different p
2 states appearing in the spectral functions, which are experimentally forbidden, and s
alculation. From Ref. [21]. and Related Phenomena 200 (2015) 181–192
spectra from the Fe(1 1 0) surface have been taken in normal emis-
sion and with both p- and s-polarized photons. The information
on light polarization is essential in order to discriminate between
states of different symmetry. The measured photo-current in fact is
given by the spectral function modulated by the matrix elements of
the photon–solid interaction; these can be calculated within differ-
ent approximations and have basically the effect of modifying the
intensity of the peaks observed in the photoemission spectrum. The
one-step model is the most reﬁned approach in which the whole
process of photoemission, that is the excitation of the photoelec-
tron, its transport within the solid and its escape through the sur-
face into the vacuum, is treated as a single coherent process [44,45].
The analysis of the above mentioned experimental spectra
within the one-step model has been reported in Refs. [35–37] and
shown for majority spin electrons in Fig. 11. It is however instruc-
tive to analyze the spectra also in terms of simple symmetry related
on/off selection rules [21]. This analysis is shown in Figs. 12 and 13
where the photoemission spectra obtained for majority spins in s-
and p-polarization is compared with both single-particle and 3BS
results.For majority spin, the main feature in the experimental p-
polarization spectra is a peak close to the Fermi energy, dispersing
from ∼1.1 to 0.8 eV binding energy going from  to N. This peak
can be assigned to nearly degenerate 1 and 4 bulk states and its
l function and DFT + 3BS bulk spectral function of bcc iron, for majority spin. The
oints of the Brillouin zone along the  − N direction. We  have explicitly marked
urface resonances appearing in the experiment but not included in the theoretical
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Fig. 12
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eFig. 13. The same as in 
osition is systematically improved by 3BS corrections with respect
o the bare DFT band calculation. The s-polarization spectra show
wo additional features: a broad non-dispersive peak at ∼2.2 eV
nd a shoulder near the Fermi energy which can be associated to a
urface state [21].
For minority spin, according to DFT calculations three degen-
rate bands are present at the  point close to the Fermi energy,
ogether with a surface resonance. One of the bands has 2 sym-
etry thus is not visible in the experiment; of the remaining two,
he 3 band crosses the Fermi level at about 1/3 N, while the one
t about 4/5 N; at this point the underlying surface contribution
ecomes visible. In the case of minority spin no signiﬁcant differ-
nces arise between DFT and DFT + 3BS calculation and they both
gree with the experiment.
We may  conclude this analysis by noticing that iron is a paradig-
atic example of quasiparticle renormalization induced by local
–e interactions: self-energy corrections modify the energy posi-
ion and the dispersion of single-particle eigenvalues giving rise to
ell deﬁned spectral features that correspond to long lived exci-
ations. This is true also of nickel but, surprisingly enough not of
obalt where due many-body effects no sharp quasiparticle peaks
xist for binding energies larger than 2 eV.
The results for cobalt obtained by 3BS theory are shown in
ig. 14 where the k-resolved hole spectral function are plotted along
he  − M direction calculated within the 3BS approach (U = 2.1 eV,
 = 0.8 eV). No sharp peak exists below 2.0 eV in agreement with
xperimental ﬁndings, and the spectral functions exhibit only a but for minority spins.
uniform background. Because of e–e interaction the components
of the many-body state with N − 1 particles remain then coherent
only over a very short time and the time evolution of the state with
one removed particle cannot be reduced to a quasiparticle propa-
gation. The dominance of incoherent excitation is due to the large
value of the imaginary part of the self-energy in this energy region.
The reason why  these effects are so much stronger in cobalt than
in iron and nickel in spite of the similar strength of the screened
on-site e–e interaction has to do with the band occupation. In the
extreme case of a completely ﬁlled band, where no e–h pairs can be
added, correlation effects are absent, irrespectively of the strength
of the e–e interaction. This is the case of copper, the only metal
of the 3d transition series where band theory gives a full account
of photoemission data. In all the other cases we  expect self-energy
corrections to increase – for given U and J – with an increasing num-
ber of unoccupied d states: in the same way as in atoms, where the
complexity of the multiplet structure depends on the shell occu-
pation, the number and mixing of conﬁgurations is larger when
the valence band has a high density of holes. This is evident in the
3BS approach where the e–h and e–e scattering efﬁciency depends
directly on the number of empty d states necessary for the creation
of excited conﬁgurations.
A detailed comparison between calculated and measured life-
times (Fig. 15) conﬁrms the peculiarity of cobalt among the other
3d transition metals: in cobalt the life time of the hole excitations is
much lower than in Ni and Fe and quasiparticle sates are quenched
in a wide energy region close to the Fermi energy. This is rather
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aig. 14. (a) Quasiparticle spectral function for majority spin in hcp Co calculated by
BS approach. (b) Corresponding single-particle band structure. From Ref. [11].
eird behaviour for a conventional metal, that contradicts the pre-
iction of Fermi liquid theory about low-energy excitations and
heir one-to-one correspondence with single particle states.
.2. Transition metal oxides
The competition between inter-site hopping and on-site
lectron–electron repulsion dominates the physics of transition
etal oxides [46]. Standard band theory based on the independent
article approach predicts these large gap insulators to be metallic
n the paramagnetic phase and fails in reproducing the bandwidth
nd satellite structures observed in the experiments.
ig. 15. Comparison between the experimental (symbols) and theoretical (lines) imagi
ajority (black) and minority (red) spin electrons. The theoretical calculations correspo
rrows) From Ref. [37] (For interpretation of the references to color in this ﬁgure legend,  and Related Phenomena 200 (2015) 181–192
The Hubbard mechanism that inhibits double occupancies of
sites, thus reducing the ability of electrons to jump from place to
place, is at the core of the insulating phase of paramagnetic transi-
tion metals oxides. If Coulomb repulsion dominates, electrons have
to avoid each other and if there are as many sites as electrons the
“electron trafﬁc” comes to a complete stand still: we may  say that
“Mott insulators are the incarnation of rush hour trafﬁc in the world
of electrons” [47]. Even if the physical origin of the Mott-Hubbard
metal-to-insulator transition is qualitatively as simple as that, the
solution of the many-body problem associated to it is anything but
trivial.
The ﬁrst attempt to provide a detailed description of the quasi-
particle band structure of a transition metal oxide adding Hubbard
correlation to DFT band structure dates back to the early 90’s when
the electronic structure of NiO inclusive of many-body effects has
been calculated within 3BS theory [9], reproducing both the insu-
lating gap, the satellite structure and the orbital character of the
valence band edge. This work was followed much later by a DMFT
study [48] showing again quite similar results. Other studies have
been presented since then on NiO and other transition metal oxides,
based either on more reﬁned choices of DFT functionals [49] or on
many-body perturbative (GW) expansions [50,51].
Fig. 16 shows the results for MnO  obtained using two different
theoretical approaches, namely cluster perturbation theory (CPT)
[19] and DMFT [52] compared with direct and inverse photoemi-
ssion data [53]. As anticipated in the introduction, CPT belongs to
the class of quantum cluster approaches that solve the problem of
many interacting electrons in an extended lattice by approaching
ﬁrst the many body problem in a subsystem of ﬁnite size – a cluster
– and then embedding it within the inﬁnite medium. CPT sharesmean ﬁeld theory [15] where the embedding procedure is varia-
tionally optimized. One of the advantage of QC approaches is to
better describe the k-dependence of self-energy renormalization.
nary parts of the self-energies of (a) Fe(1 1 0), (b) Co(0 0 0 1), and (c) Ni(1 1 1) for
nd to ImDMFT (thick solid lines) and to Im3BS (thinner lines marked with green
the reader is referred to the web  version of the article.).
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Fig. 16. (a) Orbital resolved density of quasiparticle states calculated according to
CPT compared with the experimental XPS and BIS data (circles) of Ref. [53]. Black
(red) line is for TM d (Oxygen p) orbital contribution. Adapted from [19]. (b) The
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tame results obtained by DMFT and reported in Ref. [52] (For interpretation of the
eferences to color in this ﬁgure legend, the reader is referred to the web version of
he  article.).
owever their application to real materials has been up to now
ather limited for the several difﬁculties mainly of numerical char-
cter (see Section 4 for more details).
We  observe that in Fig. 16 both approaches reproduce correctly
he gap value as well as most of the spectroscopic structures. In CPT
o evidence is found of structures below the valence band bottom
hat are observed in photoemission experiments; this might well be
ue to the approximations of the method but it is worth recalling
hat the origin of satellites features in MnO  has been somewhat
ontroversial in the literature attributing them either to intrinsic
53] or extrinsic effects [54]. The quasiparticle band structure of
nO  is shown in Fig. 17. We  notice that the Mn  d band that in the
bsence of correlation crosses the Fermi level is now split in lower
nd upper Hubbard bands.
. Summary, open problems and outlook
We  have discussed how single-particle band structure can be
ugmented by local repulsive interaction among electrons. 3BS
pproach is an efﬁcient way to describe short range e–e correla-
ions in model systems and real materials in all correlation regimes.
t describes incoherent states, quasiparticle renormalization and
uasiparticle quenching as well as Mott-Hubbard metal-to insu-
ator transition. Within 3BS it is possible to obtain an intuitive
nterpretation of the effects of electron correlation on one electron
emoval/addition energies and to understand why minority spin
alence states are less inﬂuenced by e–e interaction than majority
pin ones, leading to a spin dependent quasiparticle renormaliza-
ion.Fig. 17. k-Resolved spectral functions describing the quasiparticle band structure
of  MnO for U = 9 calculate by CPT [19].
Since all many-body approaches to real materials rely on drastic
approximations, it is extremely useful to perform accurate compar-
ison between the outcomes of different methods. We  have analyzed
the results of 3BS and DMFT showing that the agreement between
the two  approaches is rather good but that it depends on the choice
of the impurity solver adopted in the DMFT calculation. This might
be a general result and suggests that the choice of different details in
the implementation of a theoretical method (as the impurity solver
in this case) should be checked and made clear.
Other open questions exist that are common to all the methods
that add local e–e interaction to band single particle band.
The starting point issue. It is known that the DFT band structure
is in many cases a good zero-order approximation to the excita-
tion spectrum of a solid, and it seems reasonable to use it as a
starting point for the inclusion of correlation effects: the implicit
assumption is that, among all the many-body terms responsible
for correlations, the on-site Coulomb repulsion is the one which
needs to be treated explicitly. But which speciﬁc mean-ﬁeld theory
should be chosen as a starting point? Hartree-Fock theory would be
the method of election to treat Coulomb interaction at ﬁrst order,
with a complete control over the successive higher order terms.
Nevertheless the state of the art method to compute band struc-
tures is DFT, and this is the commonly preferred starting point for
the inclusion of correlation effects as well. Moreover another and
more relevant reason why DFT should be preferred is that most of
the approaches used to go beyond the single particle picture, and
most of the current implementations, renormalize the eigenvalues
leaving the eigenfunctions unaltered: they therefore need the best
possible single particle wavefunctions that is commonly believed
to be provided by DFT. On the other hand choosing DFT gives rise
to the problem of which exchange correlation functional is to be
selected among the vast variety of proposed functionals, including
Hybrids [55], LDA + U [56,57], self-interaction corrected [58], exact
exchange [59], etc.
The starting point issue may  be mitigated by introducing some
sort of self-consistency between the input and output charge den-
sity as presently implemented within DMFT [60].
The double counting issue. The other problem is the subtrac-
tion of any double counting of the electron–electron interaction
included in the DFT calculation via the exchange-correlation poten-
tial. Since DFT describes, although in a mean ﬁeld fashion, the whole
electron-electron interaction, and in the Hubbard model one-site
Coulomb repulsion is explicitly considered, when we  put the two
worlds together in a unique Hamiltonian of the type of Eq. 1 we
found contributions due to the additional Hubbard term that have
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lready been included in the DFT solution, and which should be
emoved in order to avoid to count them twice. Generally this is
one by subtracting a double-counting term from the self-energy,
owever such a correction is not unique and its choice represents
n open question. In many instances the double counting is taken
nto account shifting the real part of each orbital self-energy in such
 way that their average passes through zero at the Fermi energy.
his means that DFT is assumed to properly describe the Fermi
urface of the system, which is left identical to that of its uncor-
elated counterpart. This result can be reasonable in the case of
ransition metals, but would be questionable for more strongly cor-
elated materials such as high Tc superconductors; a whole branch
f research indeed is involved in the calculation of the complicated
ermi surfaces of strongly correlated materials [61–63].
The choice of U and J. Another issue is the choice of U and
 parameters. In the past – and also now in many cases – they
re treated as tunable parameters and modiﬁed to ﬁx an exper-
mental feature (typically to reproduce the measured satellite
nergy position) and then used to predict other spectral structures.
ore recently various techniques have been proposed to calculate
hem as orbital-dependent screened Coulomb and exchange inte-
rals [64,65], including even their energy dependence [66,67] or
onstructing a novel class of self-energy functionals (GW+DMFT)
68,69]. These are only few of the many attempts that go in
he direction of building ab-initio many-body approaches for real
aterials, a very active and promising research ﬁeld.
We have conﬁned our review to the most simple highly corre-
ated solids, neglecting for instance the vast class of more complex
aterials such as oxides, cuprates, pnictides, etc. that have been
he object of many theoretical and experimental studies in the last
ecades. More recently huge attention has been devoted to the
roup of materials that go under the name of topological insula-
ors. The role of topology in material science has been one of the
ajor discoveries of the past decades. In these insulating systems
he non-dissipative current carried by gapless edge states owes
ts robustness to a bulk topological feature described by non-zero
alue of given invariants. In most cases topological characteristics
re deﬁned assuming the electrons to be non-interacting and an
mportant issue is to understand how e–e repulsion may  affect
opological order and inﬂuence the physical observables related to
t [70,71]. The ﬁeld of interacting topological insulators is attracting
rowing interest and the deﬁnition of theoretical and computa-
ional tools to evaluate topological invariants in the presence of
–e interaction will require in the future dedicated efforts by the
heoretical community.
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