The free energy of the two-dimensional dilute Bose gas. II. Upper bound by Mayer, Simon & Seiringer, Robert
ar
X
iv
:2
00
2.
08
28
1v
2 
 [m
ath
-p
h]
  1
9 M
ay
 20
20
The free energy of the two-dimensional
dilute Bose gas. II. Upper bound
Simon Mayer∗ , Robert Seiringer†
Institute of Science and Technology Austria (IST Austria)
Am Campus 1, 3400 Klosterneuburg, Austria
May 19, 2020
We prove an upper bound on the free energy of a two-dimensional homogeneous
Bose gas in the thermodynamic limit. We show that for a2ρ ≪ 1 and βρ & 1 the free
energy per unit volume differs from the one of the non-interacting system by at most
4πρ2| ln a2ρ|−1(2 − [1 − βc/β]
2
+) to leading order, where a is the scattering length of
the two-body interaction potential, ρ is the density, β the inverse temperature and βc
is the inverse Berezinskii–Kosterlitz–Thouless critical temperature for superfluidity.
In combination with the corresponding matching lower bound proved in [6] this
shows equality in the asymptotic expansion.
1 Introduction and main result
1.1 Introduction
The first experimental observation of Bose–Einstein condensation in dilute alkali gases [2, 5],
with the subsequent advances and activities in experimental and theoretical physics, has led
to renewed interest in the mathematical aspects of interacting Bose and Fermi gases. For an
overview of some of the rigorous results on Bose gases obtained in recent years, see [10, 16, 21].
The present article is a sequel to [6], to which we refer for an extended introduction on the topic
of the dilute Bose gas and further recent results and references.
We shall investigate the free energy of a dilute Bose gas in the thermodynamic limit at positive
temperature. Recall that in three spatial dimensions, the free energy (per unit volume) as a
function of the inverse temperature β = 1/T and the particle density ρ satisfies the asymptotic
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identity
f 3D(β, ρ) = f 3D0 (β, ρ) + 4πaρ
2
2 −
1 −
(
β3Dc (ρ)
β
)3/2
2
+
 (1 + o(1)) (1.1)
as a3ρ → 0, where f 3D
0
(β, ρ) is the free energy density of an ideal Bose gas, a ≥ 0 is the
scattering length of the interaction potential, [ · ]+ = max{0, ·} denotes the positive part and
β3Dc (ρ) = ζ(3/2)
2/3/(4πρ2/3) is the inverse critical temperature for Bose–Einstein condensation
(of the ideal Bose gas). The proof of (1.1) was given in [25] (lower bound) and [26] (upper
bound). The formula is valid in the regime βρ2/3 & 1 or, in other words, if the temperature β−1
is of the order of the critical temperature of the ideal gas, or smaller.
The main goal of this article is to complete the analysis for the (first two terms of the) free
energy asymptotics of the Bose gas in two spatial dimensions. We shall prove the upper bound
f 2D(β, ρ) ≤ f 2D0 (β, ρ) +
4πρ2
| ln a2ρ|
2 −
[
1 −
β2Dc (ρ, a)
β
]2
+
 (1 + o(1)) (1.2)
as a2ρ → 0, where β2Dc (ρ, a) is the inverse Berezinskii–Kosterlitz–Thouless critical temperature
for superfluidity [3, 4, 13, 14], given by
β2Dc (ρ, a) =
ln | ln a2ρ|
4πρ
. (1.3)
In combination with the corresponding lower bound proved in [6, Theorem 1] we deduce that
(1.2) is actually an equality.
At first sight (1.2) and (1.1) look similar, but there are two important differences. The first
one is the inverse of the logarithmic factor | ln a2ρ| appearing as a prefactor in the second term,
which is particular to the two-dimensional system and already known from the asymptotics of the
ground state energy [17, 23]. The second one concerns the inverse critical temperature β2Dc (ρ, a),
which in two dimensions depends on the interaction via its scattering length, and diverges in the
dilute limit a2ρ → 0, which is not the case in three dimensions. Recall that the Mermin–Wagner–
Hohenberg theorem [11, 18] forbids Bose–Einstein condensation at positive temperature in two-
dimensional systems, hence their behavior can be expected to be rather different from their
three-dimensional analogues. These differences are among the reasons why proving the free
energy asymptotics in two dimensions is not merely a simple extension of the three-dimensional
case.
In the remainder of this section, we define the free energy in the thermodynamic limit, recall
some facts about the ideal Bose gas, and state our main result, Theorem 1. Since in the following
we will exclusively deal with the two-dimensional system, we will omit the superscript “2D” in
the free energies f 2D and f 2D
0
and in the inverse critical temperature β2Dc (ρ, a).
1.2 The model
We consider the Hamiltonian for N interacting bosons in a two-dimensional flat torus Λ, given
by
HN =
N∑
i=1
−∆i +
N∑
i< j
v(d(xi, x j)), (1.4)
2
where ∆ is the Laplacian on Λ, d(x, y) is the distance function on the torus and v ≥ 0 is a
nonnegative two-body potential with finite scattering length a > 0. We assume that v is a
measurable function that is allowed to take the value +∞, which is appropriate to model hard
disks. For a definition of the scattering length, we refer to [6, 16, 17] or to Sec. 2.2 below. Having
a finite scattering length is known to be equivalent to v(|x|)(ln |x|)2 being integrable outside a ball,
see [15].
The Hamiltonian HN acts on the Hilbert space HN, the symmetric tensor product of square
integrable functions on the torus,
HN =
N⊗
sym
L2(Λ). (1.5)
As a concrete realization of Λ we shall use the square of side length L embedded into the plane
R
2 with opposite sides identified, in which case ∆ is the Laplacian on Λ = [0, L]2 with periodic
boundary conditions. The distance is then
d(x, y) = min
k∈Z2
|x − y − kL|. (1.6)
At inverse temperature β = 1/T and average particle density ρ, the free energy per unit volume
is defined as
f (β, ρ) = −
1
β
lim
N,L→∞
N/L2=ρ
1
L2
ln TrHN e
−βHN , (1.7)
where the limit is the usual thermodynamic limit of large volume and large particle number with
fixed density ρ. For a proof of the existence of the limit in (1.7) we refer to [20, 22]. We will
give an upper bound on the free energy that is asymptotically exact in the dilute limit where a2ρ
is small while the dimensionless parameter βρ is of order one or larger. In physical terms, this
means that the scattering length is small compared to the average particle distance, while the
thermal wave length is of the same order as the average particle distance or larger.
For an ideal, i.e., non-interacting Bose gas in two dimensions, the free energy is explicitly
given by
f0(β, ρ) =
ρ
β
ln
(
1 − e−4πβρ
)
−
1
4πβ2
Li2
(
1 − e−4πβρ
)
, (1.8)
where
Li2(z) = −
∫ z
0
ln(1 − t)
t
dt (1.9)
is the polylogarithm of order two. It satisfies the scaling relation f0(β, ρ) = ρ
2 f0(βρ, 1). For later
use, we also recall the chemical potential
µ0(β, ρ) =
∂
∂ρ
f0(β, ρ) =
1
β
ln
(
1 − e−4πβρ
)
. (1.10)
1.3 Main theorem
Our main result is an asymptotic upper bound on the free energy of the interacting system in
terms of the free energy of ideal bosons and a correction term originating from the interaction,
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in case a2ρ is small and βρ is fixed or large. This is the two-dimensional analogue of [26,
Thm 1]. We use the standard notation x . y if there exists a constant C > 0 such that x ≤ Cy
(and analogously for “&”).
Let ρs denote the superfluid density
ρs = ρ
[
1 −
βc(ρ, a)
β
]
+
(1.11)
with the inverse critical temperature βc(ρ, a) defined in (1.3).
Theorem 1 (Upper bound on the free energy of the two-dimensional dilute Bose gas). Assume
that the interaction potential v is nonnegative and has a finite scattering length a. In the limit
a2ρ → 0 with βρ & 1 fixed or large, we have
f (β, ρ) ≤ f0(β, ρ − ρs) +
4π
| ln a2ρ|
(
2ρ2 − ρ2s
)
(1 + o(1)) (1.12)
with
o(1) .
ln | ln a2ρ|
| ln a2ρ|
. (1.13)
We emphasize that (1.13) is uniform in βρ for βρ & 1. Its order of magnitude agrees with the
expected next order term at zero temperature [1, 9, 19], although with the wrong sign. Moreover,
the error term depends on the interaction potential v only through its scattering length a, except
for an additional error term of the form
1
| ln a2ρ|2
∫
|x|≥a(Ca2ρ)−1/2| ln a2ρ|−7/2
v(|x|)[ln(|x|/a)]2 dx (1.14)
for someC > 0. This term is negligible compared to the main error term of the order ln | ln a2ρ|/| ln a2ρ|2,
but is non-uniform in v and cannot be estimated solely in terms of a.
The proof of Theorem 1 follows a very different route than the corresponding result in three
dimensions in [26]. It is in fact much shorter, and in many ways much simpler. Moreover, it
works for a larger class of interaction potentials. Our proof strategy would not work in the three-
dimensional case, however. This is due to the fact that in three dimensions the main correction
term compared to f0 is much smaller than in two dimensions; the relevant small parameter aρ
1/3
enters linearly in (1.1), while in two dimensions aρ1/2 enters only logarithmically. Hence a
greater accuracy is required in the analysis of the three-dimensional case, and several estimates
employed here would be too crude to achieve this accuracy.
One readily checks that
f0(β, ρ − ρs) − f0(β, ρ) = −
1
β
∫ ρs
0
ln
(
1 − e−4πβ(ρ−r)
)
dr .
ρ2
| ln a2ρ|
1(
ln | ln a2ρ|
)2 , (1.15)
which is much smaller than the main correction term of order ρ2/| ln a2ρ| in (1.12), but is much
larger than our bound on the o(1) term. Hence our upper bound could also be stated with f0(β, ρ)
in place of f0(β, ρ − ρs) on the right side, but at the expense of a larger error term.
In combination with the lower bound proved in [6], Theorem 1 establishes equality in the
asymptotic expansion of the free energy:
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Corollary 1 (Free energy asymptotics of the two-dimensional dilute Bose gas). Assume that the
interaction potential v is nonnegative and has a finite scattering length a. In the limit a2ρ → 0
with βρ & 1 fixed or large, we have
f (β, ρ) = f0(β, ρ) +
4πρ2
| ln a2ρ|
2 −
[
1 −
βc(ρ, a)
β
]2
+
 (1 + o(1)), (1.16)
where
|o(1)| .
ln ln | ln a2ρ|
ln | ln a2ρ|
. (1.17)
Here, [ · ]+ denotes the positive part and the inverse critical temperature βc(ρ, a) is defined in
(1.3).
The bound on the o(1) term stated in (1.13) originates from the lower bound in [6, Theorem 1],
the one obtained here in the upper bound is smaller.
The proof of Theorem 1 is given in the next section. It is split into several subsections for
better readability, and starts with a brief outline of the strategy.
2 Proof of the main theorem
2.1 Outline of the proof strategy
We use the Gibbs variational principle for the free energy and insert a suitable trial state into
the free energy functional to obtain an upper bound. We partition the square [0, L]2 into (L/ℓ)2
smaller boxes of size ℓ − R0, separated a suitable distance R0, and construct the trial state as
a tensor product of identical (up to translation) trial states on each smaller box. While ℓ will
be chosen large when a2ρ is small, it is independent of L. This has the advantage of having
a smaller number of particles to deal with, allowing for simpler estimates. On the other hand,
it leads to finite-size corrections that need to be estimated. On a small box, we define a trial
state as a suitable modification of the Gibbs state for an ideal Bose gas. It will be convenient
to use periodic boundary conditions instead of the Dirichlet boundary conditions that naturally
arise when confining the particles to the small boxes, and we shall estimate the effect of this
change of boundary conditions on the free energy. In order to obtain the correct interaction
energy, we consider an ideal gas of reduced density ρ − ρs, and add a condensate of density ρs
as a coherent state. Moreover, because of the short-range interaction it is necessary to add a
correlation structure via a Jastrow-type product function [12], involving the solution to the zero-
energy scattering equation defining the scattering length, and we need to estimate its effect on
the norms of the eigenfunctions of the state. We then proceed with estimating the energy and
entropy of the trial state on the small box. A suitable choice of the various parameters leads to
the stated bound (1.12).
2.2 Preliminaries
In this subsection we present some tools that will be needed in our proof. We first state a lemma
for approximating sums by integrals. A second lemma concerns properties of the zero-energy
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two-body scattering solution, and finally we discuss the variational definition of the free energy
in the canonical and grand canonical setting, as well as the equality of these two definitions in
the thermodynamic limit.
The following lemma is a variation of [24, Lemma 4].
Lemma 1. Let f : R+ → R+ be a monotone decreasing function. With −∆ the Laplacian with
periodic boundary conditions on [0, ℓ]2, we have
ℓ2
4π2
∫
R2
(
1 −
4
ℓ|p|
)
f (p2) dp ≤ Tr f (−∆) ≤
ℓ2
4π2
∫
R2
(
1 +
4
ℓ|p|
)
f (p2) dp + f (0). (2.1)
Proof. The spectrum of −∆ is σ(−∆) = [(2π/ℓ)Z]2, hence
Tr f (−∆) =
∑
p∈(2π/ℓ)Z2
f (p2). (2.2)
Consider a decomposition of the plane into squares of side length 2π/ℓ. Since f is monotone
decreasing, the smallest value of f (p2) for p in such a square is obtained at the corner that is
farthest away from the origin. Thus the sum over the points p that do not lie on a coordinate axis
(i.e., the points p = (p1, p2) for which neither p1 , 0 nor p2 , 0) is the lower Riemann sum to
the integral of f over the plane:
∑
p∈(2π/ℓ)Z2
f (p2) ≤
ℓ2
4π2
∫
R2
f (p2) dp +
∑
p∈axes
f (p2). (2.3)
Similarly, we can estimate the sum over the axes by a one-dimensional integral as
∑
p∈axes
f (p2) = f (0) + 4
∞∑
n=1
f ((2πn/ℓ)2) ≤ f (0) +
2ℓ
π
∫ ∞
0
f (p2) dp = f (0) +
ℓ
π2
∫
R2
f (p2)
|p|
dp.
(2.4)
In combination, this yields the second inequality in (2.1).
For the lower bound we proceed in a similar fashion. We use that f (p2) attains its largest
value at the corners that lie closest to the origin, and conclude that the sum over all points is the
upper Riemann sum to the integral over the plane without the region
G =
{
(p1, p2) ∈ R
2 : 0 < p1 <
2π
ℓ
or −
2π
ℓ
< p2 < 0
}
. (2.5)
See Fig. 1 for an illustration. In particular,∫
R2
f (p2) dp ≤
4π2
ℓ2
∑
p∈(2π/ℓ)Z2
f (p2) +
∫
G
f (p2) dp. (2.6)
We estimate the integral over G by four times the integral over the strip {0 < p1 < 2π/ℓ, p2 > 0}:∫
G
f (p2) dp ≤ 4
∫ 2π/ℓ
0
∫ ∞
0
f (p21 + p
2
2) dp2 dp1
≤
8π
ℓ
∫ ∞
0
f (p22) dp2 =
4
ℓ
∫
R2
f (p2)
|p|
dp. (2.7)
Combining the previous two estimates, we obtain the first inequality in (2.1). 
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Figure 1: Illustration of the method of proof of Lemma 1. For the upper bound we use the points
that do not lie on the coordinate axes, while for the lower bound we estimate the sum
over all points by the integral over the plane without the gray region G.
Recall that the scattering length of an interaction potential v can be defined by minimizing the
functional ∫
|x|<R
(
2|∇g(x)|2 + v(|x|)|g(x)|2
)
dx (2.8)
over functions satisfying the boundary condition g(x) = 1 on the sphere |x| = R (see [17, Ap-
pendix A] for details). The minimal value equals 4π/ ln(R/a), and this defines the scattering
length a in case v is supported on a ball of radius R0 < R. The unique minimizer g0 of (2.8) then
satisfies g0(r) = ln(r/a)/ ln(R/a) for R0 < r < R. If v has infinite range, this definition yields the
scattering length of v(|x|)θ(R−|x|), denoted by aR. The latter is increasing in R, and the scattering
length a of v is obtained by taking R → ∞. As already mentioned above, the finiteness of a is
equivalent to integrability of v(|x|)(ln |x|)2 outside a ball (see [15, Lemma 1]).
The minimizer g0 of (2.8) has the following properties.
Lemma 2. Let g0 be the minimizer of (2.8) subject to the boundary condition g0(R) = 1. Then
the following holds:
1. For all 0 < r ≤ R
g0(r) ≥
[
ln(r/a)
ln(R/a)
]
+
(2.9)
2. g0 is a monotone nondecreasing function of r.
3. The integral of the derivative of g0 satisfies the bound∫
|x|<R
g′0(|x|) dx ≤
2πR
ln(R/a)
. (2.10)
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Proof. For the proof of the first two properties see [17, proof of Lemma A.1]. For the third one
note that since g0 is a radial function we can integrate by parts in the radial variable, and then
use (2.9):
∫ R
0
rg′0(r) dr = Rg0(R) −
∫ R
0
g0(r) dr ≤ R −
∫ R
a
ln(r/a)
ln(R/a)
dr =
R − a
ln(R/a)
≤
R
ln(R/a)
. (2.11)
Since the angular integration only gives a factor of 2π, we arrive at the result. 
The last tool we require is a variational formulation of the free energy, which is very useful
for the purpose of proving an upper bound. We first define the free energy functional in the
canonical setting, then in the grand canonical setting and finally show that in the thermodynamic
limit the corresponding free energies agree. The canonical free energy in finite volume is defined
by
Fc(β,N, L) = inf
Γ
{
TrHN HNΓ − β
−1S (Γ)
}
, (2.12)
where HN is given in (1.4) and the infimum is taken over density matrices Γ for N particles, i.e,
positive trace class operators on HN (defined in (1.5)) with TrHN Γ = 1. Here, S (Γ) is the von
Neumann entropy defined by
S (Γ) = −TrHN Γ ln Γ. (2.13)
The Gibbs variational principle states that the infimum in (2.12) is attained for the Gibbs state
Γ = e−βHN /TrHN e
−βHN , hence Fc(β,N, L) = −β
−1 ln TrHN e
−βHN .
The grand canonical free energy, on the other hand, is defined by
Fgc(β,N, L) = inf
Γ
{
TrF HΓ − β
−1S (Γ)
}
, (2.14)
where the infimum is taken over density matrices Γ on the bosonic Fock space F =
⊕∞
M=0
HM
with expected number of particles equal to N, and H =
⊕∞
M=0
HM with H0 = 0, H1 = −∆ and
HN defined in (1.4) for N ≥ 2. The trace in the definition of the entropy in (2.14) is also over
F , but we suppress this in the notation for simplicity. In the thermodynamic limit we obtain the
free energy per unit volume as a function of the inverse temperature β and the density ρ
f (β, ρ) = lim
N,L→∞
N/L2=ρ
Fc(β,N, L)
L2
, fgc(β, ρ) = lim
N,L→∞
N/L2=ρ
Fgc(β,N, L)
L2
. (2.15)
The following is a simple consequence of the well-known equivalence of ensembles.
Lemma 3. For any β > 0 and ρ > 0
f (β, ρ) = fgc(β, ρ). (2.16)
Proof. One trivially has fgc(β, ρ) ≤ f (β, ρ) since the former is obtained by taking the infimum
over a larger set. Let F β,L(Γ) denote the grand canonical free energy functional (i.e., the right-
hand side of (2.14) without the infimum) and introduce the grand canonical pressure functional
in finite volume
− L2P
β,µ
L
(Γ) = TrF (H − µN)Γ − β
−1S (Γ) (2.17)
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for µ ∈ R, where N is the particle number operator on Fock space. Maximizing this functional
over all density matrices Γ, we obtain the grand canonical pressure in finite volume
PL(β, µ) = sup
Γ
P
β,µ
L
(Γ). (2.18)
Finally, the thermodynamic pressure is defined by
p(β, µ) = lim
L→∞
PL(β, µ). (2.19)
For any µ ∈ R we have
fgc(β, ρ) = lim
L→∞
L−2 inf
Γ,〈N〉Γ=ρL
2
F β,L(Γ)
= lim
L→∞
L−2 inf
Γ,〈N〉Γ=ρL
2
(
TrF (H − µN)Γ − β
−1S (Γ) + µρL2
)
≥ lim
L→∞
L−2 inf
Γ
(
−L2P
β,µ
L
(Γ) + µρL2
)
= µρ − p(β, µ), (2.20)
where we relaxed the condition on the expectation of the particle number operator in order to
obtain a lower bound in terms of the pressure. It is well-known (see, e.g., [22, Thm. 3.5.8]) that
the canonical free energy is the Legendre transform of the pressure, and thus
fgc(β, ρ) ≥ sup
µ
(µρ − p(β, µ)) = f (β, ρ). (2.21)
Consequently f (β, ρ) = fgc(β, ρ). 
2.3 Changing boundary conditions
In this subsection we shall relate Hamiltonians with different boundary conditions. Our method
is inspired by the arguments in [20]. Let ΛL = [−L/2, L/2]
2 denote the square of side length L
centered at the origin. For 0 < b < L/2, we introduce a cutoff function h : R → [0, 1] with the
following properties.
1. h is real-valued, even and continuously differentiable
2. h(x) = 0 for |x| > L/2 + b
3. h(x) = 1 for |x| < L/2 − b
4. h(x)2 + h(x − L)2 + h(x + L)2 = 1 for −L/2 ≤ x ≤ L/2
5. |h′(x)|2 ≤ 1/b2 for all x ∈ R
Condition 4 can be reformulated as antisymmetry of y 7→ 1/2−|h(y−L/2)|2 on [−b, b]. For points
in the plane, we shall slightly abuse notation and write h(x) = h(x(1))h(x(2)) for x = (x(1), x(2)) ∈
R
2. Finally, define V : HN(ΛL) →HN(ΛL+2b) by
(Vψ)(x1, . . . , xN) = ψper(x1, . . . , xN)
N∏
i=1
h(xi), (2.22)
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where ψper denotes the periodic extension of ψ to Λ3L,
ψper(x1, . . . , xN) =
∑
{n1,...,nN }∈{−1,0,1}2N
ψ(x1 + n1L, . . . , xN + nNL)
N∏
k=1
χΛL (xk + nkL). (2.23)
Here, χΛL denotes the characteristic function of the set ΛL. As in [20, Lemma 2.1.12] one easily
checks that V is an isometry:
‖Vψ‖2 =
∑
{n1,...,nN }∈{−1,0,1}2N
∫
ΛN
3L
|ψ(x1 + n1L, . . . , xN + nNL)|
2
N∏
k=1
χΛL (xk + nkL)h(xk)
2 dxk
=
∑
{n1,...,nN }∈{−1,0,1}2N
∫
ΛN
L
|ψ(x1, . . . , xN)|
2
N∏
k=1
h(xk − nkL)
2 dxk = ‖ψ‖
2 (2.24)
where we have used that
∑
n∈{−1,0,1}2 h(x + nL)
2 = 1 for x ∈ ΛL.
Lemma 4. With v as above, let HD
N,ΛL+2b
denote the N-particle Hamiltonian
HDN,ΛL+2b = −
N∑
i=1
∆Di,L+2b +
N∑
i< j
v(|xi − x j|) (2.25)
onHN(ΛL+2b) with Dirichlet boundary condition, and let
H
per
N,ΛL
= −
N∑
i=1
∆
per
i,L
+
N∑
i< j
vper(xi − x j) (2.26)
be the N-particle Hamiltonian onHN(ΛL) with periodic boundary conditions and interaction
vper(x) =
∑
n∈Z2
v(|x + nL|). (2.27)
For any ψ in the form domain of H
per
N,ΛL
we have
〈Vψ,HDN,ΛL+2bVψ〉 ≤ 〈ψ,H
per
N,ΛL
ψ〉 +
4N
b2
‖ψ‖2. (2.28)
Proof. For the kinetic energy, the proof is the same as the one of [20, Lemma 2.1.12], where
the case of Neumann (instead of periodic) boundary conditions is considered, and we will not
repeat it here. For the interaction energy, we note that
〈Vψ, v(|x1 − x2|)Vψ〉
=
∑
n1,n2∈{−1,0,1}2
∫
ΛN
L
|ψ(x1, . . . , xN)|
2v(|x1 + n1L − x2 − n2L|)h(x1 + n1L)
2h(x2 + n2L)
2
N∏
k=1
dxk
≤
∫
ΛN
L
|ψ(x1, . . . , xN)|
2vper(x1 − x2)
N∏
k=1
dxk = 〈ψ, vper(x1 − x2)ψ〉 (2.29)
where we have used that v ≥ 0 and condition 4 on h above. This completes the proof. 
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2.4 Box method
We will now construct a trial state that we insert into the grand canonical free energy functional
in (2.14). As shown in Lemma 3, the canonical and grand canonical free energies coincide in
the thermodynamic limit, hence it is legitimate to work with the latter. For some R0 > a > 0,
consider a partition of the square of size L into (L/ℓ)2 smaller boxes of size ℓ − R0, separated
a distance R0. We consider a trial state that is a tensor product
1 of translates of a given state Γ
that is supported on a small box and has an average particle number n = N(ℓ/L)2 = ρℓ2. Note
that the choice of ℓ is restricted by the condition that L/ℓ is an integer, which will no play role,
however, as L → ∞ while ℓ stays finite in the thermodynamic limit.
With ρΓ denoting the one-particle density of Γ, the variational principle (2.14) implies
ℓ2 f (β, ρ) ≤ TrF
(
H
D
Λℓ−R0
Γ
)
−
1
β
S (Γ) +
1
2
∑
n∈Z2,n,0
∫
v(|x − y|)ρΓ(x)ρΓ(y + nℓ) dx dy, (2.30)
where HD
Λℓ−R0
=
⊕
N
HD
N,Λℓ−R0
with the Dirichlet Hamiltonians HD
N,Λℓ−R0
defined in (2.25). The
last term in (2.30) results from the interaction of particles in different boxes and vanishes if the
range of v is smaller than R0.
We choose Γ of the form Γ = V∗ΓPV , where V is defined in (2.22), and ΓP is a translation
invariant state on the torus of side length ℓ − R0 − 2b, i.e., its eigenfunctions satisfy periodic
boundary conditions and are in the domain of the periodic Hamiltonians H
per
N,Λℓ−R0−2b
in (2.26) for
suitable particle numbers. Lemma 4 then implies
TrF
(
H
D
Λℓ−R0
Γ
)
≤ TrF
(
H
per
Λℓ−R0−2b
ΓP
)
+
4
b2
ρℓ2 (2.31)
withH
per
Λℓ−R0−2b
=
⊕
N
H
per
N,Λℓ−R0−2b
. We further use that the von Neumann entropy is invariant under
isometries, hence S (Γ) = S (ΓP). The state ΓP has a constant particle density n(ℓ − R0 − 2b)
−2 =
ρ(1 − R0/ℓ − 2b/ℓ)
−2, and it is not difficult to see that the density ρΓ equals that number times
the function h used in the construction of V in Sec. 2.3. In particular, ρΓ ≤ ρ(1−R0/ℓ − 2b/ℓ)
−2,
and since the boxes are separated a distance R0, we have
∑
n∈Z2,n,0
∫
v(|x − y|)ρΓ(x)ρΓ(y + nℓ) dx dy ≤
ρ2(ℓ − R0)
2
(1 − R0/ℓ − 2b/ℓ)4
∫
|x|>R0
v(|x|) dx. (2.32)
We shall bound the right side as
∫
|x|>R0
v(|x|) dx ≤ [ln(R0/a)]
−2
∫
|x|>R0
v(|x|)[ln(|x|/a)]2 dx (2.33)
for R0 > a, and recall that the last integral is finite for interaction potentials v with finite scatter-
ing length (and hence goes to zero as R0 becomes large).
1Strictly speaking, one should take a symmetric tensor product here; the symmetrizing has no effect, however, as all
Hamiltonians considered are local, in the sense that matrix elements vanish for functions with disjoint support.
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We conclude that
ℓ2 f (β, ρ) ≤ TrF
(
H
per
Λℓ−R0−2b
ΓP
)
−
1
β
S (ΓP) +
4
b2
ρℓ2
+
1
2
ρ2(ℓ − R0)
2
(1 − R0/ℓ − 2b/ℓ)4
1
[ln(R0/a)]2
∫
|x|>R0
v(|x|)[ln(|x|/a)]2 dx. (2.34)
We are left with the task of finding an upper bound on the free energy of a finite system of size
ℓ − R0 − 2b with periodic boundary conditions, containing an average particle number ρℓ
2. This
will be done in the next section. The trial state that we will use is constructed from a Gibbs state
of a non-interacting gas, a manually added condensate and a product function introducing the
appropriate correlations due to the particle interactions.
2.5 Periodic trial state on a finite box
Denote ℓ˜ = ℓ − R0 − 2b for simplicity, and consider the Gibbs state of an ideal Bose gas
ΓG =
∑
α
λα|ψα〉〈ψα|, λα =
e−β(Eα−µNα)∑
α′ e
−β(Eα′−µNα′ )
(2.35)
where Eα and Nα are the eigenvalues of H0 :=
⊕
N
∑N
i=1(−∆
per
i,ℓ˜
) and the number operator N =⊕
N
N for an eigenstate ψα, and µ < 0 is chosen such that nG :=
∑
α λαNα ≤ n = ρℓ
2. We will
in fact take
nG = nmin
{
1,
βc
β
}
= ℓ2(ρ − ρs) (2.36)
with βc defined in (1.3).
For reasons that will become apparent below, we introduce a cutoff on the number of particles
in ΓG by restricting the sum in (2.35) to the set
A = {α : Nα < N} (2.37)
for some parameter N > 0 to be chosen later. In order for the state to still have trace one, we
need to modify the coefficients λα and use instead
λ˜α =
λα∑
α′∈A λα′
(2.38)
satisfying
∑
α∈A λ˜α = 1.
We use the notation ap and a
†
p for the annihilation and creation operators of a plane wave of
momentum p on Fock space. For z ∈ C, Dz denotes the coherent state (Weyl) operator for the
p = 0 mode
Dz = exp
(
za
†
0
− za0
)
. (2.39)
It acts as a shift operator on the p = 0 mode creation/annihilation operators and as identity on
the other modes,
D†zapDz = ap + zδp,0. (2.40)
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The trial state we shall use is
ΓP =
∑
α∈A
λ˜α
| f Dzψα〉〈 f Dzψα|
‖ f Dzψα‖
2
. (2.41)
Here, f is an operator on Fock space that acts in the sector of particle number k ≥ 2 as
fk = f Pk =
k∏
i< j
g(d(xi, x j))Pk, (2.42)
where Pk is the projection onto particle number k, g(r) = g0(r) for r ≤ R, g(r) = 1 for r > R and
g0 is the minimizer of (2.8) with boundary condition g0(R) = 1. For k ∈ {0, 1} we define fk to be
the identity operator. The parameter R will be chosen large compared to a but small compared
to the mean particle spacing, i.e., a ≪ R≪ ρ−1/2.
In order for ΓP to have the required average particle number, we need to choose µ < 0 and
z ∈ C such that
TrF NΓP =
∑
α∈A
λ˜αNα + |z|
2 != n. (2.43)
The total particle number is given as the sum of particles in the (modified) thermal Gibbs state,
n˜G :=
∑
α∈A λ˜αNα, and |z|
2 particles in the added condensate. Since
∑
α,α′
(Nα − Nα′)(χNα<N − χNα′<N )λαλα′ ≤ 0 (2.44)
we have n˜G ≤ nG, hence |z|
2 ≥ n − nG ≥ 0.
We divide the calculation of the upper bound on the free energy of the trial state ΓP into four
lemmas. We start with an estimate on the norms appearing in the denominator in (2.41).
Lemma 5. For all α ∈ A, we have the lower bound
‖ f Dzψα‖
2 ≥ 1 −
πR2
2ℓ˜2
(
|z|4 + 4|z|2N + 2N2
)
=:
1
B1
. (2.45)
Proof. We write g(t)2 = 1 − η(t) with the function η having support in [0,R] and taking values
between zero and one. Thus we have
‖ f Dzψα‖
2 =
∑
m
∫
|(Dzψα)m|
2
m∏
i< j
(1 − η(d(xi, x j))) dXm, (2.46)
where (Dzψα)m denotes the m-particle component of the Fock space vector Dzψα, and dXm is
short for
∏m
k=1 dxk. Since the ψα are normalized and Dz is unitary, we can bound
‖ f Dzψα‖
2 ≥ 1 −
∑
m
m∑
i< j
∫
|(Dzψα)m|
2η(d(xi, x j)) dXm. (2.47)
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With ρ
(2)
α,z denoting the two-particle density of Dzψα, we have
∑
m
m∑
i< j
∫
|(Dzψα)m|
2η(d(xi, x j)) dXm =
1
2
∫
η(d(x, y))ρ
(2)
α,z(x, y) dx dy. (2.48)
In terms of the two-particle density ρ
(2)
α of ψα, its one-particle density matrix γα and the corre-
sponding density ρα(x) = γα(x, x) = Nαℓ˜
−2, it can be expressed as
ρ
(2)
α,z(x, y) = |z|
4 ℓ˜−4 + |z|2ℓ˜−2 (γα(x, y) + ρα(x) + ρα(y) + γα(y, x)) + ρ
(2)
α (x, y). (2.49)
We can bound |γα(x, y)|
2 ≤ ρα(x)ρα(y) = N
2
αℓ˜
−4, as well as
ρ
(2)
α (x, y) =
1
ℓ˜4
∑
p1,p2,p3,p4
eip1x eip2y e−ip3y e−ip4x 〈a†p4a
†
p3
ap2ap1〉ψα
=
1
ℓ˜4
∑
p
〈a†pa
†
papap〉ψα
+
1
ℓ˜4
∑
p1,p2
(
1 + ei(p1−p2)(x−y)
)
〈a†p1a
†
p2
ap2ap1〉ψα
≤
1
ℓ˜4
∑
p
np(np − 1) +
2
ℓ˜4
∑
p1,p2
np1np2
≤
2
ℓ˜4
∑
p1,p2
np1np2 = 2
N2α
ℓ˜4
, (2.50)
where we denoted by np the occupation numbers a
†
papψα = npψα. For α ∈ A, we have the
uniform bound Nα < N and hence
‖ f Dzψα‖
2 ≥ 1−
1
2ℓ˜2
(
|z|4 + 4|z|2N + 2N2
) ∫
R2
η(|x|) dx ≥ 1−
πR2
2ℓ˜2
(
|z|4 + 2|z|2N + 2N2
)
. (2.51)
In the last inequality we estimated η ≤ 1 on the disk of radius R. 
The second lemma concerns the weights of the Gibbs state ΓG restricted to the set A. We
introduce the function
τ(λ, k) =
e−λ −1
kλ
ln
(
1 −
e−kλ −1
e−λ −1
)
(2.52)
for λ < 0 and 0 < k < 1.
Lemma 6. The restricted sum of the eigenvalues of the Gibbs state satisfies
∑
α∈A
λα ≥ 1 − exp (−kβ|µ| (N − τ(βµ, k)nG)) =:
1
B2
(2.53)
for any 0 < k < 1.
Proof. We have ∑
α∈A
λα = 1 −
∑
α<A
λα = 1 − 〈χN≥N 〉ΓG . (2.54)
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The characteristic function can be bounded by an exponential function with parameter κ > 0 as
〈χN≥N 〉ΓG ≤ 〈e
κ(N−N)〉ΓG . (2.55)
The latter expectation is readily obtained as
〈eκ(N−N)〉ΓG = exp
(
βℓ˜2
[
Pℓ˜(β, µ + κ/β) − Pℓ˜(β, µ)
]
− κN
)
(2.56)
where Pℓ˜(β, µ) denotes the grand canonical pressure of the ideal Bose gas in a finite volume, and
we need to choose κ such that µ + κ/β < 0. An explicit computation gives
Pℓ˜(β, µ) = −
1
βℓ˜2
∑
p∈(2π/ℓ˜)Z2
ln
(
1 − e−β(p
2−µ)
)
. (2.57)
Hence we find for the difference
Pℓ˜(β, µ + κ/β) − Pℓ˜(β, µ) = −
1
βℓ˜2
∑
p∈(2π/ℓ˜)Z2
ln
(
1 −
eκ −1
eβ(p
2−µ) −1
)
. (2.58)
We shall choose κ = −kβµ for 0 < k < 1. It will be convenient to estimate − ln(1 − x) ≤ ηx
where η is chosen such that equality occurs for the largest x under consideration. In our case that
means
η = −
e−βµ −1
e−kβµ −1
ln
(
1 −
e−kβµ −1
e−βµ −1
)
. (2.59)
The sum over p can then be evaluated as the density of the Gibbs state ΓG,
Pℓ˜(β, µ(1 − k)) − Pℓ˜(β, µ) ≤
1
βℓ˜2
∑
p∈(2π/ℓ˜)Z2
η
e−kβµ −1
eβ(p
2−µ) −1
= η
(
e−kβµ −1
) nG
βℓ˜2
= −kβµτ(βµ, k)
nG
βℓ˜2
.
(2.60)
Hence the bound (2.53) follows. 
We remark that the same proof also shows that
∑
α<A
λαNα ≤
(
N +
1
kβ|µ|
)
exp (−kβ|µ| (N − τ(βµ, k)nG)) . (2.61)
To see this, one simply bounds
(N − N)χN≥N ≤ κ
−1 eκ(N−N) (2.62)
for any κ > 0, and then proceeds as above. This allows us to derive a lower bound on n˜G in
terms of nG,
n˜G =
∑
α∈A
λ˜αNα ≥
∑
α∈A
λαNα = nG −
∑
α<A
λαNα
≥ nG −
(
N +
1
kβ|µ|
)
exp (−kβ|µ| (N − τ(βµ, k)nG)) , (2.63)
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which will be useful later.
In the third lemma we shall estimate the expectation value of the Hamiltonian H
per
Λℓ˜
in our trial
state ΓP. To simplify the notation, we shall just write H for H
per
Λℓ˜
, and denote the restrictions of
H to the sector of particle number m by Hm. We have
TrF HΓP =
∑
α∈A
λ˜α
‖ f Dzψα‖2
∑
m
∫
fm(Dzψα)mHm fm(Dzψα)m dXm, (2.64)
where we denote again dXm =
∏m
k=1 dxk. We have to evaluate the integrals∫
fm(Dzψα)mHm fm(Dzψα)m dXm
=
∫
|∇ fm(Dzψα)m|
2 dXm +
m∑
i< j
∫
vper(xi − x j)| fm(Dzψα)m|
2 dXm (2.65)
where ∇ denotes the gradient with respect to Xm = (x1, . . . , xm). Using integration by parts, the
first term can be rewritten as∫
|∇ fm(Dzψα)m|
2 dXm =
∫ (
|∇ fm|
2|(Dzψα)m|
2 − f 2m(Dzψα)m∇
2(Dzψα)m
)
dXm. (2.66)
The first term on the right-hand side, together with the potential term in (2.65), will yield the
leading order correction to the free energy, while the second term will give the main contribution.
We define
E :=
∑
α∈A
λ˜α
‖ f Dzψα‖2
∑
m
∫
f 2m(Dzψα)m(−∇
2)(Dzψα)m dXm. (2.67)
The ideal gas Hamiltonian H0 does not distinguish between a state with or without added quasi-
condensate, since the latter carries no kinetic energy. In other words, if Eα is the eigenvalue of
ψα, then we have
H0Dzψα = EαDzψα. (2.68)
Hence
E =
∑
α∈A
λ˜α
‖ f Dzψα‖
2
∑
m
∫
f 2m(Dzψα)mEα(Dzψα)m dXm =
∑
α∈A
λ˜αEα. (2.69)
Next we evaluate the first term on the right-hand side of (2.66), proceeding similarly as in
[7, 8]. We have
∇xk fm = ∇xk
m∏
i< j
g(d(xi, x j)) = fm
∑
l,l,k
∇xkg(d(xl, xk))
g(d(xl, xk))
. (2.70)
Hence the square of the gradient of fm is given by
|∇ fm|
2 = 2 f 2m
∑
l<k
(
g′(d(xl, xk))
g(d(xl, xk))
)2
+ f 2m
∑
k
∑
l,l′,k
l,l′
∇xkg(d(xl, xk)) · ∇xkg(d(xl′ , xk))
g(d(xl, xk))g(d(xl′ , xk))
. (2.71)
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The first term contains the square of the derivative of g and is needed to obtain the correct
interaction energy. The factor 2 arises from restricting the sum to l < k instead of l , k. We
further define
I :=
∑
α∈A
λ˜α
‖ f Dzψα‖2
∑
m
∑
i< j
∫
2g′(d(xi, x j))
2 + vper(xi − x j)g(d(xi, x j))
2
g(d(xi, x j))2
f 2m|(Dzψα)m|
2 dXm
R :=
∑
α∈A
λ˜α
‖ f Dzψα‖
2
∑
m
∑
k
∑
l,l′,k
l,l′
∫
f 2m
∇xkg(d(xl, xk)) · ∇xkg(d(xl′ , xk))
g(d(xl, xk))g(d(xl′ , xk))
|(Dzψα)m|
2 dXm. (2.72)
Lemma 7. With the definitions above, we have
TrF HΓP = E + I + R, (2.73)
where E is given in (2.69),
I ≤
B1B2
ℓ˜2
(
(|z|2 + nG)
2 − 1
2
|z|4
) ( 4π
ln(R/a)
+
∫
|x|>R
v(|x|) dx
)
(2.74)
and
R ≤ 24π2B1B2
(nG + |z|
2)3
ℓ˜4
R2
[ln(R/a)]2
, (2.75)
with B1 and B2 defined in Lemma 5 and 6, respectively.
Proof. We introduce the function
ξ(x, y) = g′(d(x, y))2 + 1
2
vper(x − y)g(d(x, y))
2 . (2.76)
In the integrand in the first term in (2.72), we can bound fm(Xm)
2 ≤ g(d(xi, x j))
2, and then inte-
grate out all but two variables to find the two-particle density. Using in addition that λ˜α‖ f Dzψα‖
−2 ≤
λαB1B2 according to Lemmas 5 and 6, this leads to
I ≤ B1B2
∫
ξ(x, y)ρ
(2)
z (x, y) dx dy, (2.77)
where ρ
(2)
z denotes the two-particle density of DzΓGD
†
z . Here we also used that ξ ≥ 0 to add the
missing terms in the sum over α to obtain the full Gibbs state. Using Wick’s theorem for the
quasi-free state ΓG and (2.40), we calculate
ρ
(2)
z (x, y) = |z|
4ℓ˜−4 + |z|2ℓ˜−2(ρ(x) + ρ(y) + γ(x, y) + γ(y, x)) + |γ(x, y)|2 + ρ(x)ρ(y) (2.78)
with γ and ρ the one-particle density matrix and corresponding density of ΓG. We have ρ(x) =
nGℓ˜
−2 and |γ(x, y)| ≤ nGℓ˜
−2, hence
ρ
(2)
z (x, y) ≤
1
ℓ˜4
(
|z|4 + 4|z|2nG + 2n
2
G
)
=
2
ℓ˜4
(
(|z|2 + nG)
2 − 1
2
|z|4
)
. (2.79)
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For any fixed y ∈ Λℓ˜,∫
Λℓ˜
ξ(x, y) dx ≤
∫
R2
(
g′(|x|)2 + 1
2
v(|x|)g(|x|)2
)
dx =
2π
ln(R/aR)
+
1
2
∫
|x|>R
v(|x|) dx, (2.80)
where we have used that g is an increasing function in the first step, and that the minimum of
(2.8) equals 4π/ ln(R/aR) in the second. Here, aR denotes the scattering length of the potential
v(|x|)θ(R − |x|), which satisfies aR ≤ a, yielding (2.74).
We proceed similarly for the three-particle term R. In terms of the three-particle density ρ
(3)
z
of DzΓGD
†
z , we obtain
R ≤ B1B2
∫
g′(d(x, z))g′(d(y, z))ρ
(3)
z (x, y, z) dx dy dz. (2.81)
With the aid of Wick’s theorem and (2.40), one readily finds the crude bound
ρ
(3)
z (x, y, z) ≤ 6
(nG + |z|
2)3
ℓ˜6
. (2.82)
Applying in addition part 3 of Lemma 2, we obtain (2.75). 
Finally, we need to estimate the entropy of the trial state ΓP in order to obtain a bound on the
free energy.
Lemma 8. We have
S (ΓP) ≥ −
∑
α∈A
λ˜α ln λ˜α − ln B1, (2.83)
where B1 is defined in Lemma 5.
Proof. The proof follows [24, Lemma 2] and for the reader’s convenience we repeat it here. The
state ΓP is of the form ΓP =
∑
α∈A λ˜αPα for rank one projections {Pα} that are not necessarily
mutually orthogonal. By the concavity of the logarithm we have
S (ΓP) +
∑
α∈A
λ˜α ln λ˜α = −
∑
α∈A
λ˜α TrF Pα ln
(
λ˜−1α ΓP
)
≥ −
∑
α∈A
λ˜α ln TrF Pαλ˜
−1
α ΓP
≥ − ln TrF

∑
α∈A
PαΓP
 ≥ − ln
∥∥∥∥∑
α∈A
Pα
∥∥∥∥ . (2.84)
Since f ≤ 1 and the functions Dzψα are orthonormal, we infer from Lemma 5 that
∑
α∈A
Pα =
∑
α∈A
| f Dzψα〉 〈 f Dzψα|
‖ f Dzψα‖2
≤ B1. (2.85)
This concludes the proof. 
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2.6 Final upper bound
Now that we have an estimate on every term appearing in the free energy functional, we are
ready to state the upper bound on the free energy. Inserting the explicit form of λ˜α in (2.35) and
(2.38) and recalling that n˜G =
∑
α∈A λ˜αNα, we have
∑
α∈A
λ˜αEα + β
−1
∑
α∈A
λ˜α ln λ˜α = µn˜G − β
−1 ln

∑
α′∈A
e−β(Eα′−µNα′ )

≤ µn˜G − β
−1 ln

∑
α′
e−β(Eα′−µNα′ )
 + β−1 ln B2 (2.86)
where we used Lemma 6 in the last step. The free energy of the ideal Bose gas can alternatively
be written as
−
1
β
ln

∑
α′
e−β(Eα′−µNα′ )
 = 1β
∑
p∈(2π/ℓ˜)Z2
ln
(
1 − e−β(p
2−µ)
)
. (2.87)
We can use Lemma 1 to bound the last sum in terms of the corresponding integral, with the result
that
(2.87) ≤
1
β
(
ℓ˜
2π
)2 ∫
R2
ln
(
1 − e−β(p
2−µ)
)
dp −
ℓ˜
βπ2
∫
R2
1
|p|
ln
(
1 − e−β(p
2−µ)
)
dp
≤
1
β
(
ℓ˜
2π
)2 ∫
R2
ln
(
1 − e−β(p
2−µ)
)
dp +C
ℓ˜
β3/2
(2.88)
for some C > 0, where we used µ < 0 in the last bound. In particular, since
f0(β, ρ) = sup
µ≤0
{
µρ +
1
4π2β
∫
R2
ln
(
1 − e−β(p
2−µ)
)
dp
}
(2.89)
we obtain
(2.86) ≤ ℓ˜2 f0(β, n˜Gℓ˜
−2) + β−1 ln B2 +C
ℓ˜
β3/2
. (2.90)
Using Lemmas 7 and 8, we thus have the following upper bound on the free energy in finite
volume of the trial state ΓP:
TrF
(
H
per
Λℓ˜
ΓP
)
−
1
β
S (ΓP) ≤ ℓ˜
2 f0(β, n˜Gℓ˜
−2) + β−1 ln B1B2 +C
ℓ˜
β3/2
+
B1B2
ℓ˜2
(
(|z|2 + nG)
2 − 1
2
|z|4
) ( 4π
ln(R/a)
+
∫
|x|>R
v(|x|) dx
)
+ 24π2B1B2
(nG + |z|
2)3
ℓ˜4
R2
[ln(R/a)]2
. (2.91)
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The last term in the second line can be bounded as in (2.33). In combination with (2.34) this
gives the final upper bound
f (β, ρ) ≤ (1 − R0/ℓ − 2b/ℓ)
2 f0(β, n˜Gℓ˜
−2) + ℓ−2β−1 ln B1B2 +
C
ℓβ3/2
+
B1B2
ℓ2ℓ˜2
(
(|z|2 + nG)
2 − 1
2
|z|4
) ( 4π
ln(R/a)
+
1
[ln(R/a)]2
∫
|x|>R
v(|x|)[ln(|x|/a)]2 dx
)
+ 24π2B1B2
(nG + |z|
2)3
ℓ2ℓ˜4
R2
[ln(R/a)]2
+
4ρ
b2
+
1
2
ρ2(1 − R0/ℓ)
2
(1 − R0/ℓ − 2b/ℓ)4
1
[ln(R0/a)]2
∫
|x|>R0
v(|x|)[ln(|x|/a)]2 dx. (2.92)
We shall choose the parameters such that n˜Gℓ˜
−2 ≥ nGℓ
−2 = ρ−ρs, hence f0(β, n˜Gℓ˜
−2) ≤ f0(β, ρ−
ρs). Note that f0(β, ρ − ρs) ∼ β
−2 for βρ & 1. Moreover, we can use (2.63) to give an upper
bound on nG in terms of n˜G = n − |z|
2. It remains to choose the free parameters ℓ, b, R0, R and
N . In order to estimate the error stemming from B2 in (2.53), we need bounds on the chemical
potential µ, which will be derived in the next section.
2.7 Effective chemical potential
From now on, we shall use the short hand notation
σ := | ln a2ρ|. (2.93)
Recall that the chemical potential µ was chosen such that
nG =
∑
p∈(2π/ℓ˜)Z2
1
eβ(p
2−µ) −1
= ρℓ2min
{
1,
lnσ
4πβρ
}
(2.94)
where the last fraction is nothing but βc/β. The trivial lower bound nG ≥ 1/(e
−βµ −1) implies
that −βµ & 1 if nG . 1, and −βµ & n
−1
G
if nG & 1.
Let us further consider the case nG & 1. A more accurate lower bound on nG can be obtained
with the aid of Lemma 1. It implies that
nG ≥
ℓ˜2
4π2
∫
R2
1
eβ(p
2−µ) −1
(
1 −
4
ℓ˜|p|
)
dp ≥ −
ℓ˜2
4πβ
ln
(
1 − eβµ
)
−
Cℓ˜
β
√
|µ|
. (2.95)
Using −βµ & n−1
G
on the last term, we obtain
− ln
(
1 − eβµ
)
≤
4πβ
ℓ˜2
nG +
Cβ1/2
ℓ˜
n
1/2
G
≤
ℓ2
ℓ˜2
lnσ +C
ℓ
ℓ˜
(lnσ)1/2 . (2.96)
We will choose the parameters such that ℓ/ℓ˜ = 1 + o(1) as σ → ∞, hence −βµ ≥ σ−1+o(1).
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In order to control the error term in (2.53), we also need a bound on τ(βµ, k)nG for some fixed
0 < k < 1, say k = 1/2. For bounded βµ, τ(βµ, k) is bounded, but as βµ → −∞, it diverges as
e−kβµ /(kβ|µ|). On the other hand, for β|µ| & 1, Lemma 1 readily implies that
nG ≤
ℓ˜2
4π2
∫
R2
1
eβ(p
2−µ) −1
(
1 +
4
ℓ˜|p|
)
dp +
1
e−βµ −1
.
(
ℓ˜2β−1 + 1
)
eβµ (2.97)
and hence, in particular, τ(βµ, k)nG is bounded above by (ℓ˜
2β−1 + 1) for β|µ| & 1. Since nG ≤
n = ρℓ2, we conclude that the bound
τ(βµ, k)nG . 1 + ℓ
2ρ (2.98)
holds uniformly in βρ & 1 for fixed 0 < k < 1.
2.8 Choice of parameters
We are now ready to choose the free parameters in our upper bound. Recall the definition (2.93).
We shall choose R2ρ < 1, hence we can write
ln(R/a) =
1
2
(
| ln a2ρ| − | lnR2ρ|
)
=
σ
2
(
1 −
| lnR2ρ|
σ
)
. (2.99)
We shall choose R such that | lnR2ρ| ≪ σ.
Let us start with the choice of b. The error terms involving b are of the order
ρb−2 + bℓ−1
(
β−2 + ρ2σ−1
)
. ρb−2 + ρ2bℓ−1 (2.100)
for βρ & 1, which leads to the choice b3 ∼ ℓρ−1, and hence an error of the order ρ2(ℓ2ρ)−1/3. We
shall choose N = Aρℓ2 for some large enough A (of order 1) to be determined. The main error
terms involving ℓ are thus, in addition to ρ2(ℓ2ρ)−1/3,
R2ρ4σ−1ℓ2 and β−3/2ℓ−1. (2.101)
The most relevant term turns out to be the first one, leading to the choice ℓ2ρ = (R2ρ)−3/4σ3/4
and an error of the order
ρ2
σ
(R2ρσ3)1/4. (2.102)
The other main error terms involving R are
ρ2
σ
(
| lnR2ρ|
σ
+ R2ρ +
R2ρσ
βρ
)
(2.103)
of which the first is the most relevant, the others being small compared to (2.102). We equate it
with (2.102), leading to the choice R2ρ ∼ σ−7 and a resulting error term
ρ2
σ2
lnσ. (2.104)
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The only parameter left to choose is R0, and we can take R
2
0
ρ ∼ σ2.
Let us summarize the choice of parameters. We have
R2ρ ∼ σ−7 , ℓ2ρ ∼ σ6 , b2ρ ∼ R20ρ ∼ σ
2 (2.105)
and N = Aσ6 for suitable A large enough. Let us now examine the various terms in (2.92).
We have b/ℓ ∼ R0/ℓ ∼ σ
−2, leading to an error of at most β−2σ−2 . ρ2σ−2 from the prefactor
multiplying f0. Since |z|
2 ≤ ρℓ2, we have B1 = 1 + O(R
2ρℓ2ρ) = 1 + O(σ−1) from (2.45), hence
ℓ−2β−1 ln B1 . ρ
2σ−7. For B2 in (2.53), we use that −βµ ≥ σ
−1+o(1), as argued in the previous
section, as well as (2.98). This implies that for an appropriate choice of A > 0 we have B2 =
1+O(σ−∞), hence all error terms involving B2 are negligible compared to (2.104). Similarly, we
can give an upper bound on |z|2 = n − n˜G = ℓ
2ρs + nG − n˜G. From (2.63) and −βµ ≥ σ
−1+o(1) we
conclude in fact that nG − n˜G . O(σ
−∞). Note that this also implies that n˜Gℓ˜
−2 ≥ nGℓ
−2 = ρ− ρs
for large enough σ, as claimed after (2.92), at least as long as nG & O(σ
−K) for some (arbitrary)
K > 0. This condition holds if βρ . σK for some K > 0. For larger βρ, we simply use that f0
contributes at most β−2 . ρ2σ−K to the free energy, and is hence negligible for K large enough.
Using also (2.99), we conclude from (2.92) with this choice of parameters that
f (β, ρ) ≤ f0(β, ρ − ρs) +
4π
σ
(
2ρ2 − ρ2s
)
+
Cρ2
σ
(
lnσ
σ
+
1
σ
∫
|x|≥a(Ca2ρ)−1/2σ−7/2
v(|x|)[ln(|x|/a)]2 dx
)
(2.106)
for some universal constant C > 0 and σ large. This concludes the proof of Theorem 1.
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