Abstract: In this paper, we study the existence and uniqueness of mild solution for a stochastic neutral partial functional integro-differential equation with delay in a Hilbert space driven by a fractional Brownian motion and with non-deterministic diffusion coefficient. We suppose that the linear part has a resolvent operator in the sense given in [8] .
Introduction
The theory of stochastic differential equations driven by a fractional Brownian motion in infinite dimension has been widely examined by many researchers due to various mathematical models in different fields, such as physics, population dynamics, ecology, biological systems, biotechnology, optimal control, theory of elasticity, electrical networks, and several other areas of engineering and science. There is now a rich litterature on the topic of stochastic equations driven by a fractional Brownian motion, for example, [12] , proved the existence and uniqueness of a mild solution for a class of stochastic differential equations in a Hilbert space with a cylindrical fractional Brownian motion with Hurst parameter stochastic delay evolution equations driven by a fractional Brownian motion.
The study of neutral stochastic functional differential equations (NFSDEs) driven by a fractional Brownian motion (fBm) has became an active area of investigation. [1] analysed the existence and uniqueness of a mild solution for a neutral stochastic differential equation with finite delay driven by fractional Brownian motion in a Hilbert space, and established some sufficient conditions ensuring the exponential decay to zero in mean square for the solution.
In [11] the authors studied the existence and uniqueness of mild solutions to neutral stochastic delay functional integro-differential equations perturbed by fractional Brownian motion.
Since then, many other works have followed dealing with the same subject, but all these works consider NFSDEs with deterministic diffusion coefficients. Recently, [2] , inspired by the work of [6] , proved the existence of mild solution to delay differential equations driven by a fractional Brownian motion in Hilbert space and with nonlinear stochastic diffusion terms.
Following this line, our main objective in this paper, is to generalize the result in [11] to a class of neutral stochastic functional integro-differential equations with nondeterministic diffusion terms. More precisely, we consider the following stochastic equation: The theory of integro-differential equations with resolvent operators is an important branch of differential equations, which has an extensive physical background and provides useful mathematical models for many fields of applications. This is why it has received much attention in recent years. The resolvent operator is similar to the semigroup operator for abstract differential equations in Banach spaces. However, the resolvent operator does not satisfy semigroup properties.
This paper is organized as follows, In Section 2 we introduce some notations, concepts, and basic results about fractional Brownian motion and Stochastic integral on Hilbert spaces. The existence and uniqueness of mild solutions are discussed in Section 3. In Section 4, we investigate the absolute continuity for the law of F (x(t)), where x(t) is the mild solution obtained in section 3 and F a function satisfying appropriate conditions. Finally, in section 5 we will exhibit an example to illustrate our previous abstract results.
Preliminaries
In this section, stochastic integrals with respect to a fractional Brownian motion in a separable Hilbert space is introduced, and some basic properties of this integral are noted.
Let (Ω, F, P) be a complete probability space. 
Moreover B H has the following Wiener integral representation:
where B = {B(t) : t ∈ [0, T ]} is a Wiener process, and K H (t; s) is the kernel given by
and β(, ) denotes the Beta function. We put
We will denote by H the reproducing kernel Hilbert space of the fBm. In fact H is the closure of set of indicator functions {1 [0;t] , t ∈ [0, T ]} with respect to the scalar product
The mapping 1 [0,t] → B H (t) can be extended to an isometry between H and the first Wiener chaos and we will denote by B H (ϕ) the image of ϕ by the previous isometry.
We recall that for ψ, ϕ ∈ H their scalar product in H is given by
Let us consider the operator
We refer to [4] for the proof of the fact that K * H is an isometry between H and L 2 ([0, T ]). Moreover for any ϕ ∈ H, we have
Let S denote the class of smooth random variables such that a random variable F ∈ S has the form
where
.., φ n are in H and n ≥ 1. The derivative of a smooth random variable F of the form (2) is the H-valued random variable given by
We can define the iteration of the operator D in such a way that for a smooth random variable F , the iterated derivative D k F is a random variable with values in H ⊗k .
Let V be a real separable Hilbert space. We denote by H V the completion of the preHilbert space of V -valued bounded Borel measurable functions F : [0, T ] → V with the norm induced from the inner product
Banach space of Borel measurable functions with the norm | . | H V given by
It can be seen that
For more details we can refer to [13] .
Consider the family S V of V -valued smooth random variables of the form
For any integer k ≥ 1 and any real number p ≥ 1, we can define the semi-norm on S V
We define the space D k,p (V ) as the completion of S V with respect to the norm F k,p , and
Definition 1
The divergence operator δ is the adjoint of the derivative operator, defined by means of the duality relationship
Definition 2 We say that u belongs to the domain of the operator δ, denoted by Dom(δ),
Let us now consider the space
We denote by D 1,2 ( H V ) the space of processes u satisfying:
It has been shown in [13] that D 1,2 ( H V ) is included in Dom(δ) and for a process u in Now we turn to state some notations and basic facts about the theory of resolvent operators needed in the sequel. For additional details on resolvent operators, we refer to [8] and [5] . 
We will note by C([0, +∞), X), the space of all continuous functions from [0, +∞) into X, and B(X, V ) the set of all bounded linear operators form X into V . Consider the following Cauchy problem
We recall the following definition ([8])
Definition 3 A resolvent operator of the Equation (3) is a bounded linear operator valued function R(t) ∈ L(V ) for t ≥ 0, satisfying the following properties:
(i) R(0) = I and R(t) ≤ N e βt for some constants N and β.
(ii) For each x ∈ V , R(t)x is strongly continuous for t ≥ 0.
The resolvent operator satisfies a number properties reminiscent semi-group, it plays an important role to study the existence of solutions and to establish a variation of constants formula for nonlinear systems. To assure the existence of the resolvent operator, we need the following hypotheses:
(H.1) A is the infinitesimal generator of a C 0 -semigroup (T (t)) t≥0 on V .
(H.2) For all t ≥ 0, B(t) is a closed linear operator from X into V . Furthermore for any y ∈ X the map t → B(t)y is bounded, differentiable and the derivative t → B ′ (t)y is bounded and uniformly continuous on R + .
The following theorem gives the existence conditions of a resolvent operator for the equation In what follows, we recall some existence results for the following integro-differential equa- (4) if
(ii) v satisfies equation (4) for t ≥ 0. 
where R(t) is the resolvent operator of the Equation (3).
Remark 7
It has been shown in [8] that under (H.1) and (H.2) a strict solution of Equation Clearly in our situation, due to the presence of the stochastic integral in the Equation (1), we will not be concerned by strict solutions.
Existence and uniqueness of a mild solution
In this section we study the existence and uniqueness of a mild solution for Equation (1) .
In the sequel, we assume that the following conditions hold. Moreover, we assume that
Similar to the deterministic situation we give the following definition of mild solutions for Equation (1) .
iii) For arbitrary t ∈ [0, T ], we have
where R(.) is the resolvent operator of the Cauchy problem (3).
Our main result is the following: For the proof we need the following lemma which can be proved by the same arguments as those used in [2] .
Lemma 10 Let y = {y(t), t ∈ [0, T ]} be a stochastic process. 
(ii) If y satisfies condition A m , then, the stochastic process
(iii) If y satisfies condition A m+1 , then,the stochastic Skorohod integral
} is well defined and the stochastic process
Proof. of Theorem 9. To prove that the equation (1) with T ≤ mr, we construct the solution step by step. Let us consider the induction hypothesis (H n ) for 1 ≤ n ≤ m:
The equation
has a unique solution x n (t) which satisfies condition A m−n .
Let us check (H 1 ). For t ∈ [0, r], equation (6) can be written in the following form:
Since ϕ is a deterministic continuous function, it follows that
Therefore,
and then D k x 1 (t) = 0 when k ≥ 2. Thanks to the boundedness of the coefficients f , g and σ we can easily check that
Assume now that (H n ) is true for n < m, and check (H n+1 ). Consider the stochastic process {x n+1 (t), t ∈ [−r, (n + 1)r]} defined as:
x n+1 (t) = ϕ(t), t ∈ [−r, 0] , where x n is the solution obtained in (H n ). The process x n+1 is well defined, thanks to fact that x n satisfies A m−n , assumption (H.3), the boundedness of R and Lemma 10. Moreover
Therefore, for t ≤ nr, the uniqueness of the solution on [0, nr], entails:
Then, equation (7) becomes:
Finally, x n+1 is the unique solution of equation (6) on [0, (n + 1)r]. The procedure is verified up to n = m, and the process x(t) = x m (t) is the unique solution of Equation (1) on [−r, T ] for all T ≤ mr. We can easily check the continuity of the solution, that is
Which ends the proof of the theorem.
Regularity of the law of F (x(t))
In this section, we find a sufficient conditions under which the law of F (x(t)) is absolutely continuous with respect to the Lebesgue measure, where x(t) is the solution of Equation 
s By Proposition 7.1.4 in [7] , it suffices to show that
Since x(t) ∈ D 1,2 (V ) and F : V −→ R is a Lipschitz function, then F ∈ D 1,2 (see Proposition 1.2.4 page.29 in [4] ) and
On the other hand, we have
Hence, for u ∈ (t − r, t), we have
Note that
and a sufficient condition for this is that
which imply that the law of F (x(t)) has a density with respect to the Lebesgue measure.
This completes the proof.
Example 12
In the case of F (x) = ||x||, we get that the law of ||x(t)|| V is absolutely continuous with respect to the Lebesgue measure if
Application
We consider the following stochastic partial neutral functional integro-differential equation with finite delay r:
∂y 2 [x(t, y) +ĝ(x(s − r, y))] ds +f (x(t − r, y)) +σ(x(t − r, y)) dB H dt (t) x(t, 0) +ĝ(x(t − r, 0)) = 0, t ≥ 0 x(t, π) +ĝ(x(t − r, π)) = 0, t ≥ 0 x(t, y) = ϕ(t, y), −r ≤ t ≤ 0, 0 ≤ y ≤ π Further, if we impose suitable regularity conditions onĝ,f andσ such that g, f and σ verify assumptions of theorem 9. then we conclude the existence and uniqueness of the mild solution of the equation (9) .
