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Smart card has the capability to perform any computation on its chip. It is 
traditionally implemented as a security server controlled by the connected terminal. 
However, it is often equipped with limited processing power just enough for security 
usage. This in turn limits their range of application in the traditional field of security. 
The research behind this thesis tries to unleash this limit and let smart card 
applications waken to a new era. To achieve this, we propose the Card-Centric 
Framework, in which the smart card takes control of all application logics while the 
card-connected terminal is just a supporting system. The framework consists of a 
system model and a communication protocol. Under the Card-Centric Framework, 
smart card evolves to a generic computer, and becomes able to run any applications 
that require basic means of user interactions. 
A system prototype which makes use of state-of-the-art smart card technologies was 
implemented to demonstrate the feasibility of Card-Centric Framework. It showed 
poor performance that is not acceptable by users, yet the results were reasonable. The 
main reason for the poor performance was deduced to be the slow access speed of 
on-card flash memory of state-of-the-art smart cards. 
To cater for performance issues, another demo system was implemented using the 
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improved memory technologies that are predicted to be feasible in the near future. 
The flash memory was replaced by SRAM, which is significantly faster. The system 
was implemented on an FPGA development board. Results showed significant 
improvement in performance, and were found to be acceptable by the users. 
The two demo systems not only demonstrate the feasibility of the Card-Centric 
Framework over the future technologies, but also tell us one message, "the 
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Once upon a time, smart cards are designed to be secure storage devices of the 
connected terminal, responsible for protecting critical data [1]. Through time, higher 
demands on the security algorithms give rise to microprocessor-based smart cards, 
and allow smart cards to run programs. Therefore, smart cards gain the potential to 
run applications, depending on the infrastructures provided. However, it is often 
equipped with a limited set of processing power just enough for security. This has 
been, and will be, limiting smart card's potential of use in the conventional 
client-server security model, in which smart card is just a slave of the connected 
terminal [2]. With the continual advancement in microelectronics technologies, more 
and more processing power will be added to smart cards, providing a sufficient 
condition for a change in smart card application model. 
The GSM Proactive SIM specification enlightens a new usage model of smart cards, 
by which smart cards become able to initiate as well as receive requests [3]. This 
envisioned higher potential for smart card applications, and gave a great impact on 
the smart card industry. Later in 1998, Balacheff et al realized this potential, and 
proposed the Intelligent Adjunct (lA) model to replace the traditional client/server 
model by a peer-to-peer one [4]. They suggest running application logics in smart 
cards, and supporting the on-card applications with off-card resources. However, the 
intended field of application was unrealistic, and the details of implementation were 
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not defined. Based on the lA model the motivation of this research has arisen: To 
allow smart cards to run any applications. 
1.2 Memory and Microprocessor Cards 
Most people believe that smart cards are only passive storage devices, supporting 
secure Read and Write of protected information. They are partly correct, and smart 
cards are somewhat more than that. In fact, smart cards not only can store 
information, but also can process. This section introduces you to the truth. 
In general, there are two types of smart cards: memory cards and microprocessor 
cards. 
Memory cards are the first type of smart cards ever employed in the industry, and are 
nothing more than memory devices accessed by the connected terminal. They usually 
" consist of limited amount of memory for storage of critical information [5]. In the 
early days, magnetic stripes were used as memory devices. Example applications are 
pre-paid telephone cards and credit cards. However, as they could easily be changed 
or duplicated by hostile parties, the industry has been gradually replacing them by 
EEPROM protected by security logics. The security logic controls access, either read 
or write, to the information stored in the EEPROM. It allows access only if the 
conditions of use are satisfied, thus isolating the protected data from illegal parties. 
As time goes by, scientists realized that the protected data are easily interfered by 
simple wire-tapping attack against the communication channel, and thus invented 
more complex security measures to allow for on-the-fly data protection. Namely, 
data are protected even during transmission. These measures are based on secure 
messaging method [6], involving the use of cryptography such as DES, RSA and 
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ECC. They are computation-intensive and issue a great challenge to the processing 
power of the on-card security logic. The industry then equips smart cards with 
microprocessors to provide flexibility for these algorithms. This gives rise to 
microprocessor cards. 
Microprocessor cards have both CPU and memory, and communicate with the 
connected terminal through a serial port. Therefore, they could be dealt with as a 
stand-alone computer, in which custom security algorithms are allowed to run on the 
smart card. Depending on the extent of customization, the on-card application can be 
anything within the microprocessor-based architecture. 
In this thesis, our discussions will be based on microprocessor cards. 
1.3 State-oMhe-Art Smart Card Hardware 
" State-of-the-art smart cards are often microprocessor-based system-on-chip (SoC) 
fabricated using technologies ranging from 0.25u to 0.13u [5]. They consist of a 
microprocessor and several types of memory, optimized for security function. 
The microprocessors usually have a Complex Instruction Set Computer (CISC) 
architecture, which means that they require several clock cycles to execute machine 
instructions and usually have very large instruction sets. The instruction sets are 
based on either the Motorola 6805 or Intel 8051 architecture. Variants from 8-bit to 
32-bit architectures are available. The 8-bit variant is adopted by most smart cards 
for generic low-end applications, whereas the 16-bit and 32-bit are for high-end 
applications handling large memory. State-of-the-art smart card processors run at 
around 5 MHz, whereas the high-end counterparts can achieve up to 20 MHz. 
There are three types of memory for each smart card: read-only memory (ROM), 
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random-access memory (RAM) and non-volatile memory. ROM is non-erasable 
memory containing most of the operating system routines, as well as various test and 
diagnostic functions. These programs are built into the chip by the manufacturer 
during fabrication. RAM loses its data on power loss, and is thus used for temporary 
storage. In the industry, Static RAM (SRAM) are often used, as it can hold data even 
when the external clock is stopped, and thus the data could be free from corruption 
during run-time. Since SRAM blocks are large in size, RAM size is limited to around 
1 Kbyte to achieve the small area of smart card chips. Non-volatile memory refers to 
memory that could be written during run-time, and that could hold data even after 
power-off. Flash memories are widely used, but the write delay could be as high as 
10ms. Ferroelectric RAM (FRAM) is a new development in the industry destined to 
replace flash memories. Its write delay could be as short as 10 ns. However, little 
effort has been made to use this technology in smart cards. 
The processing power of the state-of-the-art hardware discussed above is rather poor 
" when compared with high-end computer systems. The major reason is the small chip 
area requirement of smart cards. IS07816 defines that the chip should be bonded to 
the contact pads to prevent the chip from breaking [7], thus the chip size is limited to 
a few tens of mm . The smaller the chip area, the smaller is the heat transfer rate, and 
the smaller should be the power dissipation [8] [9]. Therefore, the processor speed is 
limited to a few MHz. Most importantly, cost. The larger the chip size, the more it 
costs for fabrication. In order to minimize fabrication cost, manufacturers sacrifice 
the processor performance. Yet the processing power is still enough for handling 
simple programs and security algorithms. 
Advanced cryptographic algorithms, such as DES, RSA, etc., requires far higher 
processing power for computation intensive mathematical operations such as 
exponentiation and modulus operations. However, instead of increasing the number 
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of instructions the microprocessor can finish per second, the industry decides to 
equip smart cards with mathematical coprocessors, thus the processing power need 
not increase [5]. This act limits the application model of smart cards in the traditional 
field of security, inhibiting the expansion to other types of applications. 
1.4 Traditional Smart Card Applications 
The primary reason why smart card exists is security, so smart card applications are 
all related to security. Smart card applications could be divided into two categories: 
Memory-oriented and Processing power-oriented. Memory cards are not our concern, 
so their applications will not be discussed here. Processing power-oriented 
applications involve smart cards performing security related computations. Examples 
of them are electronic purse, credit cards and access control of computer resources 
[1]. All of them make use of the security features of smart cards by a simple 
„ client-server model. 
Smart card applications are similar to web-based applications, such as FTP, 
HTTP...etc, in the way that they both adopt a client-server model and involve 
request-response transaction sequences [2]. Each system consists of two entities: 
smart card and the connected terminal. The smart card is a server consisting of 
certain security features (e.g. Authentication, Authorization...etc), whereas the 
terminal is a client of the server. The terminal makes use of the features by initiating 
requests to the smart card. Then the smart card performs judgments based on the 
security criteria defined by the developer, and sends a response string back to the 
terminal. 
Under this client-server model, smart cards take the passive role, and are assumed 
not to initiate any requests. They are kept away from the active role, and could never 
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Figure 1.5.1. IS07816 APDUs:⑷ Request APDU, and (b) Response APDU 
become the active client. Therefore, their range of applications is limited to security 
servers, and will be nothing more than that in the future. 
1.5 IS07816: A Standard for Smart Cards 
“ The IS07816 standard defines every aspects of smart card from the physical 
properties to message format [7]. It defines that the smart card chip should be bonded 
to the contact pads, thus the chip size is limited to be small. The message involved is 
called Application Protocol Data Unit (APDU). There are two types of APDUs: 
request and response. They are shown in figure 1.5.1. 
The request APDU sent from the terminal consists of a 5-byte header and a 
maximum of 256 bytes in payload. The response APDU from the smart card can 
have a maximum of 256 bytes in the message, and is following by a 2-byte trailer 
called Status Word (SW). 
Although not clearly defined in IS07816, the IS07816 assumes a conventional 
communication sequence, which is shown in figure 1.5.2. After power up, the smart 
card sends an Answer-to-Reset (ATR) string to the terminal, telling the configuration 
Page 13 
CHAPTER 1 - INTRODUCTION 
Smartcard Terminal 
card inserted 
riT''"*""'"^ detected card 
select the 
requested 
application start the 1 st  
request 
handle the 1st 
request 
• 
Figure 1.5.2. Conventional IS07816 communication sequence 
of it. Then a SELECT APDU is sent from the terminal to the smart card to select the 
appropriate application to run on the smart card. In other words, a session starts. The 
SELECT APDU has higher priority than a generic APDU. If a SELECT APDU is 
sent to the smart card during the process of other APDUs, the current session ends 
and another application is selected to run. A 90 XX (hexadecimal) status word will 
then be sent to the terminal, telling that the smart card is ready to receive any request 
“ APDU. Thereafter, the terminal sends an application specific request to the smart 
card, and then the smart card replies with a response after processing the request. 
The IS07816 standard assumes smart card to be a security server of the connected 
terminal. Therefore, the smart card is assumed not to initiate any request to the 
terminal. 
1.6 Proactive SIM: Enlightens a New Way 
Firstly defined in GSM 11.14 specification, the Proactive SIM was a breakthrough in 
smart card applications [3]. SIM, namely Subscriber Identification Module, is a 
smart card configured as an access control device of mobile networks. It is issued by 
network operators to protect their networks from unauthorized use. Proactive SIM 
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specification defines an application platform to allow for a general-purpose way of 
administering the SIM over the air. In state-of-the-art Proactive SIM implementations, 
the smart card not only listens to requests from the network operators for 
administrative features, but also issues requests to the terminal (handset). Therefore, 
the smart card is no longer a passive server, but a well protected computer instead. 
The Proactive SIM comes with a mechanism whereby the SIM module can initiate 
actions to be taken by the terminal (or handset). This is achieved by means of 
Proactive commands, which are requests initiated by smart card [3][10]. It is based 
on the IS07816 specification, but some modifications have been made to allow for 
Proactive commands issued by smart cards: 
1. The traditional 90 XX status word is changed to 91 XX. This signal causes the 
handset to fetch commands from the smart card. 
2. The FETCH APDU is defined for the terminal to obtain Proactive commands 
from the smart card. 
3. The ENVELOPE APDU is defined to transfer events from the terminal to the 
smart card. Events are generated when changes are made on the terminal by any 
means. 
4. The TERMINAL PROFILE APDU is defined to notify smart card on the features 
provided by the terminal. For example, means of display, sound and input. It is 
often issued at the very beginning of transaction. 
Figure 1.6.1 shows the transaction sequence of proactive SIM. At the very beginning 
of the transaction, the smart card receives the TERMINAL PROFILE APDU, and 
obtains the details of features provided by the terminal. Then a 91 X X status word is 
issued by the smart card. It not only acknowledges the arrival of terminal details, but 
also tells the terminal that the smart card has Proactive commands for the terminal. 
Then the terminal retrieves the first command by FETCH APDU, and then response 
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Figure 1.6.1. Communication sequence of Proactive SIM APDUs 
after processing it. If the smart card has another Proactive command to be issued, it 
should acknowledge the response by another 91 X X status word, and then wait for 
another FETCH APDU. Otherwise it should send the traditional 90 X X status word, 
and then wait for requests from the terminal. 
Although the intention to acquire Proactive commands depends mostly on the 
terminal, the mechanism enables smart cards to initiate Proactive commands as well 
as receive traditional requests. Contrary to the traditional Master/Slave model that 
involves only a unilateral use of on-card resource, the smart card and the connected 
terminal could share the same opportunity to access the resources of each other. 
The introduction of Proactive SIM allows for smart cards to throw off their 
traditional passive role, and obtain an active one. Smart cards can not only be an 
access control device 
as it is supposed to be, but also provide value-added services to 
their users. Therefore, a wider range of applications could then be implemented on 
smart cards. This enlightens a new way of smart card applications, and exerts a 
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significant impact on the smart card societies. 
1.7 The Intelligent Adjunct Model: Smart Card be a Peer 
In [4], Balacheff et al proposed a novel Intelligent Adjunct (lA) model that evolves 
smart card from a passive server to an active peer. In this model, the traditional 
client-server model is replaced by a peer-to-peer one. Like traditional models, this 
one also consists of two major entities: smart card and the connected terminal. Smart 
card is a general purpose computing device that runs the application logics, whereas 
the terminal provides essential resources for use by smart card. In other words, smart 
card is an independent processor, whereas the terminal just a supporting system. 
There are three major principles of the lA model: 
1. To migrate the application logic from the terminal to the smart card. 
“ 2. To have card initiated actions. 
3. To make terminal and network resources available to the smart card. 
The computation capability of microprocessor cards makes it feasible to run 
programs on smart card, therefore the migration of application logic is obvious. Card 
initiated actions are accomplished by the use of Proactive SIM technology. It allows 
smart card to make use of the resources of the terminal. The resources could be 
divided into two major categories: off-host services and local off-card resources. 
Off-host services refer to the use of network connections, such as HTTP services, 
P0P3 services and sockets. Local off-card resources refer to the resources local to 
the terminal. Examples of them are display, printer...etc. 
This model enables the use of smart cards to automate pre-defined tasks on behalf of 
the user, but the tasks are supposed to be configured by means of programming. Note 
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that not all users are capable of programming works, thus the supposed field of 
application is unrealistic. Moreover, the details of implementation were not clearly 
defined in [4]. It does not describe the way how the off-card resources are 
implemented, and there isn't even a detailed communication protocol between the 
smart card and the terminal. 
Anyway, the lA model pushed the smart card usage model beyond its current 
limitation. 
1.8 Motivations: Smart Cards to Run Any Applications 
From the previous introductory sections, we understand that the computation 
capability of smart cards makes it possible for them to run any applications. However, 
they are often supposed to be secure storage devices, and equipped with processing 
power just enough for security functions. This in turn limits their range of 
applications. In other words, smart cards are unfortunately trapped in the field of 
security servers. Although the Proactive SIM technology was introduced in the early 
days, the mainstream applications are still security servers. 
The lA model proposed in [4] not only transforms smart card into a peer, but also 
pioneers smart card applications to a field that is not limited to security. The model 
tells us one message: Smart card could be a generic computer. This results in the 
motivation of our research. 
When compared with a personal computer, the smart card is only in lack of I/O 
infrastructures for user interactions. Once these infrastructures are provided, smart 
card could then become a personal computer, and thus a wider range of applications 
could be run on smart cards. . 
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The ultimate aim of our research is to enable smart cards to run any kind of 
applications. It will be accomplished by a divide-and-conquer approach. In this thesis, 
the first step will.be described: To enable smart cards to run any applications that 
require basic user interactions. The term "basic" implies simple means of interactions 
such as mouse, keyboard, and display by bitmap or text. To accomplish the aim of 
this thesis, the Card-Centric Framework is proposed. It consists of several 
components: . 
1. A system model; 
2. The details of each component described in the model, and; 
3. A communication protocol between the components 
and they will be demonstrated by various demo systems. 
The Card-Centric Framework is also published in [11] & [12] 
1.9 Organization of this Thesis 
While this chapter has already provided you with some background knowledge and 
the motivation of this thesis, the rest of this thesis will be organized as follows. 
Chapter 2 describes the Card-Centric Framework, including details of the system 
architecture and the communication protocol. To prepare for the system prototype 
that is based on existing smart card infrastructures, we will introduce in chapter 3 the 
state-of-the-art methodology in designing smart card-based applications. Chapter 4 
demonstrates the feasibility of the framework with a system prototype. Due to 
limitations of existing smart card infrastructures, the prototype showed poor but 
reasonable results. To cater for performance issues, we employ enhanced 
technologies that are predicted by the RESET roadmap to the demo system [13]. The 
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new demo system will be described in chapter 5. It showed a drastic increase in 
performance and enhanced user perception. Thereafter, the whole thesis will be 
concluded in chapter 6. 
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The Card-Centric Framework adopts some of the major principles of the Intelligent 
Adjunct model [4], including: 
1. Migration of application logic from the card-connected terminal to the smart 
card; 
2. Adoption of active role by smart card, and; 
3. Provision of terminal and network resources for smart card. 
“ When compared with the lA model, it describes a more rigid guideline for 
implementations which allow smart cards to handle off-card I/O resources. The 
guideline consists of a system model and a communication protocol. 
The system model conforms to the criteria of middleware defined in RESET 
roadmap [14]. The RESET Roadmap is defined by European smart card industry and 
academic stakeholders in year 2003 to provide a global orientation on R&D for smart 
cards. Middleware allows for, when compared with existing smart card 
infrastructures, easier integration of smart cards into computer systems. In the 
Card-Centric Framework, each smart card application system consists of two entities: 
Smart Card and Console. Smart Card, which is the core of the system, runs all the 
application logic. It is interpreted as lA in [4]. Console, which is nothing more than a 
supporting system, provides Smart Card with off-card I/O and network resource 
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entities. In this thesis, Console will be interpreted as the computer terminal 
consisting of just enough resources for use by smart card. 
The resource entities are objects to be handled by the smart card. They are analogous 
to that of object-oriented programming (OOP) model [15]. However, the smart card 
not only sends out commands to manipulate them as in OOP, but also awaits 
interrupts from them when events arise. Interrupt is implemented in modem 
computer systems to reduce CPU usage when handling I/O devices. To achieve these 
mechanisms, an object-oriented protocol, titled Card-Centric Protocol (CCP), is 
proposed for the communication between Smart Card and Console. 
Details of the system model will be described in section 2.2，whereas that of the 
communication protocol in section 2.3. 
Under the framework, software developers can employ user interactions through I/O 
resources, and thus enhance user-friendliness. Provided that both the smart card and 
the card-connected terminal support the Card-Centric Protocol, developers can 
design any applications to run on the smart card. 
Consider game as 
an example. The smart card is responsible for handling the core 
application logic, which may include artificial intelligence and geometry arithmetic. 
User interactions could be handled through the I/O devices connected to the Console, 
such as display, sound, mouse, etc. 
Consider the application of lA as another example. It is originally proposed by [4] for 
users to configure user-automated tasks by means of programming. Then the smart 
card will run the tasks itself. However, smart card owners are often not capable of 
programming works. With the Card-Centric Framework, the users can get rid of 
coding and input the tasks through user-friendly interfaces. 
Page 41 
CHAPTER 2 - CARD-CENTRIC FRAMEWORK 
Unlike the lA model that allows bidirectional resource access between smart card 
and terminal, the Card-Centric Framework considers only the case where the smart 
card unilaterally, makes use of resources on the connected terminal. Therefore, 
instead of peer-to-peer model, a master-slave one is adopted, but in the inverse 
direction. In other words, smart card swapped the role with the terminal and becomes 
the master. Whenever a bidirectional use of resources is required, we suggest 
adopting the Proactive SIM method as proposed in [4], and running CCP on top of it, 
such that both Smart Card and Console can equally make use of the resources of each 
other. Namely, they could become peers. 
2.2 System Model 
As shown in figure 2.2.1, the system consists of two major partitions: the Smart Card 
and the Console. The Smart Card, which is similar to a brain, is the core processing 
： unit of the whole system. The Console, which is like a mere body, provides various 
off-card resources for use by Smart Card. These resources include various I/O 
peripherals and Services, and are coordinated by a Bridge embedded in the Console. 
Each resource entity is an object. Since they are objects, they should, like the ones in 
object-oriented programming, be allocated before use [16]. The framework supports 
the allocation of both standard and custom resource objects. In this thesis, standard 
objects refer to those that are essential for smart cards to become a stand alone 
computer (e.g. display, mouse, TCP/IP sockets...etc), whereas custom ones are for 
application specific use. 
In this section, we will give an introduction on each of the system components, 
including smart card, reader, I/O peripherals, services and the bridge. Thereafter, it 
follows with a description of allocation mechanism of these resource objects. 
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Figure 2.2.1 System Model of Card-Centric Framework 
2.2.1 System Components 
2.2.1.1 Smart Card 
The Smart Card refers to microprocessor cards rather than pure memory cards. It is 
the intelligence of the whole system. In this thesis, Smart Cards (with capital letters S 
and C) refer to the one of Card-Centric Framework, whereas smart cards refer to that 
of traditional applications. In traditional applications, only part of the application 
logics is implemented on smart card. These parts are often related to security. The 
card-connected terminal still controls the flow of application and decides whether the 
on-card logics need to be called. Therefore, the role of smart card is said to be 
passive and not critical to the whole system. In the Card-Centric Framework, the 
Smart Card is no longer limited as a security device. It is instead treated as an 
independent processor that runs all the application logics and controls the flow of the 
whole application, whereas the Console (or terminal) is just a supporting system that 
provides smart card with essential off-card resources. Whether to access the 
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resources or not depends completely on the on-card application. Therefore, Smart 
Card becomes the critical part of the whole system. Without the Smart Card, the 
system will not even be able to operate. 
From the users' point of view, what they consider are the features provided by the 
on-card application and the user interface. Standard features that are related to 
security are already available, and new features are up to the considerations of 
developers. In traditional applications, user interactions are not considered as the job 
of smart cards, but of the terminal instead. To cater for the need for user interaction 
in Card-Centric systems, the Smart Card should handle not only the core application 
logics, but also off-card resources on the Console. These resources are I/O devices 
for user interactions, such as display, sound, mouse...etc. Details on the I/O 
peripherals and how they are handled will be discussed later in section 2.2.1.3. 
With smart card being the core processor and off-card I/O resources provided for 
• user interactions, the Card-Centric system can run any applications that require basic 
user interactions. This results in a wider range of smart card applications. 
2.2.1.2 Smart Card Reader 
The Smart Card Reader is the serial communication channel between Smart Card and 
Console, and should be IS07816 and PC/SC compatible. IS07816 is a 
communication protocol designed for smart card, providing specifications from the 
physical layer up to the transport layer. PC/SC is a standard for the integration of 
smart cards to personal computers [17]. Conventional card readers fix the link speed 
to only 10Kbps, which is more than enough for low-end security related applications 
. such as electronic purse. As applications go high-end (e.g. mobile applications using 
SIM cards), a faster link is required. Therefore, manufacturers create high-end card 
readers that can achieve a link speed up to 128 Kbps, claiming a 12 times increase in 
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performance. 
However, the increase in link speed is not that useful. The main reason is that the 
state-of-the-art smart card hardware cannot consume such a high bandwidth. 
Bandwidth usage is due to sending and receiving of messages by the smart card. 
Send operations involve the copying of memory to the output buffer, whereas receive 
ones involve the input buffer. State-of-the-art smart cards are equipped with flash 
memory, which requires up to 10ms for each assignment statement. In C language, 
assignment statement is expressed as A = B. Since the input and output buffers often 
share the main memory, the link bandwidth usage is often limited by the flash 
memory. 
If a maximum sized APDU of 256 byte in length is involved, it will require around 
2.5 seconds to fill up the output buffer or to obtain the message from the input buffer. 
With the assumption that the APDU could be transmitted through the serial link in no 
, time, this still results in an average link usage of only 0.8 Kbps, with a 2.56 s lag 
between successive APDUs. Such usage level is even far lower than the 10 Kbps 
limit of low-end smart card readers. 
Therefore, provided that smart cards make use of flash memory, the 10 Kbps link 
will never be fully used, and those high-end 128 Kbps card readers are not even 
needed. 
2.2.1.3 I/O Peripherals 
I/O is the major user interface with the on-card application. Each I/O resource is 
treated as an object. Examples of input are mouse and keyboard, whereas examples 
of output are display and sound. They are handled by the on-card application in two 
ways: object manipulation command and interrupt. Object manipulation command 
allows for on-card application to directly access the off-card resources, whereas 
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interrupt is for the transfer of events in the reverse way. 
2.2.1.3.1 Object Manipulation Commands 
Each off-card resource object has a well defined interface that describes how it could 
be accessed. In other words, the interface is a set of object manipulation commands. 
To enable smart card to call these commands, the off-card interface is mapped as an 
on-card interface object, and commands are wrapped as functions in the interface 
object. When the on-card application calls a function of the interface object, the 
interface object translates the wrapped command into byte-level message, and then 
transmits as application protocol data unit (APDU) to the Console. After receiving 
the message, the Console will pass it to the appropriate object. Then the responsible 
object extracts the command and parameters from the message for further 
processing. 
This mechanism is similar to the traditional Smart Card Remote Method Invocation 
(RMI) [18] [19] [20]’ but in a reverse manner. Smart Card RMI consists of a protocol 
for the terminal to discover what objects exists on the smart card and how they could 
be accessed, and to invoke the procedures supported by those objects. The proposed 
mechanism works in a reverse manner, such that the Smart Card can invoke any 
remote procedures supported by the Console rather than being invoked. By the way, 
the on-card application already knows how to access the off-card objects according 
to the interface objects. Therefore, the discovery mechanism of RMI is omitted in our 
framework. 
2.2.1.3.2 Interrupt 
Interrupts are used by state-of-the-art computers to control program flow by means 
Other than a branch instruction [21]. Examples of branch instruction in C language 
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Figure 2.2.1.3.2.1. Traditional flow of interrupt handling 
are the if-else pair and the switch-case pair. Interrupts are preemptive, meaning that 
they have higher priority to run than the application. They are also spontaneous, such 
that the application does not know when an interrupt will arise. In particular, 
interrupt is often applied in I/O handling. The generic interrupt handling sequence is 
shown in figure 2.2.1.3.2.1. Once an interrupt arises, the processor will immediately 
halt the current process and invoke a certain procedure, which is called interrupt 
procedure hereafter. Once the interrupt procedure is finished, the halted process will 
.‘ be restored. 
The framework makes use of interrupt for I/O handling. When an event arise from an 
I/O object on the Console (e.g. user clicking mouse button), it will be wrapped as an 
APDU, transferred to the smart card, and then handled by the on-card interrupt 
procedure. The 
interrupt procedure decides whether the interrupt needs to be 
processed or not, and then takes appropriate actions such as neglecting the interrupt 
or getting further information from the I/O object. 
Details on interrupt handshaking sequence will be described in 2.3.3. 
2.2.1.4 Services 
In order to save the precious bandwidth of the serial link between Smart Card and 
Console, as well as precious processing power, heavy-weight off-card resources 
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should not be manipulated in detail. Heavy-weight resources are the ones that require 
a large number of commands to let it work, and that involve a large amount of data 
transmitted in the serial link. For instance if a 24-bit display of 640x480 resolution is 
manipulated directly by the card dot by dot on a 25fps basis, it will require at least a 
180 Mbps serial link for smooth display disregard traffic and processing overheads. 
Traffic overhead refers to data transmission delay in the serial link, whereas 
processing overhead refers to delay due to on-card application. As state of the art 
smart cards involve the use of flash memory, traffic overhead is assumed to be 
insignificant (10—4 s) when compared with processing overhead (up to 10 s). Even if 
these overheads are neglected, the link that is in the order of Kbps will still be a 
bottleneck for the display. Each byte of data being sent not only consumes bandwidth, 
but also precious processing power. As mentioned before, the Send/Receive 
operations involve the movement of data between the memory, input buffer and 
output buffer, which is too harsh if they are implemented as flash memory. The more 
the data involved, the higher is the delay due to memory copying. Therefore, there is 
a need to lower down the link usage. 
To cater for this, we make use of abstract instructions, in which the vast amount of 
operations required to finish a certain task are organized to form one general 
instruction. Consider the case of display: instead of copying the image to a frame 
buffer and sending the whole frame to the Console, the smart card can issue an 
abstract instruction "Show" to display an image. As the instruction size can be as 
small as 10 bytes (instruction and parameters), this measure significantly reduces 
bandwidth usage in the serial link. 
Related instructions are further grouped to form a Service. Similar to I/O Peripherals, 
Service entities are also objects, and each of them has a set of specific manipulation 
commands for use by smart card. With Service, the Smart Card can manipulate 
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complicated I/O resources through simple functions defined in the corresponding 
interface objects. This significantly lowers the data rate in the serial link, so is the 
on-card processing power requirement. 
There are four featured groups of services in the Console: Sprite, TCP/IP, Files and 
Essential Tools. 
1 • Sprite, an essential technique of 2D game programming, is responsible for basic 
graphics and text manipulations [22]. Sprite is a small piece of graphics or text 
data to be transferred to some frame buffer for display. Traditional 
implementations are responsible for rapid transfer and manipulation of these data. 
Means of manipulation include scaling, rotation, coordinates and other similar 
stuffs essential for animations. The purpose of this thesis is to demonstrate simple 
manipulation of off-card graphics by the Smart Card, therefore our 
implementation involves only simple operations such as show, hide, scaling and 
. coordinates. With Sprite, the Smart Card can off-load the tedious job of graphics 
manipulations to Console. It not only saves a large portion of processing power 
from graphics arithmetic, but also reduces link usage by avoiding full frame 
transmission. 
2. TCP/IP adapts Smart Card to the internet by means of Socket objects. These 
objects are compatible with BSD sockets [23]. With Socket, the Smart Card can 
off-load the vast amount of handshaking, packetization and similar procedures 
involved in TCP/IP connections to the Console, and thus reduces on-card 
processing power requirements. The Socket objects are compatible with BSD 
sockets, and are accessible by means of a pointer to Socket object. The Smart 
Card can make use of these objects to connect to another TCP/IP compatible host, 
or accept connection requests from them. Once connection is made, the smart 
card can perform send/receive operations. Since the on-card application may not 
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be able to predict when a TCP/IP packet will arrive, interrupt is used to notify the 
smart card that incoming data is available. 
3. Files, which are used as temporal off-card storage of data, release the pressure of 
on-card storage requirements. On-card non-volatile memory is limited in size. 
For example, typical smart cards only have 64 KByte of memory, which is not 
enough for storage of graphics. In the framework, data could be pre-stored in 
some local spaces on the Console or some web servers on the internet. When they 
are requested by the on-card application, they could be fetched from these places 
and stored in a pre-defined storage pool in the Console. Then a pointer to the file 
will be passed to the smart card for further actions. Commands such as read, 
write, seek...etc are supported. At the end of the session (i.e. smart card 
disconnected from the Console or another application selected), the files in the 
temporary storage pool will be cleared. 
., 4. Essential Tools help in the management of resources, and may sometimes be 
useful in debugging. Management involves the allocation and deallocation of 
resources. Allocation is performed when requested by the smart card. The 
Console keeps track of what resource is allocated by means of a resource table, 
and denies allocation requests when out of resource. At the end of each session, 
the Console will deallocate any allocated resources. By the way, debugging is 
achieved by means of a message box, which is similar to printing an error 
message by a printf() call in C language [24]. 
2.2.1.5 Bridge 
The core of Console is the Bridge that handles the connections between Smart Card 
and off-card objects. Since the Console communicates with the smart card through 
the card reader, the function of the bridge is to coordinate communications between 
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the reader, I/O objects and Service objects. It functions as a message router that runs 
all traffic over the IS07816 communication protocol. It communicates with the 
Smart Card by a specific protocol, which will be described in 2.3. 
When it receives a command from the smart card, it will find out which object is 
supposed to receive the command by looking up the entries in the resource table, 
where the resource table is managed by the Essential Tools service. Then it will pass 
the command to the corresponding object. After the command is processed by the 
object, the results are passed back to the smart card. This mechanism is very much 
like the function of the resource manager of lA model [4], which routes Proactive 
commands to appropriate off-card resources and returns results to the Smart Card. 
Apart from commands and results handling, the Bridge also passes the interrupts 
generated by off-card objects to the smart card. When an event arises in an object, it 
is passed to the Bridge first. Then the Bridge wraps the event as an Interrupt packet 
, (to be discussed in 2.3.2), suspends the current process, and sends the interrupt to the 
smart card. Thereafter, it awaits further actions from the smart card. When the end of 
these actions is detected, it will restore the suspended process. Details of interrupt 
handshake sequence will be described in 2.3,3. 
With Bridge, the Smart Card gains, in a virtually transparent way, accessibility to any 
connected off-card resource objects. 
2.2.2 Object Allocation 
The Smart Card must allocate objects on the Console before manipulating them. 
Otherwise, the object manipulation commands will be sent to no object, and it will 
result in an error telling that the referred object is invalid. We assume that I/O 
resources are already connected to the Bridge, where each of them has its own 
memory space and drivers, then allocation is to verify that the resources are available 
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for use by smart card. After allocation, the resource will be indicated as "in use". 
This results in a pointer to be referred by the smart card, which has the same function 
as memory address. It is recorded in the resource table each time the object is 
allocated, and is removed whenever the object is deallocated. Moreover, it is a 32-bit 
unsigned integer, thus a maximum of objects is supported. With this pointer, the 
Smart Card can indicate which object it is referring to, and the Bridge can route the 
object manipulation command to the corresponding object. . 
Objects could be either pre-allocated or dynamically allocated. Pre-allocation, which 
is performed automatically during the boot-up of Console, results in an intrinsic 
NULL Pointer. The only object that requires pre-allocation is the Essential Tools 
Service object, because it is responsible for resource management, without which the 
Smart Card can by no means allocate off-card resources for use. Dynamic allocation 
results in a non-null Pointer to be referred by the Smart Card. It is handled by the 
Object-allocation Instruction (INS = OOh) of the Essential Tools Service object. If it 
“ fails, a NULL pointer will be passed back to Smart Card. 
The framework supports a maximum of 65536 types of resource objects. Resource 
type is indicated by a 16-bit unsigned integer. The first 1024 types (0-1023) are 
reserved for standardization, and their interface (manipulation commands) should be 
the same across different Console implementations. On the other hand, application 
specific objects should be implemented with type 1024 or above. This is similar to 
the windows message channels of Microsoft Windows OS: the first 1024 channels 
are reserved for use by OS, whereas custom range is defined above the 1024出 
channel (WM一USER) [25]. These message channels are responsible for instant 
communication between different components in the OS so as to operate the whole. 
In fact, 1024 channels is enough for such a complex OS, it is therefore far more than 
enough for Card-Centric Framework to define the mostly used resources to be used 
Page 41 
CHAPTER 2 - CARD-CENTRIC FRAMEWORK 
by Smart Card. In the system prototype of this thesis (Chapter 4), there are only 
around ten types. 
For each type of resource, more than one object could be allocated, depending on the 
need by applications. For example, several sockets may be required in some 
applications, whereas only one mouse is needed in most cases. Even two mice are 
possible, provided that they are physically connected to the Console. After allocation, 
the properties of those objects could then be altered by the manipulation instructions 
supported. 
2.3 Card-Centric Protocol 
In the framework, there is a continuous flow of messages between Smart Card and 
Console, so that the Smart Card can manipulate off-card resource objects as well as 
handle interrupt from them. These messages include the Object Manipulation 
»» 
Commands sent from Smart Card to Console, the responses to these commands, and 
the interrupt issued by the Console when events arise in the resource objects. To 
establish a rule for Smart Card and Console to communicate with each others, the 
Card-Centric Protocol (CCP) is introduced. It is integrated into existing smart card 
infrastructures. It defines the format and order of messages sent/received between 
Smart Card and Console, and the actions taken when a message is transmitted or 
received. 
In this section, we will first, by means of a protocol layer model, provide a brief 
introduction on where the CCP is located in existing smart card infrastructures. Then 
we will go into the details of this protocol, including message format and the 
communication sequence involved. 
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Figure 2.3.1.1. Various protocol layer models: (a) OSI model, (b) model for traditional smart 
card systems, and (c) model with IS07816 divided into two layers. 
2.3.1 Protocol Layering 
The protocol layer model demonstrates how the Card-Centric Framework could be 
integrated into existing smart card infrastructures. It is based on the Open Systems 
Interconnection (OSI) reference model that allows network systems to be 
implemented in a divide-and-conquer approach [26]. The original OSI model 
consists of seven layers, as shown in figure 2.3.1.1(a). Ranging from the physical 
, layer to the application layer, each layer is handled by a definite protocol. Between 
each layer, there is a well defined interface for the transfer of messages from one 
layer to another. Similar to any network systems, smart card systems are often 
complex systems that require a divide-and-conquer approach to implement, but up to 
now there is no layer model defined formally. Once smart card systems are layered, 
we could easily introduce new protocol layers to the existing systems. In this section, 
we are trying to divide the traditional smart card systems into layers according to the 
OSI reference model. Then we will add a layer to model for the Card-Centric 
Protocol. 
Traditional smart card systems could be divided into two major layers: application 
and IS07816 (figure 2.3.1.1(b)). The application layer is customizable by software 
developers. IS07816 is a standard for smart cards (section 1.5). It defines the 
physical properties and message format of smart card systems. We try to divide it 
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Figure 2.3.1.2. Protocol layer model of Card-Centric Protocol 
into two layers: physical and transport (figure 2.3.1.1(c)). The physical layer refers to 
the physical properties defined in IS07816, whereas the transport layer handles data 
transfer between Smart Card and Console. The Card-Centric Framework assumes 
each system to be consisted of only one Smart Card and one Console. Since there is 
not even a third element, no routing or switching of messages is required, therefore 
there is no network or data link layer in the model. 
By the way, as state-of-the-art smart card communication link is limited in speed, 
there may be a need to replace it by a higher performance one so as to cater for 
higher application requirements. In such case, the physical layer may be replaced by 
something else. For example, 100 Mbps Ethernet, PCI Express.. .etc. 
To integrate the Card-Centric Framework into existing smart card infrastructures, the 
CCP layer is inserted in between the application layer and the IS07816 transport 
layer, as shown in figure 2.3.1.2. It has well defined interfaces with these two layers. 
The interfaces are used for simple passing of messages, and are nothing more than 
function calls. As shown in figure 2.3.1.3, when the Smart Card or the Console has a 
message to be sent, it will pass the message to the CCP layer. The CCP layer will 
wrap the message according to the format that will be described in the next section, 
and then pass the wrapped message to the IS07816 transport layer for sending out. 
On the other hand, when a message arrives at the IS07816 transport layer, it will be 
passed to the CCP layer. The CCP layer will extract original message from it, and 
then pass the extracted one to the application layer for further processing. 
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Figure 2.3.1.3. Packet wrapping and extraction when (a) a message is sent from Smart Card to 
Console, and (b) a message is sent from Console to Smart Card 
T 
With this layering topology, it becomes simple to integrate the Card-Centric 
Framework into existing smart card infrastructures. 
2.3.2 Message Format 
The communication between Smart Card and Console involves the flow of a vast 
amount of messages. These messages are packets handled by the Card-Centric 
Protocol layer, namely CCP packets. There are two types of CCP packets: Request 
and Response. 
Request packets flow from Smart Card to Console. They are Object Manipulation 
Commands issued by Smart Card, by which Smart Card can initiate requests and 
acquire an active role. The format of request packets is shown in figure 2.3.2.1(a). As 
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Async = 0 Length DATA 
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Async > 0 length Pointer Event 
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# of bytes 2 2 4 2 
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Figure 2.3.2.1 Packet format of Card-Centric Protocol: (a) Request packet, and (b) Response 
packet, Async > 0 means that the response is an Interrupt. 
mentioned before, each off-card resource entity is an object. In order to access these 
off-card objects, the Smart Card must first tell which object it is referring to by a 
Pointer in the Request packet, which is obtained after object allocation. Apart from 
Pointer, the Smart Card should also tell which object manipulation command is 
called, and the parameters involved. Object manipulation command is indicated by 
^ the INS byte. We assume no more than 256 commands for each object, therefore only 
one byte is reserved for INS. For the Parameters, there is no limitation on the format. 
Data are simply packed as a byte array. The data format depends totally on the 
command involved. Different commands require different sets of parameters. It is 
therefore the job of the off-card objects to parse essential information from the 
Parameter array. 
An alternative solution for parameter formatting is the traditional Tag-Length-Value 
(TLV) format [27]. As the name implies, each TLV formatted data consists of three 
fields: Tag, Length and Value. Tag, typically one byte wide, refers to the data type. 
Length refers to the size of the data. For smart cards, one byte is more than enough 
for the Length field, since an array exceeding the size limit of APDU (256 bytes) is 
impossible. The Value field consists of the raw data involved. The TLV format is 
compared with the simple data packing in figure 2.3.2.2. In fact, this solution 
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Figure 2.3.2.2. Simple data packing vs. Tag-Length-Value (TLV) format 
requires Smart Card to send more bytes, and thus more processing power for the 
Smart Card. For instance, if the raw data is only one byte wide (Vj), 3 bytes of data 
will be transmitted (Tj, Lj and V"!)’ of which two of them are overhead (66.7%). In 
such case, the smart card has to copy 2 more bytes of data, thus giving stress to the 
flash memory. In order to reduce overhead, we prefer simple data packing instead of 
TLV formatting. 
In reply to each Request packet, there is a Response packet flowing in the reverse 
, way (figure 2.3.2.1(b)). That is, from Console to Smart Card. There are two types of 
Response packets: Synchronous and Interrupt, which are differentiated by the 
unsigned 16-bit integer Async. When Async > 0，the packet is Interrupt, else the 
packet is Synchronous. Synchronous packets are simple responses to Request packets, 
telling the results after processing object manipulation commands. Similar to the 
Parameters of Request packets, the results are also simply packed as a byte array in 
DATA, and the Smart Card is responsible for extracting the results. Interrupt packets 
are issued when events arise in off-card resource objects. It tells which object is 
involved and how the object is involved. Similar to the Request packet, the off-card 
object generating interrupt is indicated by the 32-bit Pointer. The unsigned 16-bit 
integer Event indicates what happened on the object. Since we assume no more than 
65536 events for each object, therefore 2 bytes are enough. 
An alternative to Interrupt packet is to make use of the ENVELOPE APDU of 
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Proactive SIM [3][10], which allows smart card to obtain events from the connected 
terminal (Console in our case). The principle is the same: the Async, Pointer and 
Event are simply, packed as payloads of the ENVELOPE APDU. For simplicity, we 
make use of simple Interrupt packet instead. 
The Async word not only tells that a packet is an Interrupt, but also the type of the 
resource object generating interrupt. It makes use of the same set of values as the 
object type involved in the allocation procedures. If the Async word does not indicate 
the object type, the Smart Card has to, by iterative comparisons, find out the on-card 
interface object that has the same Pointer as the one in the Interrupt packet, and run 
the corresponding procedures to handle the Interrupt. Since iterative comparison 
costs for processing power, it should be avoided. Therefore, the 16-bit Async is 
defined to allow for the Smart Card to process the Interrupt according to the object 
type without iterative comparisons. In case where several objects share the same type, 
such as various TCP/IP connections sharing the same type Socket, the Pointer can 
“ indicate the exact object involved. However, iterative comparison is still required in 
such case. 
2.3.3 Handshake sequence 
The handshaking sequence is shown in figure 2.3.3.1. It involves a request from 
Smart Card followed by a response in the reverse way. Each request-response pair is 
called one handshake cycle. They are embedded in traditional IS07816 APDU. Due 
to the blocking I/O. limitation of existing IS07816 standard, successive requests or 
responses are not allowed. 
In state-of-the-art smart card development environments such as JAVACard and 
PC/SC, the message body of each APDU could be manipulated. Therefore, the 
sequence could be changed. In other words, we can embed a request packet in a 
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Figure 2.3.3.1. Handshake sequence of Card-Centric Protocol 
traditional IS07816 response APDU, and vice versa. 
In reply to Request #N, the Console sends synchronous packet #N as response. The 
next handshake cycle will start with Request #N+1. If an event arises in one of the 
off-card objects right after Request #N+1 is issued, the Console will create an 
• Interrupt packet according to the event information (where the event comes from and 
how it is involved), and send it to the Smart Card. Receiving the preemptive Interrupt 
packet, the Smart Card suspends the current process, and then enters an Interrupt 
session. Interrupt session is defined as the period where the Smart Card deals with 
Interrupt packets. In the Interrupt session, the Smart Card gets further information 
from the corresponding object by means of Request #N+2, which will then be 
processed by the Console as usual. After handling the Interrupt, the Smart Card ends 
the Interrupt session and issue a "No Operation" request. Thereafter, the Console 
detects the end of Interrupt session according to this request, restores the suspended 
process, and then continues the ordinary handshaking sequence by response #N+1. 
When another Interrupt arrives before the end of the Interrupt session, the suspended 
session will not be restored immediately, but after the last Interrupt is processed 
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Figure 2.3.3.2. Handshake sequence of an Interrupt session that has two successive events 
instead. In the Card-Centric Framework, all interrupts have the same priority, 
therefore they are handled sequentially. Figure 2.3.3.2 demonstrates the case where 
an event arises before the end of the previous Interrupt session. An Interrupt packet 
will be created for the event, and queued up in the Console until a "No Operation" 
request is issued by the Smart Card. Receiving this request, the Console ends the 
current Interrupt session, and starts a new one for the queued Interrupt. At the end, 
another "No Operation" request is issued by the Smart Card. The Console ends the 
last Interrupt session, and then restores the suspended process. 
IS07816 is originally designed for passive smart card access, where the terminal 
initiates a request and the smart card replies by the corresponding results [2][7]. To 
allow for smart cards to initiate commands, we employ a slight modification on the 
traditional IS07816 communication sequence. The modification is at the very 
beginning of transaction, the time right after the issue of SELECT APDU. In 
traditional IS07816 based applications, the Smart Card is supposed to reply with a 
90 X X (No Error) status word and wait for commands from the terminal, as shown in 
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Figure 2.3.3.3 Initial phase of Card-Centric Protocol 
figure 1.5.2. Instead of this, the Smart Card in our framework skips the 90 X X status 
word, and immediately initiates the first handshake cycle (figure 2.3.3.3). In the 
Proactive SIM technology as shown in figure 1.6.1, a similar mechanism is proposed. 
However, instead of skipping the 90 X X status word, an extra handshake cycle (91 
X X & FETCH) is required for the terminal to get commands from smart card despite 
the cycle for TERMINAL PROFILE. The extra cycle not only occupies bandwidth of 
the serial link, but also costs for on-card processing power and introduces serious 
delay to the next handshaking cycle. Therefore, in the proposed framework, we use 
neither FETCH nor 90XX, but let the Smart Card issue commands right after the 
SELECT APDU instead. 
2.4 Accessing On-card Resources by Console 
The Card-Centric Framework is designed for applications where only the Smart Card 
makes use of resources on the Console. However there are cases where the Console 
needs to make use of resources on the Smart Card. For example, the Console may 
need to read a value stored in the Smart Card. In such kind of case, two alternative 
solutions are suggested: 
1. Selecting another on-card application implemented according to the traditional 
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Figure 2.4.1. Protocol layer model with Proactive SIM 
model. 
2. Adopting the Proactive SIM protocol that allows for bidirectional access of peer 
resources between Smart Card and Console. 
In the Former solution, the Console terminates the execution of the current on-card 
application (Card-Centric application), and then selects another application that is 
responsible for the access of on-card resources (traditional application). An example 
is to make use of smart card RMI, in which the traditional application is implemented 
as an on-card RMI object [19]. When the Console calls the methods of the RMI 
object, the Card-Centric application is inactivated. To restore the Card-Centric 
application, the Console needs to SELECT it again. For smooth switching between 
the two applications, the Card-Centric application needs to restore the state where it 
has stopped. A state machine should be implemented to memorize the last state. It 
should not be cleared even if the application is deselected. This solution may involve 
tedious switching between applications and require extra handshake cycle for 
SELECT, and thus introduce overhead to the whole system. 
The latter solution does not involve tedious switching between applications, but use 
only one application instead. The Proactive SIM protocol allows for bidirectional 
access of resource between the Smart Card and the Console by the 91 XX-FETCH 
message pair [3]. The Console can access on-card resources at any time, whereas the 
Smart Card could issue commands to the Console when the 91 XX-FETCH message 
pair is involved. To adapt CCP to Proactive SIM, we suggest running the CCP over 
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Figure 2.4.2 Communication sequence of CCP over Proactive commands 
the Proactive SIM protocol. This is illustrated in the protocol layer diagram of figure 
2.4.1. When the Smart Card has to access resources on the Console, the Request and 
Response packets are embedded as Proactive commands and responses, whereas 
Interrupts in ENVELOE APDUs, as shown in figure 2.4.2. 
It could be observed that adapting CCP to Proactive SIM introduces three extra 
messages for each CCP handshaking cycle: the 91 XX status word, the FETCH 
' APDU and the Acknowledgement. Since the Acknowledgement could be another 91 
XX status word, each CCP handshaking cycle consists of four messages. Since two 
of them are redundant in view of the Card-Centric Framework (91 XX and FETCH), 
therefore this solution causes a 50% overhead to the system. As mentioned before, 
each message transmitted/received not only occupies bandwidth of the serial link, but 
also precious processing power, especially for state-of-the-art smart cards that are 
equipped with slow flash memory. 
These two measures allow for Smart Card to access resources on the Console, as well 
as access in the reverse way. However, both of them introduce significant overhead 
and give stress to the Smart Card processing power. Therefore, they should be 
employed only when necessary. In case when only the Smart Card is required to 
access resources on the Console, as assumed in the Card-Centric Framework and 
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implemented in the demo systems, we suggest avoiding the application switching 
mechanism and the Proactive SIM layer, and adopting the simplified model of our 
framework. , 
2.5 Interfaces 
Up to now, a set of off-card resource objects are defined. This section illustrates the 
implementation interface of them in Unified Modeling Language (UML) [28][29]. 
The off-card resource objects are shown as boxes with two sections. The top section 
contains the name of the off-card objects, whereas the bottom section lists the object 
manipulation functions supported by the object. If the function signature of an object 
manipulation command is given, it has the following form: 
+ functionName (Paraml ： TypeOf Paraml, ...) ： ReturnType 
„ The “+，，sign means that the function is accessible through the on-card interface 
objects. There are three parameters types: byte, short, and long, which are 1’ 2 and 4 
bytes wide respectively. All of them are unsigned. Short and long are big endian. 
UML assumes only one data unit is returned, but in Card-Centric Framework more 
than one is possible in the response packet. Therefore, a square bracket is used to 
hold the names and types of the returned data. Moreover, for the notation of INS byte, 
a square bracket between the "+" sign and the functionName is used to hold the 
corresponding value. As a result, the form of function signature becomes: 
+ [INS] functionName (Paraml ： TypeOf Paraml, ...) ： [ReturnDatal: 
ReturnTypel,...] 
Figure 2.5.1 shows the off-card objects in UML format. Eight object types are 
available, including EssentialTools, Mouse, Keyboard, Bitmap, Font, Sprite, OCFile 
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and Socket. Sprite has two sub-types: BitmapSprite and TextSprite. One is for 
handling bitmap display whereas the other for text. Socket also has two: 
SocketAcceptor and SocketlO. One is for accepting connection request, whereas the 
other for sending and receiving data. These sub-types need to be specified in the 
parameter string of the Allocation Procedure. 
For each type of off-card resource object, there is a unique format for the param 
string of the Allocation Procedure. Table 2.5.1 shows the format of each of the object 
type. We make use of the same notations as the function parameters in UML (i.e. 
Data 1:TVpeOfData 1, ...) to denote the arrangement of data. The data are simply 
packed in the param string and then passed to the Allocation Procedure. 
Table 2.5.1. Parameters of Allocation Procedure for each off-card object type. 
Resouce Value of 
Name objectT^pe Sub-type / value Format of param 
Mouse 1 - -
Keyboard 2 -
Bitmap 3 - width:short, height:short, pOCFile:long 
Font 4 - height: short, width: short, escapement: short, 
orientation:short, weight:short, italic:byte, 




Sprite ‘ 5 TextSprite /O pFont:long, message:byte[] 
5 BitmapSprite / 1 pBitmap:long 
• OCFile 6 - fileType:short, fileLocation:byte[] 
Socket 7 SocketAcceptor / 0 port:short, numOfAccepts:short 
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EssentialTools 
+[0]DoNothing() 
+[1]AllocationProcedure(objectType:short, param:byte[]): long 
+[2]peallocationProcedure(ptr:long) 
+[255] MessageBox(str: byte[])  
(a) 
Mouse 





+[0]RetrieveData(): [key:byte, status:byte] ^  
(c) 
Bitmap Font OCFile 
(d) (e) +隣。rtO 
“ 、J +[1]Close() 
+[2]Flush() 
BitmapSprite +[3]GetFileName(): byte[] 
, P P +[4]GetFilePath(): byte[] 
+[0]SetCoordinate(x:short, y:short) +[5]GetFileTltle(): byte[] 
+[1 ]SetVisibility(bVisible:byte) +[6]GetLength(): long 
+[2]AttachBitmap(pBitmap:long) +[7]GetPosition(): long 
(f) +[8]LockRange(pos:long, cnt:long) 
+[9]Reacl(numOfBytes:long): byte[] 
+[10]Remove() 
TextSprite +[11]Seek(offset:long, from:byte): long 
： +[12]SeekToBegin() 
+[0]SetCoordinate(x:short, y:short) +[13]Seel<ToEnd() 
+[1 ]SetVisibility(bVisible:byte) +[14]SetLength(length:long) 
+[2]SetColor(r:byte, g:byte, b:byte) +[15]UnlockRange(pos:long,cnt:long) 
+[3]AttachString(str:byte[]) +[16]Write(data:byte[])  
.(g) (h) 
SocketAcceptor SocketIO 
+[0]GetAcceptedSocketFromQueue() +[0]Sencl(data:byte[]): short 
:long +[1]RetrieveData()「byte[]  
(i) (j) 
Figure 2.5.1. UML diagrams of off-card objects: (a) EssentialTools, (b)Mouse, (c)Keyboard, 
(d)Bitmap, (e)Font, (f)BitmapSprite, (g)TextSprite, (h)OCFile, (i)SocketAcceptor and 
① SocketIO 
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Chapter 3 
Smart Card Application Design Methodology 
3.1 Overview 
This section describes the methodology for implementing the system prototype of the 
Card-Centric Framework. The system is based on the state-of-the-art smart card 
technology: JAVACard [18][30]. It could be divided into two parts: on-card 
application and terminal application. The terminal application runs on the Console, it 
is often written in C++ or JAVA. We make use of PC/SC application programming 
interface (API) for communication with the Smart Card [17]. The on-card application 
was written in Assembly/C language in the early days. To allow for rapid 
„ development and enhanced portability, the on-card application is developed using 
JAVACard platform nowadays. Compared from traditional applications on computers, 
the development of JAVACard applications requires an event driven model rather 
than a linear one. In other words, there is not even a main() program. This gives a 
great challenge to the development of the system prototype. 
In this section, we will first introduce the new event driven model of JAVACard and 
compare it with the traditional linear model. Then we will provide some brief 
information on current methodologies for smart card application development on 
both smart card and terminal. Thereafter, we will describe how we can transform 
applications from linear model to event driven one. Finally, we will introduce the 
basic steps for the development of on-card applications. 
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Figure 3.2.1. Status of program receiving incoming data by (a) blocking I/O, and (b) event driven 
model 
3.2 The Event Driven Programming Model 
Once upon a time, programs were linear, beginning at a fixed point, and then 
proceeding step by step to a fixed end [31]. While program might take various paths 
‘ during execution, they are all predicted by the programmer. Things changed in the 
era of network computing. When an application involves receiving data from a peer 
on the network, the data could only be received when the application requests, even 
if the input data need to be discarded due to buffer overflow. In such case, the 
application does not know when the data arrives. To prevent data loss, the receive 
request should be issued far before the peer sends data, as shown in figure 3.2.1(a). 
This is known as blocking I/O. After issuing the request, the application waits for 
incoming message and stays idle. Within the period of waiting, the application can do 
nothing. 
The event driven programming model, which is adopted in JAVACard, is completely 
different from the linear one, where a specific procedure of the application would be 
called when an event arise. It has the same feature as interrupt. With the event driven 
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model, there is no need for the application to wait for incoming messages, and the 
time saved from waiting could be used for other processing. Figure 3.2.1(b) 
illustrates the event driven model. The application is performing calculations as usual. 
Once an incoming message arrives, the current calculations will be suspended. A 
specific procedure is triggered to process the message. At the end of message 
processing, the suspended calculations will be continued. With this model, the 
application need not know when the peer will send a message, as well as wait. 
Therefore, this model is the most suitable server type applications, where the server 
application can never know when the clients will issue requests. 
In the Card-Centric Framework, the terminal application is the Console providing 
Smart Card with off-card resources. It does not know when the Smart Card will issue 
requests. Namely, it is a server. Therefore, the event driven model is the most suitable 
for developing the terminal application. 
For the smart card, although it is a client rather than a server, it is implemented using 
current smart card development environment (JAVACard) which assumes smart card 
as a server [18]. Therefore, some work has to be done to adapt the traditional linear 
application model to an event driven one required by JAVACard. This will be 
discussed in section 3.5. 
3.3 Terminal Application 
In the Card-Centric Framework, the Console will be emulated as a terminal 
application. It is a server providing off-card resources for use by Smart Card and 
‘ awaiting commands from Smart Card. The commands are received through the 
logical communication channel between Smart Card and Console. In this thesis, the 
PS/SC compatible library is chosen to implement the communication channel [17], 
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which is wrapped as a simple object written in C++ for convenience. The terminal 
application will be implemented according to the event driven model. However, 
since the PC/SC specification assumes a linear model rather than an event driven one, 
therefore some tweaks should be performed to adapt the PC/SC library to the event 
driven model. 
The first issue is the logical communication between Smart Card and Console. Apart 
from the low level manipulation of the smart card reader in the address level, there 
are two major high level APIs nowadays: PC/SC and OpenCard Framework. PC/SC 
allows for high level access of smart card readers to communicate with the smart 
card using C language [17]. APIs for PC/SC are available for Microsoft Windows 
operation systems [32]. On the other hand, the OpenCard Framework is designed for 
different smart card components (e.g. smart card, card reader, service) to interoperate 
even if they are implemented by different developers [33]. It is designed for JAVA 
language. It has a card terminal layer for reader device developers to implement 
‘ platform independent driver interface. This layer often wraps the PC/SC 
implementations using JAVA Native Interface (JNI), a method for JAVA to run 
machine codes from a byte code based application [34]. The demo system involves 
only simple communication with smart card through the reader, and is not required to 
interoperate with other service providers. Therefore, for simplicity, we make use of 
simple PC/SC communication API rather than the OpenCard Framework. 
The PC/SC communication API is wrapped as a simple object for C++, titled CSCard, 
as shown in the UML diagram of figure 3.3.1(a). Note that the "object" here does not 
refer to off-card resources, but the communication driver instead. To set up a 
connection with the Smart Card, the application simply needs to instantiate the object 
by a simple "new" call: 
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CSCard  
+ Send(psAPDU: SendAPDU): RecvAPDU 一 
- (a) 
SendAPDU RecvAPDU  
+ CLA: byte + data : byte[] 
+ INS : byte + len : short 
+ P1 : byte + SW1 : byte 
+ P2 : byte + SW2 : b^e  
+ Lc : byte ⑷ 
+ data: byte[] 
+ length: short 
+ Le : byte  
(b) 
Figure 3.3.1. UML diagrams of (a)the CSCard class wrapping PS/SC implementations, (b)request 
APDU, and (c)response APDU. 
CSCard *pCSCard = new CSCard(); 
The object supports only one function: Send (). It sends out an APDU (figure 3.3.1(b)) 
and receives a response APDU (figure 3.3.1(c)) from Smart Card. The pointer to the 
“ response APDU is then returned by the function. To terminate a connection, the 
object has to be deallocated by a simple "delete" call: 
delete pCSCard； 
In the framework, the Console is a server providing off-card resources for use by 
Smart Card. The server awaits messages from the Smart Card, and takes appropriate 
actions after receiving the message. However, it does not know when the Smart Card 
will send a message. Since the Console has to handle user interface as well as to 
communicate with Smart Card, the best way to implement the server is to adopt the 
event driven model, as discussed in section 3.2. When there is no incoming message, 
‘ the application can perform other processing such as user interface handling. Once a 
message arrives, the application will be notified about the event and will perform 
further processing on the message. Although the user interface will hang up during 
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Figure 3.3.2. Flow diagram of the terminal application that makes use of two separate threads for 
communication and main application 
communication, the duration is short enough such that the end user can never notice. 
However, the PC/SC specification defines a blocking I/O model for communication, 
and assumes that event driven model is not need. To allow for event driven model, 
we manage the Console application into two separate threads [35]: one for 
‘ communication and one for application, as shown in the flow diagram of figure 3.3.2. 
The communication thread communicates with the Smart Card by blocking I/O. 
Once a message is received and written into the input buffer, it notifies the main 
thread with a simple event. The event drives the main thread to call a certain function 
(ProcessAPDUO) to process the message. That is, the message processing 
procedures of the application thread is based on event driven model. At the end of the 
message processing procedure, the output buffer is filled up. Then the application 
thread calls the Send() function of the communication thread to send out the APDU, 
and then returns to the original calculations. 
3.4 On-card Application 
The on-card applications were developed using Assembly language in the early days, 
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which is not portable. An application is portable across a class of environments, 
where the class of environment in the Card-Centric Framework includes a wide 
variety of smart card architectures, to the degree that the effort required to transport 
and adapt it to a new environment in the class is less than the effort of redevelopment 
[36]. Assembly language is the readable format of machine codes, and depends 
mostly on the architecture of on-card microprocessor. Therefore, Assembly programs 
are not portable. 
To reduce the cost of migrating application from one type of smart card to another 
one that has a different processor architecture, higher level languages such as C, C++ 
were introduced for application development. After compilation, the same piece of 
source code is transformed into machine codes for smart cards of different 
architectures. In other words, the same piece of source code is portable to different 
smart cards despite the cost of recompilation. However, the compiled code is still not 
portable. 
Later on, the JAVACard environment was introduced. Like C and C++, it is a high 
level language based on JAVA [18]. However, it is based on byte codes and 
interpreters. JAVA byte codes are compiled from JAVA source codes. Interpreters are 
often equipped on JAVACard compatible smart cards. They translate the byte code 
into machine readable ones and execute them. With JAVACard, the same piece of 
source code, once compiled into byte codes, could be executed by any JAVACard 
compatible interpreters. Recompilation is not required. Although running the 
interpreter costs for precious on-card processing power, the smart card application 
could become portable. 
In this thesis, the JAVACard environment is selected for the development of system 
prototype. This is not only to prevent redevelopment when a new kind of smart card 
is used, but also it is standardized and widely used. In the view of a programmer, it 
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allows for simple coding by object-oriented programming. However, unlike 
traditional computer applications, it does not even have a main() program. 
Traditional applications that are linear often have a main() program, in which all the 
codes are run sequentially. JAVACard applications are based on the event driven 
model. Instead of a linear program, a specific function is implemented to respond to 
a specific event. For instance, the function process() is called when the smart card 
receives an APDU from the terminal, where the function is implemented by the 
software developer. When using JAVACard, special care is required to transform the 
sequential codes that are supposed to be in main() into event driven ones. This gives 
a great challenge to software developers, and will be discussed in the next section. 
3.5 From Linear Program to Finite State Machine 
Traditional smart card application environments assume an event driven model for 
， the on-card application. However, the Card-Centric framework assumes a on the 
linear one. In order to adapt the Card-Centric Framework to traditional environments, 
we developed a novel methodology to translate the linear model to an event driven 
one. The methodology is based on finite state machine. It will be described in this 
section. 
In general, the flow of an event driven procedure in Smart Card is illustrated in 
figure 3.5.1. It is the function called by the JAVACard framework when an event 
arises [18]. For example, when the application is selected by the SELECT APDU, the 
selectO-function will be called. All the functions are run only once within a session, 
except the process() function that is called whenever an APDU is received. The 
processO function, like any other event driven procedures, is triggered by an event. 
The event is the arrival of incoming APDUs. Since more than one APDU could be 
involved in a session, the function could be called several times. When an APDU is 
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Figure 3.5.1. The flow of an event driven procedure 
received, the procedure takes certain actions, depending on the message content and 
the current state of the application. Finally, an outgoing message is sent, and then the 
procedure ends. 
For traditional linear applications that have a main() program, the application flow is 
illustrated in figure 3.5.2(a). The whole application is filled up by a series of Send() 
and RecvO pairs with lines of codes in between. Send() is for sending out messages, 
" whereas RecvO for receiving. If we cut between the Send() and Recv() pair, it will 
form smaller partitions P^ {i = 1，2…TV) that are started by an incoming message E丨， 
and ended by an outgoing message O,, as shown in figure 3.5.2(b). These partitions 
have the same topology as that of event driven procedures. 
To translate the main() program into event driven procedure, we apply the method of 
finite state machine (FSM). As shown in figure 3.5.2(b), we first provide each 
partition with a unique state number i = l’2...iV, which is the same as the one of P^. 
In state-of-the-art smart cards, the largest unsigned integer (16-bit) can represent a 
maximum of 65536 states, i.e. N < 65536. The state number should be implemented 
as a non-volatile variable of the application. It should be reset at the very beginning 
of each session. The state number is checked by the event driven procedure, 
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processO, using conditional branch instructions such as the if-else pair and the 
switch-case pair. Depending on the state value i , different partitions P^  are 
executed. To jump between partitions, the value of i is changed. For example, to 
run when the next message is received, set i = n +1 in the current partition 
. The resultant FSM-based model for event driven applications is shown in figure 
3.5.2(c). . 
The FSM based model must suffer from overhead due to the branch instructions. 
Before executing the code partitions P^，branch instruction should first be executed 
for checking the state machine. However, every event driven server application that 
involves the use of state machine should suffer from the same problem. 
Even in Proactive SIM that claims to have a main() program, the event driven model 
is still adopted. In order to run linear programs, the FSM model must be adopted, 
• thus the same overhead is involved. 
With this finite state machine method, any linear application could be ported to run 
as event driven applications on smart cards. 
3.6 Steps for On-Card Application Development 
This section describes how on-card applications are developed. Generally, the whole 
development progress involves coding, compilation, upload and installation. 
Compilation, upload and installation are assisted by integrated development 
、 environment (IDE), thus they will not be discussed in this thesis. The IDE used for 
prototype development was Gemplus' GemXpresso Rad III development kit. For 
further information, please refer to [37]. On the other hand, coding is the most 
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challenge part of the application development progress. It will be discussed in this 
section. 
Coding involves programming under the JAVACard framework. JAVACard is a 
subset of the JAVA language [38]. In JAVA, each application entity is called an applet. 
Programmers have to perform some fill-in-the-blanks works according to the 
framework specification. Namely, they have to fill up some specific function in the 
applet that the JAVACard framework will call when a certain event arise. 
In general, JAVACard programming is very similar to JAVA programming, except the 
fact that JAVACard is only a subset of JAVA. That means some features of JAVA are 
not applicable to JAVACard. The most important of them include: 
1. Not all raw data types are supported. While 32-bit integers are supported only by 
a narrow range of smart cards, integers wider than 32-bit and floating point 
numbers are not supported. 
2. Only a narrow range of exceptions are supported, e.g. ArithmeticException, 
IOException...etc. Any exception thrown is reflected in the IS07816 status word. 
The most useful exception for debugging is the customable ISOException. 
3. Object allocation (note that this is not referring to off-card objects) should be 
done only in the install() function that will be called by the JAVACard framework 
during the installation phase. Allocation in other parts of the application is not 
allowed. 
4. Deallocation is performed automatically during applet removal. Deallocation in 
the execution phase, as known as garbage collection in JAVA, is not supported. 
5. Most of the JAVA supporting classes, such as String, Socket...etc, are not 
supported by JAVACard. The only supported features are documented in the 
JAVACard 2.1.1 API manual. Once features are required but not supported, 
custom classes should be implemented. 
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And there are more. For more details, please refer to the specification of JAVACard 
virtual machine [38]. 
In the application, several major functions should be implemented for being called by 
the JAVACard framework for certain purposes. They include: install(), select(), ‘ 
deselectO and process(). install() is called once for each applet installation. Any 
object allocations in the applet are performed here. select() contains the code that 
must be run after the SELECT APDU is received at the very beginning of a session. 
deselectO is called when an application is deselected during execution. It contains the 
code that must be run before the end of a session. process() runs when an APDU is 
received for processing. It is the core of the application. In the Card-Centric 
Framework, the finite state machine is implemented to run it as if it is a linear 
program. 
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Chapter 4 
System Prototype: A Smart Card-based System 
4.1 Overview 
In order to demonstrate the feasibility of the Card-Centric Framework to run any 
application, a system prototype was implemented. It consists of a typical smart card 
and a software emulated Console. Both on-card application and Console were 
implemented by event driven programming model. The on-card application is a 
Tic-Tac-Toe game written in JAVACard. It made use of extensive processing power 
of the smart card. The Console was emulated as a Win32 application written in C++. 
It provides off-card resources for use by smart card. The off-card resources were 
, created by wrapping the existing I/O resources of an x86-based computer. They are 
mapped as on-card interface objects, of which the functions are called by the on-card 
application. 
The performance of the system prototype was also measured. Due to the limitations 
from state-of-the-art smart card technologies, the system prototype showed only poor 
performance. Although the performance was poor, there were still rooms for 
improvements. 
In this section, we will first provide brief information on the hardware involved in 
the system prototype. Then we will describe issues about software implementations 
for both the on-card application and the software emulated Console. They include 
program flow, issues on interface objects and the Tic-Tac-Toe algorithm. At last, we 
will discuss what performance parameters are concerned, how we obtained them, as 
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well as the measurement results. 
4.2 Hardware 
As mentioned in section 2.2, each Card-Centric System consists of two major parts: 
Smart Card and Console. To be realistic, we made use of a typical smart card. 
Although the Console is emulated by software, it consists of I/O resources for user 
interactions. Namely, the computer responsible for emulation should at least consist 
of these resources. Moreover, it is used for control experiments. 
The Smart Card involved is a typical smart card from Gemplus, called GXP Pro-R3 
[39]. It is designed for rapid prototyping of smart card applications. The details are 
shown in table 4.2.1. It has 64 KBytes of on-card non-volatile memory, which is of 
flash memory type. The on-card processor is of the 16-bit type. According to the 
‘ information in the ATR string, it runs at 4 Mhz. It is responsible for running both the 
application and JAVA virtual machine, where the virtual machine is JAVACard 2.1.1 
compatible [38]. The Smart Card communicates with the Console through a 10 Kbps 
serial link. Although the card reader supports up to 128 Kbps, it could not be fully 
used by the on-card computer that makes use of flash memories. Therefore, it is 
Table 4.2.1. Specification of the smart card and card reader in system prototype 
Smart Card • 
Model Gemplus GXP Pro-R3 
Processor speed 4 MHz 
Memory type Flash memory 
Memory size 64 KBytes 
On-card OS JAVACard 2.1.1 compatible 
、 Communication port 10 Kbps, serial 
Communication protocol CCP /IS07816 Transport/ IS07816 Physical  
Card Reader 
Model GemPC433SW 
Maximum link speed 128 Kbps  
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meaningless to raise the link speed. 
The computer responsible for Console emulation is a general purpose x86-based 
workstation that has a performance of 6000 MIPS. In order to allow for user 
interaction, it should have basic I/O devices defined by the Card-Centric Framework 
(section 2.2.1.3): mouse, keyboard...etc. In order to communicate with the Smart 
Card, it should be connected to a card reader. The card reader is GemPC433SW, also 
from Gemplus. Moreover, it not only runs the Console emulator, but also carries out 
control experiments. The on-card application is ported to run on the workstation, and 
the set of performance results are obtained for comparison with the set obtained from 
the Smart Card. 
4.3 Software 
There are several software issues, including the program flow of the on-card 
application and the software emulated Console, interface objects and the game 
engine. The code-level implementation is enclosed in the design libraries. 
4.3.1 Program Flow 
4.3.1.1 On-card Application 
The on-card application is a Tic-Tac-Toe game that makes use of 6-ply minimax 
procedure with alpha-beta pruning algorithm [40] [41] [42]. The algorithm will be 
described in section 4.3.3. Figure 4.3.1.1.1 shows the program flow of the on-card 
application. It is a linear program consisting of 3 major stages: off-card resource 
allocation, game and reset. 
The first stage issues requests to the Console to allocate necessary off-card resources. 
These resources are mainly for user interactions, including fonts, bitmaps, Sprites, 
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Figure 4.3.1.1.1. Linear program flow of on-card application 
files and mouse. Off-card fonts and bitmaps are the basic elements of user interface 
based on text and graphics, thus they are allocated first. With them, Sprites are 
allocated. Since the 64 Kbytes of on-card non-volatile memory is not enough for 
storage of graphics, the graphics are not stored in the card, but in a web server on the 
‘ internet instead. The on-card application fetches the graphics as off-card files, and 
then allocates Sprites with them. Mouse is allocated as a mean for user input. Since 
keyboard is not necessary for the application, they are not allocated. In this stage, 
game variables are also reset. 
The game stage waits for events due to user interactions, and then takes 
corresponding actions. For instance, if the user moves a mouse over an area that is 
supposed to be a Sprite of roll-over image, the application will send an object 
manipulation command to the Sprite to change the region to another image. If the 
user made a move by clicking on some Sprite, the application will start the game 
engine. The game engine performs calculations and then makes the counter move. 
According to the result, the application will manipulate the display to show the user 
that the Smart Card has made the move. If either the user or the Smart Card wins, or 
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a draw game occurs, then the game ends, and the application will jump to the reset 
stage. 
The reset stage simply resets the game and registers the result to some CGI server. 
The CGI application is just a counter recording how many players have won the 
game. The on-card application makes use of off-card socket objects to send a certain 
message to the server, receive the corresponding reply, and then show the reply to the 
user. At the end of this section, game variables will be reset. Thereafter, the 
application will jump back to the beginning of the game stage. 
Although the on-card application is based on the linear model, the JAVACard used 
limits the application to the event driven programming model. Therefore, translation 
from the linear application to the event driven one, according to the method 
described in section 3.5, is required. 
4.3.1.2 Software Emulated Console 
The Console was emulated as a Win32 application written in C++. It is a server 
providing off-card resource objects for Smart Card. It has two major components: the 
Bridge and the off-card resource objects. The Bridge of Console was implemented as 
an event driven procedure, whereas the off-card objects are implemented as C++ 
classes. To allow for event driven programming, the Console was implemented as 
two threads: one for communication and generating event, and the other for user 
interface handling, and running the event driven procedure. 
The Bridge was implemented as an event driven procedure that starts by an incoming 
APDU and ends by sending an APDU. Its program flow is illustrated in figure 
4.3.1.2.1. First of all, it checks if the system is in an Interrupt session. If the system is 
not in an Interrupt session and an event arises in one of the off-card objects, then the 
Bridge will suspend the process of the request packet, generate an Interrupt packet, 
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Figure 4.3.1.2.1. Program flow of Bridge 
and then send the Interrupt to the Smart Card. Otherwise, it will process the request 
packet as usual. On the other hand, if the system is in an Interrupt session and the 
session has not ended yet, then the Bridge will also process the request as usual. In 
case the session has already ended by a "No Operation" command, the Bridge will 
either generate another Interrupt if any more events exist, or restore the suspended 
process if not. ‘ 
Off-card resource objects were implemented as C++ classes. Allocation corresponds 
to the instantiation of C++ objects by the "new" syntax. These objects are simple 
wrapping of existing I/O resources of Microsoft Windows according to the interfaces 
described in section 2.5. Each of them has a predefined function to be called if a 
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request packet arrives. Objects that require simple wrapping are mouse, keyboard, 
sockets, bitmaps and fonts. Others require custom implementation. They include 
Sprites and off-card files. 
Sprite displays a bitmap or a formatted string to the user interface. Since no existing 
libraries are available, it should be custom made. In order to support simple 
manipulation of graphics such as show, hide, scale and coordinates, we made use of 
the GDI library from Microsoft to handle these simple features [43]. 
To reduce on-card non-volatile memory usage, graphics for user interface are fetched 
from some server on the internet and stored as local files, thus the off-card file 
objects should also handle communication with the server. In such case, simple 
wrapping of the CFile object from the Microsoft Foundation Class (MFC) library is 
not enough [44]. Whenever such kind of online file is allocated, the off-card file 
object will connect to the server defined by the on-card application, send the file 
request and then store the online file as a local file. The local one will then be 
referenced by the on-card application later. 
As discussed in section 3.3, the state-of-the-art smart card communication API 
assumes a linear programming model. In order to apply event driven programming, 
we divided the Console into two threads: the main thread and the communication 
thread. The main thread is responsible for handling user interface and running the 
Bridge function. The communication thread is responsible for looping the 
send-receive sequence, and generating events to the main thread when an APDU is 
received. When the main thread receives the event, it will pass the APDU to the 
Bridge for further processing. 
4.3.2 丨nterface Objects 
In order to access off-card resource objects by the Smart Card, interface objects were 
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implemented on the Smart Card according to the interface defined in section 2.5. 
Each interface object has a set of predefined functions. Each of them receives 
parameters from the parent application, creates a Request packet according to the 
function called, and send the packet to the Console. Since the function is called from 
within the event driven procedure that is started by an incoming APDU, there is no 
mean for the functions to receive the response packets from the Console. As a result, 
there are no return values for the functions. Therefore, it is the responsibility of the 
application to receive the response packet, and obtain the returned data. 
4.3.3 Game Engine 
The on-card Tic-Tac-Toe game made use of 6-ply minimax procedure with 
alpha-beta pruning algorithm [40] [41] [42]. This section will first introduce the game 
rules of Tic-Tac-Toe. Then we will describe the principle of minimax procedure. 
Since the minimax procedure may involve a vast amount of redundant calculations, 
the alpha-beta running algorithm, which will be discussed later in this section, was 
adopted to remove most of them. 
4.3.3.1 Tic-Tac-Toe 
Tic-Tac-Toe is a game that involves a board of 9 squares. Two players, either O or X， 
make their moves in turns. For example, O -> X O ... tills the end. When three 
identical symbols form a line horizontally, vertically or diagonally, the corresponding 
player wins. 
4.3.3.2 Minimax Procedure 
The minimax procedure is designed for artificial intelligence (AI) on chess [41]. It 
assumes that the game rule is complete and well-defined, and that players make their 
move sequentially. Tic-Tac-Toe is one of the chess games in which minimax 
procedure is applicable. 
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Figure 4.3.3.2.1. A simplified game tree with only three plies. 
In minimax procedure, the game progress is represented as a game tree, as shown in 
figure 4.3.3.2.1. Nodes are available on the tree. A node on the tree represents the 
arrangement of Os and Xs on the board. The tree grows from an initial node, and 
ends at the leaves. We try to cut the tree into various horizontal plies ， w h e r e 
n = 0,1...8 since the Tic-Tac-Toe board has 8+1 vacancies. It denotes the number of 
moves made by the players. Figure 4.3.3.2.1 only shows the first three of them. Each 
P has a total of - 7 ^ n o d e s . For each node in P„, there are 8-n possible 
“ (8 - ")！ 
nodes extending from it. Therefore, a complete game tree is formed with a total 
8 9丨 
number of 1 + V 7 ^ nodes including the initial node. 
The minimax procedure can start at any one of the nodes in any ply. The 
corresponding ply is called Pq for convenience. It evaluates all the paths to the leaf 
nodes in the future N moves, and obtains the best path to make the most appropriate 
move. A maximum of N plies will be evaluated, thus this is called N-ply minimax 
procedure. In the system prototype, the game engine evaluates a maximum of 6 
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future moves, thus the algorithm involved is called 6-ply minimax procedure. 
Suppose the odd plies refer to the moves made by the X player, and even ones by the 
O player. We are going to demonstrate how the best move is made for the O player. 
For each leaf node, the minimax procedure evaluates the likelihood L for the 
corresponding player to win, where 
L=no. of possible ways for the player to win + no. of ways for the opponent not to 
win 
To find the number of possible ways to win or not to win, we simply count the 
number of horizontal, vertical or diagonal lines that has the same symbol (X’ O or 
empty). 
The minimax procedure starts by the leaf nodes in • For each source node in 
, the corresponding extended nodes in are evaluated. The evaluation 
involved is to find the maximum likelihood if N-\ is even (maximize procedure), 
or the minimum one if odd (minimize procedure). Then the evaluated likelihood is 
backed up in the nodes of • The same procedures are repeated, until the top of 
the tree is reached. In Pq，the node that has the maximum likelihood is selected, thus 
the best move is obtained. 
4.3.3.3 Alpha-Beta Algorithm 
It could be observed that the minimax procedure has to evaluate a total number of 
8 9丨 
V - ； m o d e s , which is computation intensive. However, most of them are 
redundant. The alpha-beta algorithm was invented to remove any unnecessary 
evaluations in the minimax procedure [42]. Consider an example as shown in a 
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Figure 4.3.3.3.1. An example of 3-ply game tree with labeled nodes and likelihood 
simplied game tree in figure 4.3.3.3.1. The game tree assumes that only three plies 
are involved, and that each node only has only two extended nodes. Each node is 
labeled by a unique number, and the corresponding likelihoods are shown beside the 
nodes. 
Here, we start by the leaf nodes (3, 4’ 6 & 7)，and then the maximized likelihoods are 
backed up in the nodes of the middle ply. Then the likelihoods in the middle ply are 
minimized and backed up in the only node of top ply. It could be observed that even 
if the likelihood of node 6 (4) is greater than that of node 4 (3) and thus more 
probable for the maximize procedures in the top ply, it will still be eliminated by the 
minimize procedure in the middle ply. Therefore, the evaluation of node 6 & 7 is 
redundant. 
The alpha-beta algorithm tries to eliminate the evaluation of node 7. When the 
maximize procedure evaluates node 6 after evaluating node 3 and 4，a temporary 
minimize procedure is performed between node 2 and 6. Since the likelihood of node 
6 is greater than that of node 2, the maximize procedure will never evaluate nodes 6 
and 7. .Therefore, redundant evaluations are prevented. If node 4 has a vast amount of 
extended nodes, e.g. 8 in Tic-Tac-Toe, more redundant evaluations could be 
prevented, and then a significant amount of processor time is reduced. 
With alpha-beta algorithm, the game engine can run the minimax procedure with a 
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Figure 4.4.1. Response time in the view of Console 
reduced use of processing power. 
4.4 Performance 
u p to now, a system prototype was implemented. It should have certain performance 
so that it can meet the requirements of users. This section describes the performance 
measurements of the system prototype. We will start by the definitions of the 
performance parameters involved in measurements. Then we will describe how these 
parameters could be obtained. At last, we will look into the results obtained. 
The performance parameters under concern are the response time of the on-card 
application and the throughput of the serial link in the view of Console. 
The response time is the period starting from an outgoing APDU from the Console, 
till the end of the receive of APDU from Smart Card. As shown in figure 4.4.1, the 
response time reflects the communication overhead (r^ +r及）and the time required 
for on-card application (T^). i.e. 
Response time 
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In the system prototype, we make use of a typical smart card, which has a computer 
based on flash memory. Therefore, 
Namely, T^  is more significant. Therefore, 
Response time ~ 
Moreover, we assume the processing time of the Console to be negligibly small. 
Therefore, the response time could be interpreted as the on-card application time . 
The maximum and minimum value was measured. As T\ depends on the type and 
flow of the on-card application and it fluctuates too much, the average value is 
meaningless, and thus not measured. 
Another performance parameter is the throughput of the serial link, it measures the 
average flow of actual data transferred in the IS07816 transport layer. With this, we 
can estimate the link usage and check if the communication overhead is significant. 
In case a serious delay occurs due to link saturation, it could then be justified that a 
faster link is required. 
The way to measure these parameters is simple. Since Console is emulated as a 
Win32 application, therefore we could make use of the performance counter of 
Microsoft Windows API [46]. It is a high resolution timer with accuracy in the 
microsecond order. Suppose it counts N cycles per second, if we measure the number 
of counts for each send and receive pair and divide it by N, then we could obtain the 
response time required. The average link throughput was measured by summing up 
the number of bytes sent and received in a fixed period of time, say one second. 
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The performance results of the system prototype are shown in table 4.4.1. The link 
throughput is only 1.5 Kbps, thus a faster link is not required. The maximum 
response time is. 120 s, which corresponds to the first move made by the Smart Card. 
Since T^  +Tr is in the order of 10"\ it is insignificant when compared with the 
measured response time, T^  ~ 1205. The result is due to the poor processing power 
of the smart card that is based on flash memory. Even though alpha-beta algorithm is 
used, the minimax procedure still requires a vast amount of assignment instructions 
to the slow flash memory, thus the 120 s required to accomplish is reasonable. Even 
the fastest program segment that involves only copying and sending out of data 
requires 100 ms to accomplish, which is far higher than the minimum response time 
of human eye (~ 33ms )• 
The same Tic-Tac-Toe game engine was implemented to run on the workstation, the 
6000 MIPS processor requires only 230jus to finish the first move. From the result, 
.. we could estimate the minimax procedure with alpha-beta pruning requires around 
1.4 million instructions to accomplish. Since 230jus «< 33ms, it is acceptable by 
human users. 
However, 120^ » > 33ms, the application time of smart card is unacceptable for 
users. Therefore, it is obvious that the current smart card memory technology is not 
suitable for memory intensive applications. 
Table 4.4.1. Performance results of system prototype. 
Maximum application time 120 s 
Minimum application time 100 ms 
Transport layer throughput 1.5 Kbps 
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Chapter 5 
Implementation on FPGA 
5.1 Overview 
In the previous section, a system prototype was implemented. However, it showed 
poor performance, which is due to the poor processing power of state-of-the-art 
smart cards. This is unacceptable for the users. Fortunately, European smart card 
industry and academic stakeholders noticed that smart card has yet to improve the 
performance and features for being acknowledged as a new generation element in the 
consumer domain, therefore introduced the RESET roadmap to identify and address 
the major challenges of the smart card industry [47]. According to the roadmap, 
, smart card should, in the near future, be equipped with significantly faster 
non-volatile memory, such as floating gate memory, FeRAM or MRAM [13]. The 
fastest of them could achieve an access time, either read or write, as short as 10 ns. 
Under this technology, memory intensive applications will become feasible on smart 
cards, so will the Card-Centric Framework. 
To demonstrate the feasibility of the framework over the future technology, the smart 
card of the system prototype was replaced by a system-on-programmable-chip 
(SOPC) that makes the use of comparable memory: SRAM. With this, the 
application time required by the memory intensive procedures in the on-card 
application could be shortened significantly. 
This section will first introduce the hardware of the Smart Card that makes use of 
future technology. Then we will discuss the essential changes in software so as to let 
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the system prototype operate with the new hardware. The measurement techniques of 
section 4.4 were adopted. Measurement results showed significant improvement. 
Although the performance is not as good as a 6000 MIPS workstation, it is user 
acceptable. This demonstrates that the Card-Centric Framework is feasible with the 
technologies predicted by the RESET roadmap. 
5 . 2 Configurations 
5.2.1 Hardware 
The Smart Card of the system prototype, due to poor processing power, was replaced 
by a SOPC that makes use SRAM. It is an FPGA development board from Altera, 
called Nios Development Kit (Cyclone Edition) [48]. Its hardware specifications are 
listed in table 5.2.1.1. It is configured to simulate the behavior of a Smart Card. 
The development board has an FPGA, RAM and non-volatile storage. To simulate 
the behavior of a traditional smart card, a processor was implemented on the FPGA. 
The processor, which is called Nios, is based on RISC architecture [45]. The 
non-volatile storage is of the flash memory type. A total of 8 Mbytes is available. It is 
Table 5.2.1.1. Specification of the FPGA-based Smart Card in the second demo system. 
Model Altera Nios development board, Cyclone Edition 
Processor Architecture 32-bit RISC 
Processor Speed 50 MHz 
Memory type SRAM, Flash 
Memory speed 50 MHz (SRAM) 
Memory size 1 MByte (SRAM) 
8 MByte (Flash) 
On-card OS N / A 
Communication port 100 Mbps Ethernet 
Communication protocol CCP /IS07816 Transport / TCP /IP /Ethernet 
Page 69 
CHAPTER 5 - IMPLEMENTATION ON F P G A 
responsible for storage of on-card application. The RAM, which makes use of 
SRAM technology, is for program execution. It runs at 50 Mhz. The access time is as 
short as 10 ns, vyhich is comparable to those predicted by the RESET roadmap. One 
MByte is available. In order to make full use of the 50 Mhz SRAM, the processor 
was configured to run at the same speed. The core and the front side bus speed were 
made to match with that of the SRAM, so as to achieve maximum memory usage. 
With this configuration, the application time for those memory intensive procedures, 
including the game engine and the send and receive of APDUs, could be reduced 
significantly. 
With a great enhancement in processing power, the application time is predicted to be 
in the order of 10—4 • This is comparable to the communication overhead of the 
state-of-the-art serial link between Smart Card and Console, which is also in the 
order of 10"^. Therefore, communication overhead becomes significant. To reduce 
the communication overhead for more reasonable measurement results, a 100Mbps 
Ethernet interface, which comes with the development board, was implemented as a 
high speed alternative to the serial link. As a result, the serial link between Smart 
Card and Console becomes a 100 Mbps one, which is also predicted to be feasible in 
the future by the RESET roadmap. 
For further details, please refer to the enclosed design libraries. 
5.2.2 Software 
To cater for the change in communication link, the communication driver was 
modified to run over the TCP/IP layer. The IS07816 physical layer was replaced by 
the TCP/IP layers to adapt the IS07816 transport layer to the Ethernet, as shown in 
the protocol layer diagram in figure 5.2.2.1. This means that the IS07816 transport 
layer messages (i.e. APDUs) are encapsulated as payloads of TCP/IP packets. On top 
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Application  
Card Centric Protocol 
IS07816 Transport 
TCP 
IP 一   
Ethernet  
Figure 5.2.2.1. Protocol layer model of the FPGA-based demo system 
of IS07816 transport layer, the CCP layer operates without modifications. Under this 
configuration, both Smart Card and Console have a unique IP address. With the 
assumption that the IP address of the Smart Card is known to Console, the Console 
can initiate a TCP/IP connection to the Smart Card, as if the connection is based on 
IS07816 compatible card readers. The send and receive of APDU is then retained 
without change. 
The FPGA development kit supports the compilation of C/C++ programs into 
machine codes. Since the TCP/IP library of the FPGA development board supports 
event driven programming model, it is simple to migrate the original JAVACard 
program to a C++ one. Firstly, an IS07816 stack was implemented to translate 
between IS07816 APDUs and TCP/IP packets. Secondly, the JAVACard applet of 
the system prototype was translated to a C++ object: 
1. Since the data types of JAVACard are a subset of C++, data type casting is 
basically not required. The data type "byte" in JAVA is the same as the "unsigned 
char" of C++, yet their syntax are different. Although casting is not required, the 
co^esponding keywords in the JAVACard program need to be changed by a 
macro in C++: 
• #define byte unsigned char 
2. A header file is implemented to define the interface of the object. In other words, 
it defines the function prototype and data members of the object. 
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3. A separate C++ file to implement the functions. 
Finally, a master program is implemented to integrate the TCP/IP, IS07816 transport 
and application layers into one executable file to be run on the development board. 
The Console in the system prototype is adopted. Similar to Smart Card, the 
communication driver was changed from IS07816 physical layer to TCP/IP. 
For further details, please refer to the enclosed design libraries. 
5.3 Performance 
The performance parameters and measurement techniques described in section 4.4 
were adopted. Table 5.3.1 shows the performance of the altered system. With an 
enhancement in smart card hardware technology, the application speed increased 
drastically. The maximum application time dropped from 120 s to only 1 ms. This is 
because the on-card flash memory is replaced by SRAM, and a faster CPU is 
equipped. Although the application speed is not as fast as the 6000 MIPS workstation, 
the application time is far shorter than the human limit of 33 ms. Therefore, the time 
is not noticeable by the user. Namely, the user interface is smooth enough. 
In fact, applications other than games often require lower processing power. Consider 
the application of IA as an example [4], where the user is supposed to configure the 
smart card to run user-defined tasks through the terminal (or Console). The on-card 
application that requires user interface handling may only need to receive a 
Table 5.3.1. Performance results of the FPGA-based demo system. 
Maximum application time 1 ms 
Minimum application time 520 fi s 
Transport layer throughput 320 Kbps 
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command string from the keyboard, and then store it in the on-card non-volatile 
memory. Since these simple procedures require far lower processing power than 
games, therefore the technology predicted by the RESET roadmap is enough for such 
type of general purpose applications. 
The link usage was found to be 304 Kbps, which is far higher than the 128 Kbps 
limit of the card reader. This verifies the need to replace the IS07816 physical layer 
to Ethernet-based TCP/IP layer. If the layer was not replaced, it would introduce 
serious delay in communication, and then the measurement results would become 
meaningless. 
Based on the enhanced smart card hardware technologies, the measured performance 
showed that the Card-Centric Framework is feasible for the smart card infrastructures 
in the near future. 
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Chapter 6 
Conclusions and Future Works 
In this thesis, we have proposed the Card-Centric Framework as the first step for 
smart card applications to escape from the traditional field of security and waken to a 
new era of generic applications. For the Card-Centric Framework, a system model 
was proposed. Each Card-Centric system consists of two major entities: the Smart 
Card and the Console. Smart Card is supposed to perform all the application logics, 
whereas Console provides off-card resources for use by Smart Card. The off-card 
resources are objects modeled by the UML syntax. A protocol, which was titled the 
Card-Centric Protocol, was proposed for the communication between the Smart Card 
and Console. It describes the format of messages involved and the handshake 
sequence. Under the Card-Centric Framework, smart cards can evolve from a passive 
security server to a generic computer. They could run any applications that require 
basic means of user interactions, such as mouse, keyboard, display...etc. 
In order to demonstrate the feasibility of the Card-Centric Framework, a system 
prototype was implemented. It consists of a typical smart card and a 
software-emulated Console. The on-card software was a Tic-Tac-Toe game that 
makes use of 6-ply minimax procedure with alpha-beta pruning algorithm, whereas 
the Console emulator was implemented as a Win32 application written in C++. 
Although the system prototype worked, the performance was found not to be 
acceptable by the users. The main reason was deduced to be the poor on-card 
processing power that is due to the slow access speed of state-of-the-art flash 
memory. 
Fortunately, it was found that the memory technology of smart cards will improve 
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drastically in the near future. Using the improved memory technologies predicted by 
European smart card industry and academic stakeholders, we have implemented 
another demo system. The second demo system made use of SRAM, which is 
significantly faster than the state-of-the-art flash memory of smart cards. It was 
implemented on an FPGA development board that was configured to simulate the 
behavior of a smart card. Significant improvements in performance were obtained, 
and the performance was found to be acceptable by users. . 
The two demo systems demonstrated the feasibility of the Card-Centric Framework 
over the technology in the near future. While the ultimate target of our research is to 
let smart card to run any kind of applications, the primary aim, which is to enable 
applications that require basic means of user interactions, was achieved. In our 
paradigm, the smart card has thrown away the traditional passive role, and obtained 
an active one. Namely, it is no longer a server, but a client. 
„ The findings in this thesis best suit the applications for mobile SIM cards, where 
smart card can run the core application and basic means of user interactions are 
provided for use by the on-card application. In such case, the means of user 
interaction are the display and keypad of a mobile handset. Although the 
Card-Centric Framework is only a young idea that is not widely adopted, it is 
applicable to existing SIM card environments. Provided that a thin layer of 
Card-Centric Protocol is implemented, any mobile SIM card can adopt the benefit of 
Card-Centric Framework, and become able to run any applications that require basic 
means of user interaction. 
With dynamic download and upgrade of application supported by JAVACard, 
Card-Centric application could also be upgraded easily through the mobile phone 
network. However, two concerns has arisen: (i) the security issue of the downloaded 
code and (ii) the wide variety of handsets / Consoles. The former concern deals with 
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the maliciousness of the downloaded code. In view of the smart card, any 
downloaded code is malicious, by which hackers may become able to introduce virus 
to the smart card and threaten the data protected inside. Therefore, special concern is 
required to deal with the downloaded code. The latter concern is to let the smart card 
handle different types of hardware. Up to now, a wide variety of mobile handsets that 
provide different I/O features is available in the market. For example, various 
handsets may have different resolution and color depth for the display, different 
sound and different keypads. In view of Card-Centric Framework, they are Consoles 
that have different hardware configurations. When the smart card has to make use of 
the I/O resources, special concern is required to deal with the variety. These two 
concerns provide chances of research in the future. 
In the demo systems described in the previous sections, the Consoles were emulated 
by software. With the smart card occupying a significant market in consumer 
electronics, the Console can also become a consumer product which is cheap yet 
“ well-featured. With the behavior of Console well defined, it is possible to implement 
a hardware version of Console in the near future. The realized Console will then 
become a new kind of consumer products. 
Moreover, through enhancements in micro-electronics technologies, smart cards will 
gain higher processing power in the future, thus object manipulation commands may 
be sent to the Console more frequently. This will result in a higher link usage. In such 
case, a high speed physical interface between Smart Card and Console will be 
required. 
Anyway, based on the system prototype and the second demo system, it could be 
demonstrated that the Card-Centric Framework will be feasible over the technology 
in the near future. We believe that smart card could break the border of security, and 
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Design Libraries 一 C D R O M 
The CD contains the design libraries of the system prototype and the demo 
system. Each of them consists of one on-card application and one off-card 
application (the Console). 
System Prototype 
1. On-card Application 
Project file: \CardGame\CardGame.jpr 
Development Environment: Borland JBuilder 5.0’ with Gemplus 
GemXpresso Rad-III development kit 
Entrance File: \CardGame\src\cg\CardGame.java 
Entrance Function: processQ 
2. Off-card Application 
Project file: \SCardConsole\SCardConsole.dsw 
Development Environment: Microsoft Visual Studio 6.0 
Entrance File: \SCardConsole\SCardConsoleDlg.cpp 
Entrance Function: SCardConsoleCore() 
Second Demo System 
1. FPGA-based Smart Card 
Project file: \sopc\scard.quartus 
Development Environment: Altera Quartus II 2.2, with Nios 3.01 
Entrance File: \sopc\SCard.bdf 
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2. On-card Application 
Project Directory: \sopc\CPU_sdk\src\ 
Development Environment: Nios 3.01 
Entrance File: \sopc\CPU_sdk\src\pkchan.cpp 
Entrance Function: main() 
3. Off-card Application 
Project file: \SCardConsole_ENETVSCardConsole.dsw 
Development Environment: Microsoft Visual Studio 6.0 
Entrance File: \SCardConsole一ENFRSCardConsoleDlg.cpp 
Entrance Function: SCardConsoleCoreO 
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