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Abstract
Learning a similarity metric has gained much attention re-
cently, where the goal is to learn a function that maps input
patterns to a target space while preserving the semantic dis-
tance in the input space. While most related work focused
on images, we focus instead on learning a similarity metric
for neuroimages, such as fMRI and DTI images. We propose
an end-to-end similarity learning framework called Higher-
order Siamese GCN for multi-subject fMRI data analysis.
The proposed framework learns the brain network represen-
tations via a supervised metric-based approach with siamese
neural networks using two graph convolutional networks as
the twin networks. Our proposed framework performs higher-
order convolutions by incorporating higher-order proximity
in graph convolutional networks to characterize and learn the
community structure in brain connectivity networks. To the
best of our knowledge, this is the first community-preserving
similarity learning framework for multi-subject brain network
analysis. Experimental results on four real fMRI datasets
demonstrate the potential use cases of the proposed frame-
work for multi-subject brain analysis in health and neuropsy-
chiatric disorders. Our proposed approach achieves an aver-
age AUC gain of 75% compared to PCA, an average AUC
gain of 65.5% compared to Spectral Embedding, and an av-
erage AUC gain of 24.3% compared to S-GCN across the
four datasets, indicating promising application in clinical in-
vestigation and brain disease diagnosis.
Introduction
Learning a similarity metric has gained much attention re-
cently in a variety of real-world applications, where the goal
is to learn a function that maps input patterns to a target
space while preserving the semantic distance in the input
space (Wang et al. 2014; Chopra, Hadsell, and LeCun 2005;
Guo et al. 2001; Chechik et al. 2009; Bautista, Sanakoyeu,
and Ommer 2017). For example, finding images that are
similar to a query image is an indispensable problem in
search engines (Wang et al. 2014), and an effective image
similarity metric is the key for finding similar images. Simi-
larity learning is particularly suitable for applications where
the number of classes is very large, the number of samples
is very small, and/or only a subset of classes is known at the
time of training (e.g., face recognition applications). Metric
learning systems are typically trained on pairs of patterns
from the training set (e.g., pairs of images, graphs, etc), with
the goal to find a function that maps the input patterns to
a target space such that the distance among patterns in the
target space approximates the semantic distance in the input
space. Given a family of possible models (functions) with
parameter weights W, the goal is to find the value of opti-
mal weights W, such that the estimated similarity score of
the input pair (X1, X2) is small if X1 and X2 belong to
the same class, and large if they belong to different classes.
The loss function used in training maximizes the mean sim-
ilarity between input pairs belonging to the same class, and
minimizes the mean similarity between pairs belonging to
different classes.
While the majority of the similarity learning research
is focused on images, our work focused instead on learn-
ing a similarity metric for neuroimages, such as fMRI im-
ages and DTI images. Functional magnetic resonance imag-
ing (fMRI) measures brain activity by detecting changes
associated with blood flow, and has been widely used in
cognitive neuroscience, medical, and clinical applications.
We particularly focus on brain connectivity networks (i.e.,
functional networks) extracted from the input fMRI im-
ages, where the observed brain activity is modeled as a net-
work of inter-regional functional associations. The resulting
functional networks can be analyzed/modeled using graph-
theoretic and graph machine learning techniques. The anal-
ysis of brain connectivity networks has revealed many key
features of the brain organization, such as the modular struc-
ture of the brain, and the presence of hubs (Bertolero, Yeo,
and DEsposito 2015; Power et al. 2011).
Graph convolutional neural networks (GCNs) have
emerged to learn deep representations of graph-structured
data, and been shown to outperform other traditional re-
lational learning methods (Defferrard, Bresson, and Van-
dergheynst 2016; Li, Han, and Wu 2018). However, these
works focus mainly on social and information networks,
to model the node/graph similarity, where the relation-
ships/links are usually given or well-defined (e.g., friend-
ship, retweet, following links). In this paper, however, we
focus on learning deep representations from fMRI brain con-
nectivity networks, where each brain network represents the
brain activity patterns of a particular subject. Brain con-
nectivity networks are widely used to model inter-regional
functional connections, and are typically inferred from the
input fMRI data of each subject. Each brain connectivity
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network is usually represented by a graph constructed from
input fMRI data where the nodes represent brain regions
and the edges represent the pairwise region-to-region cor-
relations. However, the organization of brain connectivity
networks is constrained by various factors, such as the un-
derlying brain anatomical network (Hagmann et al. 2008;
Honey et al. 2009), which has an important contribution in
shaping the activity across the brain. These constraints pose
significant challenges on characterizing the structure and or-
ganization of brain connectivity networks. In addition, these
constraints lead to distance-dependent inter-regional corre-
lations, where activity patterns from nearby brain regions
is strongly correlated due to spatial factors than the activ-
ity from distant ones. Thus, it’s crucial to distinguish be-
tween long-range functional connectivity that represents the
brain inter-regional communications, which arise from func-
tional necessity, from those that arise due to spatial con-
straints (Honey et al. 2009). We propose an end-to-end sim-
ilarity learning framework for multi-subject fMRI data. The
proposed framework learns the brain network representa-
tions via a supervised metric-based approach with siamese
neural networks and using two GCNs as the twin networks.
Our proposed framework performs higher-order convolu-
tions by incorporating higher-order proximity via random
walks in graph convolutional networks. We use this ap-
proach to characterize the community and organizational
structure in brain connectivity networks, and to emphasize
the contribution of the long-range functional connectivity.
To the best of our knowledge, this is the first community-
preserving similarity learning framework for multi-subject
brain network analysis.
The principle aim of this work is to build a framework
that can learn discriminative structural features of brain
connectivity networks for multi-subject analysis. However,
the complex structure of these networks poses significant
challenges to such a framework. For example, prior work
has shown the importance of higher-order proximity struc-
ture such as the community structure of brain networks in
health as well as neuropsychiatric disorders (Ma et al. 2016;
Ma et al. 2017a). However, current graph neural methods
are capable of only learning local neighborhood information
and cannot directly capture the higher-order proximity and
community structure of graphs. Although it might be pos-
sible for GCNs to learn these higher-order patterns under
certain conditions, for example, stacking more hidden GCN
layers to allow more information to flow across the graph,
these conditions are unlikely to work well in practice, which
is due to the non-linearity of the GCN layers, and the diffi-
culty of fitting the larger number of parameters with a lim-
ited number of training samples (e.g., the limited samples
in neuroimaging data) which leads to overfitting (see Fig-
ures 5 and 6). Thus, how to generalize GCNs to capture the
community structure of brain networks is a key challenge.
Moreover, how to leverage the structural features learned by
GCNs for similarity learning and build an end-to-end sim-
ilarity learning framework for multi-subject analysis is an-
other challenging problem. Our proposed framework lever-
ages higher-order graph convolutional networks to charac-
terize the community and organizational structure of brain
connectivity networks. We conjecture this framework would
be useful for the multi-subject brain analysis in health and
neuropsychiatric disorders (Greicius 2008). Our main con-
tributions are summarized as follows:
• We propose an end-to-end similarity learning framework
called ”Higher-order Siamese GCN” for metric learning
of graph data. The framework learns the brain network
representations via a supervised metric-based approach
with siamese neural networks and using two GCNs as
the twin networks. The framework leverages higher-order
graph convolutions to characterize the community struc-
ture of brain connectivity networks.
• We apply the proposed framework on four real fMRI brain
network datasets for similarity learning with respect to
brain health status and cognitive abilities. The experiment
results demonstrate the effectiveness and advantage of the
proposed framework for neurological disorder analysis
with respect to three kinds of disease (i.e., Autism, Bipo-
lar and HIV) and the cognitive analysis for the Human
Connectome Project.
• Our proposed approach achieves an average AUC gain of
75% compared to PCA, 65.5% compared to Spectral Em-
bedding, and 24.3% compared to S-GCN across a variety
of datasets, indicating its promising use cases for multi-
subject brain analysis in health and neuropsychiatric dis-
orders.
Similarity Learning Framework for
Multi-Subject fMRI Data
We propose an end-to-end framework called higher-order
Siamese GCN for learning the similarity among fMRI brain
connectivity networks extracted from multiple subjects. We
assume each brain network is represented by a graph where
the nodes represent brain regions and the edges represent the
inter-regional associations. Our proposed framework (pre-
sented in Figure 1) consists of the following: (1) a Siamese
neural network architecture, (2) two identical higher-order
graph convolutional networks used as the twin network, (3) a
dot product layer, and (4) a fully connected layer. The frame-
work takes an input pair of graphs, such that each graph is
processed by one branch of the siamese network (i.e., each
graph is processed by one of the identical twin GCNs). Since
the twin graph neural networks share the same weights, each
input graphs is guaranteed to be processed in the same way
by the twin networks respectively. As such, similar input
graphs would be embedded similarly in the latent space. Our
proposed framework performs higher-order convolutions by
incorporating higher-order proximity using random walks in
graph convolutional networks. Finally, the dot product layer
combines the outputs from the two branches of the siamese
network, then followed by a single fully connected (FC)
layer with one output to estimate the similarity score.
Given a multi-subject fMRI data set G =
{G1, G2, · · · , GN} where Gi = (Vi, Ei,Ai) is the
fMRI brain network of subject i, Vi is the set of vertices
in Gi, Ei ⊂ Vi × Vi is the set of edges in Gi, and
Ai ∈ Rm×m is the affinity matrix of Gi, we assume that
we have a model M with parameter weights W to map
Figure 1: The Higher-order Siamese-GCN framework
the brain networks to the feature/embedding space and the
embedding of Gi can be obtained as Hi =M(Ai). Assume
we have a function S for computing similarity between the
embeddings of two brain networks, and the similarity score
between a pair of brain networks Gi and Gj is denoted by
sij = S(Hi, Hj), the goal of similarity learning for the
multi-subject fMRI data is to learn the optimal parameter
weights W forM such that the value of sij is large for an
input pairs (Gi, Gj) belonging to the same class, and small
for input pairs (Gi, Gj) belonging to different classes. The
loss function used in training should maximize the mean
similarity between input pairs belonging to the same class,
and minimize the mean similarity between pairs belonging
to different classes.
From fMRI data to brain connectivity networks. A
whole-brain fMRI image consists of a sequence of 3D brain
image scans, where each volume consists of hundreds of
thousands of voxels. Each voxel has an intensity value that
is proportional to the strength of the Nuclear Magnetic Res-
onance (NMR) signal emitted at the corresponding location
in the brain volume. The raw form of an fMRI brain image is
a discrete time series of 3D images. In order to convert the
original fMRI images to region-by-region brain networks,
we extract a sequence of responses from each of the regions
of interest (ROI), where each ROI represents a brain re-
gion. We perform the standard fMRI brain image processing
steps, including functional images realignment, slice tim-
ing correction and normalization, etc. Then, we compute the
region-to-region brain activity correlations. We only keep
the positive correlations as the links among the brain re-
gions. The final constructed network is a graph where the
nodes/vertices represent brain regions and the edges are the
region-to-region correlations.
Graph Convolutional Networks. Graph convolutional
network (GCN), as a generalized convolutional neural net-
work from grid-structure domain to graph-structure domain,
has been emerging as a powerful approach for graph mining
(Bruna et al. 2013; Defferrard, Bresson, and Vandergheynst
2016). In GCNs, filters are defined in the graph spectral do-
main. In this paper, we employ the GCN with fast spec-
tral filtering proposed in (Defferrard, Bresson, and Van-
dergheynst 2016). Given a graph G = (V,E,A), where V
is the set of vertices, E ⊂ V × V is the set of edges, and
A ∈ Rm×m is the adjacency matrix, the diagonal degree
matrix D will have elements Dii =
∑
j Aij . The graph
Laplacian matrix is L = D −A, which can be normalized
as L = Im −D− 12 AD− 12 , where Im is the identity matrix.
Assume the orthonormal eigenvectors of L are represented
as {ul}m−1l=0 ∈ Rm×m, and their associated eigenvalues are
{λl}m−1l=0 , the Laplacian is diagonalized by the Fourier ba-
sis [u0, · · · , um−1](= U) ∈ Rm×m and L = UΛUT
where Λ = diag([λ0, · · · , λm−1]) ∈ Rm×m. The graph
Fourier transform of a signal x ∈ Rm can then be defined
as xˆ = UTx ∈ Rm(Shuman et al. 2013). Suppose a signal
vector x : V → R is defined on the nodes of graphG, where
xi is the value of x at the ith node. Then the signal x can be
filtered by gθ as
y = gθ ∗ x = gθ(L)x = gθ(UΛUT)x = Ugθ(Λ)UTx
(1)
where the filter gθ(Λ) can be defined as gθ(Λ) =∑K−1
k=0 θkΛ
k, and the parameter θ ∈ RK is a vector of poly-
nomial coefficients (Defferrard, Bresson, and Vandergheynst
2016). The above filter is exactly K-localized, which means
the nodes with shortest path length greater than K are not
considered for the convolution. To further reduce computa-
tional complexity, we use the Chebyshev polynomials (Def-
ferrard, Bresson, and Vandergheynst 2016) which can be
computed recursively by Tk(x) = 2xTk−1(x) − Tk−2(x)
with T0 = 1 and T1 = x, and a filter of order K − 1 is
parameterized as the truncated expansion
gθ(Λ) =
K−1∑
k=0
θkTk(Λˆ) (2)
Then the filtering operation can be written as y = gθ(L)x =∑K−1
k=0 θkTk(Lˆ)x, where Tk(Lˆ) ∈ Rn×n is the Chebyshev
polynomial of order k with the Laplacian Lˆ = 2L/λmax −
In. The jth output feature map of sample s is then given by
ys,j =
Fin∑
i=1
gθi,j(L)xs,i ∈ Rm (3)
where xs,i is the input feature map, and Fin represents the
number of input filters. The Fin×Fout vectors of Chebyshev
coefficients θi,j ∈ RK are the layer’s trainable parameters.
Then we build the GCN by stacking multiple convolutional
layers in the form of Equation (3), with a non-linearity acti-
vation (ReLU) following each layer.
Higher-order Graph Convolutional Networks. As dis-
cussed above, GCN networks use spectral filterings, which
consider localized convolutions while ignoring vertices with
shortest path length beyond a threshold. This limits the
ability of traditional GCNs to learn the complex struc-
tural patterns of graphs, such as the community struc-
ture, motif patterns, higher-order proximity, etc. Recently,
high-order structural patterns were shown to be crucial for
learning more accurate graph representations (Ahmed et al.
2015; Rossi, Ahmed, and Koh 2018; Benson, Gleich, and
Leskovec 2016; Rossi, Zhou, and Ahmed 2017).
Thus, we modify the traditional GCN model to oper-
ate directly on graphs with higher-order proximity repre-
sentations so that the higher-order information will be in-
corporated during the convolutions. Specifically, we em-
ploy a random walk sampling process on graphs to obtain
the higher-order proximity representations. Random walk
sampling has been widely used for learning graph embed-
ding that capture the higher-order proximity and community
structure in the graph (Perozzi, Al-Rfou, and Skiena 2014;
Ahmed et al. 2018). In our framework, the random walk
strategy helps incorporate the higher-order structural infor-
mation into the graph representations, which further allows
for the higher-order graph convolutions in GCNs to capture
community and organizational structure of brain networks.
We denote a random walk rooted at vertex vi as
Wvi , which is a stochastic process with random variables
W 1vi ,W
2
vi , · · · ,Wnvi , andW j+1vi is a vertex chosen randomly
from the neighbors of vertex Wvj . Given a graph G, the ran-
dom walk generator samples uniformly a random vertex vi
as the root of the random walk. The walk uniformly sam-
ples a vertex from the neighbors of the root, after which it
continues sampling from the neighbors of the last vertex vis-
ited until the maximum walk length is reached. There could
be multiple walks starting from each vertex, depending on
the number of walks specified(Perozzi, Al-Rfou, and Skiena
2014). Line 2−9 in Algorithm 1 illustrates the random walk
sampling we use for capturing higher-order proximity infor-
mation. Note that we slide a window with size w on each
walk generated and record the frequency of nodes that co-
occur within a window in F, and w is a parameter that con-
trols the extent of the higher-order proximity considered in
the graph representation. After we obtain the adjacency ma-
trix A in Line 12 of Algorithm 1 for the higher-order prox-
imity representation, we use A for computing the Laplacian
matrix L, and use this L for the spectral filtering in Equation
(1) to enable the higher-order graph convolutions.
Algorithm Description. Algorithm 1 shows the overall
process of the Higher-order Siamese GCN approach. As the
spectral graph convolutional networks filter signals are de-
fined on a common graph Laplacian for all samples, we first
estimate the mean functional connectivity matrix among the
training samples by computing the mean affinity matrix over
the graphs and obtain the k-nn graph G¯ using the correlation
distance between region pairs. Then we obtain the binary ad-
jacency matrix A¯ for G¯ as its graph representation. In order
to obtain the higher-order proximity representation of the
graph, we apply random walk on G¯, after which we slide a
window with size w on each walk to get the co-occurrence
frequency between two nodes and record the frequency in
the matrix F . After the random walk sampling stage, we ob-
tain the k-nn graph G′ based on F , where the edges encode
the higher-order proximity of the original graph G¯. Then we
merge the edges of G′ into G¯ to get the updated graph rep-
resentation with higher-order proximity and obtain the ad-
jacency matrix of the updated graph as A. We compute the
Laplacian matrix of the new graph representation and denote
it with L. Now we start the model learning of Higher-order
Siamese GCN. We first prepare the pairs of training samples
from G with label Yij = 1 for each pair of same class and
Yij = −1 for each pair with different classes. We also ini-
tialize the neural network parameters Θ of the GCNs with
Siamese network. Then we input the pairs into the Siamese
GCNs and perform spectral convolutions according to Equa-
tion (3). Specifically, for each input brain network, we use
the functional correlation value of node vs with vi as the
signal xs,i in Equation (3). After the convolutions, the out-
puts of the twin GCNs are then combined by a dot product
layer, followed by a fully connected (FC) layer that inte-
grates the information learned from the preceding filters and
output a similarity estimiate sij for the input pair Gi and
Gj . Then we compute the loss for the Siamese network. We
use the Hinge loss in Equation (4), by minimizing which the
mean similarity between input pairs belonging to the same
class will be maximized while the mean similarity between
pairs belonging to different classes will be minimized. We
use stochastic gradient descent with Adaptive Moment Esti-
mation (ADAM) optimizer to train the model.
Lhinge =
1
Np
N∑
i=1
N∑
j=i+1
max(0, 1− Yijsij), (4)
where N is the total number of subjects in the training set,
and Np = N(N −1)/2 is the total number of pairs from the
training set.
Experiments & Results
We evaluate the performance of the proposed framework on
four real resting-state fMRI brain datasets and we compare
with the state-of-the-art baselines. There are mainly two cat-
egories of neuroimaging applications involved in the eval-
uation: (1) medical imaging analysis, which aims to distin-
guish brain disordered subjects and healthy controls; (2) the
cognitive analysis using Human Connectome Project data
(Van Essen et al. 2013), where the goal is to learn similarity
with respect to cognitive abilities from the brain networks. It
is worth mentioning that the empirical similarity learning on
fMRI brain networks for cognitive analysis is seldom stud-
ied so far (Bookheimer et al. 2018) and our work provides
new insights and capabilities into the problems in this area.
Datasets and Preprocessing
• Autism Brain imaging Data Exchange (ABIDE): This
dataset is provided by the ABIDE initiative (Di Martino
et al. 2014). It has the resting-state fMRI images of 70
patients with autism spectrum disorder (ASD) and 102
healthy controls, acquired from the largest data acquisi-
tion site involved in that project. The preprocessing of
Algorithm 1 Higher-order Siamese GCN
Input: G = G1, G2, · · · , Gn (training graph samples); y(class labels); random
walk parameters: γ (number of walks), l (walk length), w (window size)
1: Obtain the mean k-nn graph G¯(V,E, A¯);
2: Initialize a frequency matrix F ∈ Rm×m with 0s;
3: for i = 0 to γ do
4: V ′ = Shuffle(V );
5: for each vi ∈ V ′ do
6: Wvi = RandomWalk(G¯, vi, l);
7: Update F;
8: end for
9: end for
10: Obtain a k-nn graphG′ based on F;
11: Merge the edges ofG′ into G¯;
12: Obtain the updated adjacency matrix A;
13: Prepare pairs of training samples from G;
14: Initialize the parameters Θ of GCNs in Siamese network;
15: while not converge do
16: Perform spectral filterings according to Equation (3);
17: Compute the similarity estimate sij for the input pair (Gi, Gj);
18: Compute the loss Lhinge according to Equation (4) ;
19: Apply stochastic gradient descent with ADAM optimizer to update Θ;
20: end while
the fMRI data includes slice timing correction, motion
correction, band-pass filtering and registering to standard
anatomical space. After the preprocessing, a brain net-
work with 264 nodes was constructed for each subject by
computing the pearson correlation between the fMRI time
series of the 264 putative regions.
• Human Connectome Project (HCP): This dataset consists
of resting-state fMRI imaging data and behavioral data of
100 healthy volunteers from the publicly available Wash-
ington Univeristy - Minnesota (WU-Min) Humman Con-
nectome Project (HCP) (Van Essen et al. 2013). The pre-
processing of the fMRI data consists of intensity nor-
malization, phase-encoding direction unwarping, motion,
correction, spatial normalization to standard template and
artifact removing(Spronk et al. 2018). After preprocess-
ing, for each subject, BOLD time series were extracted
from the 360 parcels, and functional connectivity network
with 360 nodes was constructed for each individual. In
this work, we are interested in solving the pair classifi-
cation problem with respect to cognitive traits. Since this
dataset does not have class labels of cognitive traits, we
use three key cognitive features from the participants’
behavioral data, including Executive Function (Flanker
Task), Fluid Intelligence (Penn Progressive Matrices) and
Working Memory (List Sorting) 1, and apply K-means
clustering with the three features to cluster the subjects
into 2 groups. Figure 2 shows the plot of the 2 clusters
in the 3-dimension feature space, where there is a clear
boundary between the two clusters. We label the subjects
in the two clusters as Class 1 and Class 2, respectively,
and prepare pairs of subjects based on this class label for
the pair classification evaluation.
1https://www.humanconnectome.org/study/
hcp-young-adult/
• Bipolar: This dataset consists of the fMRI data of 52 bipo-
lar I subjects who are in euthymia and 45 healthy con-
trols with matched demographic characteristics (Cao et
al. 2015). The brain networks were constructed with the
CONN2 toolbox (Whitfield-Gabrieli and Nieto-Castanon
2012). The raw images were realigned and co-registered,
followed by the normalization and smoothing steps. Then
the confound effects from motion artifact, white mat-
ter, and CSF were regressed out of the signal. Finally,
the brain networks were created using the signal correla-
tions between each pair of regions among the 82 labeled
Freesurfer-generated cortical/subcortical gray matter re-
gions.
• Human Immunodeficiency Virus Infection (HIV): This
dataset is collected from the Chicago Early HIV Infection
Study at Northwestern University(Ragin et al. 2012). It
contains the resting-state fMRI data of 77 subjects, 56 of
which are early HIV patients and the other 21 subjects are
seronegative controls. We use the DPARSF toolbox3 to
process the fMRI data. The images were realigned to the
first volume, followed by the slice timing correction and
normalization. We focus on the 116 anatomical volumes
of interest (AVOI) and construct a brain network with the
90 cerebral regions, where each node in the graph repre-
sents a cerebral region, and links are created based on the
correlations between different regions.
Baselines and Metrics
We compare our Higher-order Siamese GCN framework
with three other baseline methods for two classification tasks
based on the similarity learning on brain networks, and we
use AUC and accuracy as the evaluation metrics.
• PCA is the Principal Component Analysis approach that
is widely used for dimension reduction and feature extrac-
tion (Smith 2002). We apply PCA on the correlation ma-
trices of the brain networks and perform similarity learn-
ing based on the PCA results.
• SE is the Spectral Embedding approach, which finds a low
dimensional representation of the data using a spectral de-
composition of the graph Laplacian (Belkin and Niyogi
2003).
• Siamese GCN (S-GCN) is the method proposed in
(Ktena et al. 2018), which employs the traditional GCN
to capture localized structural information of graphs and
learn similarity scores between graphs based on the out-
puts of GCNs in a Siamese network.This was the first
work of applying graph convolutional neural network on
brain connectivity networks.
• Higher-order Siamese GCN (HS-GCN) is the proposed
approach in this paper.
Experimental Setup. We use 60% of the data for training
and the other 40% for testing. We use the experiment set-
tings for the S-GCN following the instructions provided in
2http://www.nitrc.org/projects/conn
3http://rfmri.org/DPARSF.
Figure 2: The 2 clusters of HCP subjects based on three key
cognitive features.
(Ktena et al. 2018) and use 5-fold cross validation for op-
timizing the parameters in both S-GCN and HS-GCN. For
HS-GCN, we use 2 GCN layers with f = 32 features for
each. We use the stochastic gradient descent with ADAM al-
gorithm (Kingma and Ba 2014) for the optimization, where
we set learning rate to be 0.001 and use K = 3 for the poly-
nomial filters in the spectral filtering. We set the dropout rate
at the fully connected layer as 0.8 and use 0.0005 for the
regularization parameter. For the constrained variance loss
in Equation (6) used in the subject classification task, we
set a = m/2 for both datasets. For the parameters in ran-
dom walk, we employ the grid search in a range of values
to find the optimal parameter values. We fix the number of
walks γ to be 10, and search the value for the walk length
l from [30, 40, . . . , 100] and the value for window size w
from [1, 2, . . . , 10]. For the k-nn graph construction stage,
we use 10% of the number of nodes in the brain networks as
the value for k. For PCA and SE, the only parameter is the
number of components to be preserved in the output lower
dimensional representation. We employ the grid search in
the range of [5, 10, 15, . . . , 60] to find the optimal value for
that parameter. After we obtain the output representations
from PCA and SE, we calculate the similarity score for each
pair according to Equation (5) (Frey and Dueck 2007).
sij = 1−
√
Tr
(
(Fi − Fj)T (Fi − Fj)
)
(5)
where Fi and Fj are the PCA results of subject i and j,
respectively. For each experiment, we run for 5 times and
report the average results.
Evaluations
We evaluate the performance of the proposed framework in
similarity learning of brain networks by applying it in two
classification tasks: (1) Pair classification, and (2) Subject
classification.
Table 1: AUC Scores of Pair Classification (mean ± std).
Methods ABIDE HCP HIV Bipolar
PCA 0.51± 0.01 0.52± 0.01 0.54± 0.07 0.52± 0.01
SE 0.55± 0.02 0.54± 0.01 0.57± 0.02 0.55± 0.01
S-GCN 0.78± 0.29 0.81± 0.36 0.61± 0.25 0.74± 0.19
HS-GCN 0.96 ± 0.02 0.98 ± 0.03 0.77 ± 0.20 0.94 ± 0.07
ABIDE Bipolar HIV HCP0.0
0.2
0.4
0.6
0.8
1.0
AU
C
HS-GCN
S-GCN
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SE
Figure 3: AUC Scores of Pair Classification.
Pair Classification. Pair classification refers to the clas-
sification of similar pairs (brain networks from the same
class) versus dissimilar pairs (brain networks from different
classes) based on the similarity learned by the model. This
is a very important task in brain connectivity analysis, es-
pecially for the brain disorder identification problem when
there is very limited number of labeled samples, which is a
common scenario in biomedical data mining. If we could
build a powerful model that can distinguish similar pairs
and dissimilar pairs well, then we could use it for predict-
ing unseen samples by looking into its similarity with the la-
beled samples. With the Siamese architecture, the proposed
model has inherent advantages for this task. For instance,
given a training set with 100 samples, we could generate
4950 unique pairs of brain networks that could be used as in-
puts for the Higher-order Siamese GCN model, which would
greatly guarantee the training effectiveness and robustness
of the model when applying it for predicting unseen sam-
ples. Table 1 and Figure 3 shows the classification AUC
of the Higher-order Siamese GCN and that of the baseline
methods on pair classification on the four datasets.
As shown in Table 1, the classification AUC of HS-GCN
is significantly higher than that of the baseline methods.
More specifically, our proposed HS-GCN achieves an av-
erage AUC gain of 75% compared to PCA, an average AUC
gain of 65.5% compared to Spectral Embedding, and an av-
erage AUC gain of 24.3% compared to S-GCN across all
datasets. Our proposed HS-GCN is more accurate and has
a lower variance compared to S-GCN. The PCA based ap-
proach achieved the lowest AUC scores. This is probably
due to the fact that PCA learns lower dimensional feature
representations directly from the correlation matrix while
not considering the structural information of the graph. The
Spectral Embedding based approach achieved higher AUC
than PCA. Since SE is designed for spectral clustering which
means the embedding results of SE encodes the commu-
nity structure of graphs, this property would help discrim-
inate the brain networks of different classes. But since SE
is not able to capture the complex local structure of brain
networks and it is not an end-to-end approach for similar-
ity learning, the AUC scores of SE is much lower than the
proposed approach. The S-GCN model achieved fairly good
results on ABIDE and HCP datasets but the AUC scores are
still not as good as that of HS-GCN. The superior perfor-
mance of our proposed HS-GCN framework indicates that
the localized structural information and community struc-
ture learned by higher-order graph convolutions did bene-
fit the similarity learning of brain networks. Moreover, the
HS-GCN achieved the best results on all the four datasets,
demonstrating its generalizing ability in similarity learning
of brain networks.
(a) Bipolar (b) Healthy
Figure 4: Visualization of the community structure captured by
HS-GCN in healthy and bipolar disease networks. Notably this fig-
ure highlights the reduced functional connectivity as shown by de-
creased clustering in the bipolar network.
Evaluation of the Community Structure in health and
disease. To evaluate the effectiveness of HS-GCN for cap-
turing the organization and community structure of brain
networks, we investigate the resulting brain network em-
bedding by the higher-order GCN. For each brain network,
we cluster the brain regions (nodes) using K-means clus-
tering with k = 4, and using their embedding feature vec-
tors in K-means. Figure 4 shows a visualization 4 of the
community structure of a Bipolar subject versus a healthy
control, and nodes are colored by their corresponding com-
munity. From Fig 4, we observe that the nodes of the
healthy brain network are well-grouped into the four clus-
ters, while the cluster boundaries in the Bipolar subject’s
brain network are blurry and the nodes widely spread out
over different clusters. We conjecture this observation is
due to the reduced functional connectivity as shown by de-
creased clustering in bipolar subjects versus healthy con-
trol (consistent with prior observations in (Teng et al. 2014;
Bassett and Bullmore 2009)).
Impact of Higher-order Proximity on GCNs. In the
GCN models, two important parameters are the number of
graph convolutional (GC) layers and the valueK which rep-
resents theK-localized neighborhood considered in the con-
volutions. In order to evaluate the impact of these parameters
on the performance of S-GCN and HS-GCN in pair classifi-
cation, we apply the two models with various values for K
and the number of GC layers. Figure 5 and Figure 6 show
the evaluation results. For the experiments in Figure 5, we
use two GC layers for both models, and evaluate the mod-
els with K values ranging from 1 to 8. For the experiments
in Figure 6, we fix K as 3 and vary the number of GC lay-
ers from 2 to 6. We set the random walk parameters with
the optimal values we found in the experiments above. We
4We used Brainnet Viewer toolbox (Xia, Wang, and He 2013)
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Figure 5: Pair classification AUC of S-GCN and HS-GCN
with different values for K
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Figure 6: Pair classification AUC of S-GCN and HS-GCN
with different numbers of GC layers
can see from Figure 5 that when the K value increases, the
performance of S-GCN first goes up, and when K goes be-
yond 3, the AUC scores start to decline. The performance of
HS-GCN has a similar trend but it is always better than S-
GCN. This indicates that incorporating a larger range of lo-
calized neighborhood information in the graph convolutions
can not improve the performance of S-GCN as the higher-
order property did in HS-GCN. Meanwhile, as we observe in
Figure 6, adding more GC layers did not improve the learn-
ing ability of S-GCN either. This is mainly because adding
more layers also introduces more hyper-parameters into the
model, which could cause the problem of over-fitting.
Subject Classification. In this experiment, we use the
pairwise similarity learned by the model to further clas-
sify the subjects with brain disorder versus healthy con-
trols. We evaluate the proposed HS-GCN model and the
baseline S-GCN model on the ABIDE and Bipolar datasets.
We apply the weighted k-nearest neighbour (kNN) classifier
(Hechenbichler and Schliep 2004) with the similarity scores
we learned for the classification task. The class label of one
subject is determined based on a weighted combinations of
the labels of its k-nearest neighbors. Here we consider all
the neighbors with positive similarity scores in the weighted
calculation. Meanwhile, we explore the influence of differ-
ent loss functions in the subject classification performance.
Besides evaluating the two models with the Hinge loss in
Equation (4), we also evaluate them with the following con-
strained variance loss:
Lconvar = max(0, σ2+ − a) +max(0, σ2− − a) +max(0,m− (µ+ − µ−)),
(6)
where µ+ represents the mean similarity between embed-
dings belonging to the same class, and µ− represents the
mean similarity between embeddings belonging to different
classes, while σ2+ and σ2− refer to the variance of pairwise
ABIDE Bipolar0
20
40
60
Ac
cu
ra
cy
 %
HS-GCN
S-GCN
(a) Hinge Loss
ABIDE Bipolar0
20
40
60
Ac
cu
ra
cy
 %
HS-GCN
S-GCN
(b) Constrained Variance Loss
Figure 7: Subject classification accuracy on ABIDE and Bipolar
with two different loss functions
similarity for the same class and different classes, respec-
tively. m is the margin between the means of the same-class
and different-class similarity distributions, and a is the vari-
ance threshold. This loss function is proposed by (Ktena et
al. 2018). By this formulation, the variance is only penalised
when it exceeds the threshold a, which allows the similarity
estimates to vary around the means, thus could be used to
accommodate the diversity that usually exists in fMRI data
due to the varied factors in the acquisition process. Figure 7
shows the evaluation results of subject classification by the
two models with different loss functions. As shown in the
Figure, the proposed HS-GCN model achieves a higher ac-
curacy with both loss functions on both datasets compared
to the baseline S-GCN model. This implies that the similar-
ity scores learned by the proposed model are more accurate,
and thus more reliable to be used for further multi-subject
brain connectivity analysis. By comparing Figure 7(a) and
Figure 7(b), we can find that both models get higher clas-
sification accuracy with the similarity scores learned by the
constrained variance loss. This could be the benefit from al-
lowing for more diversity across the samples by the con-
strained variance loss.
Parameter Analysis. To analyze the influence of the pa-
rameters in the random walk process on the similarity learn-
ing performance of HS-GCN, we perform a parameter sensi-
tivity evaluation for the two key parameters in random walk:
the walk/path length l and the window size w. The bar plots
in Figure 8 show the AUC scores of the proposed model
with different values for l and w. We observe that the AUC
scores vary across different parameter settings. The highest
AUC scores on all datasets tend to come from the cases with
longer walk length and relatively larger window size. We
conjecture this is due to the importance of the long-range
functional connectivity for multi-subject brain analysis. For
instance, the best result on ABIDE is achieved when l = 60
and w = 4, and the best result on HIV is achieved when
l = 90 and w = 9. The selection of the parameter val-
ues also relates to the scale of the brain networks involved.
Among the four datasets, HCP has the largest number of
nodes. The optimal walk length value and window size are
also the largest among the four datasets. This is reasonable,
as the random walks generated on larger graph tend to be
longer than those on smaller graphs assuming the two graphs
have the same density. To capture the high-order informa-
tion from larger graphs, we should slide a relatively window
on the walks as well. Therefore, it is important to consider
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Figure 8: AUC scores for Pair classification with different values
for Random Walk parameters
the scale and other relevant properties of the brain networks
when selecting parameter values.
Related Work
Our work relates to several branches of studies, which in-
clude similarity learning, brain network analysis, and graph
convolutional networks.
Similarity learning is at the heart and foundation of var-
ious machine learning tasks, e.g., classification, prediction
etc. Most of the existing works in this area focus on im-
ages (Bromley et al. 1994; Chopra, Hadsell, and LeCun
2005; Koch, Zemel, and Salakhutdinov 2015; Rossi et al.
2018a), while the similarity learning on graph data is sel-
dom studied. Existing methods for similarity estimation be-
tween graphs are mainly based on graph embedding, graph
kernels or motifs (Livi and Rizzi 2013; Rossi et al. 2018b;
Ahmed, Duffield, and Xia 2018). These methods are de-
signed for specific scenarios and have their limitations. For
example, the graph embedding learned in (Abraham et al.
2017) may discard structural information that could be im-
portant for similarity estimation. In (Takerkart et al. 2014),
the graph kernels used for brain network comparison focus
on features of small subgraphs, which ignored global struc-
tures of graph. In these works, the graph feature extraction
and similarity estimation are done in completely separate
stages, where the features extracted may not be suitable for
similarity estimation. In this paper, we build an end-to-end
similarity learning framework to solve these problems.
Brain network analysis has been an emerging research
area(Liu et al. 2017). Existing works in brain networks
mainly focus on discovering brain network from spatio-
temporal voxel-level data or mining from brain networks for
neurological analysis (Bai et al. 2017; Wang et al. 2017;
Ma et al. 2017a; Safavi, Sripada, and Koutra 2017). For
example, in (Bai et al. 2017), an unsupervised matrix tri-
factorization method is developed to simultaneously dis-
cover nodes and edges of the underlying brain networks in
fMRI data. (Ma et al. 2017b) proposes a multi-view graph
embedding approach which learns a unified network embed-
ding from functional and structural brain networks as well
as hubs for brain disorder analysis. In (Wang et al. 2017),
a CNN-based model is proposed to learn non-linear struc-
tures from brain networks for brain disorder diagnosis. Most
of these works aim to learn discriminative features from
brain networks for the classification or clustering of subjects.
However, how to measure the similarity in the graph domain
is seldom studied for multi-subject brain network analysis.
In (Ktena et al. 2018), the metric learning of brain connec-
tivity network is first studied and they use the GCNs to learn
features from brain networks. However, they use the tradi-
tional GCN model which could not capture the higher-order
community structure in brain networks that are important for
neurological disorder analysis. In our work, we solve this
problem by proposing the higher-order GCNs to character-
ize the community structure of brain networks, which leads
to a much higher performance in similarity learning com-
pared to the method used in (Ktena et al. 2018).
Graph convolutional network (GCN), first proposed in
(Defferrard, Bresson, and Vandergheynst 2016) has now
been widely studied. In (Kipf and Welling 2016), a renor-
malization trick is introduced to simplify computations of
GCNs for semi-supervised classification. (Li, Han, and Wu
2018) proposes co-training and self-training approaches to
improve the training of GCNs in learning with very few la-
bels. In this work, we propose higher-order GCN and em-
ploy it in Siamese architecture for similarity learning of
brain networks. As the spectral filters in GCNs are closely
relies on the graph Laplacian, it is very important to find
a good graph representation to be used in the framework.
That motivates us to design the higher-order GCNs that op-
erate on higher-order proximity representations of graphs.
In future work, we aim to explore the impact of attention
networks on both pair and subject classification (Lee et al.
2018; Velicˇkovic´ et al. 2017; Lee, Rossi, and Kong 2018;
Nguyen et al. 2018).
Conclusion
We proposed an end-to-end framework called Higher-order
Siamese GCN (HS-GCN) for learning similarity among
fMRI brain networks using higher-order GCNs as the twin
networks. The proposed higher-order graph convolutions
leverage the higher-order community structure of brain net-
works. We use this approach to characterize the community
and organizational structure in brain networks. To the best of
our knowledge, this is the first community-preserving sim-
ilarity learning framework for multi-subject brain network
analysis. Experimental results on four real fMRI datasets
demonstrate the potential use cases of the proposed frame-
work for multi-subject brain analysis in health and neu-
ropsychiatric disorders.
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