The Neumann problem for the harmonic functions in an exterior connected plane region with cuts is studied. The problem is considered with different conditions at infinity, which lead to different theorems on uniqueness and solvability. The existence of a classical solution is proved by potential theory. The problem is reduced to a Fredholm equation of the second kind, which is uniquely solvable. Explicit formulas for singularities of a gradient of the solution at the tips of the cuts are obtained. The results of the paper can be used to model the flow of an ideal fluid over several obstacles, including wings.
INTRODUCTION
The potential theory and the boundary integral equation method are the basic tools for studies of boundary value problems in different fields of applied mathematics. The majority of papers deals with problems in domains bounded by closed surfaces. The recent research is mostly devoted to the generalized solvability in the Sobolev and Besov spaces and to the extension of classical results to the case of Lipshitz boundary.
Another direction of the recent research [1, 2, [4] [5] [6] [7] [11] [12] [13] [14] It is very natural to join two kinds of the mentioned problems and to consider problems in domains with the boundary containing both closed and open surfaces [8] [9] [10] . Similar problems were not actively treated before even in the classical formulation for the 2-D harmonic functions. This situation can be explained by difficulties in the analysis of the boundary integral equation, which appears in these problems. Indeed, using classical single and double layer potentials in the 2-D Neumann problem, we arrive at the hypersingular integral equation on the open curves and at the equation of the second kind with a compact integral operator on the closed curves. Clearly, the equation on the whole boundary is not classical and its analysis is quite complicated. In the present paper we suggest another way to study the Neumann problem for the 2-D Laplace equation in a domain bounded by closed and open curves (cuts). With the help of the non-classical angular potential [2] we obtain the integral equation, which contains the Cauchy singular integrals at the open curves and the equation of the second kind at the closed curves. Besides, we must satisfy additional integral conditions. The solvability of the system of integral equations is proved in the appropriate weighted Banach space. In doing so, the system is reduced to the Fredholm equation of the second kind on the whole boundary. The obtained Fredholm equation is uniquely solvable in the corresponding Banach space. A similar way has not been used before even in those cases when the boundary contains only open curves or surfaces. For example, in [1, 11, 13 ] the solvability of the boundary integral equation of the 1st kind has been proved directly, without reduction to the uniquely solvable Fredholm equation of the second kind, while such an equation is very useful for practical purposes, because it can be computed by standard codes by discretization and inversion of a matrix.
Thus, the present note is an attempt to consider the Neumann problem for the harmonic functions in a 2-D exterior domain with cuts. Exterior domains bounded by closed curves and exterior of cuts in a plane are particular cases of our problem. The Dirichlet problem for the harmonic functions in a 2-D exterior domain with cuts has been studied in [17] .
The problem in the present paper is considered with different conditions at infinity, which lead to different theorems on uniqueness and solvability. Explicit formulas for singularities of a gradient of the solution at the tips of the cuts are obtained.
The results of the present paper can be helpful in many applications. For example, they can be used to model flow of an ideal fluid over several obstacles, including wings.
The boundary value problem for the biharmonic equation in a 2-D simply connected domain with one cut has been studied in [19] . Singularities near the tips of the cut arising in this problem has been investigated in [20] .
FORMULATION OF THE PROBLEM
By a simple open curve we mean a non-closed smooth arc of finite length without self-intersections [12] .
In the plane x=(x 1 , x 2 ) ¥ R 2 we consider the exterior multiply connected domain bounded by simple open curves C
, so that the curves do not have points in common. We put
The exterior connected domain bounded by C 2 will be called D. We assume that each curve C k n is parametrized by the arc length s :
and the domain D is on the right-hand side when the parameter s increases on C 2 n . Therefore points x ¥ C and values of the parameter s are in one-to-one correspondence except a 2 n , b 2 n , which correspond to the same point x for n=1, ..., N 2 . Below the sets of the intervals on the Os axis
will be denoted by the same symbols as corresponding sets of curves, that is, by C 1 , C
2
, and C, respectively.
By D n we denote the interior domain bounded by the curve C 2 n (n=1, ..., N 2 ). The tangent vector to C at the point x(s) we denote by y x =(cos a(s), sin a(s)), where cos a(s)=x
− cos a(s)) be the normal vector to C at x(s). The direction of n x is chosen such that it will coincide with the direction of y x if n x is rotated anticlockwise through an angle of p/2.
We consider C 1 as a set of cuts. The side of C 1 which is on the left, when the parameter s increases, will be denoted by (C 1 ) + and the opposite side will be denoted by (C 1 ) − . We say that the function u(x) belongs to the smoothness class K if
where X is a point-set, consisting of the end-points of 
The definition of the class M 3 can be formulated in the same way as the definition of M 2 , but instead of the first inequality from M 2 we require the following inequality
Remark 2. The gradient inequality in the definition of the classes M 1 , M 2 , M 3 is not necessary part of the definition, because it is a direct consequence of the estimate for harmonic functions. We insert gradient inequality in the definition of classes M 1 , M 2 , M 3 for convenience only. In fact, the class M 2 is a special case of M 1 as C 1 =0 in (f), and the class M 3 is a special case of
Let us formulate the Neumann problem for the harmonic functions in j=1, 2, 3) . To find a function u(x) of the class K, so that u(x) satisfies the Laplace equation
=F(s)
and the following condition at infinity
All conditions of the problem U j must be satisfied in the classical sense. By "u/"n x on C 2 we mean the limit ensured in the point (4) of the definition of the smoothness class K.
Remark 3. The Neumann boundary condition (2b) may not hold at the tips of C 1 , because Nu and "u/"n x =(n x , Nu) may not exist at the tips according to point (3) of the definition of the class K. Instead of the Neumann boundary condition, the inequality (1) must hold at the tips of C 1 . In fact, solution of the problem U j satisfies the Neumann boundary condition (2b) at the tips in the sense of the limit in the tangent direction to C 1 . This follows from formulas for singularities of a gradient of a solution presented below in Section 5.
Evidently, problems U 1 , U 2 , and U 3 differ only by conditions at infinity. If the solution of U 1 belongs to the class M 2 (or M 3 ), then this solution of
If N 1 =0 and cuts C 1 are absent, then the problem U j transforms to the classical Neumann problem in a domain D. If N 2 =0, then we have the Neumann problem in the exterior of cuts in a plane.
With the help of the energy equalities and the technique of equidistant curves [15] we can easily prove the following assertion. 
The solution of U 2 is defined up to an arbitrary additive constant. There is at most one solution of the problem U 3 .
Proof. Let u j (x) be a solution of the problem U j . To apply energy equalities for harmonic functions, we envelop each cut C 1 n (n=1, ..., N 1 ) by a closed contour and each closed curve C 2 n (n=1, ..., N 2 ) by an equidistant contour. Then we allow contours tend to the curves C and use the smoothness of the solution of the problem U j , i.e., use that u j (x) ¥ K. In this way we arrive at two identities
where C r is the circle of the large radius r with the center in the origin, and j is a polar angle. We suppose, that C … C r . Putting boundary conditions (2b) in the first identity we obtain 3 , then the necessary condition (2d) follows from conditions at infinity (2c) and (4) as r Q .. Now let u 0 1 (x) be a solution of the homogeneous problem U 1 . Substituting the homogeneous boundary condition (2b) in (3b) and putting r Q .,
where we used the notations from the definition of the class M 1 . It follows from (4) , that the first integral is identically equal to zero, because F(s) -0 and F Remark 4. Since Nu and "u(x)/"n x may be unbounded at the tips of C 1 we cannot apply the maximum principle (using Kelvin transform or asymptotic expansion for harmonic functions at infinity) to prove the uniqueness theorem for the problems U 2 , U 3 . Anyway, the integral condition (2d) for the solvability of the problems U 2 , U 3 cannot be obtained from the maximum principle.
INTEGRAL EQUATIONS AT THE BOUNDARY
Let us construct a solution of the problem U 1 , assuming that
) are Banach spaces of functions given on C 1 and C 2 , then for functions given on C we introduce the Banach space
. We consider an angular potential [2] for Eq. (2a):
The kernel V(x, s) is defined (up to indeterminacy 2pm, m= ± 1, ± 2, ...) by the formulae
where 
One can see that V(x, s) is the angle between the vector y(s) x
,
is a Hölder space with an exponent w and
As shown in [2, 4] , for such m(s) the angular potential w 1 [m](x) belongs to the class K. In particular, the inequality (1) holds with e= − q, if q ¥ (0, 1). Moreover, integrating w 1 [m](x) by parts and using (8), we express the angular potential in terms of a double layer potential
with the density
Consequently, w 1 [m](x) satisfies both Eq. (2a) outside C 1 and the conditions at infinity (2c).
Let us construct a solution of the problem U 1 . This solution can be obtained with the help of potential theory for Eq. (2a). We seek a solution of the problem U 1 in the form
where C is an arbitrary constant,
and
is an angular potential given by (7), (9) . We will look for n(s) in the space C
). We will seek m(s) from the Banach space C
. Besides, m(s) must satisfy conditions (8) .
It follows from [4] , that for such m(s), n(s), the function (11) belongs to the class K and satisfies all conditions of the problem U 1 except the boundary condition (2b).
To satisfy the boundary condition we put (11) in (2b), use the limit formulas for the angular potential from [2, 4] and arrive at the integral equation for the densities m(s), n(s) : 
where a(s) is the inclination of the tangent y x to the Ox 1 axis, and V(x, s) is the kernel of the angular potential from (7). The 3rd term in (12a) is a Cauchy singular integral. The kernels of other integral terms are continuous in our assumptions on C. This can be proved in the same way as in [4, 5] .
Equation ( 
− . In addition to the integral equations written above we have the conditions (8) .
Subtracting the integral equations (12a) we find
We note that n(s) is found completely and satisfies all required conditions. Hence, the potential v 1 [n](x) is found completely as well.
We introduce the function f(s) on C by the formula
where F(s) is a function defined on C, so that F(s) on C 2 is specified in (2b), while F(s) on C 1 is specified by the relationship
). Adding the integral equations (12a) and taking into account (12b) we obtain the integral equation for m(s) on C
y(s)) |x(s) − y(s)| ds =f(s), x(s) ¥ C, where f(s) is given by (14) and
d(s)= 3 0, if s ¥ C 1 1, if s ¥ C 2 .
Thus, if m(s) is a solution of Eqs. (15), (8) from the space C
, then the potential (11) with n(s) from (13) satisfies all conditions of the problem U 1 .
We arrive at Proof. Let n(s) be given by (13) and m(s) be a solution of (8), (15) 
Substituting (16), (13) , and (2b) in (3a), where r Q ., we get
It follows from the expression (11) 
:
Consequently, u[n, m](x) belongs to the class M 2 if
It follows from (17) and (13) that the latter relationship is equivalent to the condition (2d), which is assumed to be satisfied. Thus, u[n, m](x) belongs to M 2 and, therefore, meets all requirements of the problem U 2 . The lemma is proved. (15) (15) is a Cauchy singular integral equation [12] . Our further treatment will be aimed at the proof of the solvability of the system (15), (8) 
). Moreover, we reduce the system (15), (8) to a Fredholm equation of the second kind, which can be easily computed by classical methods.
Equation (15) on C 2 we rewrite in the form
where
y(s)) |x(s) − y(s)|
and V(x, s) is the kernel of the angular potential (7). Note, ), (n=1, ..., N 2 ) , which are fulfilled automatically.
It can be easily proved that
(see [4, 5] for details). Therefore we can rewrite (15) on C 1 in the form
THE FREDHOLM INTEGRAL EQUATION AND THE SOLUTION OF THE PROBLEM
Inverting the singular integral operator in (19) , we arrive at the following integral equation of the second kind [12] : (20) in the conditions (8) . Then we obtain
By B we denote the N 1 × N 1 matrix with the elements B nm from (22). As shown in [5, Lemma 7] , the matrix B is invertible. The elements of the inverse matrix will be called (B 
We substitute G n in (20) and obtain the following integral equation for m(s)
It can be shown using the properties of singular integrals [3, 12] , that A 1 (s, s) 
We put
) and rewrite (18), (23) in the form of one equation
Thus, the system of Eqs. (15), (8) for m(s) has been reduced to the Eqs. (24) for the function m g (s). It is clear from our consideration that any solution of (24) gives a solution of system (15), (8) .
As noted above,
, s ¥ C. More precisely (see [5, 12] 
) in s uniformly with respect to s ¥ C. We arrive at the following assertion.
.
THE NEUMANN PROBLEM
Hence below we will seek 
converts the homogeneous equations (18), (23) ](x) is a solution of the problem U 2 . Using the limit formulas for tangent derivatives of an angular potential [2, 4] we obtain
) and satisfies the following Dirichlet problem
.., N 2 . According to the uniqueness theorem for this Dirichlet problem, we obtain
Using the jump relation for the normal derivative of the single-layer potential w 2 
(s) -0, and we arrive at a contradiction to the assumption that m 0 g (s) is a non-trivial solution of the homogeneous equation (24). Thus, the homogeneous Fredholm equation (24) has only the trivial solution in C 0 (C). We have proved the following assertion. As a consequence of the Theorem 3 and the Lemma 2 we obtain the corollary.
, where p=min {l, 1/2}, then the unique solution of (24
We recall that F(s) belongs to the class of smoothness required in the
) is a solution of system (8), (15) . We obtain the following statement.
Remark 6. The solution of system (15), (8) , ensured by Theorem 4, is unique in the space C
The proof can be given by a contradiction to the assumption that the homogeneous system (15), (8) has a nontrivial solution in this space. The proof almost coincides with the proof of Theorem 3. Consequently, the numerical solution of system (15), (8) can be obtained by the direct numerical inversion of the integral operator of this system. In doing so, Hölder functions can be approximated by continuous piecewise linear functions, which also obey Hölder inequality. The simplification for numerical solving system (15) , (8) is suggested in the remark to the Eq. (18) in Section 3.
Thus, the system (15) , (8) is solvable for any
, and so Theorem 4 is true. On the basis of Theorem 2 we arrive at the final result.
, and conditions (6) hold, then the solution of the problem U 1 exists and is given by (11) , where n(s) is defined in (13) , and m(s) is a solution of Eqs. (15) , (8) 
According to Theorem 1, the solution of the problem U 1 is defined up to an arbitrary additive constant.
It can be checked directly that the solution of the problem U 1 satisfies condition (1) with e= − 1/2. Explicit expressions for singularities of the solution gradient at the end-points of the open curves will be derived in the next section.
Theorem 5 ensures existence of a classical solution of the problem
, and conditions (6) hold. On the basis of our consideration we suggest the following scheme for solving the problem U 1 . 
), p=min {l, 1/2}. Second, we construct the solution of Eqs. (15), (8) 
(s). Finally, substituting n(s) from (13) and m(s) in (11), we obtain the solution of the problem U 1 .
Let us consider the problems U 2 , U 3 . Assume that the necessary condition (2d) for the solvability of these problems is satisfied. Since U 2 , U 3 differ from U 1 by more hard conditions at infinity (2c), the solution of U 1 satisfies U 2 (or U 3 ), if corresponding conditions at infinity hold. Suppose that Theorem 5, resulting from Theorems 2, 4, holds. According to Lemma 1, the solution of the problem U 1 , ensured by Theorem 5, is automatically transformed to the solution of the problem U 2 , since the condition (2d) is assumed to be satisfied. Moreover, this solution satisfies U 3 , if the constant C in (11) is equal to zero. We arrive at the assertion. As stated in Theorem 1, the solution of the problem U 2 is defined up to an arbitrary additive constant, while the solution of the problem U 3 is unique.
Remark 7. The formal solvability theorem for the problems U 2 , U 3 can be obtained by conformal mapping (for example, Kelvin transform) into interior domain and by analysis of the obtained problem for harmonic functions in the interior domain. However, in this way we obtain neither simple representation for a solution nor uniquely solvable integral equation. Kernels in potentials and in integral equation can be very complicated. Problem U 1 implies existence of a point source inside an interior domain after conformal mapping.
THE BEHAVIOUR OF THE GRADIENT OF THE SOLUTION AT THE TIPS OF THE CUTS C 1
In the present section by u j (x) we denote the solution of the problem U j (j=1, 2, 3) constructed in the previous section. Integral representation for u j (x) obtained in Theorems 5, 6 enable us to derive explicit formulas for singularities of Nu j at the tips of the cuts C
1
. It follows from the definition of the class K that the gradient of the solution of the problem U j (j=1, 2, 3) might be unbounded at the end-points of C 1 , where estimate (1) holds with e= − 1/2. Our aim now is to investigate in detail the behaviour of Nu j (x) at the end-points of C 
