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Abstract. We prove that the weight-two Hodge structure of mod-
uli spaces of torsion-free sheaves on a K3 surface is as described by
Mukai (the rank is arbitrary but we assume the first Chern class is
primitive). We prove the moduli space is an irreducible symplectic
variety (by Mukai’s work it was known to be symplectic). By work
of Beauville, this implies that its H2 has a canonical integral non-
degenerate quadratic form; Mukai’s recepee for H2 includes a descrip-
tion of Beauville’s quadratic form. As an application we compute
higher-rank Donaldson polynomials of K3 surfaces.
Recently Jun Li [Li1,Li2] determined the stable rational Hodge structure on the n-th cohomol-
ogy, for n ≤ 2, of moduli spaces of rank-two torsion-free sheaves on an arbitrary projective surface
(stable means: for large enough dimension of the moduli space). It seems worthwile to study in
greater detail the integral Hodge structure of these moduli spaces: in this paper we consider the
case of a K3 surface. Mukai [M1,M2,M3] studied extensively moduli of sheaves on a K3: in [M2]
he determined the Hodge structure of two-dimensional moduli spaces, and in [M3, Th. (5.15)] there
is a beautiful description of the weight-two Hodge structure when the rank is at most two, and the
dimension of the moduli space is greater than two. In this paper we prove that Mukai’s description
of H2 is valid in arbitrary rank. (But notice that we assume the first Chern class is primitive.)
Statement of the results.
Let S be a projective K3 surface. The Mukai lattice [M2, § 2] consists of H∗(S;Z) endowed with
the symmetric bilinear form
〈α, β〉 := −
∫
S
α∗ ∧ β , (1)
where for α = α0 + α1 + α2 ∈ H∗(S), with αi ∈ H2i(S), we let α∗ := α0 − α1 + α2. Setting
F 0H∗(S) := H∗(S), F 1H∗(S) := H0(S)⊕ F 1H2(S)⊕H4(S), F 2H∗(S) := F 2H2(S) ,
(H∗(S;Z), F •) becomes a weight-two Hodge structure, with the additional datum of Mukai’s
quadratic form defined above. If F is a sheaf on S, following Mukai we set
v(F ) := ch(F )(1 + ω) = rk(F ) + c1(F ) + (χ(F )− r)ω ,
where ω ∈ H4(S;Z) is the fundamental class. Notice that, since the intersection form of S is even,
v(F ) ∈ H∗(S;Z), and of course v(F ) ∈ F 1H∗(S). An element of F 1 ∩H∗(S;Z) will be called a
Mukai vector. Let H be an ample divisor on S, and v be a Mukai vector: we let Mv(S,H) be the
moduli space of Gieseker-Maruyama H-semistable torsion-free sheaves F on S such that v(F ) = v.
(We abbreviate to Mv(H) whenever the surface S is fixed.) Thus Mv(H) is a projective scheme.
Now assume H is v-stabilizing, i.e. that all sheaves parametrized by Mv(H) are H-slope-stable
(see Proposition (II.1)). In this case the moduli space is smooth [M1, Th. (0.3)], of dimension
equal to
d(v) := 2 + 〈v, v〉 .
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Furthermore there exists a quasi-tautological family of sheaves [M2, Th. (A.5)], i.e. a sheaf F on
S ×Mv(H), flat over Mv(H), such that if [F ] ∈ Mv(H) represents the isomorphism class of F ,
then
F|S×[F ] ∼= F
⊕σ
for some σ > 0. We can assume σ is independent of [F ], and we will denote it by σ(F). Letting
π:S ×Mv → S and ρ:S ×Mv →Mv be the projections, we set
θF (α) :=
1
σ(F)
ρ∗ [ch(F)
∗(1 + π∗ω)π∗α]3 ,
where α ∈ H∗(S;C), and [·]3 is the component belonging to H
6(S×Mv(H)). If E is another quasi-
tautological sheaf then there exist vector bundles ξ, η onMv(H) such that E ⊗ρ
∗ξ ∼= F⊗ρ∗η [M2,
Th. (A.5)]. From this it follows easily that the restriction of θF to v
⊥ ⊂ H∗(S;C) is independent
of the choice of a quasi-tautological family: thus we get a canonical Mukai map [M3, (5.14)]:
θv: v
⊥ → H2(Mv(H);C) .
We will prove the following
(2) Main Theorem. Keeping notation as above, assume that v1, the component of v belonging
to H2(S;Z), is primitive. Let H be a v-stabilizing ample divisor on S. Assume that the expected
dimension of Mv(H) is greater than 2, i.e. that 〈v, v〉 > 0. Then:
1. The moduli space Mv(H) is an irreducible symplectic variety, i.e. simply connected with a
symplectic form spanning H2,0, deformation equivalent to a symplectic projective birational
model of T [n], where T is a projective K3 surface, n := d(v)/2, and T [n] is the Hilbert scheme
parametrizing length-n subschemes of T . In particular, by Beauville [B, Th. 5], H2(Mv(H);Z)
has a canonical integral quadratic form.
2. The map θv is an isomorphism of integral Hodge structures, and an isometry if v
⊥ is provided
with the restriction of Mukai’s form, and H2(Mv(H) is provided Beauville’s quadratic form.
Comments.
• Mukai [M2] proved that if the dimension of Mv(H) is two, i.e. 〈v, v〉 = 0, then the map θv
induces an isomorphism of Hodge structures between v⊥/Cv and H2(Mv(H);C) (the only
hypothesis is that semistability is equivalent to stability). Our proof of the main theorem can
be easily adapted to this case (with the hypothesis that v1 is primitive). However in a certain
sense Mukai’s proof is preferable: it is conceptual and it ”explains” the definition of θv and
of the Mukai lattice. A conceptual proof of Theorem (2) would be very interesting: it might
indicate how to extend the result to arbitrary surfaces.
• We have some restrictions on the choice of v: it is natural to expect that the theorem holds
whenever semistability coincides with stability.
• The key observation in our proof of the main theorem is the following: if S is an elliptic K3
and v1 has degree one on the elliptic fibers, then the moduli space is birational to S[n]. It is
interesting to notice that one can use the main theorem to show that in general the moduli
space is not birational to any T [n] [M3, p.167].
Plan of the paper. First we prove the main theorem when S is an elliptic K3 with a section,
v1 has degree one on the fibers of the elliptic fibration, and the ample divisor H is suitable in the
sense of Friedman [F1]. In this case the moduli space is birational to S[n]: one possible route to
this result would be to proceed as in [F2, Th. (3.14)], i.e. to construct every stable vector-bundle
as an elementary modification of a fixed rigid bundle. Since we also want to prove Item (2) of the
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main theorem, we will proceed differently. We will prove that Mv(H) is birational to a moduli
space of rank one less; iterating we get down to rank one, and since the moduli space of rank-one
torsion-free sheaves on S (with c2 = n) is isomorphic to S
[n], we conclude thatMv(H) is birational
to S[n]. This procedure allows us to verify Item (2) by induction on the rank, the case of rank one
being trivial; all of this is done in Section I. In Section II we prove the theorem in general: the idea
is to deform S to an elliptic K3 (this part is similar to an argument in [GoHu]). In Section III we
give an application of the main theorem: we compute higher-rank Donaldson polynomials. The
last section is devoted to the proof of some technical results on polarizations.
Acknowledgments. The present work owes a lot to the papers of Mukai [M1, M2, M3].
I. The case of an elliptic K3 surface.
In order to state the main result of this section we need some preliminaries on the choice of a
polarization. For a surface S, let A(S) ⊂ H1,1(S;R) be the ample cone, i.e. the real convex cone
spanned by Chern classes of ample divisors.
Definition. Let k > 0. A k-wall of A(S) consists of the intersection L⊥ ∩ A(S), where L is a
divisor on S such that
−k ≤ L2 < 0 . (I.0.1)
An open k-chamber C ⊂ A(S) is a connected component of the complement of the union of all
k-walls. An ample divisor on S is k-generic if it does not belong to any k-wall.
Let S be a K3, and v ∈ H∗(S;Z) be a Mukai vector. We will often consider |v|-walls,where
|v| :=
(v0)2
4
〈v, v〉 +
(v0)4
2
. (I.0.2)
Now we specialize to the case of an elliptic K3, i.e. a K3 surface S together with a linear pencil
|C|, where C ⊂ S is an elliptic curve. (Thus |C| defines a morphism to P1 with generic fiber an
elliptic curve.)
Definition. Let (S, |C|) be a an elliptic K3, and k be a positive integer. An ample divisor H on
S is k-suitable if it is k-generic and if C is in the closure of the unique open chamber containing
H.
Notice that H is k-generic (suitable) if and only if any ample divisor in Q+H is k-generic
(suitable); hence it makes sense to consider k-suitable polarizations. One can show in general that
k-suitable polarizations exist for any k. We will only need the following special case.
(I.0.3) Lemma. Let S be an elliptic K3 surface with a section Σ of the elliptic fibration, and
such that Pic(S) = Z[Σ] ⊕ Z[C], where C is an elliptic fiber. Let H ∼ (aΣ + bC) be an ample
divisor such that
b
a
≥ k + 1 .
Then H is k-suitable.
Proof. Proving that H is k-suitable is equivalent to proving that sign(L ·H) = sign(L ·C) for all
divisors L ∈ Pic(S) satisfying (I.0.1). (Notice that (L · C) 6= 0 for any such L.) Clearly it suffices
to test only the L such that (L · C) > 0. Let L ∼ (xΣ + yC). Then L · C > 0 is equivalent to
x > 0, and (I.0.1) reads
0 < 2x(x− y) ≤ k . (∗)
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Using our hypothesis and the positivity of a, x we get
L ·H = (b− 2a)x+ ay = a ·
[(
b
a
− 1
)
x− (x− y)
]
≥ a · (kx− (x− y)) .
Since (∗) holds, and since x, (x − y) are positive integers, we have kx ≥ 2(x − y). By the above
inequality we conclude that (L ·H) > 0. q.e.d.
A divisor D (or the first Chern class of a divisor) on an elliptic K3 is a numerical section if
D · C = 1, where C is an elliptic fiber. This section is devoted to proving the following result.
(I.0.4) Theorem. Let S be an elliptic K3. Assume that the elliptic fibration has a section, and
that ρ(S) = 2. Let v ∈ H∗(S;Z) be a Mukai vector such that v1 is a numerical section and
d(v) > 2. Let H be a |v|-suitable ample divisor on S. Then Mv(H) is an irreducible symplectic
variety birational to S[n], where n := d(v)/2. Furthermore the map
θv:H
∗(S;C)→ H2(Mv(H);C)
is an isomorphism of integral Hodge structures, and an isometry.
I.1. Preliminaries.
Let V , T be schemes. A family of sheaves on V parametrized by T consists of a sheaf F on
V × T , flat over T . For t ∈ T we let Ft := F|V×{t}.
(I.1.1). We recall some well-known facts about stable bundles on elliptic curves [A] which will
be useful in the course of the section. Let C be an elliptic curve. Then up to isomorphism there
exists a unique stable bundle V Lr on C of given rank r and determinant L. If L has degree one the
picture is particularly simple. By Hirzebruch-Riemann-Roch, Serre duality and stability we have
h0(V Lr ) = 1. A non-zero section of V
L
r gives rise to a non-split exact sequence
0→ OC → V
L
r → V
L
r−1 → 0 .
Conversely, since dimExt1(V Lr−1,OC) = 1, the bundle V
L
r can be constructed as the unique non-
split extension above.
Cayley-Bacharach. We collect some well-known criteria for local-freeness of extensions [GrHa,
729-731] involving the Cayley-Bacharach property. Let S be a surface. Let L, M be line-bundles
on S. Let X,Y be 0-dimensional reduced subschemes of S, and IX , IY be their ideal sheaves. We
consider extensions
0→ IX ⊗ L→ F → IY ⊗M → 0 . (I.1.2)
(I.1.3). Let P ∈ Y . If there exists a section of L−1 ⊗M ⊗KS vanishing at all points of (Y − P )
and non-zero at P , then (I.1.2) is split in a neighborhood of P , and hence F is singular at P .
Now assume that the image of the evaluation map
eY :H
0(L−1 ⊗M ⊗KS)→ H
0(L−1 ⊗M ⊗KS|Y )
has codimension one. If (I.1.2) is non-split at one point of Y , the following converse of (I.1.3) holds.
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(I.1.4). Suppose Im(eY ) has codimension one, and assume that Extension (I.1.2) is non-split in
the neighborhood of one point (at least) of Y . Let P ∈ Y . If all the sections of L−1 ⊗M ⊗KS
vanishing at (Y − P ) vanish also at P , then F is locally-free at P .
(I.1.5). Suppose that h1(IX ⊗M
−1⊗L) = 0. Let hypotheses be as in (I.1.4), except that instead
of assuming (I.1.2) is non-split in the neighborhood of one point of Y , we only assume (I.1.2) is
globally non-split. Then the conclusion of (I.1.4) hold.
Proof of (I.1.3)-(I.1.4)-(I.1.5). To prove the three statements consider the exact sequence
H1(Hom(IY ⊗M, IX ⊗ L))→ Ext
1 (IY ⊗M, IX ⊗ L)
g
→
g
→ H0
(
Ext1(IY ⊗M, IX ⊗ L)
) f
→ H2(Hom(IY ⊗M, IX ⊗ L)) .
Identifying the dual of the last term with H0(M ⊗ L−1 ⊗KS) via Serre duality, and the dual of
H0(Ext1(IY ⊗M, IX ⊗ L)) with H
0(M ⊗ L−1 ⊗KS)|Y ) via Grothendieck duality, the transpose
of f gets identified with eY . From this (I.1.3) follows at once. To prove (I.1.4) let
e(Y−P ):H
0(L−1 ⊗M ⊗KS)→ H
0(L−1 ⊗M ⊗KS|(Y−P ))
be evaluation. The obvious map Im(eY ) → Im(e(Y−P )) is an injection by hypothesis, and since
Im(eY ) has codimension one we conclude that e(Y−P ) is surjective. Let τ ∈ H
0(Ext1(IY ⊗M, IX⊗
L)) be the image under g of the extension class corresponding to (I.1.2); since eY is the transpose of
f , τ is annihilated by Im(eY ). If the extension is split at P , we actually have τ ∈ H
0(Ext1(I(Y−P )⊗
M, IX ⊗ L)), and since e(Y−P ) is surjective we conclude that τ = 0, contradicting the assumption
that (I.1.2) is non-split at one point of Y . Finally (I.1.5) follows from (I.1.4) because if h1(IX ⊗
M−1 ⊗ L) vanishes then g is an injection. q.e.d.
The following proposition states a remarkable property of suitable polarizations: the validity
of this result is the reason for introducing the notion of suitability. The proof will be given in
Section IV.
(I.1.6) Proposition. Let S be an elliptic K3, with |C| the elliptic fibration. Let v ∈ H∗(S;Z)
be a Mukai vector such that 〈v1, C〉 and v0 are coprime, and let H be a |v|-suitable ample divisor
on S.
1. If a torsion-free sheaf F with v(F ) = v is H-slope-semistable then it is H-slope-stable. In
particular H is v-stabilizing.
2. If [F ] ∈ Mv(H) the restriction of F to the generic Ct ∈ |C| is stable.
3. Conversely if F is a torsion-free sheaf on S with v(F ) = v, such that the restriction of F to
the generic Ct ∈ |C| is stable, then F is H-slope-stable.
I.2. Outline of the section.
Let S be a K3 surface.
(I.2.1) Definition. Two Mukai vectors v,w ∈ H∗(S;Z) are equivalent (v ∼ w) if there exists a
line bundle ξ such that w = ch(ξ) · v.
Thus if F is a sheaf on S then v(F ⊗ ξ) ∼ v(F ). Assume v ∼ w: since multiplication by ch(ξ)
is an isometry of the Mukai lattice we have |v| = |w| (see (I.0.2)), hence open |v|-chambers coincide
with open |w|-chambers. From now on we assume S is elliptic with elliptic pencil |C|: if v ∼ w a
polarization is |v|-suitable if and only if it is |w|-suitable. If H is |v|-suitable the map
Mv(H) ∋ [F ] 7→ [F ⊗ ξ] ∈Mw(H)
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is an isomorphism: in fact if [F ] ∈Mv(H) then F is slope-stable by Proposition (I.1.6), and slope-
stability is preserved by tensorization. Furthermore, since multiplication by ch(ξ) is an isometry
of the Mukai lattice, Theorem (I.0.4) holds forMv(H) if and only if it holds forMw(H). Thus we
are allowed to replace v by any equivalent vector; we will use this freedom to normalize the Mukai
vector of Theorem (I.0.4) as follows. Let [F ] ∈Mv(H); since v
1 is a numerical section
χ (F ⊗ [kC]) = χ(F ) + k .
Set
χ(v) := χ(F ), where [F ] ∈ Mv(H),
and let w := v·ch ([(1− χ(v))C]). Then w1 is again a numerical section, and furthermore χ(w) = 1.
Therefore it suffices to prove Theorem (I.0.4) under the additional hypothesis that χ(v) = 1: in
this case we say v is normalized .
The proof of Theorem (I.0.4) goes roughly as follows. We can assume v is normalized; if
[F ] ∈ Mv(H) then by stability h
2(F ) vanishes and hence h0(F ) ≥ χ(v) = 1. Suppose that
h0(F ) = 1, then we have a canonical sequence
0→ OS → F → E → 0 .
Assume also that E is torsion-free (this will be the case if F is locally-free): since H is |v|-suitable,
it will follow that E is H-slope-stable. LetMw(H) be the moduli space to which the isomorphism
class of E belongs: by mapping [F ] to [E] we get a rational map ϕ from Mv(H) to Mw(H).
Since χ(E) = −1, we see that h1(E′) ≥ 1 for all [E′] ∈ Mw(H). It turns out that h
1(E′) = 1
for the generic [E′] ∈ Mw(H). Since h
1(E′) = dimExt1(E′,OS) this means that ϕ has degree
one, and thus Mv(H) is birational to Mw(H). Normalizing w and repeating this argument one
gets down to rank one, i.e. S[n]. This is the method by which we will define a birational map
between Mv(H) and S
[n]; the details are in the next subsection. In order to prove that θv is an
isomorphism of Hodge structures we will construct a subset U ofMv(H), and a tautological family
F of sheaves on S parametrized by U . Since the complement of U has codimension two, one has
that H2(U) ∼= H2(Mv(H)), and that θv is determined by θF . This is the longest part of the proof,
the difficulty being that we must perform semistable reduction along certain divisors; it takes up
Subsections I.4-I.5. Finally we will be able to verify that θv is an isometry by carrying out a purely
numerical computation: this is the content of the last subsection.
I.3. The moduli space is birational to S[n].
For the rest of this section we assume S, v, H are as in Theorem (I.0.4), except that we do
not assume d(v) > 2, only d(v) ≥ 0. Furthermore we suppose that v is normalized. We will
sistematically omit H from our notation. We let |C| be the elliptic pencil, and Σ be its section.
Set
r := v0 = rank of F , for [F ] ∈Mv n = d(v)/2 = half the dimension of Mv .
Then
v = r + Σ+ (n− r2 + r)C + (1− r)ω . (I.3.1)
In particular v is determined by r, n; we will denoteMv byM
2n
r . The main result of this subsection
is the following.
(I.3.2) Proposition. If non-empty the moduli space M2nr is an irreducible symplectic variety
birational to S[n].
In the next subsection we will show that in factM2nr is always non-empty. Before proving Proposi-
tion (I.3.2) we need to discuss certain Brill-Noether loci. LetW dv ⊂Mv be the subset parametrizing
locally-free sheaves F such that h0(F ) = (d+ 1) (we assume d ≥ 0).
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(I.3.3) Proposition. Keep notation and assumptions as above. Then W dv is of pure dimension,
and
cod(W dv ,Mv) = max{d+ 1− χ(v), 0} .
We will prove Proposition (I.3.3) at the end of this subsection.
Proof of Proposition (I.3.2). It suffices to prove that M2nr is birational to S
[n]: in fact since
M2nr is symplectic [M1], and since S
[n] is symplectic irreducible, it will follow that also M2nr is
symplectically irreducible (i.e. simply connected with a symplectic form spanning H2,0). The proof
is by induction on r. When r = 1 we have M2n1
∼= S[n], hence there is nothing to prove. So let’s
suppose r > 1. First we notice that the (open) subset ofM2nr parametrizing locally-free sheaves is
dense: as is well-known this follows from the fact that for all [F ] ∈ M2nr we have h
2(adF ∗∗) = 0.
By Proposition (I.3.3) the open subset W 0r :=W
0
v is dense in M
2n
r . If [F ] ∈W
0
r then F fits into a
unique exact sequence
0→ OS → F → Q→ 0 .
The quotient Q is torsion-free by the following.
(I.3.4) Claim. Keep notation as above. Let [F ] ∈ Mv, with F locally-free, and suppose that
h0(F ) = k + 1 > 0. Then F fits into a unique exact sequence
0→ OS(kC)
α
→ F → Q→ 0 , (I.3.5)
where Q is torsion-free.
Proof of the claim. Let f :S → P1 be the elliptic fibration. Since F is torsion-free f∗F is
also torsion-free, hence locally-free. By (I.1.1) f∗F is of rank one, and thus it is a line-bundle;
since h0(f∗F ) = h
0(F ) we must have f∗F = OP1(k). The natural map f
∗f∗F → F gives rise
to (I.3.5), which is clearly unique. To prove that Q is torsion-free we must show that the divisorial
part of the zero-locus of α, call it div(α), is empty. Let Ct be a generic elliptic fiber; by (I.1.6)
the restriction of F to Ct is stable, and hence div(α) ∩ Ct = ∅. Since all the elliptic fibers are
irreducible (ρ(S) = 2), we conclude that div(α) is a union of elliptic fibers. But if α vanishes on
an elliptic fiber then we get a (non-zero) map OS ((k + 1)C) → F , contradicting the assumption
h0(F ) = k + 1. We conclude that div(α) = ∅, and thus Q is torsion-free. q.e.d.
We go back to the proof of Proposition (I.3.2). Let
w := v(Q) = v(F )− 1− ω .
By (I.1.6) and by (I.1.1) the restriction of Q to a generic elliptic fiber is stable, and hence by (I.1.6)
we conclude that Q itself is stable. Thus [Q] ∈ Mw. Since w
1 = v1(F ), it is a numerical section
and hence Mw is one of the moduli spaces we are considering. (But we do not normalize w for
the moment.) From h0(F ) = 1 we get h0(Q) = 0. By Serre duality H2(Q) ∼= Hom(Q,OS)
∗, and
by stability of Q the last group is zero. Thus χ(Q) = −h1(Q). Since χ(Q) = χ(F )− χ(OS) = −1
we conclude that h1(Q) = 1. Hence [Q] ∈ Aw, where Aw ⊂Mw is the open subset
Aw := {[Q
′] ∈ Mw| h
1(Q′) = 1} = {[Q′] ∈Mw| h
0(Q′) = 0} .
To sum up: we have defined a map
ϕ:W 0r → Aw .
As is easily checked this map is a morphism. Let [Q′] ∈ Imϕ; since by Serre duality H1(E) ∼=
Ext1(E,OS)
∗, the morphism ϕ is injective. We claim that Imϕ is an open non-empty subset of
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Aw. Let [F ] ∈ W
0
r ([F ] exists because by hypothesis M
2n
r is non-empty) and set [Q] = ϕ ([F ]).
By definition of Aw we have h
1(Q′) = 1 for all [Q′] ∈ Aw, and since dimExt
1(Q′,OS) ∼= H
1(Q′)∗
there exists a unique non-trivial extension, call it F ′, of Q′ by OS . By openness of stability the
sheaf F ′ is stable for [Q′] varying in an open (non-empty) subset of Aw; this proves that Imϕ is
an open non-empty subset of Aw. Let’s show that Aw is dense in Mw. It suffices to show that
dim{[Q′] ∈Mw| h
0(Q′) > 0} < dimMw .
If w0 = (r − 1) > 1 the locus parametrizing locally-free sheaves is dense in Mw, and hence the
inequality follows from Proposition (I.3.3). If w0 = 1 one easily checks the inequality by hand.
Since ϕ is injective, and since its image is dense in Mw, it defines a birational map betweenM
2n
r
and Mw. Normalizing w one gets Mw ∼=M
2n
r−1. By the inductive hypothesis M
2n
r−1 is birational
to S[n], and hence so is M2nr . q.e.d.
Proof of Proposition (I.3.3). First suppose χ(v) ≥ (d + 1). Let [F ] ∈ Mv. By Serre
duality and stability H2(F ) ∼= Hom(F,OS)
∗ = 0, and hence h0(F ) ≥ χ(v). Thus W dv is an
open (eventually empty) subset of Mv, and hence the proposition holds in this case (the empty
set has any codimension). From now on we assume that χ(v) ≤ d. One can describe W dv as a
determinantal variety: this is possible by standard methods because H2(F ) vanishes for [F ] ∈ Mv.
The dimension formula for determinantal varieties gives that
cod(W dv ,Mv) ≤ max{(d+ 1)(d+ 1− χ(v)), 0} . (I.3.6)
We first deal with a special case.
(I.3.7) Lemma. Keeping notation as above, suppose that d = 0 and χ(v) ≤ 0. Then W 0v is
smooth of pure dimension, and
cod(W 0v ,Mv) = 1− χ(v) .
Proof. Let [F ] ∈ W 0v . The non-zero section of F gives an exact sequence
0→ OS → F → Q→ 0 . (I.3.8)
By Claim (I.3.4) Q is torsion-free. There is an exact sequence [O, Prop. (1.17)]
0→ T[F ]Wv → Ext
1(F,F )
β
→ Ext1(OS, Q) .
To compute rkβ consider the exact sequence
Ext1(F,F )
γ
→ Ext1(F,Q)→ Ext2(F,OS)→ Ext
2(F,F )→ Ext2(F,Q) . (∗)
By Serre duality Ext2(F,Q) ∼= Hom(Q,F )∗. This last group is zero: in fact Q is stable because its
restriction to a generic elliptic fiber is stable, hence Hom(Q,Q) ∼= C, and since (I.3.8) is not split
we conclude that Hom(Q,F ) = 0. Furthermore
Ext2(F,F ) ∼= C Ext2(F,OS) ∼= Hom(OS, F )
∗ ∼= C ,
and hence the map γ in (∗) is surjective. From the exact sequence
Ext1(F,Q)
η
→ Ext1(OS , Q)→ Ext
2(Q,Q)→ Ext2(F,Q) = 0 .
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we get dimImη = h1(Q)− 1. Since β = η ◦ γ we conclude that
cod(T[F ]W
0
v , T[F ]Mv) = h
1(Q)− 1 .
Since h0(Q) = h2(Q) = 0, we have h1(Q) = −χ(Q). From (I.3.8) we get χ(Q) = χ(F ) − 2, and
hence
cod(T[F ]Wv, T[F ]Mv) = 1− χ(F ) = 1− χ(v) .
The lemma follows at once from this equality together with Inequality (I.3.6). q.e.d.
Now we prove Proposition (I.3.3) in general. Let [F ] ∈Mv with F locally-free. By Claim (I.3.4)
we have h0(F (−dC)) = 1 if and only if [F ] ∈ W dv . Hence, if w := v · ch([−dC]), tensorization by
[−dC] defines an isomorphism between W dv and W
0
w, and also of course between Mv and Mw.
Thus
cod(W dv ,Mv) = cod(W
0
w,Mw) = 1− χ(w) = 1− χ(v) + d ,
where the second equality holds by Lemma (I.3.7). q.e.d.
I.4. A large open subset of M2nr , for r ≤ 2.
Given r ≥ 1 and n ≥ 0 we will construct an open non-empty subset U2nr ⊂M
2n
r and a tautological
family of sheaves on S parametrized by U2nr . Together with Proposition (I.3.2) this will establish
thatM2nr is an irreducible symplectic variety birational to S
[n]. Furthermore since the complement
of U2nr has codimension at least two the map θv:H
∗(S)→ H2(M2nr ) will be completely determined
by a tautological family on S × U2nr . The construction of U
2n
r and the relative tautological family
is by induction on r: the idea is to imitate the picture for stable vector bundles on an elliptic curve
(see (I.1.1)). First we will deal with the cases r = 1, 2. For simplicity’s sake we fix n and we often
omit it from our notation: M2nr will be denoted by Mr, etc. The moduli spaceM1 will be tacitly
identified with S[n]. Let f :S → P1 be the elliptic fibration.
(I.4.1) Definition. U1 ⊂ S
[n] is the set consisting of [Z] such that:
1. #Zred ≥ (n− 1), and Z ∩ {critical points of f} = ∅,
2. h0(IZ ⊗ [(n− 2)C]) = 0, and if h
0(IZ ⊗ [(n− 1)C]) > 0 then Z is reduced,
3. if Z ∩Σ 6= ∅ then Z is reduced, Z ∩Σ consists of a single point, and h0(IZ ⊗ [(n− 1)C]) = 0.
(I.4.2) Remark. The complement of U1 in S
[n] has codimension two.
Our choice of a tautological family on S × U1 (recall that we identify M1 with S
[n]) is
F1 := IZ ⊗ π
∗[Σ + nC] ,
where Z ⊂ S×U1 is the tautological subscheme. Notice that if x ∈ U1 then v(F
1
x) is the normalized
Mukai vector v with v0 = 1, 〈v1, C〉 = 1, d(v) = 2n, i.e. the vector v of (I.3.1) with r = 1. Thus F1
is indeed a tautological family of sheaves on S ×U1. The reason for restricting to the subset U1 of
the whole rank-one moduli space S[n] will become apparent when we deal with higher-rank moduli
spaces. Now let’s move to the case of rank two. We will construct a family of stable rank-two
sheaves parametrized by U1, this family will define a classifying morphism U1 →M2, and U2 will
be defined as the image of this morphism. The first step is to construct a family of extensions on
S parametrized by U1. If [Z] ∈ U1 then by Items (2)-(3) of (I.4.1) together with Serre duality
dimExt1(IZ ⊗ [Σ + (n− 2)C],OS) = h
1(IZ ⊗ [Σ + (n− 2)C]) = 1 ,
Exti(IZ ⊗ [Σ + (n− 2)C],OS) = 0 for i = 0, 2. (I.4.3)
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Hence if ρ:S × U1 → U1 is projection,
ξ2 := Ext
1
ρ(F
1 ⊗ π∗[−2C],OS×U1 )
is a line-bundle on U1. The exact sequence
0 = H1(Ext0ρ(·, ·))→ Ext
1
(
F1 ⊗ π∗[−2C]⊗ ρ∗ξ2,OS×U1
)
→
→ H0(Ext1ρ(ξ
−1
2 ⊗ F
1 ⊗ π∗[−2C],OS×U1))→ H
2(Ext0ρ(·, ·)) = 0
shows that there is a unique non-trivial tautological extension
0→ OS×U1 → E
2 → F1 ⊗ π∗[−2C]⊗ ρ∗ξ2 → 0 . (I.4.4)
Since OS×U1 and F
1 are families of torsion-free sheaves parametrized by U1, so is E
2. If [Z] ∈ U1
then E2[Z] is the unique non-split extension
0→ OS → E
2
[Z] → IZ ⊗ [Σ + (n− 2)C]→ 0 . (I.4.5)
A computation shows that
(I.4.6). Keeping notation as above, v(E2[Z]) is normalized and
v0 = 2, 〈v1, C〉 = 1, 2 + 〈v(E2[Z]), v(E
2
[Z])〉 = 2n .
Thus v(E2[Z]) is the vector v of (I.3.1) with r = 2.
If E2[Z] is stable then by the above computation the isomorphism class of E
2
[Z] is represented
by a point of M2. Before analyzing stability we prove the following proposition.
(I.4.7) Proposition. Let Q be a torsion-free stable sheaf on S, with 〈c1(Q), C〉 = 1. Suppose
that for all t ∈ P1 we have
Hom(Q|Ct ,OCt) = 0 . (I.4.8)
Let
0→ [kC]→ F → Q→ 0 (I.4.9)
be a non-split extension.
1. The sheaf F is slope-stable.
2. Letting
s := dimExt1(Q, [kC])− 1 ,
there are exactly s elliptic fibers Cu (counted with appropriate multiplicities) such that the
restriction of (I.4.9) to Cu splits.
Proof. By (I.4.8) the sheaf Homf (Q, [kC]) is zero. From the exact sequence
0→ H1 (Homf (Q, [kC]))→ Ext
1 (Q, [kC])→ H0
(
Ext1f (Q, [kC]
)
→ H2 (Homf (Q, [kC]))
we conclude that
Ext1(Q, [kC]) ∼= H0
(
Ext1f (Q, [kC])
)
. (I.4.10)
Since Q is torsion-free it is f -flat, hence the Euler characteristic χ(Q|Ct , [kC]|Ct) is independent of
the elliptic fiber Ct, and thus (I.4.8) implies that dimExt
1(Q|Ct , [kC]|Ct) is constant. Now let Ct
be a generic elliptic fiber. Since Q is stable its restriction to Ct is stable by (I.1.6). By (I.1.1) we get
dimExt1(Q|Ct , [kC]|Ct ) = 1, and hence λ := Ext
1
f (Q, [kC]) is a line-bundle. By Equality (I.4.10)
the extension class of (I.4.9) corresponds to a non-zero section of this line-bundle, and the elliptic
fibers Cu for which the restriction of (I.4.9) to Cu is trivial are in one-to-one correspondence with
the zeroes of this section. This implies Item (1), by (I.1.1)-(I.1.6). It also implies Item (2) if we
notice that
dimExt1(Q, [kC]) = h0(λ) = degλ+ 1 .
q.e.d.
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(I.4.11) Corollary. Let [Z] ∈ U1. If Z ∩ Σ = ∅ and h
0 (IZ ⊗ [(n− 1)C]) = 0 then E
2
[Z] is stable.
Proof. The sheaf E2[Z] fits into the the non-split extension (I.4.5). Under our assumptions
Hom(IZ ⊗ [Σ + (n− 2)C]|Ct ,OCt) = 0 (∗)
for all elliptic fibers Ct. By Proposition (I.4.7) we conclude that E
2
[Z] is stable. q.e.d.
Since for [Z] ∈ U1 we have ℓ(Z) = n, the above corollary shows that E
2
[Z] is stable for the
generic [Z]. We let L be the divisor on U1 consisting of points [Z] such that
h0 (IZ ⊗ [(n− 1)C]) > 0 ,
i.e. such that Z contains two points lying on the same elliptic fiber. If D ⊂ S is an effective reduced
divisor we let D1 be the reduced divisor on S
[n] defined by
D1 := {[Z] ∈ S
[n]| Z ∩D 6= ∅} .
Since the complement of U1 in S
[n] has codimension two (I.4.2) we can identify the group of divisors
on U1 with the group of divisors in S
[n]; we will use the same symbol for corresponding divisors
on U1 and S
[n]. The corollary above states that E2[Z] is stable if [Z] /∈ L∪Σ1. We will show that if
[Z] ∈ L ∪ Σ1 then E
2
[Z] is indeed unstable.
Semistable reduction along L. Notice that if n < 2 then L = ∅, hence throughout this
subsubsection we assume that n ≥ 2. Let [Z] ∈ L; since [Z] ∈ L, and since by Item (2) of (I.4.1)
the scheme Z is reduced, we can write uniquely Z = Z0 ∪W , where Z0 consists of two points
belonging to the same elliptic fiber C0. To simplify notation we set E := E
2
[Z]. We recall that E is
the unique non-trivial extension:
0→ OS → E → IZ ⊗ [Σ + (n− 2)C]→ 0 . (I.4.12)
The sheaf E is unstable for the following reason. From
dimHom(IZ ⊗ [Σ + (n− 2)C]|Ct ,OCt) =
{
0 if t 6= 0, and
1 if t = 0,
it follows that Ext1f (IZ ⊗ [Σ + (n− 2)C],OS)
∼= OP1(−1)⊕C0, where C0 is the skyscraper sheaf
at 0. Now notice that, setting k = 0 and Q := IZ ⊗ [Σ + (n − 2)C], Equality (I.4.10) holds,
because for its validity it is sufficient that (I.4.8) is satisfied for the generic elliptic fiber. Hence
we conclude that the restriction of the non-split extension (I.4.12) to an elliptic fiber Ct is split for
t 6= 0, and non-split for t = 0. (Strange as it may sound.) Hence the restriction of E to the generic
elliptic fiber is unstable, and by Proposition (I.1.6) E itself must be unstable. It is also clear that
a destabilizing sequence must have some relation with the fiber C0. Let’s exhibit a destabilizing
sequence. Consider the natural exact sequence
0→ IW ⊗ [Σ + (n− 3)C]
σ
→ IZ ⊗ [Σ + (n− 2)C]→ ι∗OC0(−P )→ 0 , (I.4.13)
where ι:C0 →֒ S is the inclusion, and P ∈ C0 is the point such that (Σ ∩ C0) + P is linearly
equivalent to Z0 (as divisors on C0). We claim that σ lifts to a map σ˜: IW ⊗ [Σ + (n− 3)C]→ E.
Consider the Ext-sequence associated to (I.4.13):
0 = Hom(IW ⊗ [Σ + (n− 3)C],OS)→ Ext
1(ι∗OC0(−P ),OS)→
→ Ext1(IZ ⊗ [Σ + (n− 2)C],OS)
γ
→ Ext1(IW ⊗ [Σ + (n− 3)C],OS) .
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The obstruction to lifting α is given by γ(e), where e is the extension class of (I.4.12). A compu-
tation shows that the first Ext1-group appearing above is one-dimensional. Since the second Ext1-
group is also one-dimensional we see that γ = 0, and hence σ lifts to a map σ˜: IW ⊗[Σ+(n−3)C]→
E. The lift is unique because h0([−Σ − (n − 3)C]) = 0. We claim that the quotient E/Imσ˜ is
torsion-free. First notice that since σ is an isomorphism outside C0, the quotient is certainly
torsion-free outside C0. By (I.1.5) E is locally-free along C0, and clearly also IW ⊗ [Σ + (n− 3)C]
is locally-free along C0. Thus it suffices to show that σ˜ does not vanish at the generic point of C0.
Assume the contrary: we would get a non-zero map IW ⊗ [Σ + (n− 2)C] → E, which is absurd.
Thus E/Imσ˜ is torsion-free; since its rank is one it is isomorphic to IY ⊗M , where Y is some
zero-dimensional subscheme of S, and M is a line-bundle. Computing Chern classes one gets that
M = [C]. Restricting σ˜ to C0 one gets that Y = P . Hence we have an exact sequence
0→ IW ⊗ [Σ + (n− 3)C]
β
→ E → IP ⊗ [C]→ 0 . ( rmI.4.14)
This is the Harder-Narasimhan filtration of E; since we do not need this statement we omit its
(easy) proof. By uniqueness of (I.4.14) we can globalize the construction to all of E2|S×L: letting
P ⊂ S × L and W ⊂ S × L be the subschemes swept out by P and W as [Z] varies in L, there
exist line bundles η1, η2 on L such that we have an exact sequence
0→ IW ⊗ π
∗[Σ + (n− 3)C]⊗ ρ∗η1 → E
2|S×L → IP ⊗ π
∗[C]⊗ ρ∗η2 → 0 .
Letting ιL:S × L →֒ S × U1 be the inclusion, we define G
2 to be the elementary modification of
E2 associated to the above exact sequence, i. e. G2 is the sheaf on S × U1 fitting into the exact
sequence
0→ G2 → E2 → ιL∗ (IP ⊗ π
∗[C]⊗ ρ∗η2)→ 0 . (I.4.15)
The sheaf G2 is U1-flat [F2, Lemma (A.3)], i.e. we can view it as a family of sheaves on S
parametrized by U1.
(I.4.16) Proposition. The sheaf G2[Z] is torsion-free for all [Z] ∈ U1, and stable if [Z] ∈ (U1−Σ1).
If [Z] ∈ (U1 − L) then G
2
[Z]
∼= E2[Z], hence the sheaf G
2
[Z] is torsion-free for [Z] ∈ (U1 − L),
and, by Corollary (I.4.11), stable for [Z] ∈ (U1 − L− Σ1). We are left with showing that G
2
[Z] is
torsion-free and stable for [Z] ∈ L. Assume [Z] ∈ L; for simplicity’s sake set G := G2[Z]. The sheaf
G is naturally an extension: in fact restricting (I.4.15) to S × {[Z]} we obtain the exact sequence
0→ IP ⊗ [C]→ G→ IW ⊗ [Σ + (n− 3)C]→ 0 . (I.4.17)
Thus G is torsion-free. Stability will be proved in various steps. First we consider the case when
n > 2.
(I.4.18) Claim. Keeping notation as above, assume n > 2, i.e. W 6= ∅. There exists at least one
point of W at which G is locally-free.
Let’s show that the above claim implies G is stable. Consider G∗∗: from (I.4.17) we obtain
the exact sequence
0→ [C]→ G∗∗ → IW0 ⊗ [Σ + (n− 3)C]→ 0 , (I.4.19)
where W0 ⊂ W is the subset of points at which G is locally-free (recall that by Item (2) of (I.4.1)
the scheme W is reduced). By (I.4.18) we know W0 6= ∅, and hence the extension class of (I.4.19)
is non-trivial. Since W0 ∩Σ = ∅ and W0 intersects every elliptic fiber in at most one point, we can
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apply Proposition (I.4.7) to the extension (I.4.19) and we conclude that G∗∗ is slope stable. Thus
also G is slope-stable.
Proof of Claim (I.4.18). As usual let E := E2[Z]. The Kodaira-Spencer map
T[Z]S
[n] → Ext1(E,E)
is an isomorphism by the following criterion.
(I.4.20). Let Q be a stable torsion-free sheaf on S, such that c1(Q) · C = 1. Assume that
h0(Q) = 0 h1(Q) = dimExt1(Q,OS) = 1 . (†)
Let F be the unique non-trivial extension
0→ OS → F → Q→ 0 . (∗)
Then F is simple, and furthermore the Kodaira-Spencer map Ext1(Q,Q) → Ext1(F,F ) corre-
sponding to varying Q and deforming (uniqely by (†)) the extension (∗) is an isomorphism.
Proof. The proof consists in diagram chasing. We leave the details to the reader. q.e.d.
The following is the key ingredient in the proof of Claim (I.4.18).
(I.4.21). There exists at least one point Q ∈W such that the restriction
Ext1(E,E)
φQ
→ Ext1(EQ, EQ) ,
is surjective. (Here EQ is the localization of E at Q.)
Proof. The local-to-global exact sequence for Ext gives an exact sequence
0→ H1 (Hom(E,E)) → Ext1(E,E)
Φ
−→
⊕
Q∈W
Ext1(EQ, EQ) . (∗)
Let’s prove that
h1 (Hom(E,E)) = 3 . (∗∗)
Considering the natural exact sequence
0→ Hom(E,E) → Hom(E∗∗, E∗∗)→
⊕
Q∈W
CQ → 0
we get
h1 (Hom(E,E)) = dimHom(E,E) − h0(E∗ ⊗E∗∗) + (n− 2) + h1(E∗ ⊗ E∗∗) . (†)
Considering the destabilizing sequence for E∗∗, one proves that h0(E∗⊗E∗∗) = (n− 2). Applying
Hirzebruch-Rieman-Roch and Serre duality to E∗⊗E∗∗ we get h1(E∗⊗E∗∗) = 2. Since by (I.4.20)
we have dimHom(E,E) = 1, Equation (†) gives (∗∗). Now let’s prove (I.4.21), arguing by contra-
diction. For all Q ∈ W we have EQ ∼= O ⊕ IQ, where IQ is the maximal ideal at Q, and hence
dimExt1(EQ, EQ) = 3. Assuming that for all Q ∈ W the restriction map φQ is not surjective we
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conclude from (∗) and (∗∗) that dimExt1(E,E) < 2n. This is absurd because dimExt1(E,E) = 2n
(by Hirzebruch-Riemann-Roch and simplicity of E). q.e.d.
Now we are ready to prove Claim (I.4.18). Let Q ∈ W be a point such that (I.4.21) holds at
Q. By (I.4.20) and (I.4.21) the map
T[Z]S
[n] → Ext1(EQ, EQ) , (∗∗)
obtained by composing Kodaira-Spencer with restriction to Ext1(EQ, EQ), is surjective, i.e. the
map from a neighborhood of [Z] to the versal deformation space of EQ ∼= IQ ⊕ O induced by E
2
is a submersion. This means that there are local coordinates x, y on S, centered at Q, and local
coordinates u, v, t on S[n], centered at [Z], such that E2 is locally generated by α, β, γ with the
single relation
(x− u)α+ (y − v)β + tγ = 0 .
By (I.1.3)-(I.1.5) the sheaf E2[Z′], for [Z
′] near [Z], is singular exactly when [Z ′] ∈ L, and then it
is singular at each point of W . Hence a local equation for L is given by {t = 0}. Changing local
generators of E2 if necessary we can assume that α, β generate, for t = 0, the destabilizing subsheaf
IW ⊗ [Σ + (n− 3)]. Then the elementary modification G
2 (see (I.4.15)) is locally generated by α,
β and tγ. By the above relation these elements generate a locally-free (rank-two) sheaf. q.e.d.
This finishes the proof of Proposition (I.4.16) when n > 2. Now we examine the case n = 2.
The destabilizing sequence (I.4.14) becomes
0→ [Σ− C]→ E → IP ⊗ [C]→ 0 , (I.4.22)
and E is locally-free. Exact sequence (I.4.17) becomes
0→ IP ⊗ [C]→ G→ [Σ− C]→ 0 . (I.4.23)
Let Ct be a generic elliptic fiber: we will prove G|Ct is stable. This will establish that G is stable
by Proposition (I.1.6). The vector bundle G|Ct is stable if and only if the restriction of (I.4.23) to
Ct is non-split. To determine the relevant extension class we proceed as follows. Consider E
2
[Z′]|Ct
for [Z ′] ∈ U1: by (I.4.22) this is unstable for [Z
′] ∈ L, while by (I.1.6) it is stable (for Ct generic)
if [Z ′] ∈ (U1 − L − Σ1). Furthermore, restricting Exact sequence (I.4.15) to Ct × U1, we see that
G2|Ct×U1 is obtained from E
2|Ct×U1 by applying the first step of semistable reduction to the bundles
parametrized by L. Hence by [O, (1.11)] the extension class of the restriction of (I.4.23) to Ct is
given by the following recipe. Let
α:T[Z]S
[2] → H1 (OCt(−Σ))
be the composition of Kodaira-Spencer and the natural mapH1(adE)→ H1 (OCt(−Σ)) induced by
restriction of Exact sequence (I.4.22). If x ∈ T[Z]S
[2] is a tangent vector, the class α(x) represents
the obstruction to lifting to first order, in the direction x, the restriction of (I.4.22) to Ct. Thus α
vanishes on T[Z]L, and hence it induces a map
α:T[Z]S
[2]/T[Z]L→ H
1 (OCt(−Σ)) .
The extension class of the restriction of (I.4.23) to Ct is given by a generator of Imα. By (I.4.20)
the Kodaira-Spencer map is surjective, and thus it suffices to show that
H1(adE)→ H1 (OCt(−Σ)) (I.4.24)
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is non-zero. Consider
H1(adE)→ H1(adE|Ct)
β
→ H2(adE ⊗ [−C]) .
By Serre duality the transpose of β is identified with the restriction map
tβ:H0 (adE ⊗ [C])→ H0(adE|Ct) .
Let’s examineH0 (adE ⊗ [C]). Using (I.4.22) one verifies that any ϕ ∈ Hom(E,E⊗[C]) decomposes
as ϕ = ϕ0 + ϕ1, where ϕ0 ∈ H0([C])⊗ IdE , and ϕ
1 is a constant multiple of the composition
E → IP ⊗ [C]→ [C]→ E ⊗ [C] ,
where the last map is given by the non-zero section of E. Thus H0(adE⊗ [C]) is one-dimensional;
let ϕ be a generator. Then
ϕ|Ct =
[
η11 η12
0 −η11
]
,
where η11 ∈ H
0(OCt), and η12 ∈ H
0(OCt(Σ) (recall that E|Ct
∼= OCt(Σ) ⊕ OCt), and if Ct is
generic then η11 6= 0. Now let τ ∈ H
1(adE|Ct). Then
τ =
[
τ11 0
τ21 −τ11
]
,
where τ11 ∈ H
1(OCt), and τ21 ∈ H
1(OCt(−Σ)). Since Im
tβ is genereted by ϕ|Ct , Serre duality
tells us that τ ∈ Kerβ if and only if
0 = Tr
[
τ11 0
τ21 −τ11
]
·
[
η11 η12
0 −η11
]
= 2τ11η11 + τ21η12 .
Since η11 6= 0 we conclude that the generator τ of Kerβ has τ21 6= 0. Let τ˜ ∈ H
1(adE) be a lift
of τ . The image of τ˜ under the map (I.4.24) is equal to τ21, which is non-zero. Hence Imα is
non-zero, and G|Ct is stable. This proves Proposition (I.4.16) in the case n = 2, and finishes the
proof of the proposition.
Semistable reduction along Σ1. Notice that Σ1 is empty if n = 0, hence we assume throughout
this subsubsection that n ≥ 1. Let [Z] ∈ Σ1. By Item (3) of Definition (I.4.1) the intersection
Z ∩Σ consists of a single reduced point P , and Z = P ∪W , where W is reduced of length (n− 1).
We let C0 be the elliptic fiber through P . To simplify notation we set G := G
2
[Z]. Since G is the
same as E2[Z], it is presented as the unique non-trivial extension
0→ OS → G→ IZ ⊗ [Σ + (n− 2)C]→ 0 . (I.4.25)
The sheaf G2[Z] is unstable; one argues exactly as when we explained why E
2
[Z] is unstable for [Z] ∈ L.
We will not go through the same argument again. Instead we directly exhibit a destabilizing
sequence for G. Let
0→ IW ⊗ [Σ + (n− 3)C]
σ
→ IZ ⊗ [Σ + (n− 2)C]→ ι∗OC0 → 0 , (I.4.26)
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be the natural exact sequence, where ι:C0 →֒ S is the inclusion. We claim that σ lifts to a map
σ˜: IW ⊗ [Σ + (n− 3)C]→ G. Consider the Ext-sequence associated to (I.4.26):
0 = Hom(IW ⊗ [Σ + (n− 3)C],OS)→ Ext
1(ι∗OC0 ,OS)→
→ Ext1(IZ ⊗ [Σ + (n− 2)C],OS)
γ
→ Ext1(IW ⊗ [Σ + (n− 3)C],OS) .
The obstruction to lifting α is given by γ(e), where e is the extension class of (I.4.25). Since the first
Ext1-group in the above exact sequence has dimension zero, and since also the second Ext1-group
is one-dimensional, we see that γ = 0, and hence σ lifts to a map σ˜: IW ⊗ [Σ+(n− 3)C]→ G. The
lift is unique because h0([−Σ− (n− 3)C]) = 0. The quotient G/Imσ˜ is torsion-free: the argument
is the same as the one given to show that E/Imσ˜ is torsion-free when we performed semistable
reduction along L, we omit to repeat it. Since E/Imσ˜ is torsion-free of rank one, it is isomorphic
to IY ⊗M , where Y is some zero-dimensional subscheme of S and M is a line-bundle. Computing
Chern classes one gets that M = [C] and Y is empty. Hence we get
0→ IW ⊗ [Σ + (n− 3)C]→ G→ [C]→ 0 . (I.4.27)
This sequence gives the Harder-Narasimhan filtration of G. By unicity the above exact sequence
globalizes: thus there are line-bundles θ1, θ2 on Σ1 such that we have
0→ IW ⊗ π
∗[Σ + (n− 3)C]⊗ ρ∗θ1 → G
2|S×Σ1 → π
∗[C]⊗ ρ∗θ2 → 0 ,
whereW is the scheme swept out by W as [Z] varies in Σ1. Let F
2 be the sheaf on S×U1 defined
by
0→ F2 → G2 → ιΣ1∗ (π
∗[C]⊗ ρ∗θ2)→ 0 , (I.4.28)
where ιΣ1 : Σ1 →֒ U1 is the inclusion. The sheaf F
2 is U1-flat ([F2, Lemma (A.3)]), hence we can
view it as a family of sheaves on S parametrized by U1.
(I.4.29) Proposition. Keep notation as above. If [Z] ∈ U1 then v
(
F2[Z]
)
is the normalized Mukai
vector v with v0 = 2, 〈v1, C〉 = 1, and d(v) = 2n, i.e. it is equal to the vector of (I.3.1) with r = 2.
The sheaf F2 is a family of stable torsion-free sheaves on S, parametrized by U1.
Proof. Since F2 is U1-flat, and since U1 is connected, the vector v
(
F2[Z]
)
is independent of [Z]. If
[Z] ∈ (U1−L−Σ1) then F
2
[Z] = E
2
[Z], thus the first statement follows from (I.4.6). For [Z] ∈ (U1−Σ1)
we have F2[Z] = G
2
[Z], hence the only thing left to prove is that F
2
[Z] is stable and locally-free for
[Z] ∈ Σ1. Restricting (I.4.28) to S × [Z], for [Z] ∈ Σ1, one gets
0→ [C]→ F2[Z] → IW ⊗ [Σ + (n− 3)C]→ 0 . (I.4.30)
For each t ∈ P1 one has Hom (IW ⊗ [Σ + (n− 3)C]|Ct , [C]|Ct ) = 0, because of Item (3) of (I.4.1).
Thus by Proposition (I.4.7) the sheaf F2[Z] is stable if the extension (I.4.30) is non-split. The
extension class of (I.4.30) is obtained as follows. Let
α:T[Z]S
[n] → Ext1 (IW ⊗ [Σ + (n− 3)C], [C])
be the composition of Kodaira-Spencer for G2 and of the map
β: Ext1
(
G2[Z],G
2
[Z]
)
→ Ext1 (IW ⊗ [Σ + (n− 3)C], [C])
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associated to (I.4.27). For x ∈ T[Z]S
[n] the class α(x) is the obstruction to lifting (I.4.27) to first
order in the direction of x. Thus α vanishes on T[Z]Σ1, and it induces a map
α:T[Z]S
[n]/T[Z]Σ1 → Ext
1 (IW ⊗ [Σ + (n− 3)C], [C]) .
The extension class of (∗) is equal to the generator of Imα [O, (1.11)]. By (I.4.20) the Kodaira-
Spencer map is surjective, hence it suffices to check that the map β is non-zero. One checks that
the lemma below applies to the exact sequence (I.4.27), and hence β does not vanish. This proves
Extension (I.4.30) is non-split, and hence F2[Z] is stable by Proposition (I.4.7). q.e.d.
Lemma. Let A, B be stable torsion-free sheaves on S, with
dimExt1(A,B) ≥ 2 Hom(A,B) = Hom(B,A) = 0 .
Suppose we have a non-trivial extension
0→ A→ F → B → 0 .
Then the map Φ:Ext1(F,F )→ Ext1(A,B) is non-zero.
Proof. The proof consists of diagram chasing. First one proves that F is simple, and thus by
Serre duality Ext2(F,F ) ∼= C. Then one gets surjectivity of Ext1(F,F )→ Ext1(F,B). Finally one
considers
Ext1(F,B)
Ψ
→ Ext1(A,B)→ Ext2(B,B)→ Ext2(F,B) ∼= Hom(B,F )∗ = 0 .
Since B is stable it is simple, and thus dimExt2(B,B) = 1. Since dimExt1(A,B) ≥ 2 the map Ψ
is non-zero, and hence Φ does not vanish. q.e.d.
Since F2 is a family of stable sheaves on S parametrized by U1, with normalized Mukai vector
v, it defines a classifying morphism ϕ:U1 →M2.
(I.4.31) Proposition-Definition. Keep notation as above. Let U2 := ϕ(U1). Then U2 is an open
subset of M2, and its complement has codimension two. The map ϕ:U1 → U2 is an isomorphism,
and hence we can view F2 as a tautological family of sheaves on S parametrized by U2.
Proof. On the subset (U1 − L− Σ1) the map ϕ is injective. In fact if [F ] ∈ ϕ (U1 − L− Σ1)
then h0(F ) = 1 by Items (2)-(3) of (I.4.1), and the inverse ϕ−1 on ϕ (U1 − L− Σ1) is obtained by
associating to [F ] the (zero-dimensional) zero-locus of a non-zero section of F . Thus ϕ has degree
one onto its image. Let θ be a symplectic form on M2 [M1]. Since the complement of U1 in S
[n]
has codimension two, ϕ∗τ extends to a two-form on all of S[n]. This two-form is non-zero because
ϕ has degree one, and hence it is a symplectic form. This implies that ϕ is an embedding; since
dimU1 = dimM2 and since M2, U1 are smooth we conclude that ϕ is an isomorphism onto U2,
and that U2 is open in M2. Now let’s prove that the complement of U2 has codimension at least
two. By Proposition (I.3.2) we know M2 is irreducible, hence ϕ defines a birational map
ϕ:S[n] · · · >M2 .
Assume that (M2 − U2) contains a divisor D. The map ϕ
−1 is a morphism on some (non-empty)
open subset D0 ⊂ D because S[n], M2 are both irreducible symplectic. Applying Zariski’s main
theorem to a resolution of indeterminacies of ϕ we see that ϕ−1(D0) ⊂
(
S[n] − U1
)
. Since (S[n]−U1)
has codimension two, we conclude that ϕ−1 contracts D0. This is absurd because the pull-back by
ϕ−1 of a symplectic form on S[n] is a symplectic form on M2. Thus (M2 − U2) has codimension
at least two in M2. q.e.d.
I.5. A large open subset of Mr, for r ≥ 3.
We retain notations and conventions of the previous subsection. For each r ≥ 3 we will
construct a subscheme Ur ofMr and a tautological family F
r of sheaves on S parametrized by Ur.
In order to construct Fr we need the following inductive hypotheses:
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(I.5.1). Ur ∼= U1.
(I.5.2). Let r ≥ 2. If x ∈ Ur then h
0(Frx ⊗ [−2C]) = 0.
(I.5.3). Let r ≥ 2, and let y ∈ Σ1 ⊂ Ur (this makes sense by (I.5.1)). Then F
r
y is locally-
free. There exists exactly one elliptic fiber Cu such that Hom(F
r
y |Cu ,OCu) 6= 0. Furthermore
Fry |Cu
∼= OCu ⊕ V , where Hom(V,OCu) = 0.
(I.5.4). Let r ≥ 2. If x ∈ (Ur − Σ1) then Hom(F
r
x |Ct ,OCt) = 0 for all elliptic fibers Ct.
Let r ≥ 2 be given, and assume (I.5.2)-(I.5.4) hold for this r: we will construct Fr+1. Let
x ∈ Ur. Since the Mukai vector corresponding to Mr is normalized we have χ(F
r
x) = 1. Let Cs,
Ct be two elliptic fibers; the exact sequence
0→ Frx ⊗ [−2C]→ F
r
x → F
r
x |Cs∪Ct → 0
shows that χ(Frx ⊗ [−2C]) = −1. By (I.5.2) h
0(Frx ⊗ [−2C]) = 0, and by Serre duality together
with stability of Frx ,
H2(Frx ⊗ [−2C])
∼= Hom(Frx ⊗ [−2C],OS)
∗ = 0 . (I.5.5)
We conclude that H1(Frx ⊗ [−2C]) is one-dimensional. By Serre duality Ext
1(Frx ⊗ [−2C],OS) is
one-dimensional. Thus if ρ:S × Ur → Ur is projection,
ξr+1 := Ext
1
ρ(F
r
x ⊗ [−2C],OS×Ur )
is a line-bundle on Ur. Let E
r+1 be the tautological extension
0→ OS×Ur → E
r+1 → Fr ⊗ π∗[−2C]⊗ ρ∗ξr+1 → 0 .
Since Fr is Ur-flat, so is E
r+1. If x ∈ Ur then E
r+1
x is the unique non-trivial extension
0→ OS → E
r+1
x → F
r
x ⊗ [−2C]→ 0 . (I.5.6)
(I.5.7) Lemma. Let r ≥ 2 be given, and assume (I.5.4) holds for this r. Then Er+1 is a family of
torsion-free sheaves on S parametrized by Ur. If x ∈ Ur, v(E
r+1
x ) is the normalized Mukai vector
v such that
v0 = (r + 1) 〈v1, C〉 = 1 d(v) = 2n , (I.5.8)
i.e. the vector corresponding to Mr. For x ∈ (Ur − Σ1) the sheaf E
r+1
x is stable, and furthermore
for all elliptic fibers Ct one has Hom(E
r+1
x |Ct ,OCt) = 0.
Proof. Ur-flatness follows immediately from Ur-flatness of F
r. Since Frx is torsion-free, so is
Er+1. To show that v(Er+1x ) is normalized consider the long exact cohomology sequence associated
to (I.5.6). Equation (I.5.8) is proved by a simple computation. Stability follows from Item (1) of
Proposition (I.4.7). By Item (2) of Proposition (I.4.7) the restriction of (I.5.6) to any elliptic fiber
is non-split, and hence the result follows from Remark (I.5.9) below. q.e.d.
(I.5.9) Remark. Let Ct be an elliptic fiber, and 0 → OCt → V → W → 0 be a non-trivial
extension. If Hom(W,OCt) = 0 then Hom(V,OCt) = 0.
Let’s show that for y ∈ Σ1 the sheaf E
r+1
y is not stable. By (I.5.3) there exists a unique elliptic
fiber Cu such that Hom(F
r
y ⊗ [−2C]|Cu ,OCu) 6= 0, this group is one-dimensional, and if β is a
generator, the corresponding map is surjective. We define Hry to be the sheaf on S fitting into the
exact sequence
0→ Hry
α
→ Fry ⊗ [−2C]
β
→ ιu∗OCu → 0 , (I.5.10)
where ιu:Cu →֒ S is the inclusion. At this point we add to our list of inductive hypotheses one
last item.
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(I.5.11). Let r ≥ 2 be given. Let y ∈ Σ1. Then H
r
y is locally-free, and Hom(H
r
y|Ct ,OCt) = 0 for
all elliptic fibers Ct.
We claim that α lifts to Er+1y ; this will give a destabilizing subsheaf of E
r+1
y . Consider the
exact sequence
Hom(Hry,OS)→ Ext
1(ιu∗OCu ,OS)→ Ext
1(Fry ⊗ [−2C],OS)
γ
→ Ext1(Hry,OS) .
Letting e be the extension-class of (I.5.6), γ(e) is the obstruction to lifting α to Er+1y . Since
Hry|Ct = F
r
y |Ct for t 6= u, the restriction of H
r
y|Ct to the generic elliptic fiber is stable, and hence
the first group of the above sequence is zero. A straightforward computation shows that the first
Ext1-group is one-dimensional; since we know that also the second Ext1-group has dimension one,
γ must vanish. This proves that α lifts to a map α˜:Hry → E
r+1
y .
Claim. Let r ≥ 2 be given. Assume that (I.5.2), (I.5.3) and (I.5.11) hold for r. Then
Er+1y /Imα˜
∼= [C] .
Proof. The quotient Er+1y /Imα˜ is clearly of rank one. Let’s start by showing that it is torsion-
free. By (I.5.11) the sheaf Hry is locally-free. By (I.5.3) F
r
y ⊗ [−2C] is locally-free, hence by Exact
sequence (I.5.6) also Er+1y is locally-free. Thus, since outside of Cu the map α˜ is an injection,
Er+1y /Imα˜ has torsion if and only if α˜ drops rank along all of Cu. Let’s assume that this is indeed
the case: since Ker (α˜|Cu) ⊂ Ker (α|Cu), and since the second kernel is a line-bundle, we conclude
that the two kernels coincide. We claim this implies that α˜ extends to a map Fry ⊗ [−2C]→ E
r+1
y .
In fact consider the subsheaf Sat(Imα˜) ⊂ Er+1y associated to the presheaf
Sat(Imα˜)U := {σ ∈
(
Er+1y
)
U
| ϕσ ∈ Imα˜ for some 0 6= ϕ ∈ OU} .
Sat(Imα˜) is locally-free, and since Ker (α˜|Cu) is of rank one, it fits into an exact sequence
0→ Hry
α˜
→ Sat(Imα˜)→ ιu∗OCu → 0 .
Since Ker (α˜|Cu) = Ker (α|Cu), we have Sat(Imα˜)
∼= Fry ⊗ [−2C]. Thus α˜ extends to a map
Fry ⊗ [−2C]→ E
r+1
y . This is impossible because (I.5.6) does not split. Hence E
r+1
y /Imα˜ is torsion-
free, and therefore isomorphic to IY ⊗ λ, for a line-bundle λ and a zero-dimensional subscheme Y
of S. Computing Chern classes one gets that λ ∼= [C] and that Y = ∅. q.e.d.
Thus we get a unique exact sequence:
0→Hry → E
r+1
y → [C]→ 0 . (I.5.12)
Since 〈c1(H
r
y), C〉 = 1, the above exact sequence shows that the restriction of E
r+1
y to the generic
fiber is unstable; by (I.1.6) we conclude that Er+1y is unstable. By unicity of the above construction,
we can globalize it to all of S×Σ1. Hence there exists a line-bundle ηr+1 on S×Σ1 and a surjection
Er+1|S×Σ1 → ηr+1, which restrict on S × {y} to the above destabilizing quotient for E
r+1
y . We
define Fr+1 as the elementary modification of Er+1 fitting into the exact sequence
0→ Fr+1 → Er+1 → ιΣ1∗ ηr+1 → 0 . (I.5.13)
(I.5.14) Lemma. Let r be given, and assume (I.5.2)-(I.5.11) hold. Then Fr+1 is a family of
torsion-free stable sheaves on S. If x ∈ Ur then v(F
r+1
x ) is equal to the normalized Mukai vector v
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satisfying (I.5.8). If y ∈ Σ1 there exists exactly one elliptic fiber Cu such that Hom(F
r+1
y |Cu ,OCu)
is non-zero. Furthermore Fr+1y |Cu
∼= OCu ⊕ V , where Hom(V,OCu) = 0.
Proof. Since Er+1 is Ur-flat, the sheaf F
r+1 is flat by [F2, Lemma (A.3)].
If x ∈ Ur − Σ1 then F
r+1
x = E
r+1
x . (I.5.15)
If y ∈ Σ1 restriction of (I.5.13) to S × {y} gives
0→ [C]→ Fr+1y → H
r
y → 0 . (I.5.16)
In particular Fr+1y is torsion-free, hence F
r+1 is a family of torsion-free sheaves on S parametrized
by Ur. From this it follows that there is a two-step locally-free resolution of F
r+1, and hence
the Chern character of Fr+1x is a locally constant function of x ∈ Ur. Thus v(F
r+1
x ) is a locally
constant function of x ∈ Ur. Since, by (I.5.1), Ur is irreducible, this function is constant; hence
Equality (I.5.15) and Lemma (I.5.7) imply that v(Fr+1x ) is as stated. Let’s prove stability. For
x ∈ (Ur − Σ1) this follows from (I.5.15) together with Lemma (I.5.7). Let y ∈ Σ1. Proceeding
exactly as in the proof of Proposition (I.4.29) one shows that Extension (I.5.16) is non-trivial,
and hence stability of Fr+1y follows from (I.4.7) together with (I.5.11). What is left to prove
are the last two statements. By (I.5.11) we can apply Proposition (I.4.7) to Extension (I.5.16):
since dimExt1(Hry, [C]) = 2 we get that there exists a unique elliptic fiber Cu such that the
restriction of (I.5.16) to Cu is trivial. By Remark (I.5.9) together with (I.5.11) we conclude that
Hom(Fr+1y |Ct ,OCt) 6= 0 if and only if t = u. That F
r+1
y |Cu splits as stated follows immediately
from (I.5.11). q.e.d.
Now we can define Ur+1. By Lemma (I.5.14) the sheaf F
r+1 defines a classifying morphism
ϕ:Ur →Mr+1.
(I.5.17) Proposition-Definition. Keep notation as above. Let Ur+1 := ϕ(Ur). Then Ur+1 is an
open subset of Mr+1, and its complement has codimension two. The morphism ϕ:Ur → Ur+1 is
an isomorphism onto its image. Hence we can view Fr+1 as a tautological family of sheaves on S
parametrized Ur+1.
Proof. The proof goes exactly as the proof of Proposition (I.4.31). q.e.d.
What is left to do is to prove inductively that hypotheses (I.5.1)-(I.5.11) hold for all r ≥ 2.
Item (I.5.1) is obvious.
Proof of (I.5.2). To verify (I.5.2) for r = 2 one considers separately the three cases x ∈
(U2 − L − Σ1), x ∈ L, and x ∈ Σ1. Set x = [Z]. In the first case F
2
[Z] = E
2
[Z]; tensoring Exact
sequence (I.4.5) by [−2C], and using Definition (I.4.1), one gets the desired result. In the second
case F2[Z] = G
2
[Z], and one gets the result arguing similarly, with Sequence (I.4.17) replacing (I.4.5).
In the third case one proceeds in the same way, with (I.4.30) replacing (I.4.5). Now let’s prove
the inductive step. If x ∈ (Ur+1 − Σ1) then F
r+1
x = E
r+1
x (of course we identify Ur+1 with Ur);
tensoring (I.5.6) by OS(−2C) and applying the inductive hypothesis one gets the result. Let
y ∈ Σ1. Tensoring (I.5.16) by OS(−2C) we see that it suffices to show that h
0(Hry ⊗ [−2C]) = 0.
By (I.5.10) Hry is a subsheaf of F
r
y ⊗ [−2C] hence the result follows from the inductive hypothesis.
Proof of (I.5.3). First we verify that (I.5.3) holds for r = 2. We start by showing that F2y
is locally-free for all y ∈ Σ1. The proof is by contradiction. Assume F
2
[Z0]
is singular for some
[Z0] ∈ Σ1. Let’s prove that this implies F
2
[Z] is singular for all [Z] ∈ Σ1. Since Σ1 ∩ L = ∅, there
exists [Z0] ∈ (U2 − L) such that F
2
[Z0]
is singular. The locus of [Z] ∈ (U2 − L) such that F
2
[Z]
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is singular has codimension at most one, because F2 has rank two. If [Z] ∈ (U2 − L− Σ1) then
F2[Z] = E
2
[Z]; since E
2
[Z] fits into the non-trivial extension (I.4.5) it follows from (I.1.5) together with
Definition (I.4.1) that F2[Z] is locally-free. Since Σ1 is irreducible we conclude that F
2
[Z] is singular
for all [Z] ∈ Σ1. Let [Z] ∈ Σ1, and set Z = P ∩W , where P := Z ∩ Σ. Since F
2
[Z] fits into exact
sequence (I.4.30) its singular points belong toW . On the other hand we claim that if n > 2 (we will
treat the case n = 2 separately) there exists at least one point of W at which F2[Z] is locally-free.
In fact consider the exact sequence
H1 (Hom(IW ⊗ [Σ + (n− 3)C], [C])→ Ext
1 (IW ⊗ [Σ + (n− 3)C], [C])
τ
→
τ
→ H0
(
Ext1(IW ⊗ [Σ + (n− 3)C], [C])
)
→ H2 (Hom(IW ⊗ [Σ + (n− 3)C], [C]) . (I.5.18)
Since n > 2 the first term is zero, and the claim follows immediately. Now fix P0 ∈ Σ, and consider
Ω0 := {[W ] ∈ (S − P0)
[n−1] | [P0 ∪W ] ∈ Σ1} .
Each [W ] ∈ Ω0 is the disjoint union of the subset consisting of the points at which F
2
[W∪P0]
is
locally-free and of its complement. Since for each [W ] ∈ Ω0 these subsets are both non-empty, we
conclude that the incidence locus
Ω˜0 := {([W ], Q) ∈ Ω0 × S| Q ∈W}
has two components. This is absurd, and hence F2[Z] is locally-free for all [Z] ∈ Σ1, if n > 2. Now
let’s suppose that n = 2. Assume F2[Z] is singular. Consider Exact sequence (I.5.18): since W
consists of one point, and since
dimH0
(
Ext1(IW ⊗ [Σ + (n− 3)C], [C])
)
= 1 ,
the image under τ of the extension class of (I.4.30) must be zero, i.e. the extension class lives in
the first cohomology group of (I.5.18). Since this group is one-dimensional, we conclude that the
isomorphism class of F2[Z] only depends on W , and not on P . This is absurd because U2 is a subset
of the moduli space M2. We have finished proving that F
2
[Z] is locally-free for all [Z] ∈ Σ1. To
prove the second and third statements of (I.5.3) one applies Item (2) of Proposition (I.4.7) to the
non-split exact sequence (I.4.30): this gives that there exists a unique elliptic fiber Cu such that
the restriction of (I.4.30) to Cu splits. By Remark (I.5.9) and Definition (I.4.1) one concludes that
Hom(F2[Z]|Ct ,OCt) 6= 0 if and only if t = u, and that the splitting at t = u is as claimed. It remains
to verify the inductive step: this was proved in Lemma (I.5.14).
Proof of (I.5.4). Let’s prove (I.5.4) for r = 2. First consider x ∈ (U2 − Σ1 − L). Set x = [Z].
Then F2[Z] = E
2
[Z]. By Item (2) of Proposition (I.4.7) the restriction of (I.4.5) to any elliptic fiber
is non-split, and hence Statement (I.5.4) follows from Remark (I.5.9). We are left with proving
that (I.5.4) holds for x ∈ L (and r = 2).
Claim. Assume there exists x ∈ L and an elliptic fiber Cu such that Hom(F
2
x |Cu ,OCu) 6= 0. Then
F2x |Cu is singular.
Proof of the claim. Since x ∈ L, we have F2x = G
2
x. To simplify notation set G := G
2
x. Then
we have
0→ IP ⊗ [C]→ G→ IW ⊗ [Σ + (n− 3)C]→ 0 ,
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with notation as in (I.4.17). By (I.4.18) the sheaf G is locally-free at one at least of the points of
W . By (I.1.4) and Definition (I.4.1) the sheaf G is locally-free at all points of W , and hence we
get
0→ [C]→ G∗∗ → IW ⊗ [Σ + (n− 3)C]→ 0 , (†)
Since Ext1(IW ⊗ [Σ + (n− 3)C], [C]) is one-dimensional, the restriction of (†) to any elliptic fiber
Ct is non-split by Item (2) of Proposition (I.4.7). Thus by Remark (I.5.9) Hom(G
∗∗|Ct ,OCt) = 0
for all elliptic fibers Ct. Since G|(S−P ) ∼= G
∗∗|(S−P ) we conclude that P ∈ Cu, i.e. G|Cu is singular.
q.e.d.
Let’s go back to the proof that (I.5.4) holds for r = 2 and x ∈ L. Assume that (I.5.4)
does not hold for some x ∈ L; we will arrive at a contradiction. Let G, Cu be as above. Let
Def0(G|Cu) be the subspace of the deformation space Def(G|Cu) parametrizing deformations ”fixing
the determinant”. The restriction map ru: Def(G)→ Def
0(G|Cu) is surjective. In fact it suffices to
check that h2(adF ∗∗ ⊗ [−C]) = 0; by Serre duality this is equivalent to h0(adF ∗∗ ⊗ [C]) = 0, and
this follows from stabilty of F ∗∗|Ct for a generic elliptic fiber Ct. Letting V ⊂ Def
0(F |Cu) be the
subspace parametrizing deformations A such that Hom(A,OCu) 6= 0, one verifies easily that the
generic point of V parametrizes a locally-free sheaf. Since the restriction map ru is surjective we
conclude that there exists x′ ∈ U2 arbitrarily near to x such that Hom(F
2
x′ |Cu ,OCu) 6= 0 and F
2
x′ |Cu
is locally-free. By the previous claim x′ /∈ L. Since Σ1 ∩ L = ∅ we can assume x
′ ∈ (U2 − L−Σ1).
This is absurd: by Item (I.5.3), which we have just proved, Hom(F2x′ |Cu ,OCu) 6= 0 for such an
x′. Now let’s prove the inductive step. Since x ∈ (Ur+1 − Σ1) we have F
r+1
x = E
r+1
x (we are
identifying Ur+1 with Ur). By Remark (I.5.9) and Inductive hypothesis (I.5.4) it suffices to show
that the restriction of (I.5.6) to any elliptic fiber is non-split. This follows at once from Item (2)
of Proposition (I.4.7).
Proof of (I.5.11). By (I.5.3), which we have just proved, Fry is locally-free for r ≥ 2. Exact
sequence (I.5.10) proves that also Hry is locally-free for r ≥ 2. Now let’s prove that
Hom(Hry|Ct ,OCt) = 0 for all elliptic fibers Ct. (I.5.19)
For this it is convenient to notice that Hry has been defined also when r = 1. In fact Exact
sequence (I.5.10) in the case r = 1 becomes Exact sequence (I.4.26). Thus
H1[Z] = IW ⊗ [Σ + (n− 3)C] .
Exact sequences (I.5.12)-(I.5.16) for r = 1 reduce to (I.4.27) and (I.4.30) respectively. We will prove
inductively that (I.5.19) holds for all r ≥ 1. It holds for r = 1 because by Definition (I.4.1) W
intersects every elliptic fiber in at most one reduced point, not belonging to Σ. Now assume (I.5.19)
holds for r ≥ 1. Replacing r by r + 1 in (I.5.10), and tensorizing the exact sequence by [2C], we
get
0→Hr+1x ⊗ [2C]→ F
r+1
x → ι
u
∗OCu → 0 .
Thus local sections ofHr+1x ⊗[2C] consist of local sections of F
r+1
x whose projection to [C]|Cu
∼= OCu
is zero, where the projection is defined by the splitting of (I.5.16) along Cu. Let σ be a non-zero
section of [C] which vanishes on Cu: by (I.5.16) this gives a section of F
r+1
x , which we still denote
by σ. Since σ vanishes on Cu, it belongs to H
0
(
Hr+1x ⊗ [2C]
)
; notice that as a section of this
locally-free sheaf it is nowhere zero along Cu. Considering (I.5.16) we see that the resulting exact
sequence is:
0→ OS
σ
→ Hr+1x [2C]→ H
r
x → 0 . (I.5.20)
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The restriction of the above extension to a generic elliptic fiber coincides with the restriction
of (I.5.16), and hence it is non-trivial. By the inductive hypothesis Hom(Hrx|Ct ,OCt) = 0 for
all elliptic fibers. Thus we can apply Item (2) of Proposition (I.4.7) to Extension (I.5.20). A
computation gives dimExt1(Hrx,OS) = 1, and hence by (I.4.7) the restriction of the above extension
to any elliptic fiber is non-trivial. By (I.5.9) and the inductive hypothesis we conclude that (I.5.11)
holds with r replaced by (r + 1).
This ends the proof that the tautological families Fr are defined for all r.
I.6. Proof of Theorem (I.0.4).
As explained in Subsection (I.2) we can assume v is normalized, that isMv(H) =M
2n
r for r =
v0 and n = d(v)/2. By Subsections I.4-I.5 we knowM2nr is non-empty, thus by Proposition (I.3.2)
it is birational to S[n]. We are left with proving that θv is an isomorphism of integral Hodge
structures, and that it preserves the quadratic forms. As in the previous subsections we think n is
fixed, and we omit it from our notation whenever this shouldn’t cause confusion. We let
vr := r + c1(Σ + (n− r
2 + r)C) + (1− r)ω
be the Mukai vector corresponding to M2nr , and we set θr := θvr . A lattice (Λ, q) consists of a
free Z-module Λ provided with an integral quadratic form q. A homomorphism between lattices
(Λ1, q1), (Λ2, q2) consists of a homomorphism of modules f : Λ1 → Λ2 such that q1(α) = q2(f(α))
for all α ∈ Λ1.
(I.6.1) Proposition. Keep notation as above and assume n ≥ 1. The map θr is integral, i.e.
θr
(
v⊥r ∩H
∗(S;Z)
)
⊂ H2(Mr;Z) .
This map is a homomorphism of lattices, where v⊥r ∩H
∗(S;Z) is provided with Mukai’s quadratic
form, given by (1), and H2(Mr;Z) is provided with Beauville’s canonical quadratic form BMr [B,
Th. (5)].
Proof of Proposition (I.0.4) assuming (I.6.1). Our first step is to identify the quadratic form
BM2nr . For this we need the lemma below. This result is well-known to experts [M3, Prop. (5.8)];
we give a proof for the reader’s convenience.
(I.6.2) Proposition. Let X,Y be birational irreducible symplectic projective varieties. Let
f :X · · · > Y be a birational map. There exist open subsets i:U →֒ X, j:V →֒ Y , whose com-
plements have codimension at least two, such that f restricted to U is regular and it defines an
isomorphism f |U :U
∼=
→ V . Let f ♯:H2(X;Z)
∼=
→ H2(Y ;Z) be the isomorphism obtained as the
composition
H2(X;Z)
i∗
∼
→ H2(U ;Z)
∼
→ H2(V ;Z)
j∗
∼
← H2(Y ;Z) ,
which is independent of U , V . Then for all α ∈ H2(X)
BX(α) = BY (f
♯α) . (I.6.3)
Proof. Let X ← Z → Y be a resolution of indeterminacies of f , with Z smooth. Let’s show that
the exceptional divisors of g are the same as the exceptional divisors of h. If τX ∈ H
0(Ω2X) then
there exists τY ∈ H
0(Ω2Y ) such that
g∗τX = h
∗τY . (∗)
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Now assume τX 6= 0. Let dimX = dim Y = 2n. If E is an exceptional divisor of g then ∧
n(g∗τX)
vanishes on E, hence by (∗) so does ∧n(h∗τY ). Since τY is non-degenerate this implies that E
is an exceptional divisor of h. Thus every exceptional divisor of g is an exceptional divisor of h.
Reversing the roˆles of X and Y we conclude that the exceptional divisors of g and h are the same.
Clearly the first statement holds if we set U := g(∪iEi), V := h(∪iEi), where {Ei} is the collection
of all exceptional divisors. Equivalently the isomorphism f ♯ is obtained from the decomposition
g∗H2(X;Z)⊕⊕iZc1(Ei) = H
2(Z;Z) = h∗H2(Y ;Z)⊕⊕iZc1(Ei) .
To prove the second statement we recall [B, p. 772] that Beauville’s quadratic form BX is the
unique non-zero integral primitive positive multiple of the quadratic form qX defined by
qX(α) =
n
2
∫
X
(τXτX)
n−1
α2 + (1− n)
∫
X
τn−1X τ
n
Xα ·
∫
X
τnXτ
n−1
X α .
Now express qX(α) and qY (α) as integrals over Z of the appropriate forms pulled-back by g and
h respectively, and use the relation
g∗α = h∗f ♯α+
∑
i
niEi ,
valid for some integers ni. Then, as is easily checked, in order to prove (I.6.3) it suffices to show
that
(g∗τXg
∗τX)
n−1 |Ei = 0 = (h
∗τY h
∗τY )
n−1 |Ei (†)
for any exceptional divisor Ei. Since Ei is contracted by g and by h, and since the fibers of g|Ei
are distinct from the fibers of h|Ei , at every point of Ei we have
dim span of Ker(g|Ei) and Ker(g|Ei) ≥ 2 .
The above span is clearly contained in Ker(g∗τX |Ei) = Ker(h
∗τY |Ei), and hence this kernel is at
least two-dimensional. This implies (†). q.e.d.
The proposition above allows us to identify the Beauville form of M2nr with that of S
[n].
The latter is described as follows [B, p. 777-778]. There is an inclusion σ:H2(S;Z) →֒ H2(S[n];Z)
obtained composing the natural ”symmetrization map” H2(S;Z) →֒ H2(S(n);Z), where S(n) is the
n-fold symmetric product of S, with the pull-back map ǫ∗:H2(S(n)) → H2(S[n]), where ǫ:S[n] →
S(n) is the morphism mapping a subscheme to the 0-cycle associated to it. One has
H2(S[n];Z) = σ
(
H2(S;Z)
)
⊕ ZT , (I.6.4)
where T ∈ H2(S[n];Z) is the (unique) class such that 2T is cohomologous to the divisor parametriz-
ing non-reduced subschemes.
(I.6.5) Description of BS[n] . The direct sum (I.6.4) is orthogonal for BS[n] . The restriction of
BS[n] to σ
(
H2(S;Z)
)
is equal to the intersection form on H2(S;Z), and BS[n](T ) = −2(n− 1).
Let’s go back to the proof of Proposition (I.0.4). Since the map θr clearly preserves type, all we
must show is that the homomorphism of lattices is in fact an isomorphism. Since the Mukai form
〈, 〉 has discriminant one, the discriminant of its restriction to v⊥r is equal to 〈vr, vr〉 = 2(n − 1).
In particular θr is injective because n > 1. Since rkv
⊥
r = 23 = rkH
2(S[n]) = rkH2(M2nr ) the
image θr (H
∗(S;Z)) has finite index, say s, in H2(M2nr ;Z). By Proposition (I.6.1) the map θr is a
24
homomorphism of lattices, and hence the discriminant of BM2nr is equal to s
2(2n− 2). By (I.6.2)
together with (I.6.5) the discriminant of BM2nr is equal to 2(n − 1), thus s = 1, i.e. θr is an
isomorphism. q.e.d.
Proof of Proposition (I.6.1). Let Ur ⊂Mr be the open subset constructed in Subsections I.4-
I.5. By (I.4.2)-(I.4.31)-(I.5.17) the complement of Ur in Mr has codimension two, and hence
H2(Mr) ∼= H
2(Ur). Thus θr is determined by the map θFr :H
∗(S)→ H2(Ur) given by
θFr (α) := ρ∗ [ch(F
r)∗(1 + ω)α]3 ,
where ρ:S×Ur → Ur is projection, and we have denoted by the same symbol classes in H
∗(S) and
their pull-back to H∗(S × Ur). By (I.4.31) and (I.5.1) there is an isomorphism ϕ:Ur ∼= U1, and
U1 is an open subset of S
[n] whose complement has codimension two. Thus by Proposition (I.6.2)
ϕ induces an isomorphism of the lattices
(
H2(Mr;Z), BMr
)
and
(
H2(S[n];Z), BS[n]
)
. We will
always tacitly identify these lattices.
The proof of Proposition (I.6.1) will be by induction on r. By the construction of Fr+1 we
have two exact sequences:
0→ Fr+1 → Er+1 → ι∗Qr+1 → 0 , (I.6.6)
0→ OS × Ur → E
r+1 → Fr ⊗ [−2C]⊗ ρ∗ξr+1 → 0 . (I.6.7)
Here ι is the inclusion of S × (L ∪ Σ1) if r = 1, and of S × Σ1 if r ≥ 2, while Qr+1 is a rank-one
sheaf. From the two exact sequences above one gets
θFr+1(α) = θFr (α · e
2C) + 〈vr, α · e
2C〉c1(ξr+1)− ρ∗ [ch(ι∗Qr+1)
∗(1 + ω)α]3 . (I.6.8)
Since ξr+1 = Ext
1
ρ(F
r ⊗ [−2C],OS×Ur ), using (I.4.3)-(I.5.2)-(I.5.5) we get c1(ξr+1) = c1(ρ!(F
r ⊗
[−2C]). Applying Grothendieck-Riemann-Roch one gets
c1(ξr+1) = −θFr (e
2C) + ρ∗ [c1(F
r)ω]3 . (I.6.9)
We need some notation. First we recall that if α ∈ H∗(S) then αi is the component of α belonging
to H2i(S), and that ω ∈ H4(S;Z) is the fundamental class. For α ∈ H∗(S) we set α11 := σ(α
1) ∈
H2(S[n]). If α1 is integral and A ⊂ S is a real surface representing it (i.e. representing its Poincare´
dual), then α11 is represented by the subset of S
[n] parametrizing schemes intersecting A. By abuse
of notation we will often denote by the same symbol a divisor and its first Chern class.
Rank one. Since F1 = IZ ⊗ [Σ + nC], we have
θF1(α) = ρ∗
[
ch(IZ)
∗e−Σ−nC(1 + ω)α
]
3
.
First we compute ch(IZ). Let j:Z →֒ S × U1 be the inclusion, and let
Γ := {(p, [Z]) ∈ S × U1| p is a non-reduced point of Z} .
Then
ch(j∗OZ) = [Z]−
1
2
[Γ] + (higher order),
ch(IZ) = 1− ch(j∗OZ) = 1− [Z] +
1
2
[Γ] + (higher order),
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where the first equality follows from Grothendieck-Riemann-Roch. Substituting in the expression
for θF1 one gets
θF1(α) = −ρ∗
{
[Z] ·
(
α1 − α0(Σ + nC)
)}
−
1
2
α0ρ∗[Γ] .
Since for β ∈ H2(S) we have ρ∗ {[Z] · β} = β1, and since ρ∗[Γ] = 2T , we get
θF1(α) = −α
1
1 + α
0(Σ1 + nC1 − T ) . (I.6.10)
In particular θF1 is integral, and hence also θ1. Using Proposition (I.6.2) together with (I.6.5) we
conclude that
BM1 (θF1(α), θF1 (α)) = α
1 · α1 − 2α0
(
α1 · (Σ + nC)
)
.
Since 〈α, v1〉 = 0 is equivalent to α
2 = α1 · (Σ + nC), the map θ1 is a homomorphism of lattices.
This finishes the proof of Proposition (I.6.1) when the rank is one.
Rank two. Applying Equation (I.6.9) one gets
c1(ξ2) = −(n− 2)C1 − Σ1 + T .
Now let’s compute ρ∗ [ch(ι∗Q2)
∗(1 + ω)α]3. Let
ιΣ1 :S × Σ1 →֒ S × U2, ι
L:S × L →֒ S × U2
be the inclusions, and set QΣ1 := Q2|S×Σ1 , Q
L := Q2|S×L. Then
QΣ1 ∼= π∗[C]⊗ ρ∗λ1, Q
L ∼= π∗[C]⊗ IΩ ⊗ ρ
∗λ2 ,
where λ1, λ2 are line bundles on U2, and
Ω :=
{
(P, x)| x ∈ L and P is the singular point of Q2|S×{x}
}
.
Applying Grothendieck-Riemann-Roch to ιΣ1 , ιL one gets
ch(ιΣ1∗ Q
Σ1) ≡ ρ∗[Σ1] + π
∗[C] · ρ∗[Σ1] (mod H
3(U2)), (I.6.11)
ch(ιL∗Q
L) ≡ ρ∗[L] + π∗[C] · ρ∗[L]− [ιL∗Ω] (mod H
3(U2)). (I.6.12)
We claim that the following linear equivalence among divisors on S[n] holds:
L ∼ (n− 1)C1 − T . (I.6.13)
Proof of (I.6.13). Since S[n] is simply connected it suffices to prove that the divisors are
cohomologous, and for this it suffices to verify that they intersect any 2-homology class in the
same number of points. If β is a two-cycle on S, and W ⊂ S is a set of (n− 1) points disjoint from
β, let
βW := {[Z] ∈ S
[n]| Z = P ∪W , where P ∈ β} .
Then βW is a two-cycle on S
[n], and the annihilator of c1(T ) is spanned by the βW . Clearly we
have
〈c1(L), βW 〉 = (n− 1)〈c1(C), β〉 = (n− 1)〈c1(C1)− c1(T ), βW 〉 .
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Now choose a point P ∈ Σ and a subset W ⊂ S of (n− 2) points disjoint from Σ. Let Σ˜ ⊂ S[n] be
the curve given by
Σ˜ := {[ZQ] ∈ S
[n]| ZQ = Q ∪ P ∪W where Q ∈ Σ} ,
where the scheme structure of ZP at P consists of the double point contained in Σ. Since
〈c1(L), Σ˜〉 = n− 2 , 〈c1(C1), Σ˜〉 = 1 , 〈c1(T ), Σ˜〉 = 1 ,
the intersections of the two sides of Equation (I.6.13) with Σ˜ are equal. Since H2(S
[n]) is spanned
by Σ˜ and the classes βW , we conclude that (I.6.13) holds. q.e.d.
Using (I.6.13) together with Equations (I.6.11)-(I.6.12) one obtains that
ρ∗ [ch(ι∗Q2)
∗(1 + ω)α]3 = (n− 1)
(∫
S
α1 · C − α2
)
C1
−
(∫
S
α0ω − α1 · C + α2
)
Σ1 −
(∫
S
α1 · C − α2
)
T .
At this point we have all the elements needed to apply Formula (I.6.8). The result is
θF2(α) = −α
1
1 −
(∫
S
(n− 2)α0ω + (n− 2)α1 ·Σ + (n2 − 3n+ 3)α1 · C − (2n− 3)α2
)
C1
−
(∫
S
α1 · Σ+ (n− 1)α1 · C − 2α2
)
Σ1 +
(∫
S
α0ω + α1 ·Σ + (n− 1)α1 · C − 2α2
)
T .
In particular θF2 is integral. Since 〈α, v2〉 = 0 is equivalent to α
0 =
(
2α2 − α1 · Σ− (n− 2)α1 · C
)
,
one gets that
θ2(α) = −α
1
1−
(∫
S
(n− 1)α1 · C − α2
)
C1−
(∫
S
α1 · Σ+ (n− 1)α1 · C − 2α2
)
Σ1+
(∫
S
α1 · C
)
T .
A tedious but straightforward computation shows that θ2 is a homomorphism of lattices.
Rank at least three. Let Ω ⊂ H∗(S;Z) be the Z-span of {1, C,Σ, ω}. Since the restriction of
the Mukai form to Ω is unimodular, H∗(S;Z) is the orthogonal direct sum of Ω and of Ω⊥. Notice
that Ω⊥ ⊂ v⊥r , and thus
v⊥r =
(
v⊥r ∩ Ω
)
⊕⊥ Ω
⊥ . (I.6.14)
Let r ≥ 1. By Formula (I.6.8) the restrictions of θFr+1 and θFr to Ω
⊥ are equal, and hence by
induction we have
θr|Ω⊥ = θ1|Ω⊥ (I.6.15)
for all r ≥ 1. In order to examine the restriction of θr to v
⊥
r ∩ Ω, it is convenient to introduce the
class βr := vr − 2(n− 1)C; notice that βr ∈ v
⊥
r ∩ Ω. A computation gives
〈βr, βr〉 = −2(n− 1) . (I.6.16)
Let Λr := {vr, βr}
⊥ ∩ Ω. As is easily checked we have an orthogonal direct sum decomposition
v⊥r ∩ Ω = Zβr ⊕⊥ Λr . (I.6.17)
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A computation gives
Λr := {x+ yC + zω| (r − 1)x+ y − rz = 0} . (I.6.18)
(I.6.19) Lemma. Keep notation as above. If r ≥ 3 then
θFr (x+ yC + zω) = x (C1 − (r − 2)Σ1)− yΣ1 + z(rΣ1 − C1), θFr (βr) = T .
We will prove the lemma at the end of the section. First we finish the proof of Proposition (I.6.1)
assuming the lemma. By Equality (I.6.17) and Lemma (I.6.19) the restriction of θr to v
⊥
r ∩ Ω is
integral. By (I.6.15) the restriction of θr to Ω
⊥ is also integral. By (I.6.14) we conclude that θr is
integral. Now let’s prove that θr is a homomorphism of lattices. Since θ1 is a lattice homomorphism,
and since θ1(Ω
⊥) is the orthogonal complement of {C1,Σ1, T}, it follows that θr|Ω⊥ is a lattice
homomorphism (use (I.6.15)) and that θr(Ω
⊥) is perpendicular to {C1,Σ1, T}. By Lemma (I.6.19)
the image θr(v
⊥
r ∩Ω) is contained in the Z-span of {C1,Σ1, T}, hence it is perpendicular to θr(Ω
⊥).
It remains to verify that the restriction of θr to v
⊥
r ∩ Ω is a lattice homomorphism. If we restrict
θr to Zβr we get a lattice homomorphism by Formula (I.6.16). Lemma (I.6.19) shows that θr(βr)
is perpendicular to θr(Λr). Hence from (I.6.17) we see that we are reduced to proving that the
restriction of θr to Λr is a lattice homomorphism. This consists of a straightfroward computation
(use (I.6.18)).
Proof of Lemma (I.6.19). It follows from Exact sequences (I.6.6)-(I.6.7) that for r ≥ 2 one
has
ρ∗
[
c1(F
r+1)ω
]
3
= ρ∗ [c1(F
r)ω]3 + rc1(ξr+1)− Σ1 .
Equation (I.6.8) gives the following formulae, for r ≥ 2:
θFr+1(1) = θFr (e
2C) + (r + 1)c1(ξr+1) + Σ1 ,
θFr+1(C) = θFr (C) + c1(ξr+1) ,
θFr+1(Σ) = θFr (Σ + 2ω)− (r
2 + r + 2− n)c1(ξr+1)− Σ1 ,
θFr+1(ω) = θFr (ω)− rc1(ξr+1) + Σ1 .
(I.6.20)
Using (I.6.6)-(I.6.7) and (I.6.13) one gets
ρ∗
[
c1(F
2)ω
]
3
= −(2n− 3)C1 − 2Σ1 + 2T .
Formula (I.6.9) together with the equality above and the computations for rank two give
c1(ξ3) = (n− 1)C1 − T .
Plugging this value in Formulae (I.6.20), and using the computations for rank two, one obtains
Lemma (I.6.19) for r = 3. In order to prove Lemma (I.6.19) for r ≥ 4 we add to the lemma the
following statement.
(I.6.21). Keep notation as above. If r ≥ 4 then
ρ∗
[
c1(F
r−1)ω
]
3
= −rΣ1 + C1 ,
c1(ξr) = 0 .
The proof of Lemma (I.6.19) for r ≥ 4 is by induction. First one verifies that (I.6.21) and
Lemma (I.6.19) hold for r = 4 by a computation, and then the inductive step is an easy consequence
of Formulae (I.6.20).
II. Proof of the main theorem.
We will need the following technical result; its proof is deferred to the Section IV.
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(II.1) Proposition. Let S be a K3 surface, and v ∈ H∗(S;Z) be a Mukai vector. Suppose that
v0 and the order of divisibility of v1 are coprime.
1. If an ample divisor on S is |v|-generic then it is also v-stabilizing.
2. Let H be a v-stabilizing ample divisor on S (for example this is the case if H is |v|-generic, by
Item (1)). Let L be a |v|-generic ample divisor on S, and let C be the unique open |v|-chamber
containing L. If H ∈ C then H-slope-stability is the same as L-slope-stability, and hence
Mv(H) =Mv(L).
By the above proposition we can assume, in proving the Main Theorem, that H is v-generic.
We will prove Theorem (2) by first deforming S to an elliptic surface, and then invoking Theo-
rem (I.0.4). Let K2d be the moduli space of polarized K3 surfaces of degree 2d, i.e. couples (S,H),
where S is a K3 and H is a primitive ample divisor on S with H2 = 2d. Let [S,H] ∈ K2d, and
assume v ∈ H∗(S;Z) is a Mukai vector such that
v1 = ±c1(H) . (II.2)
Given any [Sx,Hx] ∈ K2d the Mukai vector v makes sense in H
∗(Sx;Z), because of (II.2), and
hence we can consider the moduli space Mv(Sx,Hx). Let
K2d(v) := {[Sx,Hx] ∈ K2d| Hx is v-generic} .
This is an open subset of K2d; in fact its complement is the union of a finite set of components of
the Noether-Lefschetz locus.
(II.3) Proposition. Keep notation as above, and assume that (II.2) is satisfied. Suppose there
exists [T,L] ∈ K2d(v) such that Theorem (2) holds for the moduli space Mv(T,L). Given any
other [S,H] ∈ K2d(v) Theorem (2) holds for the moduli space Mv(S,H).
Proof. Let H2d(v) be the parameter space (open subset of a Hilbert scheme) for K3 surfaces
[S,H] ∈ K2d embedded in projective space by a high multiple of H. Let S2d → H2d(v) be
the tautological family of (embedded) surfaces. By [Ma] there exists a relative moduli space
π:Mv(2d)→H2d(v): the fiber of π over a surface Sx embedded by a multiple of Hx is isomorphic
to Mv(Sx,Hx). By [M1, Th. (1.17)] π is a submersion at every point (here we use the fact
that on K2d(v) semistability implies stability). Since H2d(v) is irreducible (by irreducibilty of
K2d(v)) and π is proper [Ma], the map π is surjective. Hence, by irreducibilty of H2d(v), the
moduli space Mv(S,H) is a deformation of Mv(T,L), and therefore Item (1) of Theorem (2)
holds for Mv(S,H). To prove Item (2) notice that one can construct a relative quasi-tautological
family of sheaves on S2d ×H2d(v) Mv(2d) (see the proof of [M2, Th. (A.5)]). Hence the map
θv: v
⊥ ∩H∗(Sx)→ H
2(Mv(Sx,Hx)) is a locally constant function of x ∈ H2d(v). Since H2d(v) is
irreducible we conclude that Item (2) of Theorem (2) holds for Mv(S,H). q.e.d.
First we prove Theorem (2) under particularly favourable hypotheses.
(II.4) Proposition. Let hypotheses be as in the statement of Theorem (2). In addition suppose
that v1 = c1(H), where H is a (primitive) ample divisor on S, and that
H2 ≥ 2|v| , H2 ≥ 4 . (II.5)
Then Theorem (2) holds for the moduli space Mv(S,H).
Proof. Let T be an elliptic K3 with Pic(S) = Z[Σ] ⊕ Z[C], where Σ is a section of the elliptic
fibration, and C is an elliptic fiber. Let d := H2/2, and set L := (Σ+ (d+1)C). By (II.5) we have
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d ≥ 2, hence L is an ample divisor on T . Since L is primitive, and since L2 = 2d = H2, both [S,H]
and [T,L] belong to the same moduli space K2d. By (II.5) together with Lemma (I.0.3) the polar-
ization L is |v|-suitable, in particular |v|-generic. The polarization H is |v|-generic by hypotheses,
hence [T,L], [S,H] ∈ K2d(v). Since L is |v|-suitable, and since v
1 (= c1(L)) is a numerical section,
Theorem (I.0.4) tells us that the Main Theorem holds for Mv(T,L). By Proposition (II.3) we
conclude that the Main Theorem holds also for Mv(S,H). q.e.d.
Next we concentrate on the case when ρ(S) (the rank of Pic(S)) is at least two, with no
further hypotheses.
(II.6) Lemma. Let S be a a projective K3 surface with ρ(S) ≥ 2. Let v ∈ H∗(S;Z) be a Mukai
vector with v1 primitive, and C be an open v-chamber. There exists a Mukai vector w equivalent
to v such that w1 = c1(H), where H is a primitive ample divisor belonging to C. We can choose
w so that H2 is arbitrarily large.
Proof. Let’s show that there exists an ample divisor H ∈ C such that
a. H is primitive, and
b. c1(H) ≡ v
1 (mod v0H1,1
Z
).
There exists a Z-basis of H1,1
Z
(S) consisting of elements of C; we identify H1,1
Z
(S) with Zρ via such
a basis. There exist positive integers m, ai (for i = 1, . . . , ρ), with gcd{a1, . . . , aρ} = 1, such that
v1 ≡ (ma1, . . . ,maρ) (mod v
0H1,1
Z
) .
Since v1 is primitive, we have gcd{m, v0} = 1. Let H be the divisor (class) such that
c1(H) = (ma1 + v
0n1, . . . ,maρ−1 + v
0nρ−1,maρ) ,
where, for all i = 1, . . . , ρ− 1,
• ni > 0,
• gcd{m,ni} = 1, and
• if p is a prime dividing aρ but not m, then p divides each ni.
Since all the coordinates of c1(H) are strictly positive, H belongs to C, in particular it is ample.
By construction H satisfies Items (a) and (b). If the ni are arbitrarily large then H
2 is arbitrarily
large. Now let ξ be the line bundle on S such that
c1(H) = v
1 + v0c1(ξ) , i.e. c1(ξ) = (n1, . . . , nρ−1, 0).
If w := ch(ξ)v then w1 = c1(H), hence w satisfies the conclusions of the lemma. q.e.d.
(II.7) Proposition. Let hypotheses be as in the statement of Theorem (2). In addition suppose
that ρ(S) ≥ 2. Then Theorem (2) holds for Mv(H).
Proof. Let C be an open |v|-chamber such that H ∈ C. By Lemma (II.6) there exists a Mukai
vector w equivalent to v such that w1 = c1(L), where L is a primitive ample divisor such that
L ∈ C and
L2 ≥ 2|v| , L2 ≥ 4 .
Since w is equivalent to v we have Mw(L) =Mv(L), and by Proposition (II.1)Mv(L) =Mv(H).
Hence it it is equivalent to prove that Theorem (2) holds for Mw(L). By the above inequality we
can apply Proposition (II.4), hence the Main Theorem does indeed hold for Mw(L). q.e.d.
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We are left with proving that the Main Theorem holds when ρ(S) = 1. Assume S is such a
surface. Let H be the ample generator of Pic(S), and set d := H2/2. Since v1 is primitive we
have v1 = ±c1(H), hence we can apply Proposition (II.3). By surjectivity of the period map for
polarized K3 surfaces there exists [T,L] ∈ K2d(v) with ρ(T ) ≥ 2. By Proposition (II.7) the Main
Theorem holdsMv(T,L), and thus Proposition (II.3) shows that Theorem (2) holds forMv(S,H).
This finishes the proof of the Main Theorem.
III. Higher-rank Donaldson polynomials.
Let (S,H) be a polarized K3 surface, and v ∈ H∗(S;Z) be a Mukai vector; we assume that H
is v-stabilizing. If the rank (i. e. v0) is two then one can associate to Mv a certain Donaldson
polynomial function on H2(S). The (algebro-geometric) definition extends to any rank as follows.
Let F be a quasi-tautological family of sheaves on S×Mv, and let ρ:S×Mv →Mv be projection.
We define µF :H2(S)→ H
2(Mv) by setting
µF (α) := ρ∗
[(
−
1
σ(F)
ch2(F) +
1
2σ(F)2 · rk(F)
ch21(F)
)
· α
]
.
If G is another quasi-tautological family of sheaves, then there exist vector bundles ξ, η on Mv
such that F ⊗ ρ∗ξ ∼= G ⊗ ρ∗η [M2, Th. (A.5)]; it follows that µF = µG , and hence we can set
µv := µF where F is any quasi-tautological family.
Now let qv:H2(S;Q)→ Q be the polynomial given by
qv(α) :=
∫
Mv
µv(α)
d(v) ,
where d(v) := 2 + 〈v, v〉 is the (complex) dimension of Mv. If v
0 = 2 then qv equals the corre-
sponding Donaldson polynomial by a theorem of Morgan [Mo]. Donaldson’s polynomials of K3
surfaces have been computed long ago; we will show that the formula for rank two holds also in
higher rank.
(III.1) Proposition. Keeping notation as above, assume that v1 is primitive. Set d(v) = 2n, and
let Q:H2(S;Q)→ Q be the intersection form. Then
qv =
(2n)!
n!2n
Qn .
The above result is a straightforward corollary of our Main Theorem (2) if dimMv > 2, and of
results of Mukai if dimMv ≤ 2, together with a theorem of Fujiki [Fu, Th. (4.7)]. We will provide
a simple proof of Fujiki’s result avoiding hyperka¨hler structures.
Theorem (Fujiki [Fu, Th. (4.7)]). LetX be an irreducible Ka¨hler symplectic compact manifold
of (complex) dimension 2n. There exists λX ∈ Q (call it the Fujiki constant of X) such that∫
X
β2n = λX ·BX(β)
n (III.2)
for all β ∈ H2(X), where BX :H
2(X)→ C is the quadratic form associated to X by Beauville [B,
Th. (5)]. Fujiki’s constant is independent of the birational (symplectic) model of X.
Proof. Let pX :H
2(X)→ C be the degree-2n polynomial defined by the left-hand side of (III.2).
Consider the versal deformation space f :X → D of X, and for s ∈ D let Xs := f
−1(s). Let
us:H
2(Xs)
∼=
→ H2(X) be the isomorphism given by the Gauss-Manin connection. Then
pX(usβ) = pXs(β) . (∗)
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If ϕs ∈ H
2,0(Xs) then pXs(ϕs) = 0 by type consideration, and thus by (∗) we have
pX(usϕs) = 0 .
By Beauville [B, Th. (5)] the collection
{[usϕs]| s ∈ D, 0 6= ϕs ∈ H
2,0(Xs)}
fills out an open (in the analytic topology) subset of the smooth quadric where BX vanishes. Hence
we deduce that pX = BX · p
′
X for some degree-2(n− 1) polynomial p
′
X . Now consider
pX(usϕs, . . . , usϕs︸ ︷︷ ︸
2n−1
, usϕs) = n
−1BX(usϕs, usϕs) · p
′
X(usϕs) .
Since the left-hand side vanishes by type consideration (unless n = 1, in which case we are done),
and since BX(usϕs, usϕs) > 0 by [B, Th. 5], we conclude that p
′
X(usϕs) = 0 for all ϕs, and hence
BX |p
′
X . Thus pX = B
2
Xp
′′
X for some degree-2(n− 2) polynomial p
′′
X . Evaluating
pX(usϕs, . . . , usϕs︸ ︷︷ ︸
2n−i
, usϕs, . . . , usϕs︸ ︷︷ ︸
i
) i ≤ (n− 1) ,
and arguing similarly we conclude that pX = λXB
n
X for some constant λX . That λX ∈ Q
follows from integrality of BX [B] and of pX . Finally let’s show that if f :X · · · > Y is birational
then λX = λY . Since f, f
−1 are isomorphisms in codimension one they induce an isomorphism
f ♯:H2(X)
∼=
→ H2(Y ), and one has BX(β) = BY (f
♯β) for all β ∈ H2(X). We claim that if
ϕX ∈ H
2,0(X) then
λXBX(ϕX + ϕX)
n =
∫
X
(ϕX + ϕX)
2n =
∫
Y
(f ♯ϕX + f
♯ϕX)
2n = λYBY (f
♯ϕX + f
♯ϕX)
n .
In fact let X ⊃ U ∼= V ⊂ Y be the open subsets identified by f . By Hartog’s Theorem ϕX |U =
ϕX |V extends to a holomorphic two-form on all of Y , which necessarily represents f
♯ϕX . Since the
integrals appearing above can be computed by integrating over U and V respectively, we conclude
that they are equal. Since BX(ϕX + ϕX) 6= 0 when ϕX 6= 0 we conclude that λX = λY . q.e.d.
(III.3) Claim. Let notation and hypotheses be as in Proposition (III.1). The Fujiki constant of
Mv is equal to (2n!)!/n!2
n.
Proof. If dimMv = 2 then by a theorem of Mukai [M2] the moduli space is a K3 surface, and
hence the claim holds. If dimMv > 2 then by Theorem (2) the moduli space is deformation
equivalent to a symplectic birational model of T [n], call it X, where T is another projective K3,
and 2n = d(v). In fact the proof of Theorem (2) shows that Mv can be deformed to X through
symplectic projective varieties. The Fujiki constant is clearly invariant under deformations through
symplectic Ka¨hler varieties, hence λMv = λX . By Fujiki’s Theorem λX = λT [n] . A simple
calculation shows that
λT [n] =
(2n)!
n!2n
.
This finishes the proof of the claim. q.e.d.
Proof of Proposition (III.1). Assume first that dimMv > 2. Let ιv:H
2(S)→ H∗(S) be the
map defined by
ιv(α) := α+
(
1
v0
∫
S
v1 ∧ α
)
ω ,
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where ω ∈ H4(S;Z) is the fundamental class. The image of ιv is contained in v
⊥, hence it makes
sense to compose ιv and θv. A straightforward computation gives
µv = −θv ◦ ιv .
If Q is the intersection form, then ι∗v〈α,α〉 = Q(α). Since θv is an isometry between
(
v⊥, 〈, 〉
)
and(
H2(Mv), BMv
)
(by the Main Theorem) we conclude that
BMv (µv(α)) = Q(α) .
The proposition follows at once from this equality together with Fujiki’s Theorem and Claim (III.3).
Now assume that dimMv = 2: the same argument as above applies thanks to Mukai’s description
of
(
H2(Mv), BMv
)
as v⊥/Cv [M2]. Finally when dimMv = 0, the proposition is equivalent to the
statement that Mv consists of a single reduced point. We proved in Section I that moduli spaces
on an elliptic surface, with v1 a numerical section, are non-empty. This implies that the moduli
space is a reduced point by [M2, Cor. (3.6)].
IV. Appendix.
In this section we will prove Propositions (II.1)-(I.1.6). We let S be a projective smooth irreducible
surface. For a torsion-free sheaf F on S we set
∆F := c2(F )−
rF − 1
2rF
c1(F )
2 ,
where rF is the rank of F . We will be exclusively interested in slope-(semi)stability, and hence we
will sistematically omit the prefix ”slope”.
Lemma. Let H be a polarization of S. Let F be a strictly H-semistable torsion-free sheaf on S,
and let
0→ A→ F
π
→ B → 0
be destabilizing, i. e. [rF c1(A)− rAc1(F )] ·H = 0. Then
−
r3F
2
∆F ≤ [rF c1(A)− rAc1(F )]
2 ≤ 0 . (IV.1)
Furthermore the right inequality is an equality only if [rF c1(A)− rAc1(F )] = 0.
Proof. Replacing A by π−1(Tor(B)), where Tor(B) is the torsion subsheaf of B, we can assume
B is torsion-free. First suppose c1(F ) = 0. Since A is slope destabilizing c1(A) ·H = 0, and hence
by Hodge index c1(A)
2 ≤ 0, with equality only if c1(A) = 0. We are left with proving the other
inequality. Since c1(B) = −c1(A) we have
c2(F ) = c2(A) + c2(B)− c1(A)
2 .
Both A and B are semistable, and thus by Bogomolov’ inequality
c2(A) ≥
rA − 1
2rA
c1(A)
2 c2(B) ≥
rB − 1
2rB
c1(A)
2 .
Substituting into the previous equality one gets the left inequality in (IV.1). If c1(F ) 6= 0, we
formally set F0 := F ⊗ (detF )
−1/rF . Then c1(F0) = 0, and applying the previous argument to F0
one gets (IV.1). q.e.d.
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Proof of Item (1) of Proposition (II.1). If S is a K3, then
r3F
2
∆F = |v(F )| ,
and hence, using the notation of the previous lemma, we have
−|v(F )| ≤ [rF c1(A)− rAc1(F )]
2 ≤ 0 .
By the hypothesis on the divisibility of c1(F ) we see that [rF c1(A)− rAc1(F )] 6= 0, and thus
[rF c1(A)− rAc1(F )]
⊥ ∩A(S) is a v(F )-wall. Since [rF c1(A)− rAc1(F )] ·H = 0, H belongs to this
wall.
(IV.2) Remark. In fact we have proved something slightly stronger, namely that if F is an
H-semistable torsion-free sheaf on S with v(F ) = v, then F is H-stable.
Proof of Item (2) Proposition (II.1). Item (2) follows at once from the following.
(IV.3) Lemma. Let S be a K3 surface, and let H0, H1 be ample divisors on S. Assume F is a
torsion-free sheaf on S such that the the order of divisibility of c1(F ) is coprime to rk(F ). If F is
H0-slope-stable and H1-slope-unstable, then there exists a |v(F )|-wall ξ
⊥ such that ξ ·H0, ξ ·H1
are of opposite signes (and non-zero ).
Proof. Since |v(F ∗∗)| ≤ |v(F )| we can replace F by F ∗∗, and assume that F is locally-free. One
can extend in the obvious way the notion of (semi)stability to arbitrary elements of A(S). Letting
Λ := R+c1(H0)⊕R+c1(H1), we set
Λs :={H ∈ Λ| F is H-stable}
Λu :={H ∈ Λ| F is H-unstable}.
Let H ∈ Λu, and let E be an H-desemistabilizing subsheaf of F ; then, by continuity, E is H ′-
desemistabilizing for all H ′ near H, and hence Λu is an open subset of Λ. Let’s show that also Λs
is open in Λ. Set Ht := (1 − t)H0 + tH1 for t ∈ [0, 1]. Since Λ
s is a (positive) cone it suffices to
show that the set of t such that Ht ∈ Λ
s is open. Assume Ht ∈ Λ
s. Let I ⊂ [0, 1] be the subset of
points t such that
[rF c1(E)− rEc1(F )] ·Ht = 0
for some H1-destabilizing subsheaf E ⊂ F with torsion-free quotient. The set of H1-destabilizing
subsheaves of F with torsion-free quotient is a bounded set (Grothendieck), and hence I is a finite
set. Define t0 by setting t0 := min I. Since Λ
s is a convex cone, we have t > t for all t ∈ I, and hence
t0 > t. We claim that F is Ht-stable for all t < t0. In fact let E ⊂ F be a subsheaf with torsion-free
quotient. If E is not H1-destabilizing then, since F is H0-stable, E is not Ht-destabilizing for all
t < 1, in particular for t < t0. If E is H1-desemistabilizing then, since
ϕE(t) := [rF c1(E)− rEc1(F )] ·Ht
is a linear function of t, and since ϕE(1) > 0, ϕE(0) < 0, it will be negative for all t < tE, where
tE ∈ [0, 1] is the unique solution of ϕE(t) = 0. Clearly tE is a rational number and hence tE ∈ I.
Thus t0 ≤ tE , and we conclude that E is not desemistabilizing for all t < t0. This finishes the
proof that Λs is open. Now we can prove Lemma (IV.3). The nonempty subsets Λs,Λu ⊂ Λ are
open and disjoint; since Λ is connected there must exist H ∈ Λ not belonging to either of these
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subsets, i. e. F is strictly H-semistable. Replacing H by an appropriate multiple of itself, we can
assume H is an integral class. By Item (1) of Proposition (II.1) we conclude that H belongs to a
|v(F )|-wall; this wall separates H0 from H1.
Proof of Proposition (I.1.6). By definition a |v|-suitable polarization is also |v|-generic, and
hence Item (1) follows from Proposition (II.1). In proving Items (2)-(3) we can assume F is locally-
free: in fact if it is singular replace it by F ∗∗, and observe that stability for F and F ∗∗ is the same,
and that |v(F ∗∗)| < |v(F )|. We will prove Item (2) by contradiction. Assume that the restriction
F |Ct to the generic elliptic fiber Ct is not stable. Since 〈v
1(F ), C〉 and v0(F ) are coprime the
restriction F |Ct is unstable. Thus there exists a proper subsheaf A ⊂ F whose restriction to Ct is
a desemistabilizing subsheaf, for the generic elliptic fiber Ct. Hence [rF c1(A)− rAc1(F )] · C > 0.
If N is sufficiently large then [rF c1(A)− rAc1(F )] · (NC + H) > 0, and hence F is (NC + H)-
unstable. Since H is v-stabilizing, F is H-stable, and hence by Lemma (IV.3) the polarizations
H and (NC +H) are separated by a |v|-wall, contradicting the hypothesis that H is |v|-suitable.
Thus F |Ct is stable for the generic elliptic fiber Ct. Now let’s prove Item (3). First let’s show that
F is (NC +H)-stable, for N sufficiently large. In fact let D ∈ |H| be a smooth curve (if no such
D exists we replace H by a high multiple of itself), and set
d := max
06=E⊂F
{rFdegDE − rEdegDF} ,
where degDE = c1(E|D), degDF = c1(F |D). Let C1, . . . , CN ∈ |C| be generic elliptic fibers, and
A ⊂ F be a subsheaf with 0 < rA < rF . Then
[rF c1(A)− rAc1(F )] · (NC +H) = rFdegDA− rAdegDF +
N∑
i=1
rFdegCiA− rAdegCiF .
By stability of F |Ci the right-hand side is bounded above by (d − N), which is negative because
N ≫ 0. Since A ⊂ F is arbitrary we conclude that F is (NC +H)-stable. Proceeding as in the
proof of Item (2) we conclude that F is also H-stable. This finishes the proof of Proposition (I.1.6).
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