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1. Introduction
Let V be a super vector space over a field k of characteristic of 0. The super group
GL(V ) of linear automorphisms of V is the subgroup of the semi-group End(V ) of en-
domorphisms with invertible super-determinant. In [12], Manin introduced the follow-
ing Koszul complex K to define the super determinant. Its (k, l)-term is given by
Kk,l := Λk ⊗ S
∗
l , where Λn and Sn are the n-th homogeneous components of the ex-
terior and the symmetric tensor algebras on V . The differential dk,l : K
k,l −→ Kk+1,l+1
is given by
dk,l(h⊗ ϕ) =
∑
i
h ∧ xi ⊗ ξ
i · ϕ.
There is another Koszul complex associated to V , denoted by L. This complex was first
defined by Priddy as a free resolution of k as a module over the symmetric tensor algebra of
V , see [11]. Its (l, k)-term is given by Ll,k := Sl⊗Λk with differential Pl,k : L
l,k −→ Ll−1,k+1
given by
Pl,k : Sl ⊗ Λk
  // V ⊗l ⊗ V ⊗k = V ⊗l−1 ⊗ V ⊗k+1
Xl−1⊗Yk+1 // Sl−1 ⊗ Λk+1 ,
where Xl, Yk are the symmetrizer and anti-symmetrizer operators. In [8], Kac proved
that any finite dimensional irreducible representation of the Lie super algebra gl(V ) is
a quotient of the Kac module. He divided irreducible representations of gl(V ) into two
classes, typical representations and atypical representations. By using the Kac module,
Kac gave an explicit construction of all typical representations of gl(V ), and a character
formula for all typical representations. In [15], Su and Zhang gave a character formula
for all finite-dimensional irreducible representations of gl(V ). An explicit construction
of atypical representations is however not known. The aim of this work is to give a
combinatorial way to describe all irreducible representations in case the super-dimension
of V is (3|1).
Our observation is that the two Koszul complexes above can be combined into a double
complex which we call the double Koszul complex. We use the differential of this complex
to describe all irreducible representations of gl(V ) when V has super-dimension (3|1).
The paper is organized as follows. Section 2 provides some background materials on
the general linear super-algebra needed for the rest of the paper. Section 3 introduces and
studies the double Koszul complex. Section 4 uses the properties of the double Koszul
complex to construct representations of the Lie super algebra gl(V ). Using the character
formula of Su and Zhang in [15], we prove that the constructed representations furnish all
irreducible representations of gl(V ).
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2. Preliminaries
This section presents some results on the general linear Lie super-algebras for the
later use. We shall work with a field k of characteristic 0. A super vector space is a
Z2-graded vector space V = V0¯ ⊕ V1¯. The spaces V0¯, V1¯ are called even and odd homoge-
neous components of V , their elements are called homogeneous. We denote the Z2-grade
(or parity) of a homogeneous element a by aˆ. Assume dimV0¯ = m,dimV1¯ = n and fix a
homogeneous basis of V : x1, . . . , xm ∈ V0¯, xm+1, . . . , xm+n ∈ V1¯. For simplicity we denote
the Z2-grade of xi by iˆ. Thus iˆ = 0¯ if 1 ≤ i ≤ m and iˆ = 1¯ if m+ 1 ≤ i ≤ m+ n.
A Z2-graded algebra A is called a super algebra. Similarly we have the notion of super
Lie algebra L, where the super anti-commutativity and the super Leibniz rule read:
[a, b] = (−1)aˆbˆ[b, a],
[a, [b, c]] = [[a, b], c] + (−1)aˆbˆ[b, [a, c]].
Here we use the convention that (−1)0¯ = 1 and (−1)1¯ = −1.
Given a super algebra A, the super-commutator on A, defined by
[a, b] := ab− (−1)aˆbˆba,
makes A into a super Lie algebra, denoted by AL.
2.1. Super Lie Algebras g = gl(V ). Consider the algebra End(V ) of linear endomor-
phisms of V . Fix a homogeneous basis of V as above. Every element of End(V ) is given
by a matrix of the form
(
A B
C D
)
, where A,B,C,D are block matrices. The matrices of
the form
(
A 0
0 D
)
define even maps V → V (i.e. maps that preserve the Z2-grading). The
matrices of the form
(
0 B
C 0
)
define odd maps (i.e. maps that interchange the Z2-grading).
An arbitrary map V → V is the sum of an even map with an odd map. This defines
a Z2-grading on End(V ) and makes End(V ) a super algebra. The associated super Lie
algebra End(V )L is denoted by gl(V ).
2.2. Representation of g = gl(V ). Let W be a super vector space. A super represen-
tation ρ of g in W is an even linear mapping ρ : g −→ gl(W ) which preserves the super
commutator, that is a homomorphism of Lie super algebras. A super representation of
g is also called a g-module. A super representation is said to be irreducible if it has no
proper non-zero sub-representations. In oder to construct all irreducible representations
of g we need the technique of induced representations, which we will now describe.
2.2.1. Induced representations. A pair (U(g), i), where U(g) is an associative Z2-graded
algebra and i : g −→ U(g)L is a homomorphism of Lie super algebra, is called a universal
enveloping super algebra of g if for any other pair (U ′, i′), there is an unique homomorphism
θ : U −→ U ′ such that i′ = θ.i. Thus, the concepts of “super representation of g”, ”g-
module” and ”left U(g)-module” are completely equivalent.
Let g be a super Lie algebra, U(g) be its universal enveloping super algebra, h be a
super Lie sub-algebra of g, and V be an h-module. The Z2-graded space U(g) ⊗U(h) V
can be endowed with the structure of a g-module as follows: g(u ⊗ v) = gu ⊗ v for
g ∈ g, u ∈ U(g), v ∈ V. The so constructed g-module is said to be induced from the
h-module V and is denoted by IndghV .
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2.2.2. Weights and Roots of g. The standard basis for g consists of matrices Eij : i, j =
1 . . . ,m+n where Eij is the matrix with 1 in the place (i, j) and 0 elsewhere. Consider the
sub-algebra h of g spanned by the elements hj := Ejj : i, j = 1, . . . ,m + n, h is a Cartan
subalgebra of g. The space h∗ dual to h is is spanned by ǫi : i = 1, . . . ,m + n, where for
X =
(
A B
C D
)
,
ǫi : X 7−→ Aii, for 1 ≤ i ≤ m, ǫj : X 7−→ Djj , for m+ 1 ≤ j ≤ m+ n.
Elements of h∗ are called the weights of g. Let λ ∈ h∗, λ =
∑m
i+1 λiǫi −
∑m+n
j=m+1 λjǫj
then we write λ = (λ1, λ2, . . . , λm|λm+1, . . . , λm+n).
Definition 2.1. Let λ = (λ1, λ2, . . . , λm|λm+1, . . . , λm+n) be a weight.
(i) λ is called integral if λi − λi+1 ∈ Z for all i 6= m.
(ii) λ is called dominant if λi ≥ λi+1 for 1 ≤ i ≤ m, and λj ≤ λj+1 for m+ 1 ≤ j ≤
m+ n− 1.
(iii) λ is called typical if (λi+m+1− i)− (λm+p+ p) 6= 0 for all 1 ≤ i ≤ m, 1 ≤ p ≤ n,
otherwise it is called atypical.
(iiii) λ is called integrable if λi ∈ Z for all i.
Let 0 6= α ∈ h∗. Set gα := {a ∈ g : [h, a] = α(h)a,∀h ∈ h}. If gα 6= 0, then α has the
form ǫi− ǫj : i 6= j. It is called a root. We set ∆
+
0 = {ǫi− ǫj : 1 ≤ i < j ≤ m or m+1 ≤
i < j ≤ m+ n},∆+1 = {ǫi − ǫj : 1 ≤ i ≤ m and m+ 1 ≤ j ≤ m+ n} and
ρ := (m,m− 1, . . . , 1|1, 2, . . . , n)− m+n+12 (1, 1, . . . , 1|1, 1, . . . , 1).
2.2.3. Kac module. For every integral dominant weight λ, we denote by V 0(λ) the finite
dimension irreducible g0¯-module with highest weight λ, V
0(λ) is the (g0¯ ⊕ g+1)- module
with g+1 acting by 0, where g+1 is the set of matrices of the form
(
0 B
0 0
)
. Set V¯ (λ) :=
Indgg0¯+g+1V
0(λ). V¯ (λ) contains a unique maximal submodule M(λ), and we set
V (λ) := V¯ (λ)/M(λ).
Then V (λ) is an irreducible representation with highest weight λ. The module V¯ (λ) is
called generalized Verma module or Kac module [8]. Kac showed that the V (λ)’s furnish
all irreducible g-modules of finite dimension.
If λ is typical weight thenMλ = 0, thus V (λ) = V¯ (λ), in this case V (λ) is called typical.
On the other hand, if λ is atypical, an explicit construction of M(λ) is not known.
2.2.4. Characters of representations. Let V be a finite-dimensional irreducible g-module.
For every element λ ∈ h∗, we define
Vλ := {v ∈ V : ρ(h) = λ(h)v for all h ∈ h},
then we have V = ⊕λ∈h∗Vλ. The character of V is ch(V ) :=
∑
λ∈h∗(dimVλ)e
λ. The follow-
ing formula for the character of typical irreducible modules is due to Kac [8]:
ch(V ) =
L1
L0
∑
w∈Sm×Sn
sign(w)ew(λ+ρ), (1)
with L1 =
∑
α∈∆+
1
(eα/2 + e−α/2), L0 =
∑
β∈∆+
0
(eβ/2 − e−β/2).
In [15], Su and Zhang gave an character formula for all finite dimension irreducible
representations with any typical and atypical dominant integral weight λ. The formula is
too complicated to recall here, but see below for a special case.
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2.3. Characters of irreducible representations of gl(3|1). In this section, we will
recall formulas for the character of all typical and atypical finite-dimensional irreducible
representations of gl(3|1). According to [15, Theorem 4.9].
In gl(3|1), we have ∆+1 = {ǫ1 − ǫ4, ǫ2 − ǫ4, ǫ3 − ǫ4}, ∆
+
0 = {ǫ1 − ǫ2, ǫ1 − ǫ3, ǫ2 − ǫ3}.
ρ = (12 ,
−1
2 ,
−3
2 |
−3
2 ).
Set x1 := e
ǫ1 , x2 := e
ǫ2 , x3 := e
ǫ3 , y := eǫ4 , R := (x1 + y)(x2 + y)(x3 + y),Π :=
(x1 − x2)(x2 − x3)(x1 − x3),
a(t, u, v) := det


xt+21 x
u+1
1 x
v
1
xt+22 x
u+1
2 x
v
2
xt+23 x
u+1
3 x
v
3

 .
Let λ = (λ1, λ2, λ3|λ4) be a typical dominant integral weight. According to the character
formula (1), we have
ch(V (λ)) =
R(x1x2x3)
λ3−1
Πyλ4
a(λ1 − λ3, λ2 − λ3, 0).
Let λ be an atypical weight. Then there are three possibilities:
If λ1 + 2 = λ4, then
ch(V (λ)) =
R
Πyλ4
[ xλ1+21
x1 + y
(xλ22 x
λ3−1
3 − x
λ3−1
2 x
λ2
3 ) +
xλ1+22
x2 + y
(xλ23 x
λ3−1
1 − x
λ3−1
3 x
λ2
1 )
+
xλ1+23
x3 + y
(xλ21 x
λ3−1
2 − x
λ3−1
1 x
λ2
2 )
]
. (2)
If λ2 + 1 = λ4, then
ch(V (λ)) =
R
Πyλ4
[ xλ2+11
x1 + y
(xλ3−12 x
λ1+1
3 −x
λ1+1
2 x
λ3−1
3 )+
xλ2+12
x2 + y
(xλ3−13 x
λ1+1
1 −x
λ1+1
3 x
λ3−1
1 )
+
xλ2+13
x3 + y
(xλ3−11 x
λ1+1
2 − x
λ1+1
1 x
λ3−1
2 )
]
. (3)
If λ3 = λ4, then
ch(V (λ)) =
R
Πyλ4
[ xλ31
x1 + y
(xλ1+12 x
λ2
3 − x
λ2
2 x
λ1+1
3 ) +
xλ32
x2 + y
(xλ1+13 x
λ2
1 − x
λ2
3 x
λ1+1
1 )
+
xλ33
x3 + y
(xλ1+11 x
λ2
2 − x
λ2
1 x
λ1+1
2 )
]
. (4)
3. Double Koszul complexes
3.1. The Koszul complex K. In [12] Manin suggested the following construction to
define the super determinant of a super matrix. Let V ∗ denote the vector space dual to
V with the dual basic ξ1, ξ2, . . . , ξd, ξi(xj) = δ
i
j. The complex K has its (k, l)-term given
by Kk,l := Λk ⊗ S
∗
l , where Λk is the k-th homogeneous component of the exterior tensor
algebra over V , S∗l is the l-th homogeneous component of the symmetric tensor algebra
over V ∗. The differential dk,l : K
k,l −→ Kk+1,l+1 is given by
dk,l(h⊗ ϕ) =
∑
i
h ∧ xi ⊗ ξ
i · ϕ. (5)
In fact, the construction above gives a series of complexes Ka:
Ka : · · ·
d // Λk ⊗ S
∗
k−a
d // Λk+1 ⊗ S
∗
k−a+1
d // · · ·
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here for k < 0 we define Λk and Sk to be 0. Thus each complex Ka is bounded from below.
It is easy to check that dk,l is gl(V )-equivariant; hence the homology groups of this
complex are representations of gl(V ). On the other hand, one can show that the complex
(Ka, d) is exact everywhere if a 6= m− n, and the complex (Km−n, d) is exact everywhere
except at the term Λm⊗S
∗
n, where the homology group is one-dimensional. This homology
group defines a one-dimensional representation of gl(V ). It turns out that elements of gl(V )
act on this representation by means of its super determinant.
Notice that there is another differential ∂k,l : K
k+1,l+1 −→ Kk,l, which is defined as
follows:
∂k,l : Λk+1 ⊗ Sl+1
  // V ⊗k+1 ⊗ V ⊗l+1
(id⊗evV ⊗id)◦(id⊗τV⊗V ∗⊗id) // V ⊗k ⊗ V ∗⊗l
Yk⊗X
∗
l // Λk ⊗ S
∗
l ,
where
Xn :=
1
n!
∑
w∈σn
Tw, Yn :=
1
n!
∑
w∈σn
(−1)l(w)Tw,
τ(a⊗ϕ) = (−1)aˆ.ϕˆϕ⊗a; and ev(ϕ⊗a) = ϕ(a), where a ∈ V, ϕ ∈ V ∗; a, ϕ−homogeneous.
One checks that on Kk,l
lkdk−1,d−1∂k−1,l−1 + (l + 1)(k + 1)∂k,ldk,l = (l − k − n+m)id. (6)
Since (K•, d) is exact, (K•, ∂) is also exact.
3.2. The Koszul Complex L. There is another Koszul complex associated to V . This
complex was first defined by Priddy as a free resolution of k as a module over the symmetric
tensor algebra of V (see [11]). As in the case of the complex K, the complex L with
Lp,r := Sp ⊗ Λr is defined as a series of complexes La,
La : · · ·
P // Sp ⊗ Λa−p
P // Sp−1 ⊗ Λa−p+1
P // · · ·
with differential Pp,r : L
p,r −→ Lp−1,r+1 given by
Pp,r : Sp ⊗ Λr
  // V ⊗p ⊗ V ⊗r
Xp−1⊗Yr+1// Sp−1 ⊗ Λr+1 .
The complexes (L•, P ) are exact, except for a = 0.
We also have another differential Qp,r : L
p−1,r+1 −→ Lp,r, given by
Qp,r : Sp−1 ⊗ Λr+1
  // V ⊗p−1 ⊗ V ⊗r+1 = V ⊗p ⊗ V ⊗r
Xp⊗Yr // Sp ⊗ Λr .
One checks that on Lp,r
r(p+ 1)PQ+ p(r + 1)QP = (p + r)id. (7)
Consequently the complexes (L•, Q) are exact too.
3.3. The double Koszul complex. The main observation of this work is the fact that
the two Koszul complexes mentioned in the previous section can be combined into a double
complex which we call the double Koszul complex. In this section we describe this complex.
An application to the construction of irreducible representations of the super Lie algebra
gl(3|1) will be given in the next section.
6 N.T.P.DUNG
For simplicity we shall use the dot “·” to denote the tensor product. Fix an integer
a ≥ 1. We arrange the Koszul complexes K−a,K−a−1,K−a−2, . . . as in the diagram below.
K−a:0 // S∗a
d0,a// Λ1 · S∗a+1
d1,a+1 // Λ2 · S∗a+2
d2,a+2 // Λ3 · S∗a+3 // . . .
K−a−1 : 0 // S
∗
a+1
d0,a+1 // Λ1 · S∗a+2
d1,a+2 // Λ2 · S∗a+3 // . . .
K−a−2 : 0 // S
∗
a+2
d0,a+2 // Λ1 · S∗a+3 // . . .
To get the entries on a column into a complex we tensor each complex K−a−i with Si,
i.e. the complex K−a−1 is tensored with S1, the complex K−a−2 is tensored with S2, etc.
Then each column can be interpreted as the complexes Lj tensored with S
∗
a+j . Thus we
have the following diagram where all rows are the Koszul complex K• tensored with S•
and the columns are the Koszul complex L• tensored with S
∗
• :
0 0 0 0
0
// S∗a
OO
d // Λ1 · S∗a+1
OO
d // Λ2 · S∗a+2
OO
d // Λ3 · S∗a+3
OO
d // . . .
0
//
OO
S1 · S
∗
a+1
d //
P
OO
S1 · Λ1 · S
∗
a+2
d //
P
OO
S1 · Λ2 · S
∗
a+3
d //
P
OO
. . .
0
//
OO
S2 · S
∗
a+2
d //
P
OO
S2 · Λ1 · S
∗
a+3
d //
P
OO
. . .
0
OO
...
OO
(8)
A general square in diagram (8) has the form
Si · Λk · S
∗
l
id⊗d // Si · Λk+1 · S∗l+1
Si+1 · Λk−1 · S
∗
l id⊗d
//
P⊗id
OO
Si+1 · Λk · S
∗
l+1
P⊗id
OO
with l = i+ k + a.
(9)
For convenience, we denote d := id ⊗ d, P := P ⊗ id. It is easy to show that Pd = dP
for all above squares.
We also have an exact double Koszul complex with d, P replaced by ∂,Q.
0


0


0


0


0 oo
∂
___ S∗a
Q

oo
∂
___ Λ1 · S
∗
a+1
Q

oo
∂
____ Λ2 · S
∗
a+2
Q

oo
∂
_____ Λ3 · S
∗
a+3 oo
∂
____
Q

. . .
0 oo
∂
___ S1 · S
∗
a+1 oo
∂
___
Q

S1 · Λ1 · S
∗
a+2 oo
∂
___
Q

S1 · Λ2 · S
∗
a+3 oo
∂
___
Q

. . .
0 oo
∂
______ S2 · S
∗
a+2


oo
∂
____ S2 · Λ1 · S
∗
a+3


oo
∂
___ . . .
0 ...
(10)
The commutativity of this diagram is easy to check.
3.4. Some remarks on the structure of the double complex. In this subsection
we study some maps obtained from the differentials of the double Koszul complex. From
now, we only consider the case (m|n) = (3|1).
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We put the two diagrams (8) and (10) into one:
Si−1 · S
∗
a+i−1
 d0,a+i−1//oooo
∂0,a+i−1
___ Si−1 · Λ1 · S
∗
a+i
Q



d1,a+i//oo
∂1,a+i
___ Si−1 · Λ2 · Sa+i+1∗
Q



d2,a+i+1 //oo
∂2,a+i+1
______ · · ·
Si · S
∗
a+i
?
P
OO
  d0,a+i //oooo
∂0,a+i
_____ Si · Λ1.S
∗
a+i+1
P
OO
d1,a+i+1 //oo
∂1,a+i+1
____
Q



Si · Λ2 · S
∗
a+i+2
Q



Si+1 · S
∗
a+i+1
?
P
OO
  d0,a+i+1//oooo
∂0,a+i+1
____
OO
Si+1 · Λ1 · S
∗
a+i+2
P
OO
(11)
Proposition 3.1. The composed map ∂PQd : Si · S
∗
a+i −→ Si · S
∗
a+i in diagram (11) is
an isomorphism for all i ≥ 0. Consequently Si · S
∗
a+i is isomorphic to a direct summand
of Si+1 · S
∗
a+i+1.
Proof. According to formulas (6) and (7) and the commutativity between d, P and ∂,Q,
we have
∂PQd = ∂d−
2i
i+ 1
∂QPd
= ∂d−
i
i+ 1
QP +
i(a+ i)
(i+ 1)(a + i+ 1)
Qd∂P
=
[(a+ i+ 2)
(a+ i+ 1)
−
i
i+ 1
]
id +
i(a+ i)
(i+ 1)(a+ i+ 1)
Qd∂P.
We will use induction on i to prove that ∂PQd : Si · S
∗
a+i −→ Si · S
∗
a+i is diagonalizable
with the set of eigenvalues
Ai :=
{ (a+ i+ 3− j)j
(i+ 1)(a+ i+ 1)
, j = 1, 2, . . . , i+ 1
}
.
For i = 0 the claim follows from the equation above. Assume that the proposition is true
for i− 1.
By assumption ∂PQd : Si−1 · S
∗
a+i−1 −→ Si−1 · S
∗
a+i−1 is diagonalizable with the set
of eigenvalues is Ai−1, hence Qd∂P : Si · S
∗
a+i −→ Si · S
∗
a+i is diagonalizable with the set
of eigenvalues is Ai−1 ∪ {0}. Thus it is easy to see that ∂PQd : Si · S
∗
a+i −→ Si · S
∗
a+i is
diagonalizable with Ai the set of eigenvalues.
Consider the diagram in (8) as an exact sequence of horizontal complexes (except for
the first column) and split it into short exact sequences.
. . . // KerPi,k · S∗i+k+a
d′k,i+k+a//
Q

KerPi,k+1 · S
∗
i+k+a+1
Q

d′k+1,i+k+a+1// KerPi,k+2 · S∗i+k+a+2 //
Q

. . .
. . . // Si+1 · Λk−1 · S∗i+k+a
Q

Pi+1,k−1
OOOO
dk−1,i+k+a// Si+1 · Λk · S∗i+k+a+1
Q

Pi+1,k
OOOO
dk,i+k+a+1// Si+1 · Λk+1 · S∗i+k+a+2
Pi+1,k+1
OOOO
//
Q

. . .
. . . // KerPi+1,k−1 · S∗i+k+a
d′k−1,i+k+a//?

i
OO
KerPi+1,k · S
∗
i+k+a+1
d′k,i+k+a+1//?

i
OO
KerPi+1,k+1 · S
∗
i+k+a+2
?
i
OO
// . . .
(12)
where d′k,i+k+a := dk,i+k+a
∣∣
KerPi,k·S∗i+k+a
, KerPi,j = ImPi+1,j−1 for all i ≥ 0. The dif-
ferentials ∂ however do not restrict to differentials on the first and the third horizontal
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complexes. Consider the following part of (12) for i, k ≥ 1:
Si−1 · Λk+1 · S
∗
a+i+k
//



Si−1 · Λk+2 · Sa+i+k+1
oo_ _ _



KerPi−,k+1 · S
∗
a+i+k
//
?
OO
Q



KerPi−1,k+2 · S
∗
a+i+k+1
?
OO



oo_ _ _
Si · Λk · S
∗
a+i+k
d
//
P
OOOO
Si · Λk+1 · S
∗
a+i+k+1
∂oo_ _ _ _ _
OOOO
//



·Si · Λk+2 · S
∗
a+i+k+2
oo_ _ _ _



KerPi,k+1 · S
∗
a+i+k+1
//
?
OO
Q



KerPi,k+2 · S
∗
a+i+k+2
?
OO



oo_ _ _ _
Si+1 · Λk · S
∗
a+i+k+1
d
//
P
OOOO
Si+1 · Λk+1 · S
∗
a+i+k+2
OOOO
∂oo_ _ _ _
(13)
Proposition 3.2. The composed map
P∂dQ : KerPi,k+1 · S
∗
a+i+k+1 −→ KerPi,k+1 · S
∗
a+i+k+1
(for i ≥ 0, k ≥ 1) in the diagram (13) is an isomorphism. Consequently KerPi,k+1 ·
S∗a+i+k+1 is isomorphic to a direct summand of Si+1 · Imdk,a+i+k+1.
Proof. By using the method of induction, we will prove that
P∂dQ : KerPi,k+1 · S
∗
a+i+k+1 −→ KerPi,k+1 · S
∗
a+i+k+1,
is diagonalizable with the set of eigenvalues is
Ai :=
{ (a+ k + 2i+ 4− j)j
(i+ 1)(k + 1)2(a+ i+ k + 2)
, j = 1, 2, . . . , i+ 1, i+ k + 1
}
.
For i = 0, consider the following part of (13):
Λk · S
∗
a+k
d
//
Q



Λk+1 · S
∗
a+k+1
∂oo_ _ _ _ _
d
//
Q



·Λk+2 · S
∗
a+k+2



∂oo_ _ _ _
· · ·S1 · Λk−1 · S
∗
a+k
d
//
P
OOOO
S1 · Λk · S
∗
a+k+1
d
//
P
OOOO
∂oo_ _ _ S1 · Λk+1 · S∗a+k+2
OOOO
∂oo_ _ _
The composed map P∂DQ : Λk+1 · S
∗
a+k+1 −→ Λk+1 · S
∗
a+k+1. By means of formulas (6)
and (7) we have
P∂dQ = P
[(a+ 3)− k(a+ k + 1)d∂]
(k + 1)(a + k + 2)
Q =
(a+ 3)
(k + 1)(a+ k + 2)
id−
k(a+ k + 1)
(k + 1)(a + k + 2)
d∂.
We have d∂ is diagonalizable with eigenvalues 0 and a+2(k+1)(a+k+1) , hence P∂dQ is diago-
nalizable with the set of eigenvalues
A0 :=
{ (a+ 3)
(k + 1)(a+ k + 2)
,
(a+ k + 3)
(k + 1)2(a+ k + 2)
}
.
For i = 1, consider in (13) the map
P∂dQ : KerP1,k+1 · S
∗
a+k+2 −→ KerP1,k+1 · S
∗
a+k+2.
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On Si · Λk+1 · S
∗
a+i+k+1, we have
P∂dQ = P
[(a+ 4)− k(a+ k + 2)d∂]
(k + 1)(a+ k + 3)
Q =
(a+ 4)
(k + 1)(a+ k + 3)
PQ−
k(a+ k + 2)
(k + 1)(a+ k + 3)
Pd∂Q.
We have Pd∂Q = dPQ∂ and this operator can be restricted to KerP1,k+1 · S
∗
a+k+2. We
compute the eigenvalue of this operator. First we have
dPQ∂ = d[
(k + 1)− (k + 1)QP
2k
]∂ =
k + 1
2k
d∂ −
k + 1
2k
dQP∂.
Notice that dQP∂ is an endomorphism of Imd ⊂ Si · Λk+1 · S
∗
a+i+k+1, on this space d∂
operates by multiplication with a+3(k+1)(a+k+2) . On the other hand from above we know
the eigenvalues of P∂dQ form the set A0. Thus dQP∂ is diagonalizable with eigenvalues
A0 ∪ {0}. Consequently dPQ∂ is diagonalizable with eigenvalues
{ a+ 3
2k(a+ k + 2)
,
a+ 2
2(k + 1)(a+ k + 2)
, 0
}
.
On the other hand, the restriction of PQ to KerP1,k+1 · S
∗
a+k+2 is the multiplication with
k+2
2(k+1) . Therefore, the eigenvalues of P∂dQ are
A1 :=
{ (a+ 4)(k + 2)
2(k + 1)2(a+ k + 3)
,
(a+ k + 5)
2(k + 1)2(a+ k + 3)
,
2(a+ k + 4)
2(k + 1)2(a+ k + 3)
}
.
In general, we consider the composed map
P∂dQ : KerPi,k+1 · S
∗
a+i+k+1 −→ KerPi,k+1 · S
∗
a+i+k+1 in the diagram (13).
We have
P∂dQ = P [
(a+ i+ 3)− k(a+ i + k + 1)d∂
(k + 1)(a+ i+ k + 2)
]Q
=
(a+ i+ 3)
(k + 1)(a+ i+ k + 2)
PQ−
k(a+ i+ k + 1)
(k + 1)(a+ i+ k + 2)
dPQ∂
=
(a+ i+ 3)(i+ k + 1)
(k + 1)2(i + 1)(a+ i+ k + 2)
id−
k(a+ i+ k + 1)
(k + 1)(a+ i+ k + 2)
d[
(i + k)− i(k + 1)QP
k(i+ 1)
]∂
=
(a+ i+ 3)(i+ k + 1)
(k + 1)2(i + 1)(a+ i+ k + 2)
id−
(i + k)(a+ i+ k + 1)
(k + 1)(i+ 1)(a+ i+ k + 2)
d∂ +
i(a+ i+ k + 1)
(i+ 1)(a+ i+ k + 2)
dQP∂.
Similar arguments shows that dQP∂ : KerPi,k+1 · S
∗
a+i+k+1 −→ KerPi,k+1 · S
∗
a+i+k+1 is
diagonalizable with the set of eigenvalues being Ai−1 ∪ {0}. Thus the composed map
P∂dQ : KerPi,k+1 · S
∗
a+i+k+1 −→ KerPi,k+1 · S
∗
a+i+k+1 is diagonalizable with Ai the set of
eigenvalues, hence is an isomorphism.
4. Construction of irreducible representations of gl(V ).
Let V be a super vector space with super-dimension (3|1). In this section, using the
double Koszul complex, we will construct all irreducible representations of this super
algebra. To show the representations obtained are in fact irreducible we compute their
characters.
4.1. Combinatorial construction of irreducible representations of gl(V ). In this
section, we will compute the character of the duals of irreducible direct summand of the
power of the fundamental representation V . By the combinatorial method, we have
V ⊗k =
⊕
λ∈Γ3,1
I⊕Cλλ ,
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where Iλ are simple, and Γ3,1 is the set of partitions with λ4 ≤ 1. Since the character of
V is x1 + x2 + x3 − y, using the determinant formula (3.5) of [10], we can compute the
character of Iλ for all λ ∈ Γ3,1.
If λ ∈ Γ3,1 and λ3 ≥ 1, we have
ch(Iλ1,λ2,λ3,1λ4
) =
R(x1x2x3)
λ3−1
Πyλ4
a(λ1 − λ3, λ2 − λ3, 0), (14)
hence
ch(I∗
λ1,λ2,λ3,1λ4
) =
R(x1x2x3)
−λ1
Πyλ4+3
a(λ1 − λ3, λ1 − λ2, 0).
Thus I∗
λ1,λ2,λ3,1λ4
has highest weight (−λ3+1,−λ2+1,−λ1+1|λ4+3). Therefore we have
ch(Iλ1,λ2,λ3,1λ4
) = ch(V (λ1, λ2, λ3| − λ4)),
ch(I∗
λ1,λ2,λ3,1λ4
) = ch(V (−λ3 + 1,−λ2 + 1,−λ1 + 1|λ4 + 3)).
Now,
ch(Iλ1,λ2,0,0) =
R
Π
[xλ1+12 xλ23 − xλ22 xλ1+13
x1 + y
+
xλ1+13 x
λ2
1 − x
λ2
3 x
λ1+1
1
x2 + y
+
xλ1+11 x
λ2
2 − x
λ2
1 x
λ1+1
2
x3 + y
]
,
hence
ch(I∗λ1,λ2,0,0) =
R
Πy2
[ x21
x1 + y
(x−λ2+12 x
−λ1
3 −x
−λ1
2 x
−λ2+1
3 )+
x22
x2 + y
(x−λ2+13 x
−λ1
1 −x
−λ1
3 x
−λ2+1
1 )
+
x23
x1 + y
(x−λ2+11 x
−λ1
2 − x
−λ1
1 x
−λ2+1
2 )
]
.
Therefore I∗λ1,λ2,0,0 has highest weight (0,−λ2 + 1,−λ1 + 1|2). Thus we have
ch(Iλ1,λ2,0,0) = ch(V (λ1, λ2, 0|0)),
ch(I∗λ1,λ2,0,0) = ch(V (0,−λ2 + 1,−λ1 + 1|2)).
Further we have
ch(Iλ1,0,0,0) =
1
Π
[
xλ1+12 (x2+y)(x3−x1)+x
λ1+1
3 (x3+y)(x1−x2)+x
λ1+1
1 (x1+y)(x2−x3)
]
,
(15)
and hence
ch(I∗λ1,0,0,0) =
1
Πy
[
x21(−x
−λ1+1
2 x3 + x2x
−λ1+1
3 ) + x
2
2(−x
−λ1+1
3 x1 + x3x
−λ1+1
1 )
+ x23(−x
−λ1+1
1 x2 + x1x
−λ1+1
2 ) + x
2
1y(−x
−λ1
2 x3 + x2x
−λ1
3 )
+ x2y(−x−λ13 x1 + x3x
−λ1
1 ) + x
2
3y(−x
−λ1
1 x2 + x1x
−λ1
2 )
]
.
Therefore I∗λ1,0,0,0 has highest weight (0, 0,−λ1 + 1|1). Thus we have
ch(Iλ1,0,0,0) = ch(V (λ1, 0, 0|0)),
ch(I∗λ1,0,0,0) = ch(V (0, 0,−λ1 + 1|1)).
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4.2. Construct representations by using Koszul complex K. Consider complexes
Ka, with a := k − l 6= 2.
Ka : .... −→ Λk.S
∗
l −→ Λk+1.S
∗
l+1 −→ Λk+2.S
∗
l+2 −→ ....,
By using the exactness property of the Koszul complex K, we will construct a class of
irreducible representations of gl(3|1). According to (6) we have
Λk.S
∗
l
∼= Imdk−1,l−1 ⊕ Imdk,l. (16)
Consequently, we have ([3]).
Proposition 4.1. The module Imdk+1,l+1 is simple for all pairs (k, l) with l, k ≥ 1, k− l 6=
2.
Using induction, we find that
ch(Imdk,l) =
Ryk−3
Π(x1x2x3)l
a(l, l, 0). (17)
Set Mm,p := Imdm+2,m+p.H
⊗m−1
3,1 with H3,1 := Kerd3,1/Imd2,0. We have
ch(Mm,p) =
R
Π(x1x2x3)p+1
a(m+ p,m+ p, 0) = ch(V (m,m,−p|0)).
Hence
ch(Mm,p)∗ =
R(x1x2x3)
−m
Πy3
a(m+ p, 0, 0) = chV (p+ 1,−m+ 1,−m+ 1|3).
Therefore, M is isomorphic to V (m,m,−p|0), and M∗ is isomorphic to V (p + 1,−m +
1,−m+ 1|3).
Thus every irreducible representation with highest weight in the set
{(m,n, p|−q), (−p,−n,−m|q) : (m,n, p, q) ∈ Γ3,1}∪{(m,m,−p|0), (p,−m,−m|0) : m, p ≥ 1}
is constructed.
It remains to construct representations with highest weights in the set
{(n, 0,−p|0) : n, p ≥ 1} ∪ {(m+ a,m,−p|, 0) : m,a, p ≥ 1}.
4.3. Construct representations by using double Koszul complex. According to
Prop. 3.1, there exists Y such that Sn · S
∗
p = Sn−1 · S
∗
p−1 ⊕ Y . It is easy to compute for
n, p ≥ 1 that
ch(Y ) =
(x1x2x3)R
Πy
[x−p−12 xn3 − xn2x−p−13
x1 + y
+
x−p−13 x
n
1 − x
n
3x
−p−1
1
x2 + y
+
x−p−11 x
n
2 − x
n
1x
−p−1
2
x3 + y
]
.
(18)
Hence, Y has highest weight (n, 0,−p + 1|1).
Next, we will construct representations having highest weights in the set {λ = (m +
t,m,−p, 0) : m, p, t ≥ 1}. According to Proposition 3.2, we have
S1 · Imd2,m+1 = Λ3 · S
∗
m+1 ⊕ Z1,
hence
ch(Z1) =
R
Πy(x1x2x3)m+1
a(m+ 2,m+ 1, 0) = ch(V (2, 1,−m + 1|1)), (19)
therefore Z1 is isomorphic to V (2, 1,−m + 1|1).
In general, according to Proposition 3.2, we have Im(idIk,0,0,0 ·dl,m) = KerPk,l ·S
∗
m⊕Zk,
where KerPk,l ∼= Ik,1l . Therefore ch(Zk) = ch[Im(idIk,0,0,0 · dl,m)]− ch(Ik,1l · S
∗
m).
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According to (14), (15) and (17), we have
chZk =
R(x1x2x3)
−myl−3
Π
a(k +m,m− 1, 0). (20)
Set M := Zk · I
⊗(l−2)
1,1,1,−1, then
ch(M) =
R(x1x2x3)
−p
Πy
a(m+ p+ t− 1,m+ p− 1, 0) = ch(V (m+ t,m,−p+ 1|1)), (21)
where t := l − 1, p := −m− 2 + l. According to (21), we have
ch(M∗) =
R(x1x2x3)
−m−a
Πy2
a(m+t+p−1, t, 0) = ch(V (p+1,−m+1,−m−t+1|3)). (22)
Therefore M is isomorphic to V (m+ t,m,−p+ 1|1), M∗ is isomorphic to V (p+ 1,−m+
1,−m− t+ 1|3).
Thus, for any integrable dominant weight λ = (λ1, λ2, λ3|λ4), we have constructed a
representation which has highest weight λ and has character equal to the character of the
irreducible representation with highest weight λ.
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