ABSTRACT
Information has always been a principal resource for an organisation, but the ways of storing and accessing data has noticeably transformed with innovations in technology and tools. More and more information services like archives, news services, libraries, electronic mail and management information systems have become online in order to provide prompt and easy access to users. Information-oriented activities to gather and process information effectively are increasingly being developed by the organisations. Information search is a focused activity leading to collecting data and processing it to become information. The demand for more advanced search tools that are capable to respond to the informational needs of a user within an organisation, is ongoing [37] . The focus of the researchers is on sorting out what is useful or relevant to the user from vast quantities of irrelevant material, rather than gathering information. Information retrieval (IR) resolves the problems of finding relevant documents from the document collections. The principal objective in the IR systems research is to increase the subset of retrieved relevant documents, while minimizing the collection of non-relevant documents being retrieved [1] . Different techniques have been proposed by researchers to enhance the performance of IR systems. Genetic Algorithm is one of the most prevalently used and powerful optimization technique in Information Retrieval domain [1] [2] [3] [4] [10] [12] [15] . It is well suited to problems which cannot be solved by mathematical evaluation and for which exhaustive search of the solution space is computationally infeasible. It utilises a population of individuals that undergo selection along with the genetic operators like mutation and recombination. The selection operator is responsible for selection of healthier or fitter chromosomes from the current generation to undergo recombination to generate next generation. Selection operator contributes significantly in improving the average quality of the population. Several selection methods have been developed, each having its advantages and limitations.
A Genetic Algorithm-based solution (IRIGA) is developed to improve IR performance. This paper discusses two popular selection methods namely roulette wheel selection and binary tournament selection employed with the GA-based solution IRIGA. The experimental results prove that the GA-based solution using tournament selection generates more qualitative results than roulette wheel selection.
The rest of the paper is structured as follows. In Section 2 and 3, a brief description of Information Retrieval and Genetic Algorithm are presented. Section 4 describes IRIGA used to improve the IR process. The results of the experiments and corresponding analysis are discussed in Section 5. Finally, conclusions are drawn in Section 6.
2.INFORMATION RETRIEVAL
Information retrieval is a field concerned with the structure, analysis, organization, storage, searching, and retrieval of information [5] . An Information Retrieval System (IRS) is software used for storage, document representation and search. The data collections managed by IRS contain large number of documents. The main concern of IRS is to provide easy, efficient and accurate information search with respect to user need [6] . Documents in the collection may take many forms, such as text or multimedia. There are three main components of an IRS [5] [7] : documentary database, query subsystem & the matching mechanism. The documents and the representations of their information contents is stored in the documentary database. Its indexer module automatically generates a representation for each document by extracting the document contents. The query subsystem permits the users to formulate their information needs. It includes a query language that assembles the rules to generate valid queries and procedures to select the relevant documents. The matching mechanism is responsible for retrieving relevant documents by comparing the extent to which the document representations meet with the requirements expressed in the query. The methods used for document indexing, internal document representation, query language and document-query matching depend upon theoretical Information Retrieval model underlying the system. These models find similarity of a document to the user query, in order to retrieve and rank the documents that reflect the query. The retrieved documents are ranked or ordered based upon a ranking strategy.
3.GENETIC ALGORITHM
Genetic Algorithms (GAs) are adaptive and best fitted heuristic optimization techniques based on the principles of the evolution via natural selection, employing a population of individuals that undergo selection in the presence of variation-inducing operators, such as mutation and recombination. This procedure is repeated several times, and typically leads to improved individuals [36] . It is characterized by the intrinsic parallel search mechanism and powerful global exploration capability in a high-dimensional space [8] [9] . Due to its robustness and efficient search capabilities, application of GAs to intelligent IR has been a topic of research for the researchers, academicians and practitioners. 71 The main phases while designing a GA are [10] :
• Coding the problem solutions
• Selecting a fitness function that can optimize the performance
• Choosing the set of parameters of selection, crossover and mutation
• Choosing initialization method and stopping criteria
Genetic Algorithm (GA) has been widely used in the Information Retrieval domain and encompasses a variety of areas like document and query representation, query reformulation and optimization, document indexing, document matching and ranking, automatic document clustering, relevance optimization, user profiles modeling for web search, web page classification, design of agents for Internet searching [11] In Figure 1 , a flowchart of Genetic Algorithm has been depicted. The initial population is defined as the collection of individuals that undergo changes to produce new generation. The members of each generation in the Genetic Algorithm process undergo the process of selection, recombination and mutation to form a new population, depending upon their fitness values. The dimension of the search space or the dimension of the GA is equivalent to the number of genes in each chromosome. In genetic model for IRIGA, the initial population consists of the set of documents encoded as genes. The encoding involves representing a document reference number. A fitness value attributed to each chromosome from the current population is evaluated at each generation. The query is sent to the information retrieval system and the query is matched against the chromosomes containing documents as genes for finding the set of more relevant documents. The process of crossover and mutation goes on until a better combination of relevant documents is achieved. The evolutionary process goes on up to a fixed number of generations or the best individual do not change for a number of generations.
Figure1. Genetic Algorithm Flowchart

4.THE IRIGA
The IRIGA (Information Retrieval Improvement using Genetic Algorithm) comprises of three modules: preprocessing, genetic algorithm and ranking. The preprocessing module performs a sequence of operations to convert the documents into a meaningful set of keywords and represent them in a manner that aids the process of finding relevant documents. The GA module helps in finding good answers to the query expressed by the user, by employing improved GA and to retrieve more of the relevant set of documents. The Genetic Algorithm module yields an optimal chromosome which represents the set of most relevant documents for that query. The ranking module arranges the retrieved documents in the order of their ranks. In this paper, the focus will be on the GA module of IRIGA, and the algorithm name will depict the GA unit. The GA module performs three genetic operations: selection, crossover and mutation. The algorithm is as follows:
Step1. Encode the given problem using integer encoding.
Step2. Create an initial population, which comprises of a specified number of chromosomes or individuals. Each individual is made up of fixed number of genes. Here, each gene represents a document from the collection.
Step3. Perform the following sub-steps until the termination criteria are satisfied:
(a)Evaluate the fitness of each chromosome or individual in the population using the fitness function.
(b)Create new population by performing following genetic operations:
(i) Selection: Select chromosomes from the current population according to their fitness value; with a given probability.
(ii) Crossover: Create two new individuals by two parents selected probabilistically from the population by recombining them at the two crossover points.
(iii) Mutation: Create a new individual by mutating an existing chromosome.
Step4. Check whether the termination condition is satisfied. If yes, the chromosome with the highest fitness value forms the result of the genetic algorithm. If not, repeat Step 3.
4.1.Crossover
Crossover is a genetic operator responsible for generating the offsprings from the existing population. The crossover or recombination operator combines two selected chromosomes (parents) to produce a new chromosome(s) (offspring) of the new generation. The idea behind crossover is that the new chromosome may be better than both of the parents if it takes the best characteristics from each of the parents. A chromosome with higher fitness has a better chance to be selected than the ones with lower fitness, so that good solution always continues onto the next generation [17] [18] .
IRIGA employs two-point crossover with the condition that each gene of a chromosome should be unique. In this crossover technique, two crossover points are chosen randomly from the parent chromosomes. The values between the chosen points are exchanged, and then a careful procedure is followed to eliminate any repeated document-ids from the solution, to produce two new offsprings. It is ensured that all genes are found exactly once in each chromosome and no gene is duplicated. The crossover probability for this study is taken as 0.8.
4.2.Mutation
Mutation operator introduces a little amount of change in the chromosome structure at random. It guarantees that no point in the search space has a zero probability of being examined [19] . It prevents early convergence of the population and the genetic drift by changing the values of a small number of randomly selected alleles in the chromosome to continuously introduce variation. There are many objectives of applying mutation like restoring lost data, exploring variety of data [17] , enhancing diversity of the solution [23] and reducing the possibility of converging to a local optimum, as opposed to the global optimum.
IRIGA uses one-point mutation wherein a single randomly selected gene gets replaced with a random value [1] [14] [15] [18] . It has shown better performance as compared to other mutation types. The mutated gene may be of lower performance than the old gene. The mutation can disrupt the building blocks, in case the mutated gene is lower quality than the older gene. To resolve this problem, replacement of new gene with older gene is done subject to the condition that the fitness of replacing gene is same or better than the one getting replaced. The mutation probability for this research is taken as 0.7.
4.3.Fitness Function
The generation process of GA depends upon the objective function being used. The objective or fitness function is like the back bone of every optimisation problem. The fitness function evaluates the performance of each individual chromosome to judge its contribution in GA. It evaluates the significance or relevance of the document to the user query. Thus selection of an appropriate fitness function is of high importance. The fitness function can either be standard fitness function based on similarity measures or customised fitness function.
The standard fitness functions are based on term weight within document or within collection as the central component. The term weight is a number or score assigned to a term reflecting its importance within a document. The term weights depend upon local factors as well as global factors. Local factors consider the term's importance within the document e.g. term frequency (tf), while global factors consider the term in context of entire documents collection e.g. document frequency (df). The similarity function is a measure of degree of closeness of document vector to the user query vector. The most popular similarity measure is cosine similarity measure, Dice coefficient, Jaccard coefficient and Inner Product [24] . These measures were developed specifically for systems implemented using vector space model. They are simple, straightforward and their results reflect high performance.
Many authors have developed their own custom fitness function to evaluate a chromosome [17] [25] [27] [28] . They have proposed a new function or have combined existing similarity measures to evolve new fitness formula. In [17] , a new fitness function was proposed as the distance between terms weights of a given chromosome and the query vector. It performed better than cosine similarity fitness function in terms of complexity and precision-recall. In [25] , the authors used non-interpolated average precision as fitness function. In [26] , the authors proposed their own fitness function involving several local and global terminals to search for the contents of web documents.
The customised fitness function developed for IRIGA calculates the fitness of each gene as product of two factors: proportion of the query terms that exist in the document and the summation of weight of each query term in the document. The fitness scores of each document that is a part of a chromosome is summed together to obtain the fitness value of a chromosome. The fitness of chromosome c i is given as:
where L represents the length of chromosome c j . The fitness of a gene d l , l={1, 2, …, n} is given as:
4.4.Termination Criteria
Besides genetic operators, termination criterion is a significant factor influencing the search process. The process of GA stops either when a fixed number of generations have been produced or a satisfactory fitness level has been reached for the population or the population has converged significantly. Widely used termination criteria are [1] :
• Reaching optimal solution (which is often difficult to recognise)
• Processing fixed number of generations [17] [29]
• Processing specific number of generations without any improvement in population.
Generally, the iterative process of Genetic Algorithm is carried out for a fixed number of generations ranging from 50 generations to 1200 generations [ 
5.SELECTION STRATEGIES
The selection mechanism has direct impact upon the exploitation factor in the "exploitation versus exploration" trade off [8] . The parent being selected by the selection process undergoes crossover and mutation to generate offsprings for the next generation. A fitter parent will produce fitter offspring. Thus, individuals with higher fitness have higher chances of being copied into next generation. Two selection strategies used in IRIGA are discussed in this paper.
5.1.Roulette Wheel Selection
The most common method is simple random sampling which performs roulette wheel selection, wherein probability of selection of each individual is proportional to its fitness [8][34] . This method results in best chromosomes achieve more copies as compared to worst ones, but suffers from high time complexity and selection of certain parents which may result in faster convergence.
The roulette wheel selection is explained in the following steps [32] :
1) Add the fitness values of each individual in the population to compute total fitness.
2) Evaluate the relative fitness of every individual, by computing the proportion of each individual's fitness value to the total fitness of the entire population.
3) Partition a roulette according to the proportions computed in step 2. The area of the roulette sector is proportional to the individual's probability to be selected. Rotate the roulette wheel 'n' times, where n is the number of individuals in the population. The individual pointed by the pointer is selected.
5.2.Tournament Selection
Another selection method is tournament selection, where group of individuals are randomly chosen from the population and a tournament is held amongst them. The winner is put in the mating pool. The pool has higher average fitness than average population fitness, drives GA to improve the fitness of successive generations. This selection mechanism is efficient in terms of complexity and allows population diversity. It also allows few weak candidates to participate, which could be useful in following operations to yield good individuals in next generations. The binary tournament selection is the one where two individuals are selected randomly from the population. The chromosome having higher fitness value between the two selected chromosomes is selected to be the parent. The objective of this approach is to cover wider range of values by selecting the fitter individual amongst two randomly chosen individuals in the population for the next generation. The tournament selection does not involve arithmetical computation based on the fitness value, it only compares the individuals by their fitness values [32] . Also, the time complexity of tournament selection i.e. O(n) is lesser than other selection techniques and therefore the fastest [34] .
The following steps show selection using binary tournament selection strategy [32] :
1) Select two chromosomes x and y randomly to take part in the tournament.
2) Compare the two chromosomes; select the chromosome with higher fitness value.
3) Repeat
Step (2) for n times, where n is the size of the population.
6.EXPERIMENTS
The experiment was conducted with an aim to analyse the behaviour of IRIGA under different selection schemes. The experiment was performed on a dataset of 874 documents prepared specifically for the study. The collection contains abstracts from the field of Computer science, Information technology and Management. The algorithm is tested upon 113 queries.
The performance of the IR is evaluated in terms of average 11-point recall-precision, recall and P@K measure. Average precision-recall measures the precision at 11-points of recall from 0.0 to 1.0. This measure evaluates the system in terms of percentage of total relevant documents. Average precision is also calculated using precision values for all points of recall. P@K measure or Precision at Rank K (K=1, 5, 10, 15, 20) evaluates the performance of first few retrieved documents only. It is the relative value of relevant documents in the first K retrieved documents [13] [22] [35] . Recall is the ratio of relevant documents retrieved to the total number of relevant documents. This method evaluates the system upon the number of documents retrieved. Also, the system is evaluated upon number of generations and time taken by GA module to converge in addition to these measures.
The experiment compared the performance of IRIGA upon application of two popular selection techniques: Binary Tournament and Roulette wheel. For this experiment, the maximum number of generations is taken as 50. For each technique, the algorithm was executed for 7 independent runs on all the 113 queries of the document collection, and then the results were analysed. Table 1 shows a comparative analysis of IRIGA with different selection strategies in terms of various evaluative measures. The table 1 shows that binary tournament with replacement converges faster than roulette wheel. The results of recall and average precision are much higher in case of binary tournament. The binary tournament technique converged on an average at 38.5 generations, while roulette wheel converged at 41.4 generations on average. This shows that former selection technique is quicker than the latter selection criterion by 7.6%, and at the same time the average precision of binary tournament technique is higher by 6.4% than roulette wheel. Though average execution time taken by each query is lesser in case of roulette wheel, the retrieval results are better in case of binary tournament selection technique.
It is found that there is an overall improvement of 6.4% in average precision measure when using Binary Tournament selection technique over the Roulette Wheel selection scheme. This shows that the Binary Tournament selection scheme retrieves more relevant documents as compared to roulette wheel. Figure 2 displays % improvement between two selection schemes graphically. The system retrieves higher percentage of relevant documents when using binary tournament selection strategy. On analysing the P@K measure for the two selection schemes from Table 2 , we see an improvement of 2% at first 10 documents retrieved, and an improvement of 3.1% at top-20 documents retrieved. This shows binary tournament selection retrieves more relevant documents at higher ranks. This difference is not very high, but there is an improvement of 7.1% in recall value from roulette wheel to Binary Tournament. Thus Binary Tournament yields better more relevant documents than roulette wheel. 
6.CONCLUSION
The GA-based algorithm IRIGA was developed to improve the retrieval performance using Genetic Algorithm. Different selection strategies are employed to study their impact on the retrieval result. The experimental results show that the performance of IRIGA based on tournament selection outperforms the one based on roulette wheel selection, both in terms of quality of results as well as the convergence speed of GA. 
