In this paper, we consider the formulas of the absolute value |Q λ,µ |, where Q λ,µ = λI P P * µI : H ⊕ K is self-adjoint operators in the Hilbert space H ⊕ K. Then the positive parts and the cover projections of Q λ,0 are obtained. Also, we character the symmetry J such that a projection P is the J-projection. In particular, the minimal element of the symmetry J with JP 0 is given. For an operator T , we use N (T ), R(T ) and R(T ) to denote the null space, the range of T, and the closure of R(T ), respectively. If M is a closed subspace of H, then P M denotes the orthogonal projection onto M. Particularly, we use P A to denote the orthogonal projection onto R(A). Also, P A is said to be the cover projection of A and E A (·) denotes the spectral measure of A for a self-adjoint operator A ∈ B(H).
Introduction
Let H (K) be complex Hilbert spaces, B(K, H) and B(H) + be the set of all bounded linear operators from K into H and all positive bounded linear operators on H, respectively. For an operator A ∈ B(H), We denote by |A| the absolute value of operator A, that is |A| = (A * A) 1 2 , where A * is the adjoint operator of A. We write A 0 if A is a positive operator, meaning Ax, x 0, where we denote by , the inner product of H. If A is positive, then A is called an indefinite metric and H with [., .] is said to be a Krein space( [1] ).
Let us denote by P ∈ B(H)
Id the set of all bounded projections(=idempotents) on B(H).
A projection P ∈ B(H)
Id is said to be J-projection if P = JP * J. Recently, some interesting decomposition properties of projections and J-projections were studied in [3, 6, 10, 12] . An exposition of operators in Krein spaces can be found in the lecture by T. Ando [1] . In particular, the existence of J-projections and its properties are considered in [7] [8] [9] 11] In generally, for a self-adjoint operator matrix Q = Q 1 Q 2 Q * 2 Q 3 : H ⊕ K, where Q 1 and Q 3
are self-adjoint operators, the expression of |Q| (used some formulars of Q 1 , Q 2 and Q 3 ) seems difficult. In section 2, we mianly consider how to give the expression of |Q|, when Q 1 = λI and Q 2 = uI, where λ ∈ R and u ∈ R. In this case, we give the characterization of |Q|. Let P ∈ B(H) Id . Then P can be written as a 2 × 2 operator matrix:
where P 1 ∈ B(R(P ) ⊥ , R(P )). Thus
In section 3, we mainly obtain the formulas of the absolute values and cover projections for operator matrices, which has similar forms as (1.2) . In section 4, we mainly character the symmetry J such that a projection P is the J-projection. In particular, the minimal element of the symmetry J with JP 0 is given. That is
Furthermore, using some new methods and techniques, we recover some theorems and corollaries of [2, 11] .
where t = (µ 2 − 2µ + 4b + 1) 1 2 . According to Lemma 1, we can think of the following results.
Lemma 2. Let A ∈ B(H)
+ , µ ∈ R and M :=
, where V is unitary operator. Denote H 1 := E P P * [0, µ] and H 2 := E P P * (µ, P 2 ]. If K 1 := V H 1 , and K 2 := V H 2 , then V has the operator matrix form
Also, define A 1 := P P * | H 1 and
Lemma 3. Let µ ∈ R and P ∈ B(K, H) with dim N (P ) = dim N (P * ) = 0. If 0 < µ < P 2 and if H i , K i and P i are same as equation (2. 3) for i = 1, 2, then with respect to the space decomposition
where
where I i is identity on the subspace of H i and V ii is same as equation (2.2) for i = 1, 2. Then X is a unitary operator with
where A i := P P * | H i for i = 1, 2 and I i is identity on the subspace of K i for i = 3, 4, which induces
Thus by Lemma 2(iii) and a direct calculation, we get
It is clear that B has the operator matrix form
) is injective and dense range. Then (ii) If µ 0, then
and U is the unique partial isometry such that B * = U (BB * ) 1 2 with R(U ) = R(B * ) and R(U * ) = R(B).
⊥ is an operator from the subspace N (B) ⊥ into the subspace R(B) and B i * is obtained from B (P is replaced by B in Lemma 3) and
is invertible. By a direct calculation, we get that
(iii) According to equations (2.4) and Lemma 3, we know that
Theorem 5. Let λ ∈ R, µ ∈ R and B ∈ B(K, H).
(ii) If λ = 0 and µ = 0, then
where T = (
where B i * is same to that of Lemma 4 for i = 1, 2 and T 2 = (
, where S = (I + 
Cover projections for a class of operator matrices
In this section, we will give the expressions of the positive parts and cover projections for operator matrices S λ = λI P P * 0 : H ⊕ K, where λ ∈ R and P ∈ B(K, H). The following lemma follows from diagonalization of a self-adjoint matrix ( [4] ).
a 4a 0 and the cover projection of C is
Using Lemma 6, we get some hints for the following results.
Lemma 7. Let A ∈ B(H)
+ and A = I 2A 4A is
Proof. Obviously, AB = BA yields AB −1 = B −1 A and A
It is easy to see that S can be written as
and diag(B 2 , B 2 ) is invertible on the space H ⊕ H. Then R( S) = R(S), so Lemma 7 implies that
Lemma 9. Let A ∈ B(K) and B ∈ B(H) be self-adjoint operators. If there exists a partial isometry operator U ∈ B(H, K) such that A = U BU * and U * U B = B, then P A = U P B U * .
Proof. Denote Q := U P B U * . Then
so Q is an orthogonal projection. Taking x ∈ H, we get that
On the other hand, if Ax = 0, then
which implies that U * x ∈ N (B) = R(B) ⊥ , so P B U * x = 0. Hence,
The following theorem is the main result of this section.
Theorem 10. Let P ∈ B(K, H) and S λ = λI P P * 0 : H ⊕ K, where λ ∈ R. Then (i) If λ = 0, then
where V is the unique partial isometry such that P * = V (P P * ) 1 2 with R(V ) = R(P * ) and R(V * ) = R(P ).
(v)
where V is same to (iv).
Proof. (i) is immediate from the fact S
and Theorem 5 (ii).
(ii) Let P * = V (P P * ) 1 2 be polar decomposition of P * , where V is a partial isometry. Setting we get that
and
On the other hand, it is clear that T −1 |P * | = |P * |T −1 and
which implies R( Q) = R( X). Thus Lemma 8 yields that
Combining Lemma 9, equations (3.3) and (3.4), we have
(iv) If λ < 0, then
follows from the following Corollary 11, where V 0 is the unique partial isometry such that
Thus Lemma 9 implies
Corollary 11. Let P ∈ B(K, H) and S = I P P * 0 :
where T = (I + 4P P * )
where V is the unique partial isometry such that P * = V (P P * ) 1 2 with R(V ) = R(P * ) and R(V * ) = R(P ). (iii)
where V is same to above (ii).
we claim that N (Q) = {0}⊕N (P * ). Indeed, suppose that x ∈ H and y ∈ H satisfy Q(x⊕y) = 0. Then x + |P * |y = 0 and |P * |x = 0, so P P * y = |P * |(x + |P * |y) = 0, which implies y ∈ N (P * ) and x = 0. Thus
Clearly, S = V Q V * and V * V Q = Q. By Lemma 9, we have
(iii) It is easy to verify that I − 2P
which implies
The following is a direct corollary from Theorem 10. Corollary 12. Let P ∈ B(H) Id have the form (1.1). Then (i)
(ii)
where T = (I + P 1 P * 1 ) 1 2 .
J-projections

A projection P ∈ B(H)
Id is said to be J-projection if P = JP * J, which is equivalent to say that JP is self-adjoint. A J-projection P is called to be positive (negative) if JP 0(JP 0). In this section, we mainly character the symmetry J such that a projection P is the J-projection.
In particular, the minimal element of the symmetry J with JP 0 is given. The following lemma is needed.
Lemma 13. Let P ∈ B(H) Id have the form (1.1). If J is a self-adjoint involution, then P is a J-projection if and only if J has the operator matrix
where Q 11 and Q 22 are self-adjoint operators. It follows from the fact
On the other hand, P = JP * J implies that JP is self-adjoint, so
Using equations 1 of (4.5) and (4.6), we have
which yields Q 11 is invertible on the subspace R(P ) and Q 2 11 = (I + P 1 P * 1 ) −1 . Thus
follows from the fact that Q 11 is self-adjoint. Let Q 11 = V |Q 11 | be polar decomposition of
= V is a adjoint involution on the subspace R(P ) and
Similarly, equations 3 of (4.5) and (4.6) imply
Setting J 2 := Q 22 |Q 22 | −1 , we easily verify that J 2 = J * 2 = J −1 2 and
Moreover, by equations 2 of (4.5) and (4.7)-(4.9), we get that
In the following, we give some new characterizations for positive J-projections. (I + P 1 P * 1 )
where J 2 is a self-adjoint involution on the subspace R(P ) ⊥ with P 1 = −P 1 J 2 . Proof. Sufficiency. It is clear that
Calculating the Schur complement of JP, we know JP 0. Necessity. By Lemma 13, we only need to show J 1 = I. It is easy to see that JP 0 implies
which yields J 1 = I as desired. Theorem 15. Let P ∈ B(H) Id . Then 10) where the "min" is in the sense of Loewner partial order.
Proof. Suppose that P ∈ B(H)
Id has the form (1.1). Then by Corollary 12, we get that
where T = (I + P 1 P * 1 ) 1 2 . It is easy to see that
Setting J 2 = −I in proof of Corollary 14, we get (2P (P +P * ) + − I)P 0, so the left hand is no more than the right hand of equation (4.10).
If JP 0, then by Corollary 14, we have Sufficiency. Since P = JP * J, it follows from Lemma 13 that Thus x = 0. Sufficiency. By Corollary 14, we need to prove that J 1 = I.
1 , then without loss of generality, we assume
where M ⊆ R(P ) and It is easy to verify that R(P ) = M and JP * J = P. Necessity and uniqueness of P are clear from the proof of Lemma 13. The following result is obtained in [2, 7, 11] . However, our methods are completely different from those of [2, 7, 11] .
Corollary 18. For a J-projection P , there exists uniquely a J-positive projection Q, a J-negative projection R such that P = Q + R, QR = RQ = 0 and QR * = R * Q = 0.
Proof. Suppose that P has operator matrix form (1.1). Using Lemma 12, we conclude that JP J = P * is equivalent to that J has the form (4.1). With respect to the space decomposition H = R(P ) ⊕ R(P ) ⊥ , we define Q and R as 
