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ABSTRACT 
 
There is growing recognition that a synergistic integration of data, knowledge, and methods 
from a variety of water-allied disciplines is needed to study, engineer for, or manage water resources.  
This integrated approach is necessary if we are to consider all components of the water cycle and 
their complex interactions with ecological, biogeochemical and human systems at a watershed-scale. 
The paper describes the initial stage of the development of a pilot cyberinfrastructure-based 
eco-hydrological observatory obtained by integrating in situ eco-hydrological measurements and 
geographically referenced data collected by third parties with modeling and analysis tools within a 
common digital platform.  The long-term objective of the observatory is to enable collaborative 
scientific investigations and support the decision-making process for the watershed stakeholders. 
 
1. INTRODUCTION 
 
There is an emerging trend in hydroscience, 
environmental engineering, and water resources 
management to integrate across allied disciplines in 
order to investigate, optimize watershed performance, 
and take management decisions by accounting for all 
water cycle components and their interactions with the 
ecological, biogeochemical and human systems (see 
Figure 1).  The approach is not new.  For several 
decades, the concept of Integrated Water Resources 
Management has made strides at managing water, land, 
and related resources to maximize the resultant 
economic and social welfare in an equitable manner with 
minimum compromise on the sustainability of 
ecosystems.  The approach has resurfaced in recent years 
in the most prominent national (e.g., EWRI, 2006, 
AWRA, 2006) and international (e.g., GWP - 
www.gwpforum.org) water management communities. 
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Figure 1 Watershed interacting systems. 
  
In parallel, advancements in simulation models in hydroscience led to the European concept of 
hydroinformatics (ncl.ac.uk/hydroinformatics), which is the term describing a multi-disciplinary, 
integrative investigation of the water in natural ecosystems.   
Independent from these developments, the U.S. National Science Foundation began in 2002 to 
reorganize the manner in which it supports computational infrastructure in science and engineering 
and introduced for this purpose the general concept of cyberinfrastructure (CI).  CI is defined by the 
combination of high-end computing and communication services, advances in data analysis, remote 
collaboration and knowledge sharing (cise.nsf.gov/sci/reports/atkins.pdf).  When applied to the 
management and study of water, CI is homologous to hydroinformatics in many respects. Essentially, 
both concepts leverage the recent advances in computer, communication, and information 
technologies to connect real time in situ sensor networks, on-line data repositories, communication 
networks, analytical and modeling tools, and powerful computing engines into a single digital 
environment for integrative research in water-related investigations.  Not only is the time ripe for the 
adoption of integrated approaches in environmental research and management of water resources, 
but their future development depends on this integration. 
CI implementation in hydroscience and environmental engineering are spearheaded in the 
U.S.A. by two NSF scientific communities: the Consortium of Universities for the Advancement of 
Hydrologic Sciences Inc, (CUAHSI) and the Collaborative Large-scale Engineering Analysis 
Network for Environmental Research (CLEANER).  The two communities have recently joined 
their activities through the WATer and Environmental Research Systems (WATERS) Network, a 
framework mainly devoted to designing and building a common eco-hydrological information 
system.  CI is not being proposed or built by WATERS as an end to itself, but it is in fact being 
proposed as a major backbone of an integrated real-time environmental observing system that will 
enable academic and government scientists, engineers, educators, and practitioners to advance 
effective management of our nation’s water resources by understanding human interactions with 
water and the natural and built environment.  At the core of this development is the environmental 
observatory concept, the subject of the present discussion.  The paper describes first the conceptual 
framework of the U.S. approach for implementing CI into the environmental observatory 
information systems.  Next, the organizational efforts and the preliminary results obtained at The 
University of Iowa are presented.  
 
2. CONCEPTUAL FRAMEWORK 
 
In the last several years, CUAHSI has initiated and developed components for a Hydrologic 
Information System (HIS) aiming at uniting the nation’s water information, to make it universally 
accessible and useful, and to provide access to the data sources, tools and models that enable the 
synthesis, visualization and evaluation of the behaviour of hydrologic systems (cuahsi.org/his.html).  
HIS is an innovative cyberenvironment facilitating new ways for discovery, delivery, publication 
and curation of data that uniquely supports science, engineering, and education (Maidment, 2005).  
The HIS approach to information systems has been increasingly accepted by both the CUAHSI and 
CLEANER communities as a means to  address some of the CI needs of both institutions.   Figure 2, 
assembled by the authors, illustrates the conceptual framework of an information system using 
components recently developed (or still under development) through CUAHSI (cuahsi.org/his) and 
CLEANER (cleaner.ncsa.uiuc.edu) community efforts.  The framework, still evolving, usefully 
indicates key CI elements for the system.  HIS design uses an open services-oriented architecture 
that loosely couples self-contained services communicating with each other, and that can be called 
upon from multiple clients in a standard fashion.  This architecture facilitates automation of time-
consuming activities, allowing scientists and engineers to spend more time interpreting and 
developing insights from data (Foster, 2005).  Additional benefits associated with the services-
  
oriented architecture include: scalability, security, easier monitoring, standards-reliance, 
interoperability across a range of resources, and plug-and-play interfaces.  This end-to-end system 
will create a new paradigm for watershed science and management, enabling interdisciplinary teams 
to collaboratively understand and explain complex watershed issues.  The components of the 
information system are briefly described below.  
 
 
 
Figure 2 Conceptual framework for the environmental observatory information system. 
 
Observing Systems and Networks (OSN).  This component entails instruments and 
communication means for data collection within the watershed.  Data can be acquired by “third 
parties” (i.e., typically federal or state agencies) as well as individual investigators.  Typical 
examples of 3
rd
 party-data are point source time-series such as NWIS (National Water Information 
System), NAWQA (National Water Quality Assessment), EPA Storet and Climate Data Online 
(with USGS, EPA, NCDC as the agencies) and distributed observations usually obtained with 
remote sensing (with NASA, NOAA, USGS as the agencies).  Future deployed instruments will be 
clustered in observational networks, remotely operated, and equipped with capabilities to 
communicate among themselves to adjust operating parameters (e.g., sampling rates) through a feed-
back loop connected to the central monitoring server.  The link between CI and sensor networks is 
strong and necessary as many of the implemented sensor networks will generate significant 
quantities of data that must be managed by the CI. Much of the data-oriented work is used for 
analysis, monitoring, or in conjunctions with modeling.   
  
Digital Observatory (DO). Central to the information system is the digital observatory (DO), 
which is a comprehensive characterization of ecohydrologic systems that use integrated data and 
simulations models.  The observatory can cover areas up to thousands km
2
, facilitating study of 
multi-scale, multi-process dynamics of waterhseds (Maidment, 2005).  DO differ fundamentally 
from the “model-centric” investigative methodology of the past, by integrating data and simulation 
models to allow an “information-centric” approach that capitalizes on observations and their 
interpretation (Maidment, 2006).  For systems as complex as watersheds, the latter methodology 
holds the greatest promise for advancing insight and management.  The DO digital description 
covers both the natural environment and the man-made constructed infrastructure (e.g., dams, water 
abstraction and discharge systems).  A comprehensive DO must embrace the best available 
information produced from all sources, which may include data and simulation models produced by 
various stakeholders (e.g., federal, state and local agencies, water authorities and districts, cities, 
counties, consultants).  It contains the means to track the movement of water, sediments, 
contaminants and nutrients through the environmental system.  
DO plays a critical infrastructure role as it bridges between the project's data retrieval and 
management modules, on one side, and analysis, modeling and visualization components, on the 
other side.  DO may refer to one or more connected digital waterbodies (see description below) 
generated by applying various information models and data integration and workflow techniques to 
a range of lower-level objects. The DO should support a) querying a watershed at the symbolic level, 
and assessing digital watershed consistency and completeness, b) publication of digital watershed 
data as web services (mapping services, in particular), and c) instantiating a digital watershed 
configuration in a data warehouse for further off-line analysis. The lower-level objects that comprise 
a digital watershed would include time series objects, channel objects, spatial data layers, etc. These 
objects are populated from a variety of data sources, both hosted by the observatory and external 
data repositories and from metadata and knowledge descriptions associated with the sources. A DO 
must be interoperable with a range of other observatories and scalable (change in scale, component 
location, data types and community processes, scientific understanding, incoming technologies). 
Digital Waterbody (DW).  DW is a permanent information infrastructure that directly links 
water-flow and environmental processes over large domains and multiple scales.  DW applies to any 
type of waterbody, i.e., watershed, lake, estuary, coastal area.  It digitally describes watershed 
features including GIS data (terrain, stream network, water bodies, soils, land cover, geology, human 
infrastructure), hydrologic observation data (streamflow, groundwater levels), weather and climate 
data (precipitation, air temperature, relative humidity) collected locally, by remote sensing or 
produced by weather and climate models, upland and in-stream water quality data (pollutant types 
and levels, habitat characteristics), and socio-economical data within the boundaries of the 
waterbody.  The DW’s main component is a relational geotemporal referenced database constructed 
in conjunction with specific metadata, ontologies, and semantic mappings. Historical data and recent 
observational information stored in the DW are accessed via web-portals to geographically remote 
users.  
Modeling and Synthesis (MS). Modeling entails process conceptualization and methodologies 
for mapping process input to output.  They create a unifying framework for the synthesis of field 
information, improvement of sampling strategies, testing of hypotheses, and identification of optimal 
management strategies for complex systems that minimize cost (including environmental 
degradation) and maximize the performance of a water body though feedback loops.  Conventional 
model-based simulation approaches make use of a sequential process, based on difficult data 
collection and preparation, periodic and disconnected simulations, followed by further disconnected 
post-processed visualization and analyses. This approach increases cost through poor use of human 
and computer resources, loss of information, and excessive offline operations that increase the time 
lag between questions and answers.  This fragmented approach forces individuals to think inside the 
  
box by using highly simplified models over small geographic areas, and results in a significant gap 
between what is possible and practical, and between basic research and the practice of 
modeling/visualization. In the future specifically developed metaworkflows (or workflow 
integrators) will allow heterogeneous workflows (set of operations that can be executed in order to 
automatically pass the data from one operation in the sequence to the next) and software tools (often 
created by different users using multiple software technologies) to be linked into using user-friendly 
interactive systems to accomplish the data-simulation model fusion in real time (taking advantage of 
all available computational resources). 
Digital Library (DL).  A DL is a basic data store that contains historical and new data in any 
format and preserving them for further use in more sophisticated environments for analysis, fusion, 
visualization, added-value processing, and information and knowledge dissemination. The library 
indexes disparate sources of data, models and information using standardized metadata description 
of each source analogous to the card catalog in the traditional library. Central to the functioning of 
the environmental observatory is the information portal.  The portal comprises a set of windows 
through which the user interacts with the information system. These windows contain maps, 
graphics, sound feeds, web access, wave forms (such as frequency domain representations of time 
series information), the topology or layout and current status of the network of observational 
sensors, and tools for interactive collaboration (e.g., chat rooms, electronic white boards). Successful 
implementation of processed/synthesized data requires rigorous validation and testing of 
applications and services. 
Cybercollaboratory (CYC).  A CYC is a web portal that allows the sharing of resources, 
models, data and ideas by scientists, managers and any other interested stakeholders.  Beyond 
accessing 3
rd
 party and locally acquired multi-disciplinary data, the role of the portal is to provide a 
uniform view over multiple concurrent project efforts, preliminary data analysis and visualization, 
and to organize multiple resources into executable workflows.  The portal may also control the 
hardware associated with the data extraction, storage, handling, and operation characteristics for the 
sensor and communication networks.  Using CYC individuals who are separated by geographic 
distance can synchronously or asynchronously collaborate in a common digital laboratory, sharing 
knowledge and information, analyzing data, and solving problems. Selected components of the 
environmental laboratories will be connected though a national network to other scientific 
communities. 
 
3. ON-CAMPUS INITIATIVES AT THE UNIVERSITY OF IOWA 
 
Building such a comprehensive observatory is an ambitious intellectual endeavor requiring 
extensive expertise and infrastructure that necessarily calls for collaboration among various water-
allied disciplines and across universities because the needed resources often do not exist at a single 
institution.  Two years ago, an on-campus interdisciplinary group was formed at the University of 
Iowa (UI) to discuss how the NSF’s CI initiative could be applied to environmental research.  This 
informal group, called the CyberEnviroNet (iihr.uiowa.edu/CyberEnviroNet), is comprised of more 
than 25 scientists and engineers from several UI’s departments (engineering, geography, geoscience, 
computer science).  The group fosters and initiates diverse research and education activities 
involving CI applied to water-resource and environmental concerns. 
The CyberEnviroNet team began to address the challenges associated with the design, 
development and implementation of CI research and management platforms in the fall of 2004 
through a set of specific objectives: a) selection of a relevant pilot testbed where eco-hydrological 
observations are available; b) complementing existing ground-based observations with additional 
measurements; c) selection of relevant complementary remotely sensed eco-hydrological 
observations; d) review, selection, and implementation of numerical models that simulate coupled 
  
upland, floodplain, and in-stream eco-hydrological processes; e) development of a CI-based pilot 
digital watershed and f) the integration of CI components designed to investigate water, sediment, 
and pollutant budgets and transport mechanisms at the watershed scale. 
The UI’s current CI effort is focused on the development of an Eco-Hydrologic Observatory in 
the Clear Creek River watershed (CCEHO) for the investigation of sediment transport and 
associated contaminants at watershed scale level.  Clear Creek, a tributary of the Iowa River, drains 
a watershed of approximately 270 km
2
 of wetlands, agricultural and urbanized catchments subjected 
to considerable anthropogenic influence.  The watershed provides a remarkable natural laboratory 
for investigating problems of fundamental scientific interest and practical importance, such as 
identification of non-point sources of pollution from different agricultural activities. The Clear 
Creek watershed has one of the highest erosion rates in Iowa and is located within the Iowa River 
Basin, which constitutes the primary contributors of Total Phosphorus and Total Dissolved 
Phosphorus in the Upper Mississippi River Basin (Schnoor, 1996).   Clear Creek watershed, as part 
of the Upper Mississippi River Basin, is an important location to study nitrogen and phosphorus 
transport phenomena associated with heavy row cropping that contributes to eutrophication, and, 
eventually, hypoxia in the Gulf of Mexico (Schnoor, 1996).   
 
4. THE PILOT CLEAR CREEK ECO-HYDROLOGIC OBSERVATORY 
 
The development of the Clear Creek Eco-hydrologic pilot observatory is a coordinated effort 
of the CyberEnviroNet group for the investigation of water-related processes, by integrating 
monitoring, modeling, and process analysis into a CI framework.  The data, information, and 
knowledge provided by the observatory should enable understating of the fluxes, flow paths, 
residence time and mass balances of the eco-hydrological system at the watershed-scale.  The 
observatory is also seen as natural-scale laboratory that can be used in education, professional 
training, and outreach programs.  The focus of the present paper is the “digital” observatory which 
will be subsequently described in more detail. 
The initial efforts related to the observatory were not to develop new CI algorithms or systems, 
but rather deploy existing tools and developing techniques to quickly attain practical results that 
demonstrate the utility of the observatory.  A limited number of data sets were considered in this 
initial stage.  The data sources were specifically selected to include various data categories: on-site 
measurements (stream), off-site measurements (laboratory analysis), satellite remote sensing, 
various formats, and data set locations. 
Data sources. The following mix of freely-accessible, third-party measurements were fused 
into a common database:  
a)  geophysical data: 10m DEM (from USGS Seamless data center) and soil grids (from the 
IDNR GIS library), soils (from USDA-NRCS Soil Survey Division).  All gridded data sets 
were stored as raster feature types at their native resolutions and projections. 
b) land use/land cover data (from IDNR, Landsat 5/7 30 meter imagery, NRCS).  All gridded 
data sets will be stored as raster feature types at their native resolutions and projections. 
c) eco-hydrological: radar-based rainfall estimates (based on NEXRAD from NOAA 
NWS/NCEP and Iowa Environmental Mesonet), stream gage (from USGS NWIS), 
streamlines (from National Hydrography Dataset stream networks), water quality data (from 
DNR’s Iowa STORET database). 
Data integration and warehousing.  The available data come in a variety of formats with 
multiple different properties and time-scales.  Currently, there is no general approach for integrating 
this information in a single repository so that researchers have a single data view with which to 
conduct research.  The Clear Creek data repository is based on the ArcHydro data model 
(crwr.utexas.edu/giswr/hydro).  Archydro extends the ArcGIS geographic information system 
  
software (esri.com) for the representation of the hydrological features.  The model combines GIS 
objects with the capabilities of a relational database (Codd, 1970) to provide tools that can be used to 
synthesize eco-hydrological information through time and space and a set of data transformation 
tools designed to help users transform raw data into project specific information.  The intent of the 
team in building upon the existing ESRI GIS products and ArcHydro framework is to benefit from 
the tools and data structures already available in these systems and, thus, achieve a practical result in 
a reasonably short period of time and to further understand developmental needs. ArcHydro, 
however, has a fixed set of visualization and data extraction capabilities and it is not prepared to 
interface with available process models, hence customized software components were developed in-
house using Unified Modeling Language (UML) for database extension, and Borland C++ Builder 
and VB6 with ArcObject library for data retrieval and manipulation.  The extended database is 
integrated in a sequence of operations that can be executed with minimum intervention, as illustrated 
in Figure 3. 
Data-manipulation applications.  Three such applications have been developed to facilitate 
data access and retrieval: streamgage measurements, rainfall estimates, and water quality parameters 
using the provenance listed above (see Figure 4.a,b,d). These data can be accessed directly using 
SQL queries on the database (sqlzoo.net).  Front-end interfaces allowing for data access in a 
convenient manner, as well as querying data and simple statistical estimations were developed using 
non-SQL solutions.  Once retrieved, data can be exported into easy to use formats that are 
compatible with most statistical and graphical software packages, without need for specialized 
database query software. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Layout of the Clear Creek database schema. 
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Figure 4  Customized applications for the observatory a) stream discharge; b) NEXRAD rainfall 
estimates; c) interface for data coupling with SWAT; d) water quality. 
Additional workflows were developed to prepare the rainfall estimate data in the format and 
the temporal-spatial resolution required by Soil and Water Assessment Tool (SWAT) model 
(brc.tamus.edu/swat).  SWAT is a river basin scale model developed to quantify the impact of land 
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Customized 
ApplicationTime Series
Statistical Analysis
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management practices in large, complex watersheds.  The flowcharts describing the configuration of 
the customized applications developed for accessing, retrieval, querying, and interfacing with 
SWAT model are presented in Figure 4.c. 
Currently, the authors are developing new applications for retrieving in-situ measured data for: 
moisture (collected by a sensor network), rainfall (tipping buckets connected to wireless data 
communication nodes) and water quality parameters (collected with Hydrolab DS5X sonde).  The 
initial PC-based version of the digital observatory will be configured into a web server to allow 
external users to retrieve and publish raw and processed data for the natural-scale observatory 
5. CONCLUSION AND OUTLOOK 
 
The intent of the Clear Creek eco-hydrologic observatory is to create a blueprint for CI-based 
research and management-support systems that continuously acquire, render, analyze, store, 
visualize, and interface with numerical models in near-real time.  The observatory integrates 
multiple data types and tools needed for environmental research, manages this heterogeneity, and 
seamlessly transfer the data to models and analytical tools.  The integrated system advances the 
scientific capability for providing end-to-end data analyses toward an ultimate goal of real-time 
integration of monitoring, modeling, and adaptive management. 
The observatory opens up new research opportunities enabling multi-disciplinary collaborative 
investigations into watershed science. Among the most relevant aspects that will be leveraged by the 
Clear Creek Observatory prototype are: understanding of watershed processes and their interactions 
over a wide range of spatial and temporal scales, linkage between ongoing water quality monitoring 
activities to changes in the future land use, and the evaluation of the effects of watershed pollution 
reduction projects, strategies and policies.  The pilot observatory is an initial demonstration of the 
repository, modeling, and analysis capabilities that will be required for long-term operation of 
observatories and of their use in understanding a wide range of environmental and societal issues.    
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