Abstract: Level control of liquids in coupled tanks is a basic requirement in many industrial processes. Liquid levels in tanks must be controlled accurately regardless of environmental circumstances. Minor faults in sensors, actuators or other system components that take place in processes where liquid level control is required can result in catastrophic consequences. In this case, a fault tolerant control system is needed. The controller must be either robust (passive) or in reconfigurable (active) type in order to compensate for the effect of actuator faults and maintain system reliability and performance. In this study, a water tank level control system and possible valve actuator faults are modelled. By designing different controllers and using modelled failures a simulation is constructed. To test the reconfigurable type controller performance against faults/failures, a model reference adaptive control system is implemented and compared with PI-controlled system.
Introduction
Main industries where liquid level and flow control are essential include petro-chemical industries, paper production plants, water treatment industries, food processing industries, pharmaceutical industries, nuclear power generation plants, and automatic water drainage systems. Due to increasing demands on system performance and product quality as well as economic benefits, modern technical processes have become more complicated. These complicated systems are vulnerable to faults in sensors and actuators. Minor faults in sensors, actuators or other system components that take place in processes in which fluid level control is a basic requirement can result in catastrophic consequences. Control system in this case must compensate for the effect of actuator faults and must maintain system reliability and performance. Failures are difficult to accurately predict in time and can be abrupt, incipient and intermittent [1] . They are classified according to their location of occurrence in the system. The impact of a fault can be a small reduction in efficiency but could also lead to overall system failure and system instability. Therefore, in the design phase of compensators a good actuator failure model that covers all possible cases is crucial and in the application phase, more practical. Different types of actuator models are available in both deterministic and stochastic manners for linear or nonlinear systems. Most of related studies consider deterministic actuator fault models [2] . They use various approaches in deterministic manner [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and generally consider a specific case that once the actuator fails; it will stay at the faulty mode during the rest running process. In other words, the number of actuator failures is finite. However, in practice, especially for safety-critical systems, the failed actuator may recover itself by a self-repairing control system and the actuator may fail more than once during the operation process, that is, the number of actuator failures is infinite. The actuator failures are practically stochastic in nature. For instance, a normally open electrical contact in electrical switches, relays or breakers is required to be open when it is in a de-energized or relaxed state. However, at some moment, the contact may undergo abrupt disturbances, which turns it to be closed, and it may recover to be open again, that is, the contact may jump between closed mode (failure) and open mode (failure-free) in a stochastic manner. Several studies design compensators with stochastic actuator failure [17] [18] [19] [20] [21] [22] [23] [24] [25] . In [17] [18] [19] , actuator failure model output represented with a failure or faulty matrix. This diagonal matrix takes '1' and '0' values, which correspond to total failure and normal operation conditions. Also values between '1' and '0' are considered which represent loss of effectiveness. The diagonal matrix is stochastic with a known distribution. Generally Bernoulli distributed sequences and Gaussian distribution are used to model failure behaviours. In [20] [21] [22] [23] [24] [25] , the aforementioned abrupt changes are modelled as a Markovian process. Markovian process is a stochastic model that can be used to model a random system that changes states according to a transition rule that only depends on the current state. [26] shows that for given adequate historical data, the abrupt changes can be modelled as Markovian process. In the studies cited above, the stochastic functions related to Markovian variables are employed to denote the failure scaling factors for each actuator. It is needed to design control methods capable of ensuring nominal performance considering the occurrence of failures. This control is referred to as fault tolerant control (FTC) which has become of significant importance in the last decades. There are lots of approaches in FTC area and individual research has been carried out extensively. However systematic concepts, design methods and even terminology are still not standardized [2, 3] . In FTC systems, the achievable system performance depends on the availability of redundancies in the control system as well as the design approaches used in synthesis of fault-tolerant controllers. Recently, FTC systems are classified into two categories, namely, active FTCs, and passive FTCs. These two approaches use different design methodologies for the same control objective. However, due to the distinctive design approaches used, each method can result in some unique properties. A general requirement for both methods is the existence of system redundancies which can be analytical or applied on hardware and difference is how the redundancy is utilized. In passive approach, a list of potential malfunctions is assumed to be known a priori as design basis faults, and all failure modes as well as the normal system operating conditions are considered at the design stage. An active FTC reacts to system component malfunctions (including actuators, system itself, and sensors) by reconfiguring the controller based on the real-time information from a Fault Detection Diagnosis (FDD) scheme. The term "active" represents corrective actions taken actively by the reconfiguration mechanism to adapt the control system in response to the detected system faults. Adaptive control methods are very suitable for active FTC. Due to their adaptation ability in the case of system parameter changes, these methods are in selfreconfigurable type. In other words, they do not require the reconfiguration mechanism and FDD components if component and actuator faults are considered. In this study, firstly, a general model for actuator fault/failure is given. Then, a simple single input single output water level control system with valve actuator is chosen as testbed since it is widely used in process industry. The level control process is modeled and simulated in order to show the effect of actuator faults/failures on closed loop system performance. A conventional PI controller is chosen to track reference water level. Then, in random time and mode, various fault/failure scenarios are taken into account. Conventional PI controller cannot compensate the failure effects since it has not a reconfiguration structure. Therefore a controller with that property is needed. A model reference adaptive controller is designed in this case and fault accommodation property is compared with PI controller.
Problem Formulation and System Descriptions

Actuator Failure Model
Faults are not a reduction in efficiency only; they also include other cases such as stuck/frozen/hard-over failure of control valves in the case of process control. To represent the actuator faults in a more general formulation, the following mathematical model can be used [26] : (1) where () a ut is faulty actuator output, () a ftcontains the values at which the actuators are stuck or floating or hard-over. I is the identity matrix and 0 a i   represents a total fault (i.e. a complete failure) of the i-th actuator of the system so that the control action coming from this i-th actuator becomes equal to the i-th element of the uncontrollable offset function ()  can also take values in between 0 and 1, making it possible to represent partial actuator faults. For different types of fault conditions the above model can be specified in detail as: (2) Practically, considered faults in (2) occur randomly with unknown size and mode. Some probabilistic properties can be added to the model to represent randomly occurring phenomenon. In this case, the failure model can also represent the failures occurring intermittently. Faults are further classified as additive and multiplicative with respect to the way they are modelled. Additive faults are suitable for representing component faults in the system while sensor and actuator faults are mostly multiplicative by nature. Possible actuator faults in multiplicative type can be represented by:
Such multiplicative actuator faults do not directly affect the dynamics of the controlled system itself; however they can significantly affect the closed-loop system and may even affect the controllability of the system.
System Model
In water level control system given in fig. 1 , water is pumped into the tank at the top through an actuated valve and at the bottom of tank the water drains through a pipe. The objective is to control the water level in the tank with zero steady-state error. According to Bernoulli equation, the rate of flow of water through the pipe is given by: (4) where h is the level of the tank, is the pipe cross-section area and g is the acceleration of gravity. Conservation of mass yields the equation: (5) where A is the bottom area of the tank, i q is the inflow rate through the valve. If we linearize the system around an operating point and ignore the pressure of the tank outlet, the system can be assumed to be first order but by taking valve dynamics into account, system 
dynamics become second order. The first order system transfer function between inflow rate and water level is:
where
is the resistance at the outlet and the valve dynamics can be given with a first order transfer function between controller output U(s) and system input M(s):
Here gain v K represents steady-state relation between input and output and v T is the time constant of valve actuator.
Fault Tolerant Control Design
In normal operation conditions, a PI controller is able to track reference while in actuator fault case; an adaptation mechanism is needed because of changing closed loop system parameters. Therefore MRAC is integrated into the system such that PIcontrolled system model in normal operation is the reference model of MRAC. PI controller can be represented by the following transfer function:
Reference model is chosen such that valve dynamics and system parameters are unknown. In this case, the closed loop transfer function that has one zero and three poles with unknown coefficients of known signs can be written as follows: (9) In order to meet MRAC objective with a control law that is free of differentiators and uses only measurable signals, plant and reference model must satisfy some requirements such as plant numerator polynomial is monic, plant degree is known, plant relative degree is known; reference model numerator and denominator are monic Hurwitz polynomials and relative degree is the same as that of plant. In other words, reference model must be chosen to be strictly positive definite (SPR) to obtain a stable controller. Following the certainty equivalence principle, the controller given below can be used [27] is an arbitrary monic Hurwitz polynomial of degree n-1. The controller given in (10) has known parameters ( *  ) i.e., the controller is designed for a known plant transfer function therefore it is named as model reference controller (MRC). However, by using certainty equivalence, we can define an update law and use the same controller with unknown parameters. We can write the equation in compact form as follows: (11) Let us define the parameter error as: (12) By using (12) , (11) can be written as follows: (13) In order to choose an adaptation law, we have to first find out how the tracking error is related to the parameter error: (16) In the design procedure of above controller, we assume that system has relative degree 1 which gives the opportunity to design reference model as SPR. The reference model we consider for the plant has relative degree 2. In this case reference model
Gs can no longer be SPR. We can solve this problem by using the fact that 
The reference model degree is n=3 hence choosing the degree of 
Simulations
In this part, firstly, water level control process is modelled and a PI controller is chosen to track reference water level. Using (5), a simulation model is constructed with the model parameters given in table 1. Initial level height h i 0.5 m Appropriate PI parameters are chosen to achieve good time
response characteristics such as 10% maximum overshoot and 10s settling time. The parameters that meet the time domain specifications are Kp=0.65 and Ti=2.86s. Fig. 2 shows the simulation diagram of the system with valve dynamics. System simulation time is 150s and sample time is selected to be 0.01s. A square wave reference input that changes between 0.7 and 1.7 is applied and the response of the system in normal mode can be seen in Fig. 3 . Figure 2 . PI-controlled simulated system block structure Figure 3 . PI-controlled system output response in normal mode PI controlled healthy system given in Fig. 2 is subjected to least squares system identification process by using reference input data u and output response data y p . Plant parameters in the simulation are assumed to be unknown in order to take possible parameter variations and uncertainty in real system into account. In MRAC system simulations, total simulation time is 140s, sample time is 0.01s and a square wave reference input that changes between 0.7-1.7 with a period of 90s is applied. Fig. 7 , PI controller may dramatically damage a real process. In abrupt loss of effectiveness case given in Fig. 8 , MRAC adapts itself to system changes while PI controller exhibits an undershoot. In Fig. 9 , an intermittent valve leakage occurs with 20s duration and PI control has an oscillatory transient behavior. In abrupt valve leakage case which response is given in Fig. 10 , PI controlled system output oscillates continuously while MRAC keeps tracking the reference input. In abrupt occurrence type lock-in-place and hard-over failure cases given in Fig. 11 and Fig. 13 respectively, both controller types cannot accommodate the failures since the system has loose controllability property and does not have actuator redundancy. As it can be seen from Fig. 12 , after an intermittent lock-in-place failure of 5s, both systems has the ability to track the reference signal. 
Conclusions
In this study, a brief literature search about actuator failure modeling is given. A simple water tank level control model, which is widely used in process industry, is selected as benchmark system. Possible valve actuator failures of tank process are considered and modeled. A fault tolerant MRAC controller is designed for the system and controller performance is tested and compared with conventional PI control via simulations. Simulation tests reveal good performance of designed MRAC over conventional control in terms of eliminating actuator failure effects in transient and at the steady state. As a future work, designed controller will be implemented on a real system. Furthermore, stochastic failure model will be integrated into the system at the design stage and also a robust adaptive controller will be designed to compensate for the failures.
