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ABSTRACT 
This dissertation describes efforts to move toward a completely integrated remote 
sensing and crop growth modeling tool for developing precision nitrogen management 
recommendations for corn. Aerial hyperspectral remote sensing imagery collected 
throughout the 2004 growing season was used to estimate com plant stand density, and a 
machine vision system was used to map com population on the ground. Multiple linear 
regression analysis was used to assess the ability of all combinations of three reflectance 
bands to estimate com plant population at resolutions of 2 m, 6 m, and 10 m. Coefficients of 
multiple determination of up to 0.82 were achieved in this endeavor. Although some 
limitations apply, remote sensing can be used as a tool to provide com plant population 
inputs for crop growth simulations. A cross validation technique and bivariate confidence 
ellipses were used to evaluate CERES Maize simulations of spatial com yield variability 
across an Iowa cornfield. Results indicated that the model performed most poorly when 
using the wettest or driest growing seasons to validate the model, because the model 
parameters fitted under the conditions of moderate growing seasons were less flexible for 
simulating yield in growing seasons with more extreme weather. Results also indicated that 
topography affects the model performance spatially. CERES-Maize was also used to 
simulate yield and unused nitrogen remaining in the soil at harvest for a sequence of 
historical weather data. Simulations were run for 13 spring-applied nitrogen rates over a 
cornfield divided into 100 0.2 ha grid cells. A methodology based on cumulative probability 
distributions was then developed to use model output for assessing the link between yield and 
nitrogen left behind for various nitrogen rates in each grid cell. This methodology can be 
used to develop precision nitrogen management strategies that address both the economic and 
environmental concerns of nitrogen management practices. Although the three projects in 
this dissertation furthered the development of remote sensing, crop growth modeling, and 
decision support technologies, more work is required to obtain a completely integrated tool 
for development of precision nitrogen management strategies in midwestem cornfields. 
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CHAPTER 1. GENERAL INTRODUCTION 
1.1 Introduction 
Precision agriculture began in the mid 1980s when new technologies were first used 
to vary fertilizer rates and blends across agricultural fields (Robert, 2002). At this time, a 
key breakthrough was the realization that managing agricultural fields according to their soil 
and crop growth spatial variability, instead of uniformly, could potentially offer greater 
benefit in terms of profitability and environmental stewardship. Interest in precision 
agriculture grew throughout the 1990s as microprocessors, geographic information systems 
(GIS), global positioning systems (GPS), automatic control systems, and sensors were 
rapidly developed (Zhang et al., 2002). Together these technological developments offered 
the ability to detect spatial variability across agricultural fields, store the information, analyze 
the data to obtain site-specific management plans, and administer agricultural inputs site-
specifically across fields. However, since the turn of the century, a number of issues have 
slowed progress toward the end goal, which is widespread adoption of precision agriculture 
on commercial farms. Robert (2002) divides these issues into three categories: socio-
economical, agronomical, and technological. The socio-economical challenges of precision 
agriculture include the costs and skill required for adoption of the technology. Many 
producers find the cost of adoption to be too high, and many do not have and are unwilling to 
obtain the skills necessary to utilize the new technologies on their farms. Agronomical 
barriers include lack of information, misuse or misinterpretation of information, inadequate 
sampling and scouting techniques, lack of qualified agroconsultants, and lack of a solid 
agronomic basis for site-specific recommendations (Pierce and Nowak, 1999). 
Technological challenges exist in the area of application equipment, sensors for detection of 
variability in crop growth and soil conditions, global positioning systems and services, 
software for acquisition, processing, interpretation, and storing of crop and soil information, 
and the logistics of utilizing remote sensing imagery. These issues must be addressed before 
precision agriculture will be adopted by a majority of crop producers. 
As a product of the Agricultural and Biosystems Engineering Department at Iowa 
State University, this dissertation addresses several of the technological challenges associated 
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with precision agriculture. Specifically, the dissertation describes efforts to unite remote 
sensing and crop simulation modeling within the context of precision agriculture, a direction 
supported by Moran et al. (1997). The end goal of this work was to move towards a 
complete crop sensing, crop growth modeling, and decision support system for development 
of nitrogen prescription maps that address both the economic and environmental concerns of 
nitrogen fertilization practices in midwestem cornfields. 
Some researchers have proposed the use of remote sensing technology for direct 
assessment of crop nitrogen needs. Blackmer et al. (1996) digitized aerial color photographs 
over plots of irrigated corn that were fertilized with varying nitrogen rates, and they 
measured the final yield in each plot. They found high correlations between yield and raw 
digital numbers in the red, green, and blue regions, and they concluded that digital numbers 
could be used to detect yield reductions due to nitrogen stress. Sripada et al. (2005) 
performed a similar experiment in corn with various nitrogen rates applied both at planting 
and at the pretassel stage, and grain yields were shown to respond positively to applications 
of nitrogen at both times. The green difference vegetation index was then used to compute 
economically optimal nitrogen rates at the pretassel stage relative to the performance of high 
nitrogen reference strips. Results of Scharf and Lory (2002) also support the idea that a 
reference strip at a high nitrogen rate is needed to predict sidedress nitrogen rates for corn 
from digitized aerial photographs. Remote sensing has also been used to estimate wheat 
tiller density at growth stage 25, and this crop growth parameter has been used as a decision 
aid for early nitrogen applications in wheat (Flowers et al., 2001; Flowers et al., 2003). 
These studies have shown how spectral reflectance measurements can be used to identify 
nitrogen deficient areas of crops; however, these techniques are useful only if an area of 
crops known to be non-deficient in nitrogen is available for relative comparison. In these 
cases, levels of nitrogen stress are estimated merely through the spatial variability of 
reflectance information across the field, and absolutely no knowledge of the pathways and 
means by which nitrogen flows through the agricultural system is used to understand the 
cause of plant nitrogen stress. In addition, these researchers claim that remote sensing can be 
used to reduce losses of excess nitrogen to the environment, but their methodology includes 
no procedure for understanding how nitrogen moves through the soil matrix and out of the 
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agriculture system and also how this movement varies spatially and temporally. Because 
nitrogen movement depends spatially on soil properties and temporally on weather patterns, 
the use of point-in-time spectral measurements is a severely limited method for addressing 
both the economic and environmental concerns of nitrogen management. In addition to the 
limitations of this methodology, remote sensing technology itself has continued to suffer 
from a host of limitations. Some of these include data availability, image calibration and 
atmospheric correction, cloud cover and shadowing influences (Moran et al., 1997), and soil 
background effects (Huete et al, 1985; Scharf and Lory, 2002). Remote sensing offers the 
ability for rapid estimation of the spatial variability of crop growth parameters across a field, 
but its limitations preclude it from being the sole technology used for solving a problem as 
complicated as nitrogen management in agricultural systems. 
The CERES-Maize process-based crop growth model (Jones and Kiniry, 1986) has 
also been used to study nitrogen management for corn. This model utilizes carbon, nitrogen, 
and water balance principles to simulate, in homogenous units, the daily processes that occur 
during plant growth and development. The model has been shown to adequately simulate 
corn growth, development, and yield on plot-level, field-level, and regional scales for many 
locations around the world (Hodges et al., 1987; Carberry et al., 1989; Liu et al., 1989; Jagtap 
et al., 1993; Pang et al., 1998; Garrison et al., 1999; Paz et al., 1999; Fraisse et al., 2001). 
Inputs required for model execution include management practices (plant genetics, plant 
population, row spacing, planting and harvest dates, and fertilizer application amounts and 
dates), environmental factors (soil type, drained upper limit, lower limit, saturated hydraulic 
conductivity, root weighting factor, and effective tile drain spacing), and weather conditions 
(daily minimum and maximum temperature, solar radiation, and precipitation). Since 
CERES-Maize utilizes nitrogen balances for crop growth analysis, it can be conveniently 
extended to calculate surface and subsurface losses of nitrate-nitrogen. For example, the 
model has undergone several modifications such that nitrate nitrogen in run-off (Gabrielle et 
al., 1995), tile flow (Garrison et al., 1999), and leaching (Gabrielle et al., 1996) can be 
simulated as part of the crop production process. To explore the use of crop models within a 
precision agriculture context, Paz et al. (1999) used CERES-Maize to develop nitrogen 
fertilizer prescriptions for a 16 ha cornfield divided into 224 management zones. A key input 
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for the CERES-Maize crop model is corn population. However, because manual collection 
of population data in each of the 224 zones would be quite labor intensive, this model input 
parameter was assumed to be constant across the entire 16 ha field area. The authors cited 
this as a major limitation in their work. Similarly, Batchelor et al. (2002) cite that the 
requirement of needing site-specific model input parameters is the major limitation of using 
crop growth models for applications in precision agriculture. 
One favorable solution to these problems involves the coupling of remote sensing 
technology and crop growth modeling, because together these two precision management 
tools have complementary functionality (Moran et al., 1997; Inoue, 2003). To explain, 
whereas crop models are excellent for crop growth analysis in the temporal domain, a tool 
such as remote sensing is better suited for crop growth analysis in the spatial domain. 
Conversely, whereas model input requirements have limited the use of crop models for 
spatial analyses, several practical problems, including cloud cover and flight availability, 
have reduced the potential of remote sensing as a temporal analysis tool. However, with the 
integration of these tools, the problems associated with one are offset by the benefits of the 
other. Initial work toward uniting these technologies began in the mid 1980's when Wiegand 
et al. (1986a) demonstrated how vegetation indices computed from remote sensing images 
could be used to estimate crop growth variables of LAI, biomass, and yield. Since crop 
models also use these variables in simulations of crop growth, Wiegand et al. (1986b) 
reported efforts to utilize remote sensing-based estimates of crop growth parameters either as 
selected model inputs or for updating the progress of simulations throughout the season. 
Seidl et al. (2004) computed a normalized vegetation index from remote sensing imagery and 
used the index to update the leaf weight state variable in the CROPGRO-Soybean model. 
Their technique showed potential for improving simulations of soybean yield as long as 
remote sensing imagery was collected at the proper time. Another method for coupling 
process-based crop growth models with remote sensing information involves reinitialization 
or recalibration of the crop model using remote sensing-based estimates of a model state 
variable (Moulin et al., 1998). The reinitialization strategy involves iterative readjustment of 
a model initial condition in order to minimize the error between a simulated state variable 
and remote sensing-based estimates of that state variable later in the growing season. Maas 
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(1988) developed this technique to adjust the initial condition of green leaf area index 
(GLAI) in a grain sorghum model such that the error between simulated GLAI and remotely 
sensed GLAI on three dates in the growing season was less than 0.1. The technique is called 
recalibration when, instead of an initial condition, a model parameter is adjusted. If a crop 
growth model is able to output the several geometrical and spectral variables required for a 
radiation transfer model, then the crop model can also be recalibrated by directly comparing 
simulated and measured reflectance (Moulin et al., 1998). Several techniques have been 
developed for uniting crop growth models and remote sensing technology. 
When used within a precision agriculture context, the goal of uniting remote sensing 
technology and crop growth models is to generate a robust tool for obtaining site-specific 
management plans for crops. Jones and Barnes (2000) present a useful figure for 
understanding how such a management tool should work (Figure 1.1). After remote sensing 
data calibration, image interpretation provides estimates for crop growth parameters that can 
be subsequently used as inputs or for updating or recalibrating crop growth simulations. 
These crop growth simulations serve to model the functionality of the agricultural system 
such that various management scenarios can be tested on a computer before actually 
implementing a scenario in the field. Finally, the decision support system serves to automate 
crop model simulations, compare management alternatives, and present the user with the 
best-case scenario given the management goals. 
The overall goal of the work presented in this dissertation was to develop crop 
sensing and crop growth modeling technologies within the precision agriculture framework 
shown in Figure 1.1. Specifically, remote sensing images were used to estimate corn plant 
population within management zones across an Iowa cornfield. This was done with the idea 
that the remote sensing-based population estimates could be used as an input or for 
recalibration of spatial crop growth simulations across the field. Also, the CERES-Maize 
crop growth model was used within the framework of the Apollo decision support system to 
1) calibrate and validate the model for spatial simulations of com yield and 2) analyze the 
performance of nitrogen prescriptions across a cornfield over 37 years of historical weather 
information. Simulation output for yield and nitrogen left behind over the 37 growing 
seasons was then used to develop a methodology for assessing the production and 
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environmental risks of precision nitrogen management strategies across the cornfield. Using 
this methodology, it is possible to develop nitrogen prescription maps that achieve a proper 
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Figure 1.1. A proposed framework for making management decisions within a precision 
agriculture context (Jones and Barnes, 2000). 
1.2 Dissertation Overview 
This dissertation is presented as a compilation of three articles that are currently in 
various stages of the review process for refereed publication. Chapter 2 contains a paper 
entitled "Using aerial hyperspectral remote sensing imagery to estimate corn plant stand 
density," which describes the use of reflectance information from remote sensing imagery to 
estimate com plant population across an Iowa cornfield. On this project, I was responsible 
for coordinating the collection of remote sensing imagery, collecting ground truth 
information, processing and interpreting all remote sensing and ground reference 
information, and preparing the final manuscript. Colleagues of mine who provided 
assistance on the project include Dr. Brian L. Steward, Dr. Amy L. Kaleita, and Dr. William 
D. Batchelor. Dr. Steward and Dr. Kaleita are associate and assistant professors, 
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respectively, within the Agricultural and Biosystems Engineering Department at Iowa State 
University. Dr. Steward specializes in the use of machine vision technology on agricultural 
vehicles for mapping of crop characteristics, particularly corn population. The corn 
population sensing system developed by researchers in his lab was essential for collecting the 
rigorous ground reference dataset of corn plant population for this work. Dr. Kaleita 
specializes in remote sensing technology and provided assistance in the processing and 
interpretation of remote sensing imagery for this project. At the onset of this project, Dr. 
Batchelor served as a full professor in the Agricultural and Biosystems Engineering 
Department at Iowa State University, but he left midway through the completion of this 
dissertation and became the department head for the Agricultural and Biological Engineering 
Department at Mississippi State University. Dr. Batchelor specializes in the use of crop 
growth models for applications in precision agriculture and provided insight on how plant 
population measurements from remote sensing imagery might be useful for crop growth 
simulations within a precision agriculture context. The paper presented in Chapter 2 will be 
submitted for publication in Transactions of the ASAE after this dissertation has been 
successfully defended. 
Chapter 3 contains a paper entitled "Statistical procedures for validating CERES-
Maize simulations of spatial corn yield variability," which describes the use of a cross 
validation technique and bivariate confidence intervals on fitted model parameters to 
evaluate the performance of the CERES-Maize crop growth model in simulating corn yield 
spatially across the field. On this project, I was responsible for running the required model 
simulations, performing the statistical analysis on the simulation results, and preparing the 
manuscript for publication. Colleagues who assisted in this work were Dr. William D. 
Batchelor and Dr. Joel O. Paz. Dr. Paz was a research associate working under Dr. Batchelor 
during his time as a professor in the Department of Agricultural and Biosystems Engineering 
at Iowa State University. On this project, Dr. Batchelor and Dr. Paz were responsible for the 
development of the Apollo decision support system, which was used to automate the crop 
growth model simulations across the field. They also provided assistance in teaching me 
how to perform crop model simulations and how to properly interpret the results. The paper 
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presented in Chapter 3 was submitted for publication in Transactions of the ASAE on 
September 27, 2005, and it is currently under review. 
Chapter 4 contains a paper entitled "Methodology to link production and 
environmental risks of precision nitrogen management strategies in corn," which describes 
the use of CERES-Maize simulation output over a 37-year weather sequence to develop a 
methodology for linking yield and nitrogen left behind for precision management of nitrogen 
in an Iowa cornfield. On this project, I was responsible for running the required model 
simulations, performing the statistical analysis on the simulation results, developing the 
methodology to link production and environmental risk, and preparing the final manuscript 
for publication. Colleagues who assisted in this work include Dr. William D. Batchelor, Dr. 
Joel O. Paz, Dr. Brian L. Steward, and Dr. Petrutza C. Caragea. Again, Dr. Batchelor and 
Dr. Paz were responsible for development of the Apollo decision support system, which was 
used to automate the crop model simulations for this project. They also assisted me in 
understanding how to implement the crop model for applications in precision agriculture. In 
addition, Dr. Batchelor presented the original idea for the methodology that I developed in 
this work. Dr. Steward was included as an author for his continued contributions in moving 
toward our overall goal of uniting the sensing and modeling technologies. Finally, Dr. 
Caragea is an assistant professor in the Department of Statistics at Iowa State University, and 
she provided assistance with the statistical analysis of crop model simulation output in this 
work. The paper presented in Chapter 4 was submitted for publication in Agricultural 
Systems on January 17, 2005. After the peer review, a modified draft was submitted on 
September 7, 2005, and the paper was accepted for publication on September 23, 2005. The 
paper is currently in press and will appear in the journal later this year. Chapter 5 details the 
conclusions and future recommendations for this area of work, and it is followed by an 
acknowledgements section, a brief biography of myself, and my current curriculum vitae. 
1.3 References 
Batchelor, W. D., B. Basso, and J. O. Paz. 2002. Examples of strategies to analyze spatial 
and temporal yield variability using crop models. European Journal of Agronomy. 
18(2): 141-158. 
9 
Blackmer, T.M., J.S. Schepers, G.E. Varvel, and G.E. Meyer. 1996. Analysis of aerial 
photography for nitrogen stress within corn fields. Agronomy Journal. 88(5):729-
733. 
Carberry, P. S., R. C. Muchow, and R. L. McCown. 1989. Testing the CERES-Maize 
simulation model in a semi-arid tropical environment. Field Crops Research. 
20(4):297-315. 
Flowers, M., R. Weisz, and R. Heiniger. 2001. Remote sensing of winter wheat tiller 
density for early nitrogen application decisions. Agronomy Journal. 93(4):783-789. 
Flowers, M., R. Weisz, R. Heiniger, B. Tarleton, and A. Meijer. 2003. Field validation of a 
remote sensing technique for early nitrogen application decisions in wheat. 
Agronomy Journal. 95(1):167-176. 
Fraisse, C. W., K. A. Sudduth, and N. R. Kitchen. 2001. Calibration of the CERES-Maize 
model for simulating site-specific crop development and yield on claypan soils. 
Applied Engineering in Agriculture. 17(4):547-556. 
Gabrielle, B., S. Menasseri, and S. Houot. 1995. Analysis and field evaluation of the 
CERES models water balance component. Soil Science Society of America Journal. 
59(5): 1403-1412. 
Gabrielle, B., and L. Kengni. 1996. Analysis and field-evaluation of the CERES models' 
soil components: nitrogen transfer and transformations. Soil Science Society of 
America Journal. 60(1): 142-149. 
Garrison, M. V., W. D. Batchelor, R. S. Kanwar, and J. T. Ritchie. 1999. Evaluation of the 
CERES-Maize water and nitrogen balances under tile-drained conditions. 
Agricultural Systems. 62(3): 189-200. 
Hodges, T., D. Botner, C. Sakamoto, and J. Hays Haug. 1987. Using the CERES-Maize 
model to estimate production for the U.S. combelt. Agricultural and Forest 
Meteorology. 40(4):293-303. 
Huete, A.R., R.D. Jackson, and D.F. Post. 1985. Spectral response of a plant canopy with 
different soil backgrounds. Remote Sensing of Environment. 17(l):37-53. 
Inoue, Y. 2003. Synergy of remote sensing and modeling for estimating ecophysiological 
processes in plant production. Plant Production Science. 6(1):3-16. 
Jagtap, S. S., M. Mornu, and B. T. Kang. 1993. Simulation of growth, development, and 
yield of maize in the transition zone of Nigeria. Agricultural Systems. 41(2):215-
229. 
10 
Jones, D., and E.M. Barnes. 2000. Fuzzy composite programming to combine remote 
sensing and crop models for decision support in precision crop management. 
Agricultural Systems. 65(3): 137-158. 
Jones, C.A., and J R. Kiniry. 1986. CERES-Maize: A Simulation Model of Maize Growth 
and Development. Texas A&M University Press: College Station, TX, USA. 
Liu, W. T. H., D. M. Botner, and C. M. Sakamoto. 1989. Application of CERES-Maize 
model to yield prediction of a Brazilian maize hybrid. Agricultural and Forest 
Meteorology. 45(3):299-312. 
Maas, S.J. 1988. Using satellite data to improve model estimates of crop yield. Agronomy 
Journal. 80(4):655-662. 
Moran, M.S., Y. Inoue, and E.M. Barnes. 1997. Opportunities and limitations for image-
based remote sensing in precision crop management. Remote Sensing of 
Environment. 61(3):319-346. 
Moulin, S., A. Bondeau, and R. Delecolle. 1998. Combining agricultural crop models and 
satellite observations: from field to regional scales. International Journal of Remote 
Sensing. 19(6): 1021-1036. 
Pang, X. P., S. C. Gupta, J. F. Moncrief, C. J. Rosen, and H. H. Cheng. 1998. Evaluation of 
nitrate leaching potential in Minnesota glacial outwash soils using the CERES-Maize 
model. Journal of Environmental Quality. 27(l):75-85. 
Paz, J. O., W. D. Batchelor, B. A. Babcock, T. S. Colvin, S. D. Logsdon, T. C. Kaspar, and 
D. L. Karlen. 1999. Model-based technique to determine variable rate nitrogen for 
corn. Agricultural Systems. 61(l):69-75. 
Pierce, F.J., and P. Nowak. 1999. Aspects of precision agriculture. Advances in Agronomy. 
67:1-85. 
Robert, P.C. 2002. Precision agriculture: a challenge for crop nutrition management. Plant 
and Soil. 247(1): 143-149. 
Scharf, P.C., and J.A. Lory. 2002. Calibrating corn color from aerial photographs to predict 
sidedress nitrogen need. Agronomy Journal. 94(3):397-404. 
Seidl, M.S., W.D. Batchelor, and J.O. Paz. 2004. Integrating remotely sensed images with a 
soybean model to improve spatial yield simulation. Transactions of the ASAE. 
47(6):2081-2090 
11 
Sripada, R.P., R.W. Heiniger, J.G. White, and R. Weisz. 2005. Aerial color infrared 
photography for determining late-season nitrogen requirements in corn. Agronomy 
Journal. 97(5): 1443-1451. 
Wiegand, C.L., A.J. Richardson, and P R. Nixon. 1986a. Spectral components analysis: a 
bridge between spectral observations and agrometeorological crop models. IEEE 
Transactions on Geoscience and Remote Sensing. GE-24(l):83-89. 
Wiegand, C.L., A.J. Richardson, R.D. Jackson, P.J. Pinter, Jr., J.K. Aase, D.E. Smika, L.F 
Lautenschlager, and J.E. McMurtrey III. 1986b. Development of agrometeorological 
crop model inputs from remotely sensed information. IEEE Transactions on 
Geoscience and Remote Sensing. GE-24(l):90-98. 
Zhang, N., M. Wang, and N. Wang. 2002. Precision agriculture - a worldwide overview. 
Computers and Electronics in Agriculture. 36(2-3): 113-132. 
12 
CHAPTER 2. USING AERIAL HYPERSPECTRAL REMOTE SENSING IMAGERY 
TO ESTIMATE CORN PLANT STAND DENSITY 
A paper to be submitted to Transactions of the ASAE 
Kelly R. Thorp, Brian L. Steward, Amy L. Kaleita, William D. Batchelor 
2.1 Abstract 
Aerial hyperspectral remote sensing imagery was collected on three dates over three 
plots of corn. The imagery had a spatial resolution of 1 m and a spectral resolution of 3 nm 
between 471 nm and 828 nm. A machine vision corn plant population sensing system was 
also used to map every row of corn within the three plots, and a complete inventory of corn 
plants was generated as a rich ground reference dataset for remote sensing image analysis. A 
multiple linear regression analysis was performed to predict corn plant stand density using 
reflectance in combinations of three wavebands, and R2s of up to 0.82 were found. Estimates 
of corn plant stand density were best when using imagery collected at the later vegetative 
growth stage. Quantization effects due to row width complicated corn plant stand density 
estimates at 2 m spatial resolution, and better estimations were typically seen at resolutions 
of 6 m and 10 m. For the best-case scenarios, the first predictor variable in the regression 
model typically fell in the blue reflectance region (473 to 492 nm). The second predictor 
variable was typically in the longer green and shorter red wavelengths (584 to 635 nm), and 
reflectance for the third predictor variable was typically at the red edge (729 nm) or in the 
near-infrared region. Because results for the second and third predictor variables tended to 
straddle between important regions of typical vegetative reflectance spectra, it is expected 
that multiple linear regressions using a greater number of bands would improve the 
distinction between important spectral ranges for estimating corn plant stand density. 
2.2 Introduction 
Corn plant population, or plant stand density, is an important crop growth parameter 
that influences corn (Zea mays L.) yield. Duncan (1958) and Duncan (1984) determined that 
the weight of grain produced by individual corn plants decreases as the plant population 
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increases, because at higher stand densities neighboring corn plants must compete more 
fiercely for resources. On the other hand, once corn plant population decreases beyond the 
level at which population pressure limits yield, the average yield per plant cannot continue to 
increase, because plant genetics limit the weight of grain that a single plant can produce. 
Thus, for a given set of environmental conditions, there exists an optimum corn plant stand 
density at which corn yield will be maximized. Furthermore, due to the development and 
usage of corn hybrids that yield more at higher plant densities, recommended optimum 
planting densities have increased since the 1960s (Duvick and Cassman, 1999). 
Spatial variability in corn plant population arises as a result of planter performance 
issues (Nielsen, 1995), emergence delays or failure (Nielsen, 1991), and early-season plant 
death due to stress. When these problems occur, the distribution of com plants within the 
crop row, or the plant spacing, also becomes spatially variable across the field. The effect of 
interplant spacing variability on com yield is unclear. Several studies have shown that com 
yield decreased on the order of 159 kg ha"1 (3 bu acre"1) for each 2.54 cm (1 in) increase in 
the standard deviation of plant spacing (Krall et al., 1977; Nielsen, 1991). Nafziger (1996) 
found that com plants growing on either side of a "skip" compensated for only 47% of the 
missing plant's grain at 44,479 plants ha™1 (18,000 plants acre"1) and 19% of the missing 
plant's yield at 74,131 plants ha"1 (30,000 plants acre"1), thus reducing overall crop yield. 
Although the yield of each plant in a "double" was 10% to 17% less than uniformly spaced 
plants, the net effect of doubles was to increase yield at all populations. Because both skips 
and doubles increased plant spacing variability but had opposite effects on yield, the 
researchers concluded that the skips and doubles affected yield mainly through changes in 
plant stand density. Vanderlip et al. (1988) found that plant spacing variability accounted for 
5% to 23% of grain yield variability, and Liu et al. (2004) found no significant relationship 
between these two variables. Barbieri et al. (2000) planted com in 0.35 m rows, one half the 
conventional width, and increased plant spacing to maintain a plant population consistent 
with conventional methods. They found the narrow rows to increase grain yield by 27% to 
46% under the condition of low nitrogen availability. Other experiments have shown that the 
use of narrow rows at higher than recommended plant populations can also significantly 
increase grain yield (Hunter et al., 1970; Porter et al., 1997; Widdicombe and Thelen, 2002). 
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Although the effect of plant spacing variability on grain yield is unclear, results clearly show 
that row width modifications have potential to increase yield. Therefore, it can be concluded 
that, in addition to the total population, the distribution of plants over an area is also 
important for optimizing yield. 
Since com plant population has been known to have significant effects on grain yield, 
this crop growth parameter has been a topic of precision agriculture research. In terms of 
management, variable-rate seeding has been marketed to producers as a means to optimize 
yield spatially across the field. However, Bullock et al. (1998) cautions that this practice 
may not be economically beneficial for producers until more extensive information on the 
spatial relationship between plant population and crop yield is obtained for their fields. 
Other researchers have developed sensing technology for com plant population and plant 
spacing variability measurement. Birrell and Sudduth (1995) mapped com population at 
harvest with a mechanical sensor mounted on a combine com header. Plant populations 
measured by the sensor were within 5% of plant population measured manually by hand. 
Plattner and Hummel (1996) developed an optical sensor to map com population at harvest, 
and the sensor was able to estimate average plant spacing with an error of 6.2%. Using a 
machine vision approach, Shrestha and Steward (2003) developed a sensing system for 
measurement of com plant population and plant spacing in early growth stage corn. The 
sensing system utilized a video camera and a global positioning system (GPS) receiver to 
collect and locate image frames along com rows, and video processing algorithms were 
developed for sequencing consecutive image frames, segmenting com plants from soil 
background, and determining the geographic position of each com plant in the row. The 
system plant counts and manual plant counts were correlated with an r2 of 0.90. Further 
developments in this work include a chain code methodology for delineating plant 
boundaries in sequenced video frames (Shrestha and Steward, 2005) and a statistical 
approach for improving the robustness of video processing algorithms over a wider range of 
field conditions (Shrestha et al., 2004a). 
In addition to ground-based systems, aerial and satellite imaging systems have been 
regularly used to monitor the status of crop growth, and researchers have related spectral 
reflectance information obtained from these systems to crop growth parameters such as 
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emergence date (Wanjura et al., 2003), percent canopy cover (Maas, 1998; Thorp et al., 
2004), biomass development (Thenkabail et al., 2000), leaf area index (Bouman, 1992), and 
yield (GopalaPillai and Tian, 1999). However, there were no studies found in literature 
where remote sensing was used to detect spatial variability in corn plant stand density. 
Due to the influence of corn plant population on crop yields, corn growth models 
typically require plant population inputs for crop growth simulations. Consequently, the use 
of corn growth models for applications in precision agriculture requires knowledge of the 
spatial variability of plant population across the cornfield (Batchelor et al., 2002). Paz et al. 
(1999) used the CERES-Maize crop model to develop nitrogen fertilizer prescriptions for a 
16 ha cornfield divided into 224 management zones. Corn population was assumed to be 
constant across the entire 16 ha field area, because manual collection of population data in 
each of the 224 zones would be quite labor intensive. The authors cited this as a major 
limitation in their work. One favorable solution to this problem involves the coupling of 
precision management tools that have complementary functionality (Moran et al., 1997). To 
explain, whereas crop models are excellent for crop growth analysis in the temporal domain, 
a tool such as remote sensing is better suited for crop growth analysis in the spatial domain. 
Conversely, whereas model input requirements have limited the use of crop models for 
spatial analyses, several practical problems, including cloud cover and flight availability, 
have reduced the potential of remote sensing as a temporal analysis tool. However, with the 
integration of these tools, the problems associated with one are offset by the benefits of the 
other. With this concept in mind, our main objective was to explore the use of aerial 
hyperspectral remote sensing technology as a means to estimate variability in corn plant 
stand density. Secondary objectives were to identify the most useful spectral ranges and to 
determine the spatial and temporal limitations of using remote sensing for this purpose. 
2.3 Materials and Methods 
2.3.1 Data Collection 
Data collection occurred over three sections of a cornfield at Iowa State University's 
Agronomy and Agricultural Engineering Research Center west of Ames, Iowa, USA 
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(93.77879°W, 42.00988°N). The three data collection regions are aptly named Plot North 
(PN), Plot South (PS), and Plot West (PW) and are arranged as shown in Figure 2.1. Each 
plot was approximately 1 ha in land area (Table 2.1). On June 4, 2004, corn was planted in 
76.2 cm (30 in.) rows in PN and PS. The planting of PN and PS was coordinated as part of 
another research project investigating the effects of planter speed, planter row unit design, 
and compaction on corn population and yield. These various treatments in addition to 
manual thinning introduced spatial variability in corn plant population over a relatively small 




Figure 2.1. Data collection occurred over three sections of a cornfield in Iowa. Plots were 
arranged as shown on this 1 m spatial resolution image collected July 25, 2004. 
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Table 2.1. Summary of important characteristics for the three data collection regions. 
Plot North Plot South Plot West 
Land Area 0.9 ha 1.1 ha 1.0 ha 
Tillage Conventional No-Till Conventional 
Planting Date June 4, 2004 June 4, 2004 June 13, 2004 
Planned Population 
Variability Yes Yes No 
Ground Reference 
Data Collection June 23, 2004 June 23, 2004 June 30, 2004 
Remote Sensing Date 1 June 22, 2004 June 22, 2004 June 22, 2004 
Remote Sensing Date 2 July 25, 2004 July 25, 2004 July 25, 2004 
Remote Sensing Date 3 September 3, 2004 September 3, 2004 September 3, 2004 
Number of cells at 2 m 2,576 2,599 2,159 
Number of cells at 6 m 259 259 210 
Number of cells at 10 m 88 88 75 
Aerial hyperspectral remote sensing imagery was collected over the study area using 
the hyperspectral focal plane scanner and data acquisition system developed by scientists at 
the Institute for Technology Development at S tennis Space Center in Mississippi (Mao, 
2000). A Cessna single engine aircraft was used as the platform for remote sensing data 
collection, and the sensor was fastened in a gyro stabilized mount to minimize the effect of 
airplane roll, pitch, and yaw on data quality. The scanner collected data between 471 nm and 
828 nm at a 3 nm bandwidth for a total of 120 bands of spectral information. The spatial 
resolution of the imagery was 1 m. Remote sensing data was collected over the entire study 
area on three dates in the summer of 2004: June 22, July 25, and September 3. These dates 
corresponded to corn growth stages V5, V15, and R4 for PN and PS and V3, V12, and R2 for 
PW (Table 2.2). Prior to remote sensing data collection, calibration tarps showing eight 
grayscale levels from white to black were laid out in an area near the study site. A 
spectroradiometer (1500, GER Corporation, Millbrook, NY, USA) was used to measure the 
spectral reflectance from each panel between 286 nm and 1102 nm at a bandwidth of 
approximately 1.5 m. Pilots then captured hyperspectral remote sensing imagery over both 
the study area and over the calibration tarps. 
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Table 2.2. Days after planting and corn growth stage on each remote sensing image 
collection date. 
Image 













6/23/04 19 V5 19 V5 10 V3 
7/25/04 51 V15 51 V15 42 V12 
9/3/04 91 R4 91 R4 82 R2 
Ground reference data was collected using the machine vision-based corn plant 
population sensing system developed by Shrestha and Steward (2003). System components 
were mounted on a 4x4 Kawasaki all-terrain vehicle (ATV) for data collection in the field 
(Figure 2.2). A digital camcorder (DCR-TRV900, Sony Corporation, New York, NY, USA) 
was used for video acquisition of crop rows, and a special mount was designed to hold the 
camera at the front center of the vehicle. Special features of the camera mount included a 
metal frame skirted with translucent white cloth for diffusion of sunlight in the camera's field 
of view and a connection mechanism that isolated the camera from vehicle vibrations. The 
camera was mounted at a height of 0.53 m above the ground, and this provided a 0.4 m by 
0.3 m field of view. Video of crop rows was recorded onto miniDV tapes. A global 
positioning system (GPS) receiver (GG24-RTK, Thaïes Navigation, Santa Clara, CA, USA) 
was used to obtain the geographic coordinates of the ATV in the field. The antennae for the 
GPS receiver was mounted above the storage box at the rear center of the vehicle, and the 
distance between the video camera and the antennae along the longitudinal axis of the vehicle 
was 1.73 m. A GPS encoder/decoder (VMS 200, Red Hen Systems, Inc., Fort Collins, CO, 
USA) was used to convert GPS strings to an audio signal that could be recorded on the 
soundtrack of the miniDV tapes. A corrugated aluminum storage box was mounted on the 
rear of the ATV for storage of the global positioning equipment. 
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Figure 2.2. The ground-based corn plant population sensing system 
On the days of ground reference data collection at the study site, a second GPS 
receiver (GG24-RTK, Thaïes Navigation, Santa Clara, CA, USA) was placed at the location 
of a benchmark on the research farm. This receiver was used as a base station to improve the 
accuracy of position measurements at the rover receiver on the ATV. The two GPS receivers 
communicated with each other via a radio link (RFM-96W, Pacific Crest Corporation, Santa 
Clara, CA, USA). The video camera was then set to collect video in progressive scan mode 
with a shutter speed of 1/1000 s. Due to the movement of the ATV, these settings were 
essential to insure that high quality video was collected. After fully zooming out the camera 
and allowing it to automatically focus on the scene, the camera's auto focus function was 
turned off. If left on, the auto focus was found to continually overcompensate as it attempted 
to adjust the camera's focus during data collection, and this ultimately caused blurriness in 
the video. Prior to video collection, the camera's white balance was also adjusted to insure a 
more natural video color. All other camera controls were used at their default settings. 
Ground reference data was collected in PN and PS on June 23, 2004 and PW on June 30, 
2004 (Table 2.1). The system was used to collect information over every crop row contained 
within the area of the three plots. Video frames collected were 480 by 720 pixels in size with 
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24-bit color resolution, and GPS information was recorded on the soundtrack at a frequency 
of 5 Hz. The ATV was operated at an average speed of 1 m s"1. 
2.3.2 Ground-Reference Data Processing 
Following the initial development of their machine vision system, Shrestha and 
Steward (2003) packaged their algorithms for system operation and video processing into a 
C++ application named ESCOPE. Characteristics of the software include two operation 
modes, including "real-time mode" for automatic collection of corn plant population and 
spacing information in the field and "laboratory mode" for analysis of pre-recorded 
videotapes in the laboratory. The ESCOPE software also provides three options for image 
segmentation, including a new algorithm that significantly reduces the processing time 
required for this task (Shrestha et al., 2004b). In addition, a manual plant count adjustment 
algorithm and graphic user interface was developed such that a user could visually inspect 
and make corrections to the automatic plant counting algorithm results on the computer 
screen. Due to the difficulties in automatically delineating plants at higher growth stages, 
such corrections were most needed when attempting to count larger plants. To generate a 
ground-reference dataset of corn plant population for this work, the ESCOPE software first 
was used in laboratory mode to segment the video frames that were recorded during the data 
collection effort. To save time, the fast image segmentation algorithm (Shrestha et al., 
2004b) was used as a first choice. However, when poor field conditions or video quality 
warranted a more robust algorithm, the slower algorithm presented in Shrestha and Steward 
(2003) was used. Plant identification and counting was then performed on all the sequenced 
images of crop rows using an image segmentation algorithm (Shrestha and Steward, 2003) 
combined with a chain code approach (Shrestha and Steward, 2005). However, because crop 
rows were mainly recorded at higher growth stages in this work, manual adjustments were 
made in a majority of the sequenced images to insure the accuracy of plant locations. After 
these adjustments, ESCOPE produced a text file containing the geographic coordinates of all 
marked plants in the sequenced images. Because video was recorded and analyzed on every 
crop row, the ground-based system was used to generate a complete inventory of all corn 
plant locations within our study area. The generation of this dataset was quite costly in terms 
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of manual effort; however, it enabled a unique investigation into the use of remote sensing 
imagery as an alternative way to estimate plant population spatially across cornfields. 
2.3.3 Hyperspectral Data Processing 
The hyperspectral imagery was prepared for analysis using both spatial and spectral 
preprocessing. First, since raw image spatial distortions can be produced by changes in 
aircraft attitude during the scanner-based image collection process, a correction procedure, 
developed by Yao et al. (2001), was implemented to remove as much spatial distortion in the 
raw hyperspectral imagery as possible. Next, the images were georeferenced to the 
Universal Transverse Mercator (UTM) coordinate system using a field boundary map that 
was obtained with a meter-level accuracy backpack GPS unit (Pathfinder Pro XRS, Trimble 
Navigation Limited, Sunnyvale, CA, USA). For spectral correction, a minimum noise 
fraction (MNF) transformation (Green et al., 1988) was used to remove sensor noise in the 
raw reflectance data. Then, by matching the digital numbers of the calibration tarps in each 
image to the reflectance measurements taken of the tarps on the ground, the imagery was 
calibrated to percent reflectance with an empirical line calibration procedure (Smith and 
Milton, 1999). These pre-processing steps were performed separately for each of the three 
remote sensing image collection dates using the Environmental for Visualizing Images 
(ENVI) software (Version 4.2, Research Systems, Inc., Boulder, CO, USA). 
2.3.4 Statistical Analysis 
In preparation for statistical analysis, ground reference data and spectral reflectance 
data were aggregated at three separate spatial resolutions. Since all the remote sensing 
images were originally collected at 1 m spatial resolution, the reflectance measurements in 
each waveband were averaged over square blocks of 4, 36, and 100 raster units to decrease 
the spatial resolution of the imagery to 2 m, 6 m, and 10 m, respectively. The total number 
of grid cells for PN, PS, and PW resulting from this aggregation process are given in Table 
2.1. Using ArcGIS (Version 9, ESRI, Redlands, CA, USA), the raster grids for images on 
each date and at each spatial resolution were then used to clip the ground reference corn 
population measurements over each of the three plots. The total number of plants within 
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each raster grid cell area was then determined, and the plant counts were normalized by the 
grid cell area to generate raster maps of corn plant stand density. Since corn population was 
measured on the ground only once during the season, we assumed that the plant stand was 
well established at the time of the ground-based measurements and that the corn population 
did not change significantly throughout the remainder of the growing season. 
Multiple linear regression analysis (Neter et al., 1996) was used to relate reflectance 
measurements to plant density across the plots. A Visual Basic program was written to 
compute the slopes and coefficient of multiple determination, R2, for linear regressions of all 
1-, 2-, and 3-band combinations of reflectance and plant stand density. The highest values 
for R2 were achieved when using three reflectance bands to predict com plant stand density. 
Thus, the linear statistical model of greatest value in this work can be written as 
r ,  =  A  + f i , x „  + f i 2 x a + f i , x a  +e„  (2.1) 
where 7, is the response variable, corn plant density, in the z'th grid cell, and X,I ,  X-Q, and 
are the average reflectance in three wavebands over the area of the z'th grid cell. The 
parameters of the model are fio, Pi, P2, and /?> The error term is e,. Since a total of 120 
bands were available, the total number of 2-band combinations was 120*119/(2*1) = 7,140 
and the total number of 3-band combinations was 120*119*118/(3*2*1) = 280,840. The 
longest computing time for a single plot was approximately 2 hours for the linear regressions 
on 3-band combinations at the 2 m spatial resolution. After computation was complete, the 
band combinations tested for each case of plot, spatial resolution, and image collection date 
were placed in order according to the R2 value. An evaluation was then conducted to 
determine the spatial resolution, spectral wavelengths, and temporal considerations necessary 
for estimating corn plant stand density using remote sensing imagery. For spatial and 
temporal evaluations, conclusions were drawn based on the performance of the top 
regression model for each case. To insure that the cases with poorer results did not influence 
the succeeding spectral evaluation, investigations into the important spectral bands for 
estimating com plant stand density were performed only on the cases that provided a top R2 
of greater than 0.70. A rank plot of R2 values showed a natural break at this location. For 
these top performing cases, the results for the top 100 3-band regression models were 
separated from the rest, and a count was made of the number of times that a particular 
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waveband was used as the first, second, or third predictor variable in these models. 
Histograms of these counts then provided information on the waveband range and center for 
the three spectral regions most highly correlated with corn plant stand density when using 
multiple linear regression on three wavebands. 
2.4 Results and Discussion 
For all cases of plot, spatial resolution, and image collection date, the greatest values 
for R2 were found when using linear combinations of three reflectance bands (Table 2.3). 
The relationship between reflectance spectra and plant stand density at 2 m spatial resolution 
generally provided relatively low R2s ranging from 0.02 to 0.42. The reason for this result 
can be explained in terms of the crop row width. In this study, crop rows were planted at a 
width of 0.76 m (30 in). Thus, depending on the location of the 2 m spatial resolution raster 
grid relative to the crop rows, some raster cells would contain three crop rows while adjacent 
cells would contain only two crop rows. If a raster cell contained three crop rows, the plant 
count for the cell would be significantly higher than for the cells containing only two crop 
rows. Given the low R2s at 2 m spatial resolution, it is evident that this crop row quantization 
effect was unable to be detected within the remote sensing imagery. These results make 
sense, since light interaction within a plant canopy is not restricted to the bounds of a raster 
grid whereas plant population can be discretely measured within that grid. At 6 m and 10 m 
spatial resolution, the presence of a greater number of rows within the raster grid cells 
reduced the effect of row quantization on plant counts within the raster grid, and R2s were 
always higher for these lower spatial resolution cases. 
When comparing the R2s across the three image collection dates, results were highest 
for the July 25 image for PN and PS. For both of these plots, an R2 of 0.79 was achieved 
when relating reflectance spectra from July 25 to corn plant stand density at the 6 m spatial 
resolution. Also, the highest R2 in the entire study, 0.82, was achieved when relating 
reflectance spectra from July 25 to corn plant stand density in PS at the 10 m spatial 
resolution (Figure 2.3). For PW, the September 3 image gave the best results; however, the 
highest R2 for this plot was only 0.66 at the 10 m spatial resolution. On the June 23 image 
collection date, corn plants were still in their early vegetative growth stages (Table 2.2), and 
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canopy closure had not yet occurred. At early growth stages, the effects of soil background 
on reflectance spectra have been known to hamper the analysis of remote sensing imagery for 
vegetation (Thorp et al., 2004). Similarly in this study, results indicated that the use of 
remote sensing imagery to estimate the vegetative growth parameter of plant stand density 
Table 2.3. The highest R2 obtained in a multiple linear regression of a 3-band reflectance 
combination and plant stand density for each case of plot, spatial resolution, and image 
collection date. 
Plot Date 
R2 at each 
Spatial Resolution 
2 m 6 m 10 m 
North 
6/22/04 0.31 0.57 0.58 
7/25/04 0.39 0.79 0.75 
9/3/04 0.32 0.68 0.56 
South 
6/22/04 0.12 0.31 0.50 
7/25/04 0.42 0.79 0.82 
9/3/04 0.40 0.78 0.74 
West 
6/22/04 0.02 0.29 0.45 
7/25/04 0.15 0.43 0.53 
9/3/04 0.15 0.57 0.66 
was less reliable at earlier growth stages before the canopy had closed. One would also 
expect to see a decline in the ability to use reflectance spectra to estimate corn plant stand 
density at the end of the growing season as the plants reach physiological maturity and lose 
vegetative vigor. Our results for PN and PS confirm this, since the R2s for the September 3 
image were lower than that for the July 25 image. Plants in PN and PS were at the V15 and 
R4 growth stages on July 25 and September 3, respectively (Table 2.2). Plant population in 
PW was most correlated to reflectance on September 3 when plants were at the R2 growth 
stage. Thus, reflectance spectra in remote sensing images was best used to estimate the 
vegetative growth parameter of plant stand density when plants were at the upper vegetative 
or lower reproductive growth stages. 
Another interesting result was found when comparing the R2s for PN and PS on each 
image collection date across all spatial resolutions. For the June 23 image collection date, 
the R2s at each spatial resolution were always higher for PN. Prior to planting, PN was tilled 
using a conventional tillage method while PS was managed using no-till practices (Table 
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2.1). As a result, it is expected that the higher proportion of residue covering the surface of 
PS increased the soil brightness in that plot. Since increasing soil brightness has been shown 
to cause reduced correlations of reflectance spectra to vegetative growth parameters at early 
growth stages (Thorp et al., 2004), the residue cover in PS probably increased the difficulty 
in detecting corn plant stand density variability on the June 23 date relative to PN. However, 
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Figure 2.3. Measured plant stand density versus predicted plant stand density for the highest 
performing case, which was PS at 10 m spatial resolution on July 25, 2004. 
PN across all spatial resolutions. Also, the R2s for PW were lower than that of PN and PS for 
all cases of image date and spatial resolution. It is expected that the total corn population 
variability across each plot determined the relative performance of estimating population 
from reflectance in the plot. The standard deviations for com plant density, aggregated at the 
6 m spatial resolution, were 0.91, 1.20, and 0.53 plants m"2 for PN, PS, and PW, respectively. 
In addition, a histogram of the data shows that plant density ranged from 2 to 9 plants m"2 for 
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PN and PS, but it only ranged from 6 to 9 plants m"2 for PW (Figure 2.4). Thus, the R2s for 
relating reflectance spectra to corn plant stand density were higher as the total variability of 
corn plant stand density across the plot increased. This result shows that the artificial 
introduction of plant stand variability in PN and PS increased the potential for using remote 
sensing images to detect that variability, simply because there was more variability to detect. 
Corn Plant Density - (plants m"2) 
Figure 2.4. Histograms of stand density in each plot aggregated at 6 m spatial resolution. 
Investigations into the important spectral bands for estimating corn plant stand 
density were performed only on the cases that provided a top R2 of greater than 0.70. A rank 
plot of the top R2S showed a natural break at this location (Figure 2.5). For PN, these cases 
included July 25 at the 6 m and 10 m spatial resolutions (Table 2.3). Similarly for PS, the 
cases meeting this criterion included both the July 25 and September 3 dates at both the 6 m 
and 10 m spatial resolutions. For PW, no cases had a top R2 greater than 0.70. Selecting the 
wavebands combinations used in the top 100 regression models for these six highest 
performing cases meant that the total number of combinations used in the spectral analysis 
was 600. The range of R2s for the top 100 regression models for each case is given in Table 
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2.4. Creating histograms of the number of times that the reflectance in a particular waveband 
was used as a predictor variable in Equation 2.1 provided insight on the wavelengths of 
greatest interest when using reflectance data to estimate corn plant population in a 3-band 














0 5 10 15 20 25 30 
Rank 
Figure 2.5. A rank plot of top R2s for each case demonstrates the natural break that occurs 
near R2 = 0.70. 
Table 2.4. The R2 range for the top 100 regression models from the top cases used in the 
spectral evaluation. 
Plot Date S R .  (m) R
2 Range 
North 7/25/04 6 0.7949 to 0.7876 
North 7/25/04 10 0.7505 to 0.7262 
South 7/25/04 6 0.7892 to 0.7853 
South 7/25/04 10 0.8191 to 0.8009 
South 9/3/04 6 0.7831 to 0.7771 
South 9/3/04 10 0.7351 to 0.7265 
• • • 
• • • 
• • 
• • • 
• • 
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Figure 2.6. Histograms for the number of the times that the reflectance in a particular 
waveband was used as a predictor variable (XJ, X2, or X3) in Equation 2.1 for the top 
performing cases. 
For the first predictor variable in the regression model, X J ,  the mean of the 
wavelengths of interest was 482.2 nm with a standard deviation of 9.4 nm. Thus, 68% of the 
time, the reflectance values most useful for the first predictor variable in the regression 
model fell within the range of 473 nm and 492 nm, which corresponds to blue light in the 
electromagnetic spectrum. According to the results of Thenkabail et al. (2000), this range of 
wavelengths represents the minimum crop-to-soil reflectance ratio within the blue and green 
portions of the spectrum. Due to the high absorption of blue light by chlorophyll and the 
relatively high reflectance of blue light from soil, reflectance variability within this range of 
wavelengths relates to variability in vegetative growth. Reflectance information within this 
range of wavelengths was also found useful for computing narrow-band vegetation indices 
and relating index values to percent canopy cover in soybeans (Glycine max (L.) Merr.) 
(Thorp et al., 2004). It is also interesting to note that this range of wavelengths approached 
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the spectral limits of the remote sensing system, and the reported wavelength range may have 
been less narrow in the case that spectral data was available at wavelengths shorter than 471 
nm. 
For the second predictor variable in the regression model, X2, the mean of the 
wavelengths of interest was 609.5 nm with a standard deviation of 25.8 nm. Thus, 68% of 
the time, the reflectance values most useful for the second predictor variable in the regression 
model fell within the range of 584 nm and 635 nm. This range of wavelengths straddles the 
upper green and lower red portions of the electromagnetic spectrum. Thenkabail et al. (2000) 
found this portion of the spectrum to be important for agricultural crop studies, because the 
first derivative of reflectance spectra for crops reaches a minimum within this range. Also, 
similar to the blue region of the spectrum, the red portion of the spectrum is useful for 
detecting variability in vegetative growth due to the high absorbance of red light by 
chlorophyll in leaves. Thorp et al. (2004) also found that reflectance data within the range of 
this distribution for predictor variable, X2, was important for development of narrow-band 
vegetation indices. 
For the third predictor variable in the regression model, X3, the mean of the 
wavelengths of interest was 749.0 nm with a standard deviation of 34.6 nm. The wavelength 
range within one standard deviation of the mean was not calculated due to the severe non-
normality of this histogram. The most striking feature for the X3 histogram is the spike at the 
wavelength of 729 nm. This wavelength likely corresponds to the location of the red edge 
(Horler et al., 1983), which is the transition point between absorption of visible red and 
reflection of near-infrared in plant leaves. At this point, the change in slope of reflectance 
spectra per unit change in wavelength reaches a maximum. Other wavelengths of interest 
occur mainly within the near-infrared portion of spectrum, and the unique response of 
vegetation to incident light in these wavelengths has been demonstrated in countless remote 
sensing investigations. Due to the internal cellular structure of plant leaves, very little near-
infrared radiation is absorbed by a crop canopy, and up to 50% of incident near-infrared light 
can be reflected back toward the sensor (Knipling, 1970). The usefulness of reflectance 
spectra in the near-infrared region and at the red edge for detection of vegetation is well 
known and was an expected result. 
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2.5 Conclusions 
Reflectance information collected over corn canopies was shown to have a strong 
relationship with corn plant stand density at mid-season. This work fills a research gap in the 
arena of corn population sensing, which to date has only been developed for counting plants 
during the early stages of corn growth (Shrestha and Steward, 2003) and while harvesting 
(Birrell and Sudduth, 1995). Effective use of remote sensing imagery for estimating 
population was shown to depend heavily on timing. Therefore, for efforts to be fruitful, 
plans for data reconnaissance must be well executed to acquire imagery when corn plants are 
reaching the later vegetative growth stages. If image collection dates are too early, results 
may be hampered by the strong influence of soil background on reflectance spectra. If 
remote sensing images are collected too late in the growing season, the onset of reproductive 
development and senescence prevents the use of reflectance spectra for estimating plant 
population. 
The characteristics of the ground reference dataset in this work demonstrate the 
usefulness of ground-based crop sensing systems for testing the effectiveness of remote 
sensing technology. Since the entire area of each plot was mapped for corn plant geographic 
locations, no assumptions were made regarding corn population in unmeasured locations and 
there was no extrapolation of population measurements to larger areas based on strategic 
sampling. This was possible due to the existence of the ground-based corn population 
sensing system developed by Shrestha and Steward (2003). Future research in agricultural 
remote sensing will benefit from the development of ground-based sensing systems that can 
relatively quickly generate maps of important crop growth and soil parameters across the 
field. By first acquiring a detailed map of these parameters on the ground, a truer assessment 
of the limitations of remote sensing can be obtained as camera systems are incorporated on 
aerial and satellite platforms farther away from the scene. Then, it is possible to determine 
whether remote sensing offers any advantages over ground-based data collection and whether 
remote sensing images can be used to accurately estimate the true variability of crop 
parameters on the ground. For example, this study showed that remote sensing offers an 
advantage over ground-based data collection at mid-season; however, corn plant stand 
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density could not be estimated at higher spatial resolutions due the effects of row 
quantization within an image's raster grid. 
Histograms resulting from an evaluation of important spectral wavebands indicated 
that the range of wavelengths useful for the second and third predictor variable tended to 
span more than one type of electromagnetic radiation. For example, in the histogram for the 
third predictor variable, results were good when selecting the third waveband from either the 
red edge location or the near-infrared region; however, these locations in vegetative spectra 
are quite distinct from each other. Such results indicate the potential for improving estimates 
of corn plant population if multiple linear regressions were performed using combinations of 
a greater number of bands. Unfortunately, computing technology currently makes testing 
higher numbers of band combinations more impractical, because a great amount of time is 
required to make the necessary calculations. Exploration of alternative analysis techniques, 
such as genetic algorithms, may help overcome this current limitation in processing of 
hyperspectral data. 
Use of remote sensing imagery to detect population variability in production 
cornfields will depend on the level of variability that exists over the area of interest. In this 
study, remote sensing was effective at estimating corn plant stand density for plots having 
artificial variability incorporated as part of the experimental design. However, results for the 
plot that was planted using the conventional methodology were less favorable. Since most 
producers aim for uniform plant populations in their cornfields, further investigations are 
needed into the level of population variability that can exist in production cornfields before 
remote sensing images are used to estimate this variability. Ground-based sensing systems 
such as those developed by Shrestha and Steward (2003) and Birrell and Sudduth (1995) 
offer much potential for completing this objective. 
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CHAPTER 3. STATISTICAL PROCEDURES FOR VALIDATING CERES-MAIZE 
SIMULATIONS OF SPATIAL CORN YIELD VARIABILITY 
A paper submitted to Transactions of the ASAE 
Kelly R. Thorp, William D. Batchelor, Joel O. Paz 
3.1 Abstract 
Validation of crop models is often neglected due to limitations in available measured 
data. In this work, a cross validation approach was used to validate the CERES-Maize crop 
growth model in spite of limited measured data. Simulations were run for an Iowa cornfield 
divided into 100 grid cells. Five growing seasons of measured information were available 
for calibration of two parameters, tile drainage rate and saturated hydraulic conductivity, in 
each grid cell. Cross validation requires that the model be calibrated five times in each grid 
cell by alternatively leaving out one season of measured information. The model is then 
validated using the fitted parameters to simulate the growing season left out of the 
calibration. To evaluate model performance in each grid cell, the root mean squared error of 
prediction (RMSEP) was computed as the average error between measured and simulated 
yield for the five validation runs. Results indicated that the model performed most poorly 
when using the wettest or driest growing seasons to validate the model, with validation errors 
up to 1400 kg ha*1. Model parameters fitted under moderate weather conditions were less 
flexible for simulating yield in growing seasons with more extreme weather conditions. 
Spatial variability in model performance across grid cells indicated that topography may 
influence the ability of the model to simulate yield, because the model does not account for 
surface and sub-surface run-on between neighboring grid cells, and the dynamics of this 
process would be more complex for a sloped topography. 
3.2 Introduction 
In the past decade, process-oriented crop growth models have been implemented to 
understand the core questions in precision agriculture: how do the parameters that describe 
agricultural systems vary over space and time and how can this information be used to 
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improve management of crop production inputs. Fundamentally, crop models have been 
used to identify the factors that limit crop yield and cause observable spatial yield variability 
(Batchelor et al., 2002). Specific yield-limiting factors that have been studied include water 
stress, nitrogen stress, soybean cyst nematode, and weeds (Paz et al., 1998; Paz et al., 1999, 
Paz et al., 2001b, Paz et al., 2002). Models have also been coupled with other precision 
agriculture technologies to better understand yield variability. Remote sensing images have 
been particularly useful for delineating zones of crop growth spatial variability within a field 
(GopalaPillai and Tian, 1999), and field data collection of crop model input parameters have 
been planned according to the results of remote sensing image analyses (Basso et al., 2001). 
Once the yield limiting factors are understood, crop modeling techniques can be extended to 
develop variable-rate management strategies that optimize producer economic returns. 
Methodologies for development of prescriptions that optimize economic return have been 
developed for plant population and variety selection in soybeans (Paz et al., 2001a; Paz et al., 
2003) and for nitrogen in corn (Paz et al., 1999). In the special case of nutrient management, 
crop model simulations are also useful for understanding the role of nutrients in both crop 
production and environmental quality. Long-term prescriptions for reducing the 
environmental impacts of com production have been developed using crop models to 
simulate yield and nitrogen left behind for many seasons of historical weather (Thorp et al., 
2005b). Other applications of crop growth models in precision agriculture include yield 
forecasting (Hodges et al., 1987; Liu et al., 1989), yield gap analysis (Paz et al., 2004), and 
simulation of crop response to climate change or genetic modification (Boote et al., 1996). 
For all crop modeling applications, the underlying assumption is that the model can 
accurately simulate the processes occurring within the agricultural system of interest. 
However, no model can simulate these processes perfectly. To improve the accuracy of 
simulation results, model calibration techniques are employed to fine-tune model input 
parameters over an expected range for site-specific conditions. To calibrate a crop model, 
one or several model input parameters are adjusted in an iterative fashion to solve for the 
parameter values that minimize error between simulated model output and observed 
quantities. For example, Liu et al. (1989) adjusted phenological coefficients for maize until 
the simulated dates for silking and maturity closely matched observed dates. Also, Jones and 
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Carberry (1994) adjusted potential kernel number and potential kernel growth rate to 
minimize error between measured and simulated corn yield. Similar techniques have been 
employed to calibrate crop models for agricultural systems having highly-restrictive claypan 
soil layers (Fraisse et al., 2001) and/or tile drains (Garrison et al., 1999). A variety of 
techniques have been explored for implementing calibration procedures to estimate model 
input parameters. In general, most techniques involve an optimization algorithm that solves 
for the parameter set that maximizes or minimizes an objective function (Jones and Carberry, 
1994; Calmon et al., 1999; Paz et al., 1999; Irmak et al., 2001). Typically, the root mean 
square error (RMSE), or related error statistics, between simulated output and measured 
values is the objective function to be minimized in the calibration of crop models (Kobayashi 
and Salam, 2000; Gauch et al., 2003). 
Model validation is an assessment of the ability of a calibrated model to perform 
adequately for calibration-independent datasets. On the matter of model validation, two 
conflicting beliefs exist among researchers. Those who are skeptical of model performance 
believe that validation is an important step for demonstrating that a calibrated model can 
provide acceptable simulations for datasets not used in the calibration. To validate a model, 
measured observations are often partitioned into two groups: one group for model fitting 
during the calibration phase and the other for model testing during the validation phase. By 
setting aside a portion of the measured data for model validation, it is possible to assess 
whether the model can be confidently used to simulate crop responses under conditions other 
than those explicitly defined in the calibration dataset. Other researchers feel that removing 
information from the measured data available for model calibration reduces the ability of the 
model to simulate the true processes occurring within the agricultural system. Also, given 
that the sample size of measured datasets is often limited by the time and/or money available 
to collect the data, modelers are often reluctant to withhold information during the calibration 
phase. However, if all available measured data are used for model fitting, any effort to 
validate the model is fruitless, because repeated use of any portion of the calibration dataset 
in the validation phase results in statistically biased estimates of model performance. As a 
result of this dilemma, the model validation step has often been approached less rigorously in 
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comparison to model calibration, because measured datasets are usually not comprehensive 
enough to allow for both steps to occur (Jones and Carberry, 1994). 
Leave-one-out (LOO) cross validation (Efron and Gong, 1983; Efron and Tibshirani, 
1998) is a statistical procedure that can be used to validate crop models in the instance of 
limited measured data. With the LOO cross validation technique, observations in the 
measured dataset are iteratively and exhaustively used for both model calibration and model 
testing, resulting in an estimate of model predictive performance that is more reliable than 
estimates from the two-group partition method and less biased than estimates derived from 
calibration-dependent datasets (Jones and Carberry, 1994). Given a measured dataset having 
n total observations, LOO cross validation requires the model to be calibrated and 
independently validated n times. For the y'th measured observation, model calibration 
procedures are performed using the n - 1 other measured observations, leaving out the y'th 
observation each time. After fitting the model with the y'th observation left out, the fitted 
model is used to simulate the y'th observation, and the error between observed and simulated 
values is calculated as a measure of model performance. This process is repeated until all n 
observations have been left out and used for model validation one time. The LOO cross 
validation estimate of model simulation accuracy is then calculated as the root mean square 
error of prediction (RMSEP) between observed and simulated model output for n 
independent model validation procedures. Cross validation techniques have been 
successfully used for validation of crop growth models in the work of Jones and Carberry 
(1994) and Irmak et al. (2000); however, these techniques have not been used within a 
precision agriculture framework. 
Recent work at Iowa State University has focused on the use of crop growth models 
to study precision agriculture questions on the sub-field-level scale (Batchelor et al., 2002). 
To utilize crop models in this way, researchers have developed optimization techniques to 
calibrate crop model parameters uniquely for many grid cells or management zones across 
the field area. These optimization techniques solve for the parameter set in each grid cell that 
minimizes the RMSE between measured and simulated yield over multiple growing seasons. 
The greatest limitation in this endeavor has been that many growing seasons are required to 
generate measured yield datasets of adequate sample size. Assuming that a yield monitor is 
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available and functioning properly on the day of harvest, only one new yield value can be 
generated in each grid cell per year for continuous corn. Similarly, for a corn/soybean crop 
rotation, typical of agriculture in the midwestem United States, the sample size of a measured 
com yield dataset in a grid cell can only be increased by five every decade. Because of the 
sample size limitations of measured yield datasets in this case, the objective of this work was 
to explore LOO cross validation as a procedure for evaluating the ability of the CERES -
Maize crop model to simulate com yield across an Iowa cornfield divided into 100 equally-
sized grid cells. A second objective was to examine the magnitude of and to identify the 
causes of spatial variability in parameter estimates and model performance across the field. 
3.3 Materials and Methods 
3.3.1 Crop Growth Model 
The CERES-Maize crop growth model (Jones and Kiniry, 1986) is a computer 
program that utilizes carbon, nitrogen, and water balance principles to simulate the processes 
that occur during the growth and development of com plants within an agricultural system. 
The model calculates the growth and development of com plants within a homogeneous area 
on a daily time step, and the final crop yield is computed on the date of harvest. Inputs 
required for model execution include management practices (plant genetics, plant population, 
row spacing, planting and harvest dates, and fertilizer application amounts and dates), 
environmental factors (soil type, drained upper limit, lower limit, and saturated hydraulic 
conductivity), and weather conditions (daily minimum and maximum temperature, solar 
radiation, and precipitation). CERES-Maize has been widely used to simulate the collective 
effect of plant genetics, management practices, weather, and soil conditions on the growth, 
development, and yield of com plants. The model has been shown to perform adequately on 
plot-level, field-level, and regional scales for a wide variety of com hybrids, climatic 
conditions, and soil types around the world (Hodges et al., 1987; Carberry et al., 1989; Liu et 
al., 1989; Jagtap et al., 1993; Pang et al., 1998; Garrison et al., 1999; Paz et al., 1999; Fraisse 
et al., 2001). 
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3.3.2 Apollo 
Given the usefulness of crop model simulations for precision agriculture applications, 
researchers at Iowa State University have recently developed a new decision support 
software called Apollo (Batchelor et al., 2004). Designed to automate the use of crop models 
for solving various problems in precision agriculture, Apollo offers a Windows-based 
environment for calibration and validation of the DSSAT family of crop models on the sub-
field-level scale. To calibrate the model, the simulated annealing algorithm (Corana et al., 
1987; Goffe et al., 1994) has been implemented to solve for the parameter set that minimizes 
the RMSE between measured and simulated yield. Up to ten model input parameters can be 
optimized for several hundred equally-size grid cells or variably-sized management zones. 
The software utilizes the model calibration results in each zone to generate nitrogen and plant 
population prescriptions, to forecast yields, and to explain the causes of yield spatial 
variability across agricultural fields. 
3.3.3 Data Preparation 
The study area was a 20.25 ha section of a production cornfield near Perry, LA, USA 
(41.93080° N, 94.07254° W). This area was divided into 100 grid cells, each 45 m by 45 m 
in size. A digitized soil survey indicated that five primary soil types were present in the 
study area: Canisteo silty clay loam, Clarion loam, Nicollet loam, Harps loam, and Okoboji 
silty clay loam. Estimates of the physical properties for these soils were obtained from two 
sources. Ratliff et al. (1983) provided the drained upper limit (DUL) (cm3 cm"3) and lower 
limit for various soil textures. Values for the saturated hydraulic conductivity (K$AT) (cm d" 
^), bulk density (BD) (g cm3), and soil pH at various soil depths were obtained from the 
county soil survey (USDA-SCS, 1981). Saturated moisture content (SAT) (cm3 cm"3) was 
calculated from BD using 
SAT = 0.92* 
f




Each of the 100 grid cells was assigned the soil properties for the soil type that covered the 
largest area within the grid cell (Figure 3.1). A Visual Basic for Applications (VBA) script 
was created within the ArcGIS 9 software to create the grid layout, clip the digital soil survey 
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by grid cell, determine the soil type covering the largest area, and write the soil parameters to 
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Figure 3.1. Soil types for the 20.25 ha study area divided into 100 grid cells 
Yield and weather data were collected directly at the site during five growing seasons. 
This information was used to develop the yield and weather files necessary for crop model 
runs. Corn yield was measured in each of the 100 grid cells using a yield monitor on a grain 
combine at the conclusion of the 1994, 1996, 1998, 2000, and 2002 growing seasons. 
43 
Measured yield data was used to optimize crop model input parameters by minimizing the 
RMSE between observed and simulated yield during the model calibration phase. The data 
was also used to calculate RMSEP between observed and simulated yield using LOO cross 
validation. The VBA script in ArcGIS 9 was extended to clip the yield data by grid cell, 
calculate the average yield for each grid cell, and write the yield files to a disk. Weather 
data, including solar radiation, maximum and minimum daily temperature, and precipitation 
amount, was collected daily using a weather station directly at the site. This information was 
used to develop weather files for model simulations of the five seasons of corn production. 
Soil water content and initial nutrient levels were not available for this site. 
Appropriate values were assumed and assigned uniformly to each grid cell across the study 
area. Initial soil water content was set to 0.3 cm3 cm"3, a value just below the DUL for the 
soils in the field. Initial nutrient levels were set arbitrarily to 0.1 g elemental N, P, and K per 
Mg soil. For the purpose of this study, it was assumed that the soil profile contained only a 
negligible amount of nutrients at the beginning of the season, and that spring-applied 
fertilizer applications served to raise the nutrient concentrations to levels that would support 
plant growth. Plant population information was collected during the 1996 growing season 
only, and the 1996 values for plant population in each grid cell were used to approximate 
plant population in the grid cells for the other four years. Model inputs for management 
practices, including planting date, harvest date, and fertilizer application rates and dates, were 
set according to the producer's actual practice in each of the five growing seasons. 
3.3.4 Cross Validation 
Using the Apollo decision support software to automate crop model runs spatially 
across the 100 grid cells, CERES-Maize simulations of corn yield spatial variability were 
evaluated by independently applying LOO cross validation techniques to each grid cell. 
Since five seasons of measured corn yield were available, the Apollo calibration module was 
used to optimize crop model input parameters in each grid cell five different times, leaving 
one season of measured data out of the calibration each time. For each of the five groups of 
four growing seasons, optimum parameters for each grid cell were determined by minimizing 
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the RMSE between measured and simulated yield. In the context of this study, the RMSE for 
each group of four growing seasons can be defined as 
where Fm,j is the measured yield and Ysjj is the simulated yield in the z'th grid cell for the jth 
of n seasons of yield data. Two model parameters were optimized with this calibration 
procedure, including the K$AT of the deep impermeable layer (cm day"1) and the effective tile 
profile and can be used to mimic the effect of water stress on corn plants. Water stress is 
typically the greatest factor influencing yield loss and spatial variability in the rain-fed 
agricultural systems of Iowa. Although a first estimate of the KSAT value was obtained from 
the county soil survey, the range of parameter values for most soil types is very wide. The 
calibration procedure served to fine-tune this parameter to more accurately represent the 
water table dynamics at the specific location of each grid cell. If a grid cell was properly 
drained, the calibration procedure generated a large value for the K$AT parameter. In this 
case, excess water is more quickly lost out the bottom of the profile and water tables are kept 
low or never form, which allow roots to grow deep in the soil profile. The calibration 
procedure would give small values for the KSAT parameter if a grid cell were poorly drained. 
This causes water to move more slowly through the bottom soil layer, water tables are kept 
high, and roots grow to more shallow depths within the soil profile. The effective tile 
drainage rate controls the speed at which water is lost through a tile when the water table is 
above the tile line. Because the calibration procedure was run five times leaving one season 
of yield data out each time, five unique optimized parameter sets were generated during the 
calibration phase of the LOO cross validation procedure. Apollo stored each of these 
optimum parameter sets in a database for future use. 
To complete the LOO cross validation procedure, the Apollo validation module was 
used to simulate corn yield in each grid cell for the growing season that was left out of each 
of the five calibration trails. The results of this analysis were used to calculate, in each grid 
cell, the LOO cross validation estimate of model prediction error or the RMSEP for the 
model. In the context of this study, RMSEP can be defined as 
RMSE (3.2) 
drainage rate (day !). These parameters govern the movement of water through the soil 
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RMSEP, = -•'ZlYm^-Ys-'f 
. M ,_i 
(3 3) 
V" y=i y 
where Ymi y. is the measured yield value for the z'th grid cell in the jth of n growing seasons, 
and Ys^j is the simulated yield value in the z'th grid cell obtained using the model that was 
calibrated by leaving out the data for the jth growing season. To consider the model 
performance for an individual validation year, the validation error was calculated as the 
absolute value of the difference between Ymii and YsJ'. 
3.3.5 Parameter Variation 
The LOO cross validation procedure generated five unique sets of the two model 
input parameters for each grid cell. Each of these parameter sets minimizes the error 
between measured and simulated yield in a grid cell for the four growing seasons used in the 
calibration. Theoretically, these five optimized parameter sets should be identical within 
each grid cell, because the optimizer would arrive at the same result regardless of the 
growing seasons used in the calibration if model simulations were perfect. However, since 
this is not the case in reality, there will exist some variability in the five estimates for the two 
model parameters in each grid cell. This variability in parameter estimates represents another 
measure of model performance. If the model performed well at simulating corn yield in a 
grid cell, the optimized parameter estimates should not be significantly changed by 
alternatively leaving one season of data out of the calibration, and the parameter variation 
should be low. On the other hand, if the model performed poorly at simulating corn yield in 
a grid cell, the optimized parameter estimates might change significantly when the data from 
one growing season is left out of the calibration, and the variation in parameter estimates 
should be higher. 
A variety of techniques were used to describe the variation in parameter estimates in 
this work. The first approach involved simple univariate statistics for individual parameters. 
The sample means and standard errors were computed independently for each of the two 
parameters in each grid cell. These statistics were then used to compute 100(l-a)% 
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univariate confidence intervals around the sample mean for parameters in each grid cell 
based on Student's ^-distribution. Confidence intervals were calculated according to 
(3-4) 
where xi k and sl k are the sample mean and sample standard deviation for the Ath parameter 
in the z'th grid cell, n is the sample size, and taj2.n_l is the value of Student's t-distribution at 
aJ2 on n-1 degrees of freedom. Since optimized parameters existed as a set of two, 
multivariate techniques were also used to describe the parameter variation and to compute 
100(l-a)% bivariate confidence ellipses around the sample means for parameter estimates in 
each grid cell. The procedure for developing 100(l-a)% confidence regions around 
multivariate parameter sets is described in Johnson and Wichern (2002). The 100(l-a)% 
confidence region around the sample mean of the two-dimensional parameter set, as applied 
to the ith grid cell in this two-parameter study, is the ellipse determined by all (//x ,ju2) such 
that 
xi,i - A 
T 
S:1 - a "  1 Xi,2 
(3.5) (»-p) 
where p  is the number of parameters, ( x i X ,  x i 2  ) is the set of sample means for the two 
parameters, Fp (a) is the value of the ^-distribution at a on p and n-p degrees of freedom, 
and S71 is the inverse of the 2 x 2 variance-covariance matrix for the parameter estimates in 
the z'th grid cell. Explicity, S, is defined as 
£(«,'-Su)1 tfal j=i M 
~ 
Xi,i )(X;,2 _ Xi,2 )) 2] (xi,2 ~ Xi,2 ) j=1 7=1 
s, =• 
n - 1  
(3.6) 
where ( xiJ, xi 2 ) is the set of two parameter estimates obtained with the yth growing season 
left out of the calibration. In order to solve Equation 3.5, the matrices must be expanded, and 
the quadratic equation is used to write ( xiX-//Jin terms of ( x,2 -ju2). Then, since xKl and 
x, 2 are known, the boundary of the confidence ellipse can be determined by alternatively 
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adjusting the value of /z2 around xi 2 and solving the quadratic equation for//,. Several 
measures of multivariate parameter variation were also obtained from S, for each grid cell. 
As defined in Johnson and Wichem (2002), the generalized variance was computed as the 
determinant of S;, and the total variance was computed as the trace of S(. In addition, the 
area (A) of the 100(l-a)% bivariate confidence region for the z'th grid cell was computed as 
A=»'ZL|S,|M, (3.7) 
where x1,a *s the value of the chi-square distribution at a on p degrees of freedom. All 
confidence intervals and confidence ellipses were computed using a a-level of 0.05. 
3.4 Results 
Results of all of the calibration runs indicated that the optimization routine had 
performed remarkably well at adjusting K$AT of the deep impermeable layer and the effective 
tile drainage rate to simulate spatial yield variability across the field. The field level average 
RMSEs across all 100 grid cells for each calibration did not exceed 500 kg ha"1 with standard 
deviations no greater than 300 kg ha"1 (Table 3.1), indicating that corn yield variability was 
simulated with less than 10% error in most grid cells during the calibration phase. 
Comparing the field average RMSE for each model calibration against the total rainfall for 
the growing season that was left out of the calibration demonstrates that the model had the 
greatest difficulty simulating growing seasons with extreme weather, such as drought or 
flood (Table 3.1). Of the five calibrations, the lowest field level average RMSE was 
achieved when the driest of all the growing seasons, year 2000, was left out of the 
calibration. In this growing season, only 345.8 mm of rain fell on the study site, nearly half 
of the yearly average for this area. The field level average RMSE for this calibration was 
268.9 kg ha"1. The second lowest RMSE occurred when the wettest of the five growing 
seasons, 1998, was left out of the calibration. In 1998, 815.8 mm of rain fell on the study 
site, and the field level average RMSE was 389.0 kg ha"1 when data from this growing season 
was left out of the calibration. For the three remaining calibrations in which both the wettest 
and driest years were left in, the field level average RMSEs were greater and ranged from 
397.0 kg ha"1 to 461.9 kg ha"1. Since the model performed better when growing seasons with 
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extreme rainfall conditions were left out, it is expected that the model had difficulty 
simulating the effect of water stress on corn yield for those growing seasons. 
In comparing the field level average calibration RMSE to the field level average 
validation error for the season left out of the calibration, greater errors were seen as expected 
(Table 3.1). In addition, the standard deviations in field level average validation error were 
larger than the standard deviation in field level average calibration RMSE. This occurred 
because the model data used for validation is independent of the data used to optimize the 
parameters during model calibration. The tendency for the model to perform more poorly for 











over 100 grid cells 
(kg ha1) 
Validation error 
over 100 grid cells 
(kg ha"1) 




1998, 2000 2002 731.6 461.9 247.4 581.5 617.5 
1994, 1996, 
1998, 2002 2000 345.8 268.9 146.7 1388.03 738.1 
1994, 1996, 
2000, 2002 1998 815.8 389.0 242.5 1130.1 962.0 
1994, 1998, 
2000, 2002 1996 756.9 449.6 269.2 675.7 929.3 
1996, 1998, 
2000, 2002 1994 716.5 397.0 229.8 1039.7 883.2 
the growing seasons with extreme weather conditions was also apparent in the validation 
results. The greatest error occurred when the model was validated with the data from 2000, 
the drought year. In this case, the model was calibrated using four growing seasons that all 
had adequate rainfall, and the optimum parameters generated by this calibration were less 
flexible for simulating the more extreme water stress conditions that occurred during the 
drought in 2000. As a result, the model was less able to accurately simulate corn yield, and 
greater validation error was seen for this year. The second greatest validation error occurred 
for 1998, the wettest year in the dataset. In this case, the model was calibrated using growing 
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seasons having less rainfall, and the optimum parameters for these years were less flexible 
for simulating the effect of greater levels of precipitation in 1998. Since the highest 
validation errors occurred for the wettest and driest seasons in the dataset, the lowest 
validation errors occurred for the three remaining growing seasons (1994, 1996, and 2002) 
that all had relatively moderate rainfall. Lower validation errors were obtained for these 
three growing seasons, because their respective calibration datasets each contained both the 
wettest and the driest year. Thus, model calibration was performed over a wide range of 
weather conditions, and the fitted parameters values were flexible enough to more accurately 
simulate crop yield in growing seasons having moderate weather. 
Since the LOO cross validation procedure was performed independently for each grid 
cell, a map of RMSEP shows the spatial variation of the model's ability to simulate corn 
yield across this agricultural field (Figure 3.2). Because grid cells with similar RMSEP tend 
to cluster together, there is evidence that spatial patterns in model performance exist across 
the field. Overlaying a topographic contour on the map suggests that model performance 
may be related to topography. For instance, one cluster of large RMSEP occurs at an easting 
of 411,001 m and a northing of 4,642,450 m. As indicated by the topography contour, this 
marks the location of a distinct area of converging flow that cuts through the southern half of 
the study area. Greater RMSEP could result from reductions in plant population as a result 
of washout during heavy rains in the early season. Another cluster of large RMSEP occurs at 
an easting of 411,070 m and a northing of 4,642,350 m. Here, the contour lines are closer 
together, indicating that this portion of the field is more sloped than other areas. At this 
location, higher RMSEP could result from the inability of the model to account for surface 
run-on and subsurface water flow between neighboring grid cells, the dynamics of which 
would be more significant on a sloped topography. 
The mean model parameter values for effective tile drainage rate also exhibited 
spatial patterns that were related to topography (Figure 3.3). When the effective tile drainage 
rate is high, water is lost more quickly out the tile when the water table is above the specified 
tile drainage depth. When the effective tile drainage is low, drainage due to tile drains occurs 
more slowly when water is above the specified depth of tile drains. During growing seasons 
of adequate rainfall, it is expected that the water table will be high relative to the soil surface, 
50 
and this is especially true for the areas of the field at lower elevations. At the location of the 
converging flow area in the southern portion of the field (easting of 411,001 m and a 
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Figure 3.2. Spatial variation of model prediction error across 100 grid cells using LOO cross 
validation with topographic contour lines overlaid 
tile drainage rate. Since many of the growing seasons in this study had average and above 
average rainfall, the grid cells located in the area of converging flow required higher values 
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for effective tile drainage rate in order to reduce soil water content such that the error 
between measured and simulated yield could be minimized. Grid cells tending to have lower 
mean values for effective tile drainage rate tended to occur in the southeastern corner and in 
the east-central portion of the study area. The location of these grid cells generally 
corresponded to areas of the field at higher elevations, and thus tile drainage either has little 
























45 0 45 90 m 
Figure 3.3. Spatial variation of mean effective tile drainage rate across 100 grid cells with 
topographic contour lines overlaid 
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Spatial relationships between topography and the mean model parameter values for 
KSAT of the deep impermeable layer in each grid cell were also apparent in the results (Figure 
3.4). A high value for Ksat in a grid cell indicates that the model required rapid movement 
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Figure 3.4. Spatial variation of mean saturated hydraulic conductivity of the deep 
impermeable layer across 100 grid cells with topographic contour lines overlaid 
and simulated yield. Lower values for KSAT indicated that the model required slow 
movement of water out the bottom of the profile. The combination of high rainfall and low 
53 
KSAT allows for the formation of a simulated water table that can serve to limit root growth in 
the early season and reduced yield at harvest. In dry years, there may not be enough water 
available to form a water table. As expected, the grid cell located in the center of the area of 
converging flow has a low value for the KSAT parameter. Since this grid cell is located in an 
area of relatively low elevation, there is an increased chance that water table effects could 
reduce corn yield. Thus, the model uses a low KSAT value in this grid cell to raise the water 
table such that roots can grow only to shallow depths in the soil profile and corn yield is 
subsequently reduced. In the southeastern corner and in the center portions of the field, there 
are collections of grid cells having high mean values for the KSAT parameter. As before, the 
locations of these grid cells correspond to areas of the field with higher elevation. As a 
result, water table effects do not seriously hamper corn yield in these areas of the field, and 
the high values for KSAT prevent yield-reducing water tables from forming in these grid cells. 
In addition to RMSEP, another measure of model performance in each grid cell is the 
variation in parameter values obtained using LOO cross validation. Since two parameters 
were calibrated in this work, the parameter variation can be characterized as the area of the 
ellipse formed by the 100(l-a)% confidence region around the mean parameter values in 
each grid cell. The ellipse for Grid cell #13 provides an example (Figure 3.5). Mapping the 
confidence ellipse area for each grid cell with topographic contours overlaid gives another 
indication of the relationship between model performance and topography across the field 
(Figure 3.6). As with RMSEP in Figure 3.2, a cluster of grid cells with high variability in 
optimized parameter values exists at an easting of 411,070 m and a northing of 4,642,350 m. 
Here, the contour lines are bunched more closely together indicating more rapid elevation 
changes that could be linked to the failure of the model to account for surface run-on and 
subsurface water flow between neighboring grid cells. Unfortunately, it is difficult to pick 
out many other patterns that are similar between model performance errors measure by 
RMSEP (Figure 3.2) and ninety-five percent confidence ellipse area (Figure 3.6). 
To further understand the spatial patterns of the model's performance, the median 
RMSEP and the median ellipse area was found for grid cells having the same dominant soil 
type. In addition, the mean and standard deviation were computed for effective tile drainage 
rate parameters and KSAT parameters in grid cells having the same soil type. Because the 
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water dynamic properties within a grid cell should not change from year to year, a larger 
variability, or standard deviation, in optimized parameter values represents greater difficulty 
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Figure 3.5. Ninety-five percent confidence ellipse for the calibrated model parameter values 
in Grid cell #13 
different growing seasons in the calibration. Results of this analysis were consistent with the 
topologic trends for each soil type. The median RMSEP and the median ellipse area for grid 
cells dominated by Harps loam and Clarion loam were greater than that of the other soil 
types, indicating that the model had more difficulty explaining yield variability in grid cells 
having these soil types (Table 3.2). In addition, the standard deviations for soil hydraulic 
conductivity were greater for these soil types, indicating the model was less consistent in 
optimizing this parameter when using different datasets in the calibration. Clarion loam is a 
A Parameters 
• Mean Value 
Ellipse 
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gently sloping, well-drained soil on convex upland knolls (USDA-SCS, 1981), meaning the 
soil type is generally present on the sideslopes of the swell and swale topography typical of 
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Figure 3.6. Spatial variation of ninety-five percent confidence ellipse area across 100 grid 
cells with topographic contour lines overlaid 
RMSEP, greater median ellipse area, and greater variability in optimized values for soil 
hydraulic conductivity in Clarion grid cells is that the model does not adequately account for 
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surface run-on and sub-surface water flow between neighboring grid cells, the dynamics of 
which would be more significant for the sloped Clarion soil type. Harps loam is a poorly 
drained soil that surrounds closed depressions on upland flats (USDA-SCS, 1981). This soil 
type may also exhibit a slightly sloped topography, although not as pronounced as the 
Clarion loam. The median RMSEP for grid cells dominated by the Okoboji silty clay loam 
were significantly lower than that of the other soil types. Okoboji silty clay loam is a very 
poorly drained soil occurring in concave depressions on uplands (USDA-SCS, 1981). 
Although ponded water can collect on these soils during times of heavy rainfall, low RMSEP 
values for the Okoboji dominated grid cells indicate that the model performed well in 
mimicking the water flow dynamics in these poorly drained areas. 
Table 3.2. Median RMSEP, mean and standard deviation of effective tile drainage rate 
(ETDR), mean and standard deviation of saturated hydraulic conductivity (SHC), and median 























(138B) 1156.5 0.1049 .0527 1.0377 0.7755 0.3560 
Canisteo Silty 
Clay Loam (507) 1084.9 0.1160 .0682 0.3415 0.2951 0.0691 
Nicollet Loam 
(55) 1098.0 0.0909 .0523 0.4309 0.2206 0.0707 
Okoboji Silty 
Clay Loam (6) 942.9 0.1149 .0569 0.5513 0.5048 0.0692 
Harps Loam (95) 1175.9 0.1217 .0559 0.6747 0.5582 0.2619 
3.5 Conclusions 
The calibration and validation modules of the Apollo software proved to be valuable 
for rapidly generating the simulation output necessary for implementing the LOO cross 
validation procedure. Results demonstrated the importance of having growing seasons with 
extreme weather conditions contained in the calibration dataset, because the ability of the 
model to simulate an independent dataset is improved when the calibration dataset spans a 
wide range of weather conditions for a study site. Likewise, model performance will decline 
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when attempting to simulate growing seasons with weather conditions much different from 
that contained in the calibration dataset. Given this result, a major issue for applying crop 
models to solve problems in agriculture is obtaining measured information for model 
calibration during the extreme growing seasons. Once a measured dataset adequately 
represents the majority of weather conditions that might be seen at a particular study site, a 
researcher can be more confident in using the model to simulate independent growing 
seasons in either the past or future. However, until a well-rounded measured dataset for a 
study site is obtained, there is a greater chance that the model will perform poorly when 
attempting to simulate a more extreme growing season. This could be especially troubling if, 
when using the model to predict future events, a more extreme year was encountered. Often, 
it may take years or decades of work at a study site to obtain such a dataset. As the size of 
the measured dataset for a particular study site increases, an interesting area of research will 
be to determine the level of influence that the dataset for a particular growing season 
contributes to the overall optimization. In this way, datasets that contribute nothing can be 
removed to reduce bulkiness in measured datasets and to reduce the time required to calibrate 
the crop model. In regards to the spatial variability of model performance across this study 
site, it can be concluded that topography is a possible cause for this. Further work is needed 
to determine the proportion of model error due to topography and, if necessary, to explore 
methods for appropriately simulating the effect of topography on the water balance within 
the model. 
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CHAPTER 4. METHODOLOGY TO LINK PRODUCTION AND 
ENVIRONMENTAL RISKS OF PRECISION NITROGEN MANAGEMENT 
STRATEGIES IN CORN 
A paper accepted by Agricultural Systems 
Kelly R. Thorp, William D. Batchelor, Joel O. Paz, Brian L. Steward, Petrutza C. Caragea 
4.1 Abstract 
A new decision support system called Apollo, which runs the CERES-Maize crop 
growth model, was used to study the corn (Zea mays L.) yield response and the nitrogen (N) 
dynamics of a cornfield in central Iowa, USA. The model was calibrated to minimize error 
between simulated and measured yield over five growing seasons. Model simulations were 
then completed for 13 spring-applied N rates in each of 100 grid cells with varying soil 
properties. For each N rate and grid cell, simulations were repeated for 37 years of historical 
weather information collected near the study site. Model runs provided the crop yield and 
unused N in the soil at harvest for all combinations of N rate, grid cell, and weather year. 
Using these simulated datasets, a methodology involving cumulative probability distributions 
was developed such that the yield and unused N resulting from each N rate applied in each 
grid cell could be directly linked according to their probability of occurrence over the 37 
simulated growing seasons. These cumulative probability distributions were used to evaluate 
the economic and environmental risks of two alternate precision N management strategies for 
the study area. In the first strategy, N rates were selected to maximize the producer's 
marginal net return in each grid cell. The environmental cost of this management strategy, in 
terms of N left behind, was determined to be 56.2 kg ha"1 on average over all grid cells. In 
the second strategy, N rates were selected to insure that the amount of N left in the soil at 
harvest would not exceed 40 kg ha"1 in 80% of growing seasons. The producer's opportunity 
cost for reducing N rates to achieve this environmental objective was calculated to be $48.12 
ha"1 on average over all grid cells. The overall goal of this work was to develop a 
methodology for directly contrasting the production and environmental concerns of N 
management in agricultural systems. In this way, N management plans can be designed to 
achieve a proper balance between production and environmental goals. 
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4.2 Introduction 
With the increased use of yield monitors on grain combines in the past decade 
(Searcy et al., 1989), crop yield has repeatedly been shown to exhibit substantial spatial 
variation across individual fields (Jaynes and Colvin, 1997). In addition, airborne and 
satellite remote sensing imagery has shown similar variation in crop growth and development 
throughout the growing season (GopalaPillai and Tian, 1999). Such datasets have 
demonstrated the potential for variable-rate applications of nitrogen (N) fertilizer, based on 
the site-specific crop need. Applying N fertilizer site-specifically also makes sense from an 
environmental perspective. Bakhsh et al. (2000) identified several properties of the 
agricultural landscape that altered its susceptibility to movement and loss of nitrate-nitrogen 
(NOg-N). These include soil type, topography, soil moisture, tile drainage, and tillage 
practices. Thus, a robust method for determining appropriate N application rates must 
consider the spatial variability of the agricultural landscape's NO3-N loss risk, as well as the 
spatial variability of the crop's N need. In this way, N prescriptions can be tailored to 
address both production and environmental concerns. 
In addition to the spatial aspects of N management, there is also a complex temporal 
problem that arises due to the unpredictable nature of weather patterns. Precipitation events 
drive the movement of NO3-N through the agricultural system, and rainfall is necessary for 
the crop to uptake NO3-N from the soil. However, problems arise when precipitation events, 
NO3-N availability, and crop need do not coexist in time (Dinnes et al., 2002). For example, 
in the midwestem United States, N is most commonly applied in the fall or spring, prior to 
planting corn. Nitrogen applied at these times has the greatest potential for loss to the 
environment, because snow melt and heavy rains in the spring season can move NO3-N out 
of the agricultural system prior to crop uptake. A similar problem exists during seasons of 
drought. For this case, suppose NO3-N is made available through side-dress applications of 
N fertilizer at mid-season. Although NO3-N is now available during the time of peak N 
demand, the lack of water prevents the crop from removing all the NO3-N from the soil. The 
excess NO3-N is then available for loss during precipitation events that occur after harvest, 
when the crop no longer needs it. Unfortunately, when making N management decisions, 
knowledge of future weather patterns and precipitation events is limited to the accuracy of 
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seasonal forecasts. However, large sets of historical weather data now exist for many 
portions of the world, and these datasets can be used as an indicator of probable future 
weather patterns for an area. In this way, historical weather data becomes a useful set of 
information for the development of N management strategies that are conscious of the 
influence of weather patterns on NO3-N movement through the agricultural system. 
Over the past decade, researchers have focused on a wide variety of methods for 
developing site-specific N prescriptions. An arsenal of sensing techniques has been 
employed for identifying N deficient areas of crops, including airborne and satellite remote 
sensing (Blackmer et al., 1996; Flowers et al., 2003), multispectral camera systems on 
ground vehicles (Noh et al., 2003), and chlorophyll meter readings of individual corn leaves 
(Schepers et al., 1992). Although these sensing techniques have successfully identified N 
deficiencies, they do not effectively account for the spatially varying properties of the 
agricultural landscape or weather patterns that affect NO3-N losses from the agricultural 
system. Other researchers have attempted to develop yield response functions by regressing 
crop yield against soil nutrient measurements, such as late-spring NO3-N concentration 
(Katsvairo et al., 2003) and soil organic matter (Schmidt et al., 2002). High r2 values for the 
relationship between crop yield and soil nutrient levels have not been consistently obtained 
with this approach, because the temporal aspects of N movement through the agricultural 
system cannot be adequately characterized by a single equation. As a result, soil nutrient 
concentrations based on point-in-time measurements have not been helpful for developing 
variable-rate N recommendations. The greatest limitation in these approaches is that none of 
them can adequately account for the fact that N movement depends heavily on the temporal 
pattern of weather encountered during the growing season. 
The CERES-Maize crop growth model (Jones and Kiniry, 1986) is another tool that 
has been used to study precision N management for corn (Zea mays L.) (Paz et al., 1999; 
Batchelor et al., 2002). This model utilizes carbon, N, and water balance principles to 
simulate, in homogenous units, the daily processes that occur during plant growth and 
development. The final corn yield for the simulated growing season is then calculated on the 
harvest date. The model has been shown to adequately simulate corn growth, development, 
and yield on plot-level, field-level, and regional scales for many locations around the world. 
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Inputs required for model execution include management practices (plant genetics, plant 
population, row spacing, planting and harvest dates, and fertilizer application amounts and 
dates), environmental factors (soil type, drained upper limit, lower limit, saturated hydraulic 
conductivity, root weighting factor, and effective tile drain spacing), and weather conditions 
(daily minimum and maximum temperature, solar radiation, and precipitation). Since 
CERES-Maize utilizes N balances for crop growth analysis, it can be conveniently extended 
to calculate surface and subsurface NO3-N losses. For example, the model has undergone 
several modifications such that NO3-N in run-off (Gabrielle et al., 1995), tile flow (Garrison 
et al., 1999), and leaching (Gabrielle et al., 1996) can be simulated as part of the crop 
production process. Since CERES-Maize can collectively account for many of the spatial 
and temporal factors that affect crop yield and N movement through the agricultural system, 
it serves as a very useful and appropriate tool for developing N management strategies that 
address both the economic and the environmental concerns of corn production. 
A new decision support system called Apollo runs CERES-Maize and other DSSAT 
crop models for management zones within a field (Batchelor et al., 2004). Apollo is an 
interface that can be used to calibrate and validate model parameters and execute model runs 
to achieve a variety of precision farming objectives, such as prescription analysis and yield 
gap analysis. In this work, the Apollo system was used to calibrate CERES-Maize and run 
N prescriptions for an Iowa cornfield divided into 100 grid cells. 
The overall objective was to use the results of the prescription simulations to develop 
a methodology for estimating the economic and environmental trade-offs of N management 
strategies for this cornfield. The existence of a trade-off between the production and 
environmental concerns of N management is an important concept, because of the dual 
opposing role that N plays in crop production and environmental quality. Whereas N 
fertilizer is beneficial for maximizing crop production, unused N fertilizer that is lost from 
the agricultural system poses a threat to environmental quality, wildlife welfare, and human 
health. Therefore, N management strategies of the future must aim to find the appropriate 
balance between these opposing concerns. The first step in this endeavor is to develop a 
methodology for predicting how a particular N management strategy will affect corn yield 
and unused N remaining in the soil at harvest. With such a methodology, N management 
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strategies can be developed and implemented with a direct understanding of the cost to the 
producer and the cost to the environment. In addition, the methodology could aid in the 
development of environmental legislation and producer compensation programs that aim to 
reduce the environmental risk of agricultural N management. 
4.3 Methods 
4.3.1 Data Preparation 
The study area included a 20.25 ha section of a production cornfield near Perry, IA, 
USA (41.93080° N, 94.07254° W). This area was divided into 100 grid cells, each 45 m by 
45 m in size. A digitized soil survey indicated that five primary soil types were present in the 
study area: Canisteo silty clay loam, Clarion loam, Nicollet loam, Harps loam, and Okoboji 
silty clay loam. Estimates of the physical properties for these soils were obtained from two 
sources. Ratliff et al. (1983) provided the drained upper limit (DUL) (cm3 cm"3) and lower 
limit for various soil textures. In addition, values for the saturated hydraulic conductivity 
(KSAT) (cm d"1), bulk density (BD) (g cm"3), and soil pH at various soil depths were obtained 
from the county soil survey (USDA-SCS, 1981). Saturated moisture content (SAT) (cm3 cm" 
3) was calculated from BD using 
SAT = 0.92 * 1 BD ^ 
. "2.65 y 
(4.1) 
Each of the 100 grid cells was assigned the soil properties for the soil type that covered the 
largest area within the grid cell (Figure 4.1). A Visual Basic for Applications (VBA) script 
was created within the ArcGIS 8.2 software to create the grid layout, clip the digital soil 
survey by grid cell, determine the soil type covering the largest area, and write the soil 
parameters to a soil file for crop model runs (Thorp et al., 2005a). This soil file was used for 
both the model calibration and the N rate prescription simulations. 
Five seasons of measured corn yield were available for crop model calibration. 
Measured yield datasets were obtained using a yield monitor on a grain combine during the 
1994, 1996, 1998, 2000, and 2002 growing seasons. The VBA script in ArcGIS was 
extended to clip the yield data by grid cell, calculate the average yield for each grid cell, and 
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write the yield files to a disk. The yield files were used to compare measured and simulated 
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Figure 4.1. Soil types for the 20.25 ha study area divided into 100 grid cells 
Weather files were created based on the availability of 37 years of historical weather 
data collected near Perry, IA. These historical weather datasets allowed for the simulation of 
N rate performance over the weather conditions of the past 37 growing seasons. In addition, 
weather information for 5 of the 37 growing seasons was used in the model calibration. For 
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years 1966 to 1995, weather data was collected at the Perry grain elevator, 10 km from the 
study site. This data was obtained from a historical weather database maintained by the 
Department of Agronomy at Iowa State University (http://mesonet.agron.iastate.edu). For 
years following 1995, weather data was collected using a weather station directly at the site. 
Soil water content, initial nutrient levels, and plant population were not available for 
this site. Appropriate values were assumed and assigned uniformly to each grid cell across 
the study area. In addition, since individual growing seasons were simulated independently, 
initial conditions were specified uniformly for each growing season and carry over of soil 
water and nutrients between growing seasons was ignored. Initial soil water content for each 
simulation was set to 0.3 cm3 cm"3, a value just below the DUL for the soils in the field. 
Initial N levels were set arbitrarily to 0.1 g elemental N per Mg soil. For the purpose of this 
study, it was assumed that the soil profile contained only a negligible amount of N at the 
beginning of the season. In practice, a producer would subtract pre-season soil nutrient 
levels from the N fertilization rate recommendations generated with the simulation 
methodology developed in this work. Finally, plant population was set to 7.4 plants m"2 
based on the average of population measurements collected during the 1996 growing season. 
These approximations for soil water content, initial nutrient levels, and plant population were 
used for both the model calibration phase and for the N rate prescription simulation phase. 
Management practice model inputs were changed between the model calibration 
phase and the N rate prescription simulation phase. To calibrate the model, the producer's 
actual planting date, actual harvest date, and actual fertilizer application rates and dates were 
used for each of the 5 growing seasons available for calibration. For the N rate prescription 
simulations, the planting and harvest dates were assumed to be uniform across all 37 growing 
seasons. In this case, the dates of planting and harvest were set to April 25 and October 12, 
respectively, based on the average of the 5 years of known management practice dates for 
this producer and study site. Also, the model was set to apply all N on April 15 in each of 
the 37 seasons included in the prescription simulations. Values for N rate were left blank in 
the model input file, such that the Apollo decision support system could alternatively input 
various N rates to test during the N prescription simulations. 
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4.3.2 Model Calibration 
Paz et al. (1999) developed a technique to calibrate the CERES-Maize crop growth 
model for tile-drained soils in the Midwestern United States. The technique implements the 
simulated annealing algorithm to adjust model input parameters to minimize the error 
between measured and simulated yield within an area of interest. In this work, this technique 
was implemented within the Apollo calibration module to calibrate two CERES-Maize 
model parameters: K$AT of the deep impermeable layer and effective tile drainage rate. 
Although a first estimate of the KSAT value was obtained from the county soil survey, the 
range of parameter values for most soil types in the survey is very wide. The calibration 
procedure served to fine-tune this parameter to more accurately represent the water table 
dynamics of each grid cell. If a grid cell was properly drained, the calibration procedure 
generated a large value for the K$AT parameter. In this case, excess water is more quickly 
lost out the bottom of the profile and water tables are kept low or never form, which allow 
roots to grow deep in the soil profile. The calibration procedure would give small values for 
the KSAT parameter if a grid cell was poorly drained. This causes water to move more slowly 
through the bottom soil layer, water tables are kept high, and roots grow to more shallow 
depths within the soil profile. The effective tile drainage rate controls the speed at which 
water is lost through tile lines when the water table is above the tile. For each of the 100 grid 
cells at the study site, the technique of Paz et al. (1999) was used to solve for the optimum set 
of the two model parameters that minimized the root mean square error (RSME) between 
simulated and measured yield for the five available seasons of measured yield data. 
Parameters were calibrated uniquely for each grid cell to account for spatial variability within 
the field. The objective function to be minimized during model calibration with the 
simulated annealing algorithm can be written as 
where YmLJ is the measured yield and YSQ is the simulated yield in the ith grid cell for the y'th 
of n seasons of yield data. The model calibration procedure in Apollo provided the final 
minimized RMSE between measured and simulated yield for each grid cell, which represents 
the error associated with optimizing the two soil parameters within the grid cells over the five 
RMSE (4.2) 
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calibration growing seasons. These RMSE values also serve as a performance indicator for 
the calibration procedure, where a RMSE of less than 1000 kg ha"1 is roughly less than 10% 
error. After completing a satisfactory calibration with acceptable RSME values, the 
calibrated model parameters for each grid cell were used in an N prescription analysis within 
the Apollo software. 
Model validation is important for providing evidence that a calibrated model is 
performing sensibly for calibration-independent datasets. Such model testing procedures 
were especially important for this work because model calibration was carried out using data 
from only five growing seasons, and the calibrated model was then used to simulate crop 
yield and unused N for an extended set of historical weather over 37 growing seasons. Thus, 
the later simulations will only perform as well as the calibration has successfully captured the 
key drivers of the observed spatial variability. The details concerning model validation at 
this study site have been explored and presented in previous work (Thorp et al., 2005b). 
4.3.3 Nitrogen Prescription Analysis 
Prescription analyses in Apollo use three nested loops to simulate crop yield and N 
pooling for a set of N rates, management zones, and historical weather years. First, Apollo 
loops through a series of user-defined N rates, running CERES-Maize each time to assess the 
yield response and N pools for each N rate. To facilitate simulation of fall, spring, and side-
dress applications, the user can also specify the fertilizer application date. A second nested 
loop repeats the process for each user-defined management zone or grid cell, and the third 
loop repeats the entire process for all the available years of historical weather data for the 
field location. Thus, the Apollo prescription module calculates information useful for 
studying yield response and N pools, as if precision N management strategies had been used 
during the weather patterns of previous growing seasons. In order to develop N management 
strategies for the future, we simulate and analyze how N rates would have performed in the 
past. 
The Apollo prescription module was run for the study site to simulate the crop yield 
response and the amount of N in four pools, including NO3-N in the soil at harvest, NH4 in 
the soil at harvest, total NO3-N leached, and total NO3-N lost out the tile. The four N pools 
70 
were summed to generate a value for total unused N at the end of the growing season. Model 
simulations were run for 13 N application rates over 37 years of historical weather data near 
the study site (1966 to 2002). Simulated N rates ranged from 80 to 320 kg ha"1 at increments 
of 20 kg ha"1. While running the prescription analysis, Apollo generated a text file 
containing the simulation results for all combinations of N rates, grid cells, and weather 
years. Thus for this work, the prescription output file contained 48,100 entries (13 rates * 37 
years * 100 grid cells). 
4.3.4 Cumulative Probability Distributions 
Prescription analyses in Apollo have the potential to generate a very large amount of 
simulated data, depending on the number of grid cells, N rates, and weather years used in the 
simulation. To condense this dataset for interpreting the effect of historical weather patterns 
on N mobility in the agricultural system, a methodology involving cumulative probability 
distributions, which give the probability that a variable takes a value lesser than or equal to a 
specified quantity, was developed. Two families of cumulative probability curves were 
calculated for each grid cell: one for yield and the other for unused N left in the soil at 
harvest. The first family provides the cumulative probability of yield for each N rate over the 
number of weather years, 37 in this case. Each curve in this family represents the probability 
of obtaining crop yield by applying the associated rate of N fertilizer consistently over a 37-
year period. The second family gives the cumulative probability of unused N for each N rate 
over the number of weather years. Each curve in this family represents the probably, or risk, 
of leaving unused N in the soil when applying the associated N rate consistently over a 37-
year period. Using these two families of cumulative probability distributions together, the 
economic and environmental costs of applying various N rates can be compared, and N rates 
can be selected to accomplish objectives associated with both crop production and 
environmental protection. Because the two families of curves are unique for each grid cell, 
the complete set of curves for all grid cells can be used to develop variable-rate N 
management plans that achieve the production or environmental objectives for the entire 
field. It is convenient to fit probability distributions to the data generated from historical 
weather simulations, because the dataset will ultimately be used to develop N fertilizer 
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recommendations for future growing seasons in which weather conditions are unknown. By 
fitting probability distributions to the simulated data for yield and unused N for past weather 
years, the effect of unknown weather patterns on future yield and unused N can be 
characterized in terms of chance or probability. Thus, N recommendations can be designed 
with a level of certainty that a given yield threshold will be achieved or that an unused N 
threshold will not be exceeded. 
To proceed with this analysis, a Visual Basic application was written to manipulate 
the data within the Apollo prescription file and to fit appropriate probability distributions. 
Automation of this process within Visual Basic was important because of the large number of 
datasets to which distributions were fitted. Distributions were fit for both yield and unused N 
for each N rate in each grid cell (2 variables * 13 rates * 100 grid cells = 2600 distributional 
fits). Initial work focused on fitting normal probability distributions to both the yield and 
unused N datasets. However, further investigations using histograms and the Shapiro-Wilk 
test (Shapiro and Wilk, 1965; Royston, 1995) revealed that the datasets were oftentimes 
severely non-normal. In an effort to remedy this problem, several alternative distributions 
were explored. Based on the results of chi-squared goodness-of-fit tests and visualization of 
distributions fitted to histograms, the beta probability distribution was chosen for use with the 
simulated yield data and the exponential probability distribution was selected for use with the 
simulated data for unused N. 
The flexibility of the beta distribution proved to be helpful for fitting the heavily 
skewed simulated yield datasets in this research. The general formula for the probability 
density function of the beta distribution is 
f ( X ) = %Z(b-~ar<-  '  «***»•  P>°-9> 0. («) 
where p and q are shape parameters, a and b are the respective upper and lower bounds of the 




To fit a beta distribution, all four parameters, p, q, a, and b, must be estimated. In this work, 
the lower bound, a, was assumed to be 0 for all yield datasets, since yield cannot be negative. 
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The three remaining parameters were estimated using a combination of maximum likelihood 
and method of moments estimation in an iterative procedure, all implemented within the 
Visual Basic algorithm. Initially, the upper limit, b, was set to the largest value in each yield 
dataset. Next, the method of moments estimators (Johnson et al., 1994) for both p and q 
were calculated. All four parameters were then used to compute the value of the likelihood 
function for the beta distribution (Gnanadesikan et al., 1967). This process was iterated 
several hundred times while incrementing the value of b by one in successive iterations. The 
values of p, q, a, and b that gave the maximum value for the likelihood function were 
assumed to be the parameters that provided the best fit of Equation 4.3 to a given yield 
dataset. A unique set of distributional parameters was calculated for each of the 2600 
histograms of simulated yield data. These parameters were then used to calculate the 
cumulative beta probability distribution for each yield dataset. The cumulative beta 
probability distribution, also known as the incomplete beta function ratio, can be expressed 
as 
jWa  - t ) 9 ~ l d t  
I x (P>l )  =  -—— ,  0 <  x<\ ,  p  > 0 ,  q > 0 ,  (4.5) 
B(p ,q )  
(Johnson et al., 1994). This equation restricts the lower and upper bound to 0 and 1, 
respectively. Therefore, the parameter values, a and b, were used to scale each yield data 
value down to within this required range. To solve the beta function (Equation 4.4) and the 
incomplete beta function ratio (Equation 4.5) for each yield dataset, numerical 
approximations, translated from the C programming language, were incorporated into the 
Visual Basic algorithm (Press et al., 1992). 
Histograms of the simulated datasets for unused N in the soil at harvest suggested that 
an exponential distribution would provide an appropriate fit. The probability density 
function of the exponential distribution can be written as 
% > / / ,  / ? > 0 ,  ( 4 . 6 )  
where fi is a location parameter and /? is a scale parameter. The location parameter for all 
exponential distributions was set such that the lower asymptote was equal to the smallest 
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value for unused N in the dataset. As a result, parameter estimation was much simpler for 
the exponential distribution compared to the beta distribution, because estimation of only one 
parameter, /?, was required, and the maximum likelihood estimator of /? is simply the sample 
mean. The cumulative exponential distribution function can be expressed as 
F(%) = 1 - , jc > //, ^ > 0, (4.7) 
(Johnson et al., 1994). A short segment of code was written to calculate the cumulative 
exponential distributions for each of the 2600 sets of simulated unused N datasets and added 
to the Visual Basic application. 
4.3.5 Nitrogen Management Decisions 
The families of cumulative beta probability distributions for yield and the families of 
cumulative exponential distributions for unused N at harvest were used to assess the 
economic and environmental consequences associated with N management decisions. A 
comparison of two N management strategies was carried out to demonstrate how the 
distributions could be used. The objective of the first N management strategy was to 
maximize the profitability of the management practice for the producer. Paz et al. (1999) 
presented a simple equation to calculate marginal net return for N fertilizer management in 
corn: 
Marginal Net Return = Y  • P c -N  • P N  (4.8) 
where Y is the corn yield (kg ha"1), Pc is the price of corn ($ kg"1), N is the N application rate 
(kg ha"1), and Pn is the price of N fertilizer ($ kg"1). For this study, Pc was set to $0.086 kg"1 
and Pn was set to $0.46 kg"1, which are current market values for corn and N fertilizer in 
Iowa. Managing N to optimize long-term marginal net return assures that producers can 
achieve the maximum possible profit from their corn crop. However, this practice has been 
shown to have significant environmental implications (Burkart and James, 1999; Goolsby et 
al., 2001), because unused NO3-N is highly susceptible to loss from the agricultural system. 
Therefore, the objective of the second N management strategy was to reduce the level of 
applied N to achieve an environmental objective: leave less than 40 kg ha"1 of N in soil at 
harvest with a probability of 80%. Because the two families of cumulative probability curves 
link yield to unused N in the soil at harvest, they allow for the quantification of any 
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production losses that a producer might incur for managing N at levels below the production 
optimal. In this way, the producer's opportunity cost for applying reduced N rates can be 
calculated by extending Equation 4.8: 
Opportunity Cost = (Yimx - Y r e d  ) -P c -  (N m a  -  N r e i  )  •  P N  (4.9) 
where 7^ and Nmax are the yield achieved and N rate used when maximizing net return and 
Yred and Nred are the reduced yield and reduced N rate for managing N to achieve the 
environmental objective. For the purpose of introducing this methodology, the analysis was 
described in detail using grid cell #4 as an example. By then repeating the analysis for all 
100 grid cells, two variable-rate N prescription maps were generated for the study area: one 
for maximizing the producer's net return and the other for accomplishing the environmental 
objective. 
4.4 Results 
4.4.1 Calibration Results 
Cell-level differences between measured and simulated yield as indicated by RMSE 
ranged from 50 kg ha"1 to 1075 kg ha"1 with an average RMSE of 490 kg ha"1 across all grid 
cells (Figure 4.2). The average RMSE for grid cells dominated by the Canisteo, Clarion, 
Nicollet, Harps, and Okoboji soil types were 406 kg ha"1, 649 kg ha"1, 404 kg ha"1, 472 kg ha" 
\ and 318 kg ha"1, respectively. Errors for grid cells dominated by Clarion loam were greater 
on average than that of the other soil types, indicating that the model had more difficulty 
explaining yield variability in grid cells having this soil type. Clarion loam is a gently 
sloping, well-drained soil on convex upland knolls (USDA-SCS, 1981), meaning the soil 
type is generally present on the sideslopes of the swell and swale topography typical of the 
central Iowa countryside. Therefore, a possible explanation for the greater average RMSE in 
Clarion grid cells is that the model does not adequately account for surface run-on and sub­
surface water flow between neighboring grid cells, the dynamics of which would be more 
significant for a sloped topography. Another interesting note is that the aggregation of high 
RMSE grid cells across the center of the field corresponds to the location of the north 
sideslope of a well-defined gully that cuts through the study area. These results also suggest 
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that model calibration performance is spatially linked to topography. Errors for grid cells 
dominated by the Okoboji silty clay loam were significantly lower than that of the other soil 
types. Okoboji silty clay loam is a very poorly drained soil occurring in concave depressions 
on uplands (USDA-SCS, 1981). Low RMSE values for the Okoboji dominated grid cells 
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Figure 4.2. Root mean square error for the two-parameter calibration in each grid cell 
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The map of cell-level calibration errors (Figure 4.2) is useful for assessing the spatial 
distribution of RMSE across the study area; however, the RMSE associated with an 
individual growing season in the calibration dataset is lost during the averaging process of 
the RMSE calculation (Equation 4.2). In order to visualize the error associated with 
individual growing seasons, a one-to-one plot of simulated versus measured yield was 
constructed (Figure 4.3). This plot illustrates the relationship between measured and 
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Figure 4.3. Simulated versus measured corn yields over 100 grid cells for five growing 
seasons 
simulated yield for each of the five calibration years and for each of the 100 grid cells, where 
the vertical distance between an individual data point and the one-to-one line represents the 
difference between measured and simulated yield. Cell-level yield for the 1994, 1998, and 
2002 growing seasons tended to cluster at 10,600 kg ha"1; however, deviations from the one-
to-one line are more apparent for the 1998 and 1994 seasons than for the 2002 growing 
season. Cell-level yield during the 1996 and 2000 growing seasons tended to cluster around 
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9,250 kg ha"1 and 7,500 kg ha"1, respectively. These lower yielding growing seasons 
improved the ability of the model to explain year-to-year variation by increasing the yield 
range in the calibration dataset. Overall, the model was able to explain much of the yield 
variability (r2 = 0.89) when considering all 100 grid cells and all five growing seasons used 
for calibration (Table 4.1). The strength of linear regression was reduced when considering 
the fit for any individual year, because the cell-level yields for single seasons tended to 
cluster together in relatively narrow ranges (Figure 4.3). However, RMSE calculations for 
any given production year showed that deviations between field-level measured and 
simulated yields were not greater than 600 kg ha"1 (Table 4.1). Since past research has 
supported RMSE and related statistics over correlation-regression analysis for testing crop 
model accuracy (Kobayashi and Salam, 2000), it is expected that the lower r2 values for 
individual seasons can be ignored in favor of the more descriptive RMSE calculations. 









1994 10788 11224 520 0.30 
1996 9137 9039 217 0.63 
1998 10218 10773 598 0.47 
2000 7484 7617 286 0.26 
2002 10625 10786 323 0.31 
All years 9650 9888 490 0.89 
Values for the two optimized parameters, resulting from applying the calibration 
procedure within each grid cell, were within the expected ranges. The average value for 
effective tile drainage rate was 0.107 day"1 with a standard deviation of 0.059 day"1 across 
100 grid cells. The minimum value for this parameter was 0.011 day"1 in grid cell #29, and 
the maximum value was 0.246 day 1 in grid cell #26. These values fell within the expected 
range of 0.01 day"1 and 0.25 day"1 for effective tile drainage rate. The average value for 
saturated hydraulic conductivity of the deep layer was 0.790 cm day"1 with a standard 
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deviation of 0.646 cm day"1 across 100 grid cells. The minimum value for this parameter was 
0.094 cm day"1 in grid cell #83, and the maximum value was 1.976 cm day"1 in grid cell #54. 
These values fell within the expect range of 0.001 cm day"1 and 2 cm day"1 for saturated 
hydraulic conductivity. 
4.4.2 Grid Cell #4 Example 
Two families of cumulative probability distributions were produced for each grid cell. 
Since it is not feasible to show the resulting 200 graphs, the results of grid cell #4 were 
selected randomly and presented as an example. The cumulative beta probability 
distributions of yield for grid cell #4 demonstrate how corn yield and N rate can be related 
for making N management decisions. For each of the 13 N rates, model simulations 
provided 37 values for yield in grid cell #4, representing the seasonal corn yield achieved 
with an N rate given the weather conditions of the past 37 growing seasons. An example 
histogram for the simulated yield values in grid cell #4 at an N rate of 220 kg ha"1 
demonstrates how the yield datasets can be well characterized using a beta distribution 
(Figure 4.4). Distributions of simulated yield for other N rates and grid cells typically 
resembled this histogram in which the lack of an upper tail skewed the distribution heavily to 
the left. One interpretation of this occurrence is that the weather conditions for most seasons 
allowed corn yields to approach the potential upper limit for yield in this field. In other 
seasons when weather conditions were less favorable, simulated yields were significantly 
lower than the yield potential which created the tapering effect on the left side of the 
distribution. For this histogram, the four beta parameters, p, q, a, and b, estimated for the fit 
were 3.60, 0.98, 0, and 11633, respectively. By fitting unique beta distributions to each of 
the 13 yield histograms for N rates in grid cell #4 and calculating the cumulative beta 
probability distribution using the resulting beta parameters, a family of curves that explain 
the chance of corn yield response to N rates given the weather conditions of the past 37 years 
was generated (Figure 4.5). At the time N management decisions are made, these curves are 
used with the understanding that corn yield response in grid cell #4 will be heavily 
influenced by the unknown pattern of weather encountered between the N application and 
harvest. However, based on the patterns of weather seen in previous years, it is possible to 
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describe future corn yield in terms of chance or probability, such that N management 
decisions can be made less blindly. Cumulative beta probability distributions of yield in grid 
cell #4 generally showed an increasing trend with N rate at equal probability levels. An 
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Figure 4.4. Histogram of the grid cell #4 simulated yield values over 37 years of historical 
weather at an N rate of 220 kg ha"1 and a fitted beta distribution 
exception occurred in the range of the 0% and 20% probability thresholds of yield between 
4,000 kg ha"1 and 8,000 kg ha"1. A likely explanation is that small levels of N stress aided 
root development early in the season, which better prepared the crop to combat water stress 
and increase yield in these relatively low yielding years. This area of the curve is also 
perhaps less important, because producers will likely be more interested in yield probabilities 
much greater than 10%. The beta distribution also has difficulty fitting the high yield end of 
the histogram in Figure 4.4, and the resulting probability curves in Figure 4.5 are awkwardly 
shaped with no roll-off effect in the upper portion of the distribution. These results provide 
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evidence that further analysis may be more accurate if focused away from the tails of the 
distribution. Finally, the yield distributions for grid cell #4 did not change significantly for N 
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Figure 4.5. Cumulative beta probability of yield in grid cell #4 for N rates of 80 kg ha 1 to 
320 kg ha1  
Similar to the cumulative beta probability distributions of yield, the cumulative 
exponential probability distributions of unused N left in the soil at harvest for grid cell #4 
demonstrate how unused N and N rate can be related for making N management decisions. 
For each of 13 N rates, model simulations provided 37 values for unused N in grid cell #4, 
representing the seasonal post-harvest soil N content obtained with an N rate given the 
weather conditions of the past 37 growing seasons. An example histogram for the simulated 
unused N values in grid cell #4 at an N rate of 220 kg ha"1 suggests that the unused N datasets 
can be well characterized using an exponential distribution (Figure 4.6). Distributions of 
unused N for other N rates and other grid cells typically resembled this histogram with a 
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majority of growing seasons having relatively small amounts of N left in the soil, particularly 
for the lower N rates. In other seasons when weather conditions were not favorable to uptake 
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Figure 4.6. Histogram of the grid cell #4 simulated unused N values over 37 years of 
historical weather at an N rate of 220 kg ha"1 and a fitted exponential distribution 
of N by plants, greater amounts of N were left in the soil and this created the tapering effect 
on the right side of the distribution. As N rates were increased, the right side of the 
distribution tended to taper off more slowly. For the histogram in Figure 4.6, a value of 
13.73 was estimated for the exponential parameter, /?. The distribution was adjusted right by 
a factor of 16.58, the lowest unused N value in the 220 kg ha"1 dataset for grid cell #4. 
Similar to the curves for yield, the cumulative exponential probability distributions of unused 
N explain the chance that different N rates will leave N in the soil at harvest given the 
weather conditions of the past 37 growing seasons (Figure 4.7). This family of curves 
permits the addition of an environmental component to N management decisions, such that N 
applications can be designed to achieve a balance between production and environmental 
goals. Cumulative exponential probability distributions of unused N for grid cell #4 showed 
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an increasing trend with N rate at equal probability levels. An interesting feature of the 
unused N probability curves is that, even for the lowest N rate, the simulations always 
resulted a small amount of N, approximately 15 kg ha"1, left in the soil at harvest. This 
phenomenon in the simulation results may be attributed to mineralization of N at the end of 
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Figure 4.7. Cumulative exponential probability of unused N in grid cell #4 for N rates of 80 
kg ha"1 to 320 kg ha"1 
4.4.3 Statistics Over 100 Grid Cells Per N Rate 
In the process of fitting a distribution and developing cumulative probability curves 
for yield and unused N, one data dimension, the number of weather years, is essentially 
removed from prescription simulation datasets. The data can then be described in terms of 
beta distribution parameters, exponential distribution parameters, and cumulative probability 
distributions over the two remaining data dimensions, number of N rates and number of grid 
cells. However, it is not feasible to show the histograms, distributional fits, and cumulative 
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probability curves for every simulated N rate in every grid cell within the study area. 
Instead, the mean and standard deviation was used to summarize the distribution of estimated 
beta and exponential parameters at each N level over all 100 grid cells (Table 4.2). As 
expected, the prescription simulations showed that an increase in N rate increased yield in 
grid cells on average, but it also increased the amount of unused N in the soil after harvest. 
Table 4.2. Summary statistics (average and standard deviation) for the 37-year average yield, 
beta parameters, the 37-year average unused N, and exponential parameters for each N rate 
over 100 grid cells. 
N rate Yield Beta parameters Unused N Exponential param. 
(kg ha1) (kg ha1) J? - - (kg ha1) S^ÏT~ 
Avg SD Avg SD Avg SD Avg SD Avg SD Avg SD Avg SD 
80 5386 228 6985 133 10.7 4.96 3.03 1.30 21.7 3.1 4.4 2.7 17.3 1.3 
100 6830 340 8068 163 23.5 15.7 3.82 2.35 22.6 3.9 5.3 3.5 17.3 1.4 
120 7604 397 8831 162 19.4 11.8 2.78 1.55 23.6 4.7 6.1 4.4 17.5 1.4 
140 8064 434 9460 188 9.53 4.89 1.51 0.76 24.7 5.8 7.1 5.5 17.6 1.4 
160 8337 446 9926 114 5.13 2.11 0.91 0.34 26.2 7.0 8.2 6.9 18.0 1.4 
180 8522 463 10553 220 4.28 1.32 0.99 0.29 29.1 8.2 10.9 8.0 18.2 1.4 
200 8669 469 10959 171 3.65 0.84 0.94 0.21 32.8 9.3 14.5 9.2 18.2 1.4 
220 8843 501 11680 237 3.51 0.71 1.12 0.30 37.5 10.7 19.2 10.5 18.3 1.5 
240 8982 531 12407 349 159 0.70 1.38 0.37 44.3 12.1 25.7 12.0 18.5 1.4 
260 9059 532 13151 420 3.87 0.64 1.74 0.34 52.3 13.4 33.7 13.3 18.6 1.4 
280 9105 532 13727 555 4.04 0.69 2.05 0.39 61.8 15.0 42.9 14.8 18.9 1.5 
300 9131 516 13891 590 4.04 0.69 2.11 0.40 73.7 16.2 52.8 15.5 20.8 2.1 
320 9152 498 13904 581 4.03 0.68 2.09 0.40 88.2 16.6 62.7 15.4 25.4 4.5 
Because yield increased with N rate, the upper limit beta parameter, b, for the yield 
distributions also increased on average with N rate. Standard deviations for yield, unused N, 
and b all showed a general increasing trend with N rate. The beta shape parameter, p, 
showed a decreasing trend with N rate on average across all grid cells. When the N rate 
increased above 180 kg ha"1, the p parameter was on average approximately 4.0 with a 
standard deviation of 0.7. The q parameter of the beta distribution decreased from 3.0 at 80 
kg ha"1 to 0.91 at 160 kg ha 1 and then increased to 2.1 as N rate increased to 320 kg ha"1. For 
the exponential distributions of unused N, the average /? parameter across all grid cells and its 
standard deviation both increased with increasing N rate. This was expected since a larger /? 
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value makes the exponential distribution decay more slowly, representing an increased 
frequency of larger amounts of N left unused. For all but the highest two rates, the average 
location factor for the exponential distribution remained between 17 and 19 with a low 
standard deviation, indicating most N rates and most grid cells had at least one season with 
less than 20 kg ha"1 N left unused. The spatial distribution of summary statistics similar to 
those in Table 4.2 could also be studied by averaging over N rate instead of over grid cells; 
however, this makes less sense because only one N rate would be applied in a given season. 
An investigation into the spatial effect of grid cell location will be the subject of the next 
section, which illustrates the use of the cumulative probability curves to select N rates and 
develop N prescriptions that satisfy production and/or environmental requirements. 
4.5 Discussion 
4.5.1 Environmental Cost of Optimizing Economic Return 
For a farming operation to be profitable, producers must use management practices 
that maximize marginal net return (Equation 4.8). Continuing with the analysis of grid cell 
#4, calculations were carried out to determine the relationship between N rates and marginal 
net return. Average marginal net return represents the average return for each N rate over all 
37 growing seasons. Maximum and minimum marginal net return represents the greatest and 
least return achieved with each N rate in a single year. For grid cell #4, an N rate of 240 kg 
ha"1 maximized the average marginal net return over 37 growing seasons (Figure 4.8). If the 
producer applied this rate to grid cell #4 in each year, there would be a 50:50 chance that the 
marginal net return would be greater than or less than $689.40 ha"1. However, the 
uncertainty in marginal net return values for individual seasons is large for the 240 kg ha"1 N 
rate, because the range between minimum and maximum net return values widen 
significantly at the higher N rates. In one of the 37 years, the 240 kg ha 1 N rate may result in 
a net return of $953.76 ha1 while in another it may result in a return of only $188.36 ha"1 
(Figure 4.8). The cumulative beta probability distributions of yield now become useful for 
determining the expected yield from this management practice. By applying the 240 kg ha"1 
N rate to grid cell #4, the producer could expect a 50:50 chance of yield greater than 9,681 kg 
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ha"1 in any given growing season. Similarly, the grower could expect an 80% chance of yield 
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Figure 4.8. The 240 kg ha 1 N rate maximizes average marginal net return in grid cell #4 
over 37 growing seasons. 
Given that the producer must apply 240 kg ha 1 of N in grid cell #4 to maximize 
average marginal net return over 37 growing seasons, the cumulative exponential probability 
distributions of unused N (Figure 4.7) are now useful for determining the environmental risk 
associated with this management practice. The curve for an N rate of 240 kg ha"1 in grid cell 
#4 shows that there is a 50:50 chance that the amount of unused N left in the soil will be 
greater than 30.6 kg ha"1. Similarly, there is an 80% probability that the amount of unused N 
left in the soil will be less than 49.4 kg ha"1 or a 20% probability that unused N will be 
greater than 49.4 kg ha"1. This represents the environmental risk associated with applying the 
240 kg ha"1 N rate in grid cell #4, because N left unused in the soil will be highly susceptible 
to loss in the months between growing seasons. In terms of the quantity of N left unused in 
soil when optimizing producer economics, the grid cell #4 value of 49.4 kg ha"1 at the 80% 
probability level is relatively moderate, only slightly lower than the field average of 56.2 kg 
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ha"1. On the other hand, in grid cell #74, the N management practice that optimized marginal 
net return (260 kg ha"1 N) had an 80% chance of leaving 120.9 kg ha"1 or less of unused N in 
the soil at harvest. In other words, if N is managed to optimize economic return in this grid 
cell, nearly half of the applied N will remain in the soil after harvest in 20% of growing 
seasons. 
By repeating this analysis for all 100 grid cells, an N prescription map was developed 
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Figure 4.9. Nitrogen prescription for optimizing marginal net return over 37 growing seasons 
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runs for the prescription analysis were performed with the assumption of nearly zero initial N 
in the soil, measurements of the actual available N in the soil prior to a fertilizer application 
should be used as a credit for the N rates given in this prescription. The average N rate to 
optimize production across all 100 grid cells was 233 kg ha"1 with a standard deviation of 21 
kg ha1 (Table 4.3). Based on the weather of the past 37 growing seasons, this variable-rate 
N prescription would have an 80% chance of producing a field average crop yield of 11,009 
kg ha"1 or less with a standard deviation of 589 kg ha"1 across grid cells. Also, the 
management practice would have an 80% chance of leaving a field level average of 56.2 kg 
ha1 or less unused N in the soil at harvest with a standard deviation of 16.7 kg ha1 across 
grid cells. Finally, this N prescription would have an 80% chance of achieving a field 
average marginal net return of less than $839.44 ha"1 with a standard deviation of $43.10 ha"1 
over 100 grid cells. 
Table 4.3. Field-level statistics over all 100 grid cells for the economically optimum 
prescription at the 80% probability threshold. 
N Rate Yield Unused N Marginal 
(kg ha"1) (kg ha"1) (kg ha"1) Net Return 
($ ha"1) 
Average 233 11009 56.2 839.44 
Standard Deviation 21 589 16.7 43.10 
Minimum 160 8910 35.0 692.66 
Maximum 260 11816 120.9 896.58 
4.5.2 Opportunity Cost of Environmental Protection 
Managing N to optimize marginal net return assures that producers can achieve the 
maximum possible profit from their corn crop. However, this practice can have significant 
environmental impacts in some areas of an agricultural field, because there is a greater 
chance that a large quantity of N will remain in the soil after harvest. To reduce the 
environmental impacts of corn production, producers must begin managing N to achieve a 
balance between environmental and production objectives. For example, assume that 
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lawmakers establish an environmental policy stating that unused N left in the soil after 
harvest must be less than 40 kg ha"1 80% of the time. Cumulative exponential probability of 
unused N (Figure 4.7) can now be used to determine the rate of N that will meet this 
objective for grid cell #4 of the study area. Furthermore, we can use cumulative beta 
probability of yield (Figure 4.5) to determine the yield and the producer's opportunity cost 
(Equation 4.9), which is the profit that the producer foregoes by managing N to meet to the 
environmental restriction. With linear interpolation between the cumulative exponential 
probability curves for the 220 and 240 kg ha"1 N rates, an N rate of 222 kg ha1 insures that 
the amount of unused N will be less than 40 kg ha"1 with a probability of 80% (Figure 4.7). 
Then using the cumulative beta probability of yield curves, an N rate of 222 kg ha"1 will give 
a crop yield of 11,006 kg ha"1 80% of the time (Figure 4.5). The producer's opportunity cost 
for reducing N rates can now be calculated using Equation 4.9. For grid cell #4, the 
producer's opportunity cost for leaving less than 40 kg ha1 of unused N in the soil at harvest 
with a probability of 80% is $20.01 ha"1. 
By repeating this analysis for all 100 grid cells, an N prescription map was developed 
for meeting the environmental objective of leaving less than 40 kg ha"1 unused N in the soil 
at harvest with 80% probability across the entire study area (Figure 4.10). Again, since the 
model runs for the prescription analysis were performed with the assumption of nearly zero 
initial N in the soil, measurements of the actual available N in the soil prior to a fertilizer 
application should be used to credit the N rates given in this prescription. The average N rate 
to accomplish the environmental objective across all 100 grid cells was 194 kg ha"1 with a 
standard deviation of 41 kg ha"1 (Table 4.4). Based on the weather of the past 37 growing 
seasons, this variable-rate N prescription would have an 80% chance of producing a field 
average crop yield of 10,240 kg ha"1 or less with a standard deviation of 1146 kg ha 1 across 
grid cells. Also, this management practice would have an 80% chance of achieving a field 
average marginal net return of less than $791.32 ha1 with a standard deviation of $79.81 ha"1 
over 100 grid cells. The field level average opportunity cost incurred by the producer using 
this precision N management strategy would be $48.12 ha"1 with standard deviation of 
$53.13 ha"1 across the 100 grid cells. At this cost, the average amount of N left unused in the 
soil at harvest would be reduced by greater than 16.2 kg ha"1 in 20% of growing seasons. 
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Interestingly, in seven of the 100 grid cells the producer's opportunity cost was negative, 
indicating that the prescription for optimizing net return already leaves less than 40 kg ha"1 of 
unused N in soil with 80% probability. For these grid cells, the N rate that forces the 
environmental objective is actually greater than the N rate that optimizes economic return. 
Obviously, the producer should use the economically optimal N rate for these grid cells. A 
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Figure 4.10. Nitrogen prescription for not exceeding 40 kg ha of unused N in the soil at 
harvest in 80% of growing seasons 
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conscience management scenario for N fertilizer is quite costly to the producer in some areas 
of the field, but in other grid cells it costs the producer nothing (Figure 4.11). As expected, 
the grid cells that require the lowest rates to meet the environmental objective (Figure 4.10) 
also cost the producer significantly to manage in this way (Figure 4.11). 
Table 4.4. Field-level statistics over all 100 grid cells for the environmental objective of no 
more than 40 kg ha"1 of unused N in the soil at harvest in 80% of growing seasons 
N Rate Yield Unused N Marginal Opportunity 




Average 194 10240 40 791.32 48.12 
Standard Deviation 41 1146 0 79.81 53.13 
Minimum 90 6778 40 541.13 -10.52 
Maximum 238 11383 40 869.70 246.65 
The environmental policy of leaving no more than 40 kg ha 1 of unused N in the soil 
after harvest with 80% probability was picked at random for demonstration purposes. 
However, if such a strategy such were actually implemented to legislate requirements for 
agricultural N management, the future economic prosperity of the agricultural industry would 
depend heavily on a sound methodology for appropriately selecting the environmental 
restriction to be met. Inappropriate or unrealistic expectations could have severe effects on 
the economics of a farming operation. To aid in this policy making process, the probability 
curves can be manipulated to obtain the producer's opportunity cost for many possible 
environmental policy scenarios (Figure 4.12). To develop the plot, the producer's 
opportunity cost was determined at several different probability levels while incrementing 
the restriction for unused N by one over the range of 15 kg ha 1 to 65 kg ha"1. This type of 
plot would give a policymaker a tool for judging the degree of impact that a particular policy, 
in terms of the restriction for unused N left in the soil, would have on a producer. For the 
previous example, an environmental restriction of no more than 40 kg ha"1 of unused N in the 
soil with 80% probability was implemented. Figure 4.12 demonstrates that this scenario is 
relatively lenient for grid cell #4, since it costs the producer only $20.01 ha"1 in that grid cell. 
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However, if the environmental policy had been established to be no more than 20 kg ha"1 of 
unused N in the soil with 80% probability, the opportunity cost jumps to $360.95 ha"1 in grid 
cell #4. Such a policy would not be economically feasible for the com grower. Effective 
policies for restricting the amount of unused N in the soil after harvest must strive to achieve 
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Figure 4.11. Producer's opportunity cost for leaving less than 40 kg ha"1 of unused N in the 
soil 80% of the time 
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Figure 4.12. Producer's opportunity cost in grid cell #4 for unused N restriction levels 
ranging from 15 kg ha"1 to 65 kg ha"1 at six different levels of probability. 
4.6 Conclusions 
Precision management of N fertilizer has not become common practice in the 
midwestem United States, because the economic cost incurred by applying reduced N rates 
has not been adequately demonstrated. Such information has been difficult to generate 
because the dynamics of N movement in an agricultural system is highly complex and 
because it varies depending on spatial location and weather patterns. Crop growth models 
can serve as a useful tool to make sense of this complex dynamic system. Given the soil 
properties, management practices, and historical weather information for specific study areas, 
model simulations are able to demonstrate how various N management scenarios would have 
affected yield and unused N in the soil at harvest under the weather conditions of past 
growing seasons. By fitting cumulative probability distributions to the yield and unused N 
data, simulation results from past growing seasons can be used to look forward in time, and 
the uncertainty associated with the effect of unknown future weather on future yield and 
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future unused N left in the soil can be discussed in terms of probability. On the basis of 
chance, these probability distributions effectively unite yield and unused N left behind, the 
two most important variables for addressing the production and environmental concerns of N 
management in agricultural cropping systems. 
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CHAPTERS. GENERAL CONCLUSIONS 
5.1 Conclusions 
This dissertation describes three projects that advance remote sensing, crop growth 
modeling, and decision support technology within the framework of precision agriculture, as 
modeled in Figure 1.1. Although development towards integration of these technologies was 
not completed fully, a significant contribution was made within each of the three areas in 
effort to move towards the end goal of a completely integrated remote sensing and crop 
growth modeling tool for making nitrogen management decisions in midwestem cornfields. 
Remote sensing technology was successfully used to estimate com plant stand density across 
Iowa cornfields, although some limitations applied. Also, the CERES-Maize crop growth 
model was successfully validated for simulating spatial com yield variability across Iowa 
cornfields. In the future, it is expected that com plant population information obtained from 
remote sensing images could be used to further improve CERES-Maize simulations of spatial 
com yield variability. The advancement in the area of decision support involved the 
development of the methodology for linking production and environmental risks of precision 
nitrogen management strategies based on the output of crop model simulations over an 
extended weather sequence. Together, these developments all contribute towards the 
completion of a fully integrated tool for developing site-specific nitrogen management plans 
that consider both the economic and environmental concerns of nitrogen management in 
midwestem cornfields. 
Remote sensing technology was effective for estimation of com plant stand density; 
however, the level of success depended on the spatial resolution of the analysis and the date 
of image collection. The best results were obtained when remote sensing imagery was 
collected while com plants were at the later vegetative growth stage. At this time, soil 
background effects were minimized, yet the plants had not begun to senesce or to transfer 
nutrients from the leaves to the grain. For the analysis at the 2 m spatial resolution, results 
were relatively poor because of quantization effects due to the row width geometry. At lower 
spatial resolutions of 6 m and 10 m, the effect of row width quantization was reduced, 
because a greater number of rows were contained within the grid cells. Results were also 
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shown to be dependent on the total overall variability of corn plant stand density within the 
field. With greater spatial variability, com plant population was estimated from reflectance 
with better results. The most useful spectral information in this study included reflectance in 
the blue region (473 to 492 nm), longer green and shorter red wavelengths (584 to 635 nm), 
and the red-edge (729 nm) and near-infrared region. When using reflectance information in 
these wavebands for multiple linear regression analysis, the best overall relationships 
between reflectance information and com plant stand density were obtained when using 
imagery from the late vegetative com growth stages at a spatial resolution of 6 m or 10 m in 
plots where the spatial variability in corn plant stand density was artificially increased. 
A cross validation procedure and bivariate confidence ellipses were used to evaluate 
CERES-Maize simulations of spatial com yield variability across an Iowa cornfield. Results 
indicated that, for the rain fed conditions of Iowa, the model performed most poorly when 
using the wettest or driest growing seasons to validate the model. This occurred because the 
model parameters fitted under moderate weather conditions were less flexible for simulating 
yield in growing seasons with more extreme weather conditions. The implication for this is 
that the best simulation results will be obtained for independent growing seasons when the 
weather in that season more closely matches the weather that occurred in the growing 
seasons used for model calibration. When the weather in the independent growing season is 
drastically different, there is less confidence that the model can accurately simulate the 
independent season. Because model simulations were performed spatially, it was possible to 
assess the cause of variability in model performance across the field. Results indicated that 
grid cells occurring at the sloped areas of the field typically had higher model performance 
errors. This likely happened because the model does not account for the effects of surface 
and sub-surface run-on between neighboring grid cells, and the dynamics of this process 
would be more influential in areas having a sloped topography. 
The new decision support system called Apollo was effective for running the CERES-
Maize model to simulate yield and nitrogen left behind for a sequence of historical weather 
data. Simulations were run for 13 spring-applied nitrogen rates over a cornfield divided into 
100 0.2 ha grid cells. A methodology based on cumulative probability distributions was then 
developed to use model output for assessing the link between yield and nitrogen left behind 
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for various nitrogen rates in each grid cell. These cumulative probability distributions were 
used to evaluate the economic and environmental risks of two alternate precision nitrogen 
management strategies for the study area. In the first strategy, nitrogen rates were selected to 
maximize the producer's marginal net return in each grid cell. The environmental cost of this 
management strategy, in terms of nitrogen left behind, was determined to be 56.2 kg ha"1 on 
average over all grid cells. In the second strategy, nitrogen rates were selected to insure that 
the amount of nitrogen left in the soil at harvest would not exceed 40 kg ha1 in 80% of 
growing seasons. The producer's opportunity cost for reducing nitrogen rates to achieve this 
environmental objective was calculated to be $48.12 ha"1 on average over all grid cells. On 
the basis of chance, the cumulative probability distributions developed from simulation 
output in this work effectively unite yield and unused nitrogen left behind, the two most 
important variables for addressing the production and environmental concerns of nitrogen 
management in agricultural cropping systems. Thus, using this methodology, precision 
nitrogen management decisions can be made while keeping both the economic and 
environmental objectives of the management practice in mind. 
5.2 Recommendations 
Estimation of corn plant stand density from remote sensing images may be improved 
with further investigations into the methods used to relate reflectance to population. In this 
work, the analysis was restricted to multiple linear regression on three wavebands due to 
limitations in computational speed. However, spectral analysis results suggested that there 
may be more than three wavelength ranges of importance, because the ranges of interest for 
three-band multiple linear regression often straddled between distinct areas of importance in 
vegetative reflectance curves. Multiple linear regression analyses using combinations of four 
to six wavebands may improve results by taking advantage of contrasts between more than 
three wavelength ranges of importance, although it will require significant computer time to 
perform this regression analysis. Investigations into the use of regression on principle 
components or partial least squares regression may be another pathway to improving the 
relationship between spectral reflectance and corn plant stand density. Also, explorations 
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using more efficient computational techniques, such as genetic algorithms, may be fruitful 
for this endeavor. 
Another important aspect of the com plant population sensing study was the contrasts 
made between ground-based crop sensing systems and remote sensing from airborne 
platforms. A ground-based corn plant population system was used to extensively map the 
location of every com plant in each plot. This type of dataset is unique for remote sensing 
analysis, because none of the study area remained unsampled. Thus, it was possible to 
completely assess the ability of remote sensing to estimate com plant stand density on a 
pixel-by-pixel basis. Future investigations in agricultural remote sensing will benefit from a 
similar approach in which a ground-based sensor is first used to extensively map the scene of 
interest. By acquiring a detailed map of soil or crop growth parameters on the ground, a truer 
assessment of the limitations of remote sensing technology can be obtained as camera 
systems are used on aerial and satellite platforms farther away from the scene. Then, it is 
possible to determine whether remote sensing offers any advantages over ground-based data 
collection and whether remote sensing images can be used to accurately estimate the true 
variability of crop parameters on the ground. 
When using remote sensing technology to estimate com plant stand density, an 
important factor is the level of population variability that exists in the scene of interest. 
Results presented in Chapter 2 clearly show that the ability of using remote sensing to detect 
spatial variability in corn plant population decreases as the level of total variability decreases. 
This may be a significant factor for using this technology in production cornfields, because 
producers currently tend to aim for uniform populations across their fields. More broad-scale 
investigations into the nature of spatial variability of com populations would be appropriate 
to determine if remote sensing can be effective in the production setting. These 
investigations should also aim to understand what part of the spatial variability arises from 
agronomic factors and what part arises due to machine error. Ground-based com population 
sensing systems such as the one used for this project would be useful for this type of 
investigation. 
For the model validation project, an interesting area of research will evolve as the 
number of measured datasets for a particular study site continues to increase. Many growing 
100 
seasons will have moderate weather conditions, and occasionally a year with extreme 
weather conditions will be encountered. Because moderate growing seasons should be more 
common, it will be interesting to determine the level of influence that a particular growing 
season contributes to the overall model calibration. It is expected that the extreme growing 
seasons will have greater influence on the fitting of the model parameters, and it is possible 
that several of the moderate growing seasons will contribute very little. In this case, it may 
be beneficial to determine which growing seasons contributed nothing to the overall 
optimization and remove them from the calibration dataset for the sake of simplicity. Further 
model developments may be necessary to account for the limitations of using the model for 
grid-based or zone-based applications in precision agriculture. For this kind of work, the 
movement of water and nutrients laterally between neighboring grid cells is an issue. Further 
exploration is needed to determine the proportion of model error that can be attributed to 
topography and how the model could be modified for simulating the effect of topography on 
movement of water and nutrients. 
Future work involving the methodology for linking the economic and environmental 
risks of precision nitrogen management strategies initially should focus on incorporating the 
code for calculating the probability curves into the Apollo decision support system. 
Currently, Apollo simply outputs the necessary simulation data and computation of the 
probability curves occurs in a separate program. In addition, there exists a need for testing 
this methodology in the field, although an appropriate test would take many years of field 
data collection. In such a test, a cornfield should be managed according to a precision 
nitrogen management recommendation generated with this methodology for several years. 
At the end of each growing season, the yield and nitrogen left behind should be measured in 
each management zone. If the model has correctly simulated the processes occurring in the 
field, fitting of probability distributions to the measured data should yield a result similar to 
that of the simulated data for the same nitrogen rate and grid cell. 
As stated earlier, the work in this dissertation describes an effort to develop an 
integrated remote sensing and crop growth modeling tool for precision nitrogen management 
decision support in corn. Although advancements toward the model shown in Figure 1.1 
were made, further work is necessary to fully develop this tool. As a next step toward 
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complete integration, an interesting project would be to assess the effect of remote sensing-
based corn population inputs on the behavior of the crop growth model. A simple project 
would involve the collection of remote sensing imagery and other information necessary for 
crop model simulations over several seasons of corn production in a field. The objective 
would be to determine if remote sensing-based estimates of corn plant stand density 
improved CERES-Maize simulations of corn yield as opposed to assumed population values. 
Another interesting objective involves the way in which remote sensing imagery should be 
combined with the CERES-Maize model. The main question is to determine whether 
estimates of corn population from remote sensing images can be used in procedure to 
calibrate the model, or should the estimates simply serve as a model input. Once it is 
demonstrated how the two technologies should be integrated, a next step would be to develop 
a geographic information system (GIS) for more efficient and user-friendly union of remote 
sensing and crop growth modeling techniques. Ideally, the GIS should contain the corn 
population map derived from remote sensing images according to the predefined 
management zone boundaries for the field, and the GIS should also store all the other 
necessary parameters required for crop model simulations within the management zones. A 
decision support system such as Apollo could then be developed to search the GIS for 
appropriate spatial information required to complete model simulations. These are the first 
steps necessary to move toward complete integration of remote sensing and crop growth 
modeling for nitrogen management decision support in corn. 
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