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Abstract. The Quran is known for its linguistic and spiritual value. It
comprises knowledge and topics that govern different aspects of people’s
life. Acquiring and encoding this knowledge is not a trivial task due to
the overlapping of meanings over its documents and passages. Analysing
a text like the Quran requires learning approaches that go beyond word
level to achieve sentence level representation. Thus, in this work, we fol-
low a deep learning approach: paragraph vector to learn an informative
representation of Quranic Verses . We use a recent breakthrough in em-
beddings that maps the passages of the Quran to vector representation
that preserves more semantic and syntactic information. These vectors
can be used as inputs for machine learning models, and leveraged for
the topic analysis. Moreover, we evaluated the derived clusters of related
verses against a tagged corpus, to add more significance to our conclu-
sions. Using the paragraph vectors model, we managed to generate a
document embedding space that model and explain word distribution
in the Holy Quran. The dimensions in the space represent the semantic
structure in the data and ultimately help to identify main topics and
concepts in the text.
Keywords: Holy Quran, Semantic analysis, Distributional Representa-
tion, Topic modeling, Deep learning, Document embedding, Paragraph
Vector
1 Introduction
The Holy Quran is a significant resource that is very rich of patterns, topics,
and information that make the core of the correct pure knowledge of Muslims.
Analyzing the Quran requires special skills and a great deal of effort to get a
comprehensive understanding of its meanings, gain useful knowledge, and ulti-
mately build a robust resource for religious scholars, educators, and the public
to understand and learn the Quran. The richness of the Quranic text and the
deep layers of its meaning offer immense potentials for further study and exper-
iments. Analyzing the Quranic text is not a trivial task due to the overlapping
of its meanings. Thus, extracting the implied connections would require deep
semantic analysis and domain knowledge.
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The Quran has been the subject of many NLP studies. Several studies were
related to text mining and topic modeling with the Quran (for a recent survey, see
[3]). Previous studies have explored the underlying knowledge of the holy book
at different granularities. Scholars and researchers have built applications and
tools that exploit such knowledge to allow search in the text. However, they all
use different approaches to extract the information needed for their task. Many
studies were devoted to topic modeling of the Quran. Most of these works used
Latent Dirichlet Allocation LDA as the topic modeling algorithm. Nevertheless,
the topic models do not always produce accurate results, and sometimes their
findings are misleading [14].
Computational approaches for representing the knowledge encoded in texts
play a central role in obtaining the deeper understanding of the content of natu-
ral language texts. A recent trend in machine intelligence is the use of distributed
representation for words [7] and documents [8] as these representations work well
in practice. Several researches have developed distributed word representations
in Arabic as well [2]. Word embedding is a modern approach for representing
text where individual words are represented as real-valued vectors in a prede-
fined vector space. These representations preserve more semantic and syntactic
information on words, leading to improved performance in NLP tasks. They of-
fer richer representation of text that is the base for various machine learning
models [20].
Analyzing a text like the Quran requires powerful learning approaches that
go beyond word level to achieve phrase level or sentence level representation.
Document embedding is a powerful approach, that is a direct extension of word
embedding. It maps documents to informative vector representations. Paragraph
vectors [8] is a recent breakthrough on feature embedding that has been proposed
as an unsupervised method for learning distributed representations for sentences
and documents. The model is capable of capturing many document semantics in
dense vectors that can be used as input to many machine learning algorithms.
In this work, we used the paragraph vector: an unsupervised document em-
bedding model, to learn an informative representation of Quranic verses. Thus,
transforming the text data into features to act as inputs for machine learning
models. We utilize the derived features for clustering the verses of the Quran
with the final goal of topic modeling of the Quran. Having a good representation
of short text like the Quran can benefit the semantic understanding and infer-
ring coherent topics, ultimately identifying inspiring patterns and details that
deliver the pure knowledge of the sacred text.
This paper is organized as the following: Section 2. reviews related work. The
methodology we follow is described in detail in Section 3. Section 4. is devoted
to the experiment and results. Lastly, conclusions and directions for the future
are formulated in Sections 5.
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2 Related Work
This section describes deep learning methodologies that have achieved state-of-
the-art results on challenging NLP problems. It then presents existing works
that are related to the Quranic semantic analysis and topic modeling.
2.1 Deep Learning of Word Embedding & Document Embedding
We start by discussing the recent discoveries in feature embedding and the latest
approaches for learning the dominant representation of texts. These methods are
the inspiration for our work.
Acquiring semantic knowledge and using it in language understanding and
processing has always been an active area of study. Researches have resulted
in various approaches and techniques related to semantics representation [24].
One well known but simplistic representation is bag of words BOW (or bag of
n-gram). However, it lacks the capability to capture the semantics and syntac-
tic order of words in the text. Another common technique is Latent Dirichlet
Allocation (LDA) that is usually used for topic modeling. However, it is tough
to tune, and results are troublesome to evaluate. Probabilistic topic models [5]
such as Latent Dirichlet Allocation (LDA) and Latent Semantic Analysis (LSA)
generate a document embedding space to model and explain word distribution
in the corpus where dimensions can be seen as latent semantic structures hidden
in the data [4]; [11].
In recent years, machine learning and in particular deep learning with neural
networks has played a central role in corpus-based Natural Language Processing
NLP [22]. Deep learning related models and methods have recently begun to sur-
pass the previous state-of-the-art results on a variety of tasks and domains such
as language modeling, translation, speech recognition, and object recognition
in images. One of the most noticeable developments in NLP is the use of ma-
chine learning to capture the distributional semantics of words, and in particular
deep learning of word embeddings, where words are represented as vectors in a
continuous space, capturing many syntactic and semantic relations [21] . Word
embeddings and document embedding can be powerful approaches for capturing
underlying meanings and relationships within texts, as a step towards presenting
the meaningful semantic structure of the text [20]; . Use of deep learning word
embeddings has led to substantial improvements in semantic textual similarity
and relatedness tasks .
The impressive impact of these models has motivated researchers to consider
richer vector representations to larger pieces of texts. In [8] Mikolov and Le re-
leased sentence or document vectors transformation. It is another breakthrough
on embeddings such that we can use vector to represent a sentence or document.
Document embedding maps sentences/documents to informative vectors repre-
sentation that preserves more semantic and syntactic information. They call it
paragraph vectors [8]. Paragraph vectors has been proposed as an unsupervised
method for learning distributed representations for pieces of texts. The authors
demonstrated the capabilities of their paragraph vectors method on several text
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classification and sentiment analysis tasks. [9] also examined paragraph vectors
in the context of document similarity tasks.
2.2 Topic Modeling for the Quran
The Quran has been the subject of numerous studies due to its significance.
Scholars have studied the Quran for its topics. They have drawn out knowledge
and patterns that were the base for many applications to allow search in the
holy book. This section provides a review of literature related to text mining
and probabilistic topic modeling of the Quran.
Many studies were devoted to text mining and topic modeling with the Quran
[3]. Such studies aim at extracting accurate, coherent topics from Quran, which
promotes understanding of the text. Latent Dirichlet Allocation (LDA) [5] ,
as a statistical method, was mainly adopted in most of the works related to
Quranic topic modeling [14];[15]; [19] and [13]. However, they were limited to
a unigram model, and examined specific chapters and documents of the text
[14]. Moreover, most research projects focused on the translation of the Quran
in different languages instead of the original text [18].
Latent Dirichlet allocation (LDA) is a generative probabilistic model for a
collections of documents (text corpora.) LDA is a topic modeling unsupervised
machine learning method that helps discover hidden semantic structures in a
text [5]. The basic idea is that documents are represented as random mixtures
over latent topics, where each topic is characterized by a distribution over words
[6]. [11] introduced the semantic representation method that extracts the core of
the collection of documents based on the LDA model with the Gibbs sampling
algorithm [23]. They demonstrated that the topic model is useful for semantic
representation since it can be used in predicting word association and a variety
of other linguistic processing and memory tasks.
In [13], the authors presented a method to discover the thematic structure of
the Quran using probabilistic topic model. They were able to identify two major
topics in the Quran, characterized by the distinct themes discussed in the Makki
and the Madani chapters. One limitation to their model was using a unigram
language model. However, here, we consider phrases or verses of the Quran as
the input for the clustering algorithm and the topic analysis. Another work
[12] applied LDA to the Quran. Still, the focus was to compare different term
weighting schemes and preprocessing strategies for LDA rather than exploring
the thematic structure of the document collection. The Quran was used as the
testing corpus, while the model was trained using Bible corpora.
A recent work [14] explored a topic modeling technique to set up a framework
for semantic search in the holy Quran. They applied LDA into two structures,
Hizb quarters and verses of Joseph chapter. A similar research [15] has used
clustering techniques in machine learning to extract topics of the holy Quran.
The process was based on the verses of the Quran using nonnegative matrix
factorization. However, it was unclear how they linked the keywords of each
topic to the associated verses.
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[16] have proposed a simple WordNet for the English translation of the sec-
ond chapter of the Quran. They have created topic-synonym relations between
the words in that chapter with different priorities. They have defined different
relationships that are used in traditional WordNet. They developed a semantic
search algorithm to fetch all verses that contain the query words and their syn-
onyms with high priority. Another work [17] extracted verses from the Quran us-
ing web ontology language. They also used the English translation of the Quran.
One recent work by [19] proposed topic modeling of the corpus in Indonesian
translation of the Quran by generating four main topics that are firmly related
to human life. They considered Makki and Madani surahs as the variable for
topic modeling categorization. Their results showed Makki’s surahs contribute
50% compared to Madani’s surahs.
These all together motivated us to further the progress in this field. The
primary goal of this work is to exploit a recent trend in machine intelligence,
which is the distributed representation of text, to learn an informative repre-
sentation of the passages of the Quran, potentially allowing for the discovery
of knowledge-related connections between its documents. Moreover, we aim at
revealing hidden patterns that explain the profound relationship between the
verses/passages of the sacred text.
3 Methodology
We use an unsupervised document embedding technique: paragraph vector, to
learn vector representation of the verses of the Quran, and potentially revealing
significant patterns and inferring coherent topics. The machine learning pipeline
is illustrated in figure 1.
Fig. 1. The ML Pipeline for the clustering and topic analysis
We used paragraph vectors to create fixed-length vector representations for
each verse/sentence in the Quran. Paragraph vectors, or doc2vec, were proposed
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by Le and Mikolov [8] as a simple extension to word2vec to extend the learning
of embeddings from words to word sequences. Doc2vec in Gensim 3, which is a
topic modeling python library, is used to generate the paragraph vectors. There
are two approaches within doc2vec: a distributed bag of words model and a
distributed memory model of paragraph vector. The distributed bag of words
model is a simpler model and ignores word order, while the distributed memory
model is a more complex model with more parameters. The two techniques are
illustrated in figures 2 and 3.
The idea behind the distributed memory model is that word vectors con-
tribute to a prediction task about the next word in the sentence. The model
inserts a memory vector to the standard language model, which aims at cap-
turing the topics of the document. The paragraph vector is concatenated or
averaged with local context word vectors to predict the next word.
Fig. 2. Paragraph Vector: A distributed memory model(PV-DM) [8]
The paragraph vector can be further simplified when ignoring the context
words in the input but forcing the model to predict words randomly sampled
from the paragraph in the output. At inference time, the parameters of the
classifier and the word vectors are not needed, and back-propagation is used to
tune the paragraph vectors. That is the distributed bag of words version of the
paragraph vector. The distributed bag of words model works in the same way
as skip-gram [8], except that a special token representing the document replaces
the input.
From Mikolov et al. experiment [8], PV-DM has proven to be consistently
better than PV-DBOW. Thus, in our experiment, we use the distributed mem-
ory implementation of the paragraph vector. Besides, we consider the recom-
3 Doc2vec paragraph embedding was popularised by Gensim - a widely-used imple-
mentation of paragraph vectors: https://radimrehurek.com/gensim/
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Fig. 3. Paragraph Vector: Distributed Bag Of Words (PV-DBOW) [8]
mendations on optimal doc2vec hyper-parameter settings for general-purpose
applications as in [10].
We used Doc2vec implemented in Gensim to learn vector representation of
the Quranic verses. We trained the paragraph vectors on the 6,236 verses/passages
of the Quran using the original Arabic text from Tanzil project4. First, we read
the verses from a digitized version of the Quran as a data frame. We preprocess
and clean the text using the NLTK library5. We removed punctuation, Harakat,
and stop-words. Figure 4 shows a snapshot of the the data before it is been
processed to be ready for training.




Now, the document are ready for training. Next, to produce the verses em-
beddings, we used the python implementation of doc2vec as part of the Gen-
sim package. We trained the Doc2vec model with different configuration of the
hyper-parameters. The data has undergone multiple processes to tune the hyper-
parameters, and we drawn on our domain knowledge to poke the model in the
right way. Now, we can use the trained model to infer a vector for any verse by
passing a list of words to the model.infer_vector function. This vector can then
be compared with other vectors via cosine similarity.
4 Experiments and Results
After training doc2vec, document embeddings are generated by the model. The
vectors act as features for the Quranic verses. Here, we evaluated the vectors on
the task of finding similar verses to examine their effectiveness in capturing the
semantics of the verses/passages of the Quran. We inferred the vector for a ran-
domly chosen test document/verse and compared the document to our model.
Using intuitive self-evaluation, we were able to locate semantically similar verses
and eventually created a dataset of pairs of related verses along with their sim-
ilarity score. We decide on 50 as the vector size that produced best results in
terms of the similarity between the verses in each pair. We used the Qurany
ontology browser 6 to verify our results. The Qurany corpus is augmented with
an ontology or index of key concepts, taken from a recognized expert source.
The corpus allows users to search the Quran corpus for abstract concepts via an
ontology browser. It contains a comprehensive hierarchical index or ontology of
nearly 1200 concepts in the Quran. Indeed, Doc2vec succeeded in exploring rela-
tionships between documents. Examples of our results are illustrated in figure5.
4.1 Clustering with K-Means algorithm
Here, we investigate the structure of the data by grouping the data points (verses
of the Quran) into distinct subgroups. With clustering, we try to find Verses that
are similar to each other in terms of topics. The objective is to infer patterns
in the data that can inform a decision, or sometimes covert the problem to
a Supervised Learning problem. The goal of clustering is grouping unlabeled
texts in such a way that texts in the same group/cluster are more similar to
each other than to those in other clusters. With clustering, we seek to capture
in some way the topics or themes in our corpus and the way they are shared
between documents (verses) in it. K-Means is considered as one of the most used
clustering algorithms due to its simplicity. K-Means puts the observations into
k clusters in which each observation belongs to a cluster with the nearest mean.
The main idea is to define k centroids, one for each cluster.
We implement our K-Means clustering algorithm in our vectorized docu-
ments. We initially determine the number of clusters be 15 ( the number of
6 http://quranytopics.appspot.com [1]
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Fig. 5. Pairs of related verses using the paragraph vectors as features of the Quranic
verses
Fig. 6. Visualization of the clustering when number_clusters = 15
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main topics from our Qurany corpus), assuming that we have a general sense
of the right number of clusters. Another approach would be to do a couple of
trial/errors to find the best number of clusters. We tried different values ranging
from 2 to 20. We implemented the algorithm in python with the help of SciKit
Learn library 7. We have done the clustering and visualised the clusters, as in
figure 6. The list in figure 7 shows examples of the verses in an example cluster.
Fig. 7. A List of Verses located in cluster 1
Figure 8 shows a snapshot of clusters along with individual verses contained
in each cluster.
To evaluate our clustering, we used a tagged corpus: Qurany. We compared
our results against the corpus to verify the relationships between the verses of
the Quran, identify how they are related, and address the concepts covered in
each cluster. Our findings confirmed that paragraph vectors representations of-
fered a useful input representation that promoted the clustering performance.
Moreover, we use two different metrics to identify how functional is this clus-
7 https://scikit-learn.org/stable/modules/generated/sklearn.cluster.KMeans.html
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Fig. 8. The derived clusters
tering and to measure its performance 8. First, we consider the inertia metric,
which is the within-cluster sum of squares of distances to the cluster center. The
algorithm aims to choose centroids that minimize the inertia, which can indicate
how internally coherent clusters are. The other metric is Silhouette Score which
can be used to determine the degree of separation between clusters. Silhouette
Score can take values in the interval [-1, 1]:
– If it is 0 , then the sample is very close to the neighboring clusters.
– It it is 1, then the sample is far away from the neighboring clusters.
– It it is -1, then the sample is assigned to the wrong clusters.
As the coefficient approaches 1, it indicates having good clustering. After we
calculated the inertia and silhouette scores, we plotted them and evaluated the
performance of the clustering algorithm. Figure 9 shows the result of the two
metrics. The inertia score always drops when we increase the number of clusters.
From the silhouette curve, As the plots in the figure show, n_clusters=14 has
the best average silhouette score and all clusters being above the average shows
that it is actually a good choice. The value is close to the number of main topics
in the Qurany corpus (15), which indicates we got encouraging results. Joining
the elbow curve with the silhouette score curve provides valuable insight into
the performance of K-Means.
8 https://scikit-learn.org/stable/modules/clustering.html
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Fig. 9. Evaluation the performance of clustering using Elbow and Silhouette score
curve
5 Conclusions & Future Directions
This work presented a new vector representation of the Quranic verses at the
paragraph level. These vectors can be used as features and leveraged for the
clustering and topic analysis. We then examined the capabilities of paragraph
vectors on finding related verses/passages. We were able to locate semantically
related verses, and created a dataset of pairs of related verses. We used the
Qurany ontology browser to verify our results. Qurany corpus is augmented with
an ontology, taken from a recognized expert source, and authenticated by experts
with domain knowledge. Next, we fed the features to the clustering algorithm
K-Means. The derived clusters suggested groups of related verses that share a
common central concept.
In the future, we plan to evaluate the derived clusters against a tagged cor-
pus automatically. We will figure out a classifier that best fits our data, and
adequately captures the relations between the data points (verses of the Quran).
Eventually, we add more significance to our conclusion and benchmark the de-
rived features of the original Quranic verses.
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