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人工知能─可能性と罠を見極める」中公新書（2016 年）Ⅱ頁は 2045 年になるといいながら，同
166 頁では白人男性の妄想で時代遅れの考えなどという意見も紹介されている。フランスの（新テ
クノロジーの一つの）ロボット法の先駆者である Bensoussan 弁護士（A. Bensoussan, Le droit 
de la robotique: aux confins du droit des biens et du droit des personnes- “Une démarche 
éthique est indispensable dans la construction d’un droit de la robotique”, Revue des juristes 
de Sciences Po, n° 10, Mars 2015, p. 106）は技術的特異点の存在を肯定し，35 年だと予想する。
また，シンギュラリティ時点に至らなくても，社会の変化の速度が上がり人間が人生で味わえるぐ
らいの変化があるとの意見もある（強い AI とは何か。（中島秀之），鳥海不二夫『強い AI・弱い
AI─研究者に聞く人工知能の実像』丸善（2017 年）246 頁）。
（2）　中島秀之「強い AI とは何か」，鳥海不二夫『強い AI・弱い AI─研究者に聞く人工知能の実
像』丸善（2017 年）246 頁，井上智洋『人工知能と経済の未来　2030 年雇用大崩壊』（文春新書，
2016 年）を参考。
（3）　例えば，フランスの調査では，2025 年 3 億の仕事が消える・AI に委任される（Etude du 
Cabinet Roland Berger, Le Journal du Dimanche, 26 oct. 2014, https : //www.lejdd.fr/
Economie/Les-robots-tueraient-trois-millions-d-emplois-d-ici-a-2025-696470）。しかし，自動的
で行われ得ないタスクが残ることにつき，例えば，弁護活動に関して，A. Bensoussan, Le droit 
de la robotique: aux confins du droit des biens et du droit des personnes- “Une démarche 
éthique est indispensable dans la construction d’un droit de la robotique”, op. cit（1）, p. 106。


































（CNIL, Pack de conformité-véhicules connectés et données personnelles, oct. 17）。
（5）　交通安全とそれ以外の交通関係の自動運転が提供しうる利益のまとめとして，例えば，J. M. 
Anderson, N. Kalra, K. D. Stanley, P. Sorensen, C. Samaras, O. A. Oluwatola, «Autonomous 












































る。«On désigne sous le terme d’intelligence artificielle l’élaboration de procédure 
































automatique de recherche de solution pour diverses classes de problèmes», J. -F. Richard, 




（11）　ベイズ確率の AI における適用は，例えば，小林雅一『AI の衝突─人工知能は人類の敵か』
（講談社現代新書，2015 年）74 頁以降参考。自動運転における利用の一例として，92─101 頁。
（12）　強い AI とは何か。（中島秀之），鳥海不二夫『強い AI・弱い AI─研究者に聞く人工知能の実



































































































































（20）　A.Bensoussan, J. Bensoussan, Droit des robots, éd. Larcier, 2015, p. 42.






























（21）　ロボットを包括的なカテゴリーの中に，無体人工知能（Bots, i.e. Virtual AI）と有体人工知









（23）　本稿においてロボットは AI が搭載された，AI と社会のインターフェースである機械と解す
る。それは，本稿の主体性に関する議論の出発点として著者の考えと定義である。









































Chone Grimaldi, P. Glaser, Responsabilité civile du fait du robot doué d’intelligence 
artificielle: faut-il créer une personnalite robototique ?, Contrats Concurrence consommation, 








（29）　Karel Capek, Rossum’s Universal Robots. ただし，ロボットという言葉は，兄（Joseph 
Capek）のアドバイスによることより，「ロボット」の父は Joseph と考えられている。A. 
Bensoussan, J. Bensoussan, Droit des robots, op. cit（20）, p. 8 note 34
（30）　ISO 8373:2012　Robots and robotic devices-Vocabulary（IDT），（日 本 工 業 規 格　JIS B 
0134：2015）2.6 http : //kikakurui.com/b0/B0134-2015-01.html に 参 考。ま た，https : //www.
jstage.jst.go.jp/article/jrsj1983/4/1/4_1_28/_pdf/-char/ja を参照。
　日本において，ISO 企画は工業標準化法（昭和 24 年）に基づき制定される国家規格である。













































　ロボットという言い方による法律上の性質の把握困難性につき，C. Coulon, Du robot en droit de 
la responsabilité civile: à propos des dommages causés par les choses intelligentes, 
Responsabilité civile et assurances, n° 4, avril 2016, étude 6 を参考。
（35）　例えば，自動，準自律，自律を区別できる。平野・前掲『ロボット法』76 頁参照。
（36）　人間の判断は out of the loop，on the loop 等につながる。平野・前掲『ロボット法』78 頁参
考。
（37）　本稿において，デザインとは，ロボットの工学的仕組みに係るデザインを指す。
（38）　R. Leenes, F. Lucivero（2014）, Laws on Robots, Laws by robots, Laws in Robots: 
Regulating Robot Behaviour by Design, Law, Innovation and Technology, 6:2, 198.
31


































（39）　Quelle place pour l’éthique et le droit en matière d’intelligence artificielle ? 3 questions à 
Mathieu Coulaud, directeur Microsoft France, Communication Commerce éléctronique, n° 1, 
Janvier 2018, entretien 1.





（41）　下記 3 のところ，現行の保険制度（1985 年法に基づく制度）を紹介する。
（42）　しかし，規範を定める際に，ロボットの解釈能力などを考慮すべきである。例えば，ロボット
工学の 3 原則は曖昧すぎて，ロボットの法律方針をしめしながら，そのままでは適用され得ない。




































Aspects of Cyber-Physical Systems, Scientific Foresight study, PE 563. 501, June 2016.
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ル 0 からレベル 2 までの間のレベルは車両の自律性がなく，この車両はロボットの定義に
該当しない。そして，レベル 3 でも，ロボットの定義には該当するが，自律性の高度性が
認められず，ロボットの主体性の議論から排除されている。ロボットの主体性の議論は，












（46）　これに対して，「CPS（ロボット）will not generally make the world a more or less safe or 
secure place. It may however create a more complex world in which we will need to improve 
our ability to predict and understand the machines and their effect on security and safety」
EPRS（STOA）, Ethical Aspects of Cyber-Physical Systems, op. cit.（43）, p. 40. このように，
特に一般自動車と自動運転車両との共存の時期において，自動運転に係る安全性の向上というより，
交通の複雑性の拡大といえる。
（47）　自動運転車両のレベル分けは，SAE が示した類型化が，国際標準となっている（cf. https : //
www.sae.org/news/3544/）。SAE レベルは，車両に搭載される自動運転技術による自動運転車両
をレベル 0 からレベル 5 まで分けるレベルである。レベル 0 車両は，一般自動車を指す。レベル 2
車両は運転支援技術が載せている車両を指す。レベル 3 車両は，ごく限られた ODD に自動運転で
き，限界に至る際に運転者に運転行為の継続を要請する車両を指す。レベル 4 車両は，限られた
ODD の完全自動運転車両を指す。レベル 5 車両は，ODD のない完全自動運転車両を指せる。














るため，その実験に係る法的枠組みが設けられた。2015 年 8 月 17 日の法律（loi n° 2015





















（49）　自動運転の（完全）導入のため，道路交通法の改正が必要になる。R. Josseaume, Le 
véhicule autonome: un défi au Code de la route, Gaz. Pal., 1er oct. 2015, p. 7.
（50）　JORF n° 0189 du 18 août 2015 page 14263, texte n° 1.
（51）　Ordonnance n° 2016─1057 du 3 août 2016 relative à l’expérimentation de véhicules à 




autonomous driving の訳として解されているものの，正確には autonomous driving は自律運転
にあたり，自動運転は automatic driving に近いと評価できる。ここから，人間は判断循環の関係
性（いわゆる in the loop, on the loop or out of the loop）に着目し，「自動運転」という表現は，
人間は少なくとも on the loop（判断循環の上にあり，最終的判断力は人間にある場合）のアプロ
ーチを自律運転に伴う out of the loop（人間は運転の判断循環から排除される場合）のアプロー
チに優先するように（意識的・無意識的かを問わず）採用された表現と解し得る。つまり，欧米と
35







する執行政令（décret d’application）が必要であるにもかかわらず，その政令は 2018 年



























（53）　Décret n° 2018─211 du 28 mars 2018 relatif à l’expérimentation de véhicules à délégation 
de conduite sur les voies publiques, JORF n° 0075 du 30 mars 2018 
　texte n° 3, https : //www.legifrance.gouv.fr/eli/decret/2018/3/28/TRER1717809D/jo/texte 
（54）　2016 年 6 月 15 日から 2017 年 6 月 15 日までの間に，申請数 29 件，検討された 20 件，62 台の
自 動 車 等（シ ャ ト ル バ ス と 一 般 自 動 車）の 実 験 状 況 が み ら れ る。Cf. http : //www.rst.
developpement-durable.gouv.fr/IMG/pdf/3-instruction_des_experimentations_vdtpc_cle7e6a1d.
pdf





　実験される自動運転車両は SAE のレベル 3・4 が対象である。そして，レベル 4 の実






















（55）　し か し，PACTE 法 案（projet de loi relatif à la croissance et la transformation des 
entreprises; art. 43, https : //www.legifrance.gouv.fr/affichLoiPreparation.do?idDocument=JOR
FDOLE000037080861&type=general&typeLoi=proj&legislature=15）43 条により，刑事責任の負
担は実験担当者にするなど，運転者の免除規定を設けることが検討されている。その法案に対する
コンセイユデタの意見書（Avis sur le projet de loi relatif à la croissance et la transformation 
des entrepises, n° 74, https : //www.legifrance.gouv.fr/Droit-francais/Les-avis-du-Conseil-d-
Etat-rendus-sur-les-projets-de-loi/2018/Projet-de-loi-relatif-a-la-croissance-et-la-
transformation-des-entreprises-ECOT1810669L-18-06-2018）は，刑事責任の対象者，このように



























（58）　判例の解釈は，最初に他車の運転を障害したことを求めた（2e civ., 21 juill. 1986）が，その
後，障害要件を不要にした（2e civ., 23 mars 1994）。95 年 1 月 25 日判決（2e civ., 25 janv. 1995）





（59）　Loi n° 85─677 du 5 juillet 1985 tendant à l’amélioration de la situation des victimes 
d’accidents de la circulation et à l’accélération des procédures d’indemnisation，JORF du 6 









組みの検討もなされる。今井猛嘉「自動運転制度実現への課題と展望」法律のひろば 2018 年 7 月
号 46 頁，増田直樹「自動運転損害賠償法における対応」『自動走行と自動運転保険』交通法研究
46 号（日本交通学会，有斐閣）2018 年第 2 報告を参考。
（61）　運転供用者は，所有者と解される。浦川道太郎「自動運転における民事責任のあり方」法律の
ひろば 2018 年 7 月号 25 頁注意 12。
（62）　C. Route L121─3: «Par dérogation aux dispositions de l’article L. 121─1, le titulaire du 
certificat d’immatriculation du véhicule est redevable pécuniairement de l’amende encourue 
pour des infractions dont la liste est fixée par décret en Conseil d’Etat, à moins qu’il 
n’établisse l’existence d’un vol ou de tout autre événement de force majeure ou qu’il n’apporte 
tous éléments permettant d’établir qu’il n’est pas l’auteur véritable de l’infraction. La 
personne déclarée redevable en application des dispositions du présent article n’est pas 
responsable pénalement de l’infraction.（…）».
　（仏）道路交通法 L121─3：「121─1 条の例外により，自動車の登録証所有者のコンセイユデタ




















過失致傷は刑法 222─19 条と 222─20 条に規定される）の特別類型（運転過失致死は刑法










（63）　この条文と無罪推定の原則に関して，憲法院（Cons. Const. 16 juin 1999, n° 99─411 DC: JO 








（64）　この制度は，1999 年 6 月 18 日の 99─505 号法律（Loi n° 99─505 du 18 juin 1999, JORF 19 
juin 1999）の 6 条によおて（旧）道路交通法 21─2 条に導入された制度である。 
（65）　本条文の射程範囲が列挙される犯罪に限られていること。Crim. 28 sept. 2005: Bull. Crim. n° 
242: D., 2006. Pan. 1651, obs. Roujou de Boubée; AJ pénal, 2006. 82, Dr. Pénal, 2005. 173, obs. 
J.-H. Robert; RSC, 2006. 310, osb. Vermelle, Gaz. Pal., 2006. 1. Somm. 1276, note Monnet.




と，目的，立場，権限などに基づく一般的義務を果たさなかったこと）と刑法 121─3 条 2 項に定め
られている。
（68）　過失致死（221─6 条）・過失致傷（222─19 条と 222─20 条）を受けた 221─6─1 条と 222─19─1 条
と 222─20─1 条。
39
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けられている。それに対して，日本においては，「自動車の運転により人を死傷させる行
為等の処罰に関する法律」という特別刑法に位置付けられている。そして，日本は危険運












　過失犯の特別類型規定は，レベル 2 とレベル 3 の自動運転車両の場合に，人間である運







　221─6─1 条 1 項：「226─1 条に定められる不器用，過失，不注意，怠惰，または法的規定に違反する
行為は運転手に行われる場合に，過失致死は懲役 5 年以下または罰金 75000 €以下を処する。」。
　222─19─1 条 1 項：「222─19 条に定められる不器用，過失，不注意，怠惰，または法的規定に違反す
る行為は運転手に行われる場合に，3 ヶ月を超える一時的労働不能に至ったときに懲役 3 年以下ま
たは罰金 45000 €以下を処する。」
　222─20─1 条 1 項：「222─20 条に定められる不器用，過失，不注意，怠惰，または法的規定に違反す
る行為は運転手に行われる場合に，2 ヶ月以下の一時的労働不能に至ったときに懲役 2 年以下また
は罰金 30000 €以下を処する。」
　法律規定の解釈に関しては，Crim., 2 avril 1997, n° 96─83683 により，「R412─6 条など道路交通法
に反する行動は，121─3 条の違反に該当する」とされた。また，因果関係について，「この違反は
唯一な事故の原因であると要しない」（Crim., 8 mars 1995, n° 93─13180）が，過剰犯の場合にも
因果関係の認定が必要であるとされた（交通事故によるけがが，病院内感染で死に至った場合に，
過失致死が否定された（Crim, 5 octobre 2004, n° 03─86169）。
（69）　危険犯として，223─1 条（法人に固有の刑罰：223─2 条）に「特別な予防若しくは安全措置義
務に違反することにより，他人を死亡あるいは傷害に直接に至る危険における行為は，懲役 1 年以
下及び罰金 150000 ユーロ以下に処する。」と規定されている。ただし，過失犯（過失致死 221─6 条，
過失致傷 222─19 条）の場合とは異なり自動運転に直接関係する独特の規定は無い。




































る者あるいは当時犬を占有した者は懲役 5 年以下または罰金 75000 €に処する。」
（71）　222─19─2 条：「222─19 条に定められる過失致死罪が犬の攻撃により発生した場合に，犬の所有
する者あるいは当時犬を占有した者は懲役 3 年以下または罰金 45000 €に処する。」
　222─20─2 条：「222─20 条に定められる過失致死罪が犬の攻撃により発生した場合に，犬の所有する
者あるいは当時犬を占有した者は懲役 2 年以下または罰金 30000 €に処する。」
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（72）　この区別と自動運転車両との関係を紹介する文献として，H. Croze, De l’intelligence 
artificielle à la morale artificielle: Les dilemnes de la voiture autonome, JCPG, n° 14, 2 avril 
2018, 378, p. 641.
（73）　ここでの主観的規定と客観的規定の違いは，認識の要否によるのではなく，本文記載の内容の
通りである。

































である事例が想定される。他に，C. Coulon, Du robot en droit de la responsabilité civile: à 










































（77）　R. Danesi, P. Gruny, G. Jourda, P. Médeville, Rapport d’information fait au nom de la 
commission des affaires européennes sur la stratégie de l’Union européenne pour le véhicule 
autonome, Sénat, session ordinaire de 2017─2018, n° 117, Annexe p. 37（véhicule autonome, 
véhicule collaboratif, véhicule asservi）. この区別は，正式な区別ではなく，政府など権限者のた
めに提案された区別である。

















れ始めた。換言すれば，上記 4 つの対策のなかで，1～3 番目（構造・デザインそのもの，
構造・デザインのミスユーズやアビューズ対策，救済）の対策に留まらず，ロボットの行





























































Coulon, Du robot en droit de la responsabilité civile: à propos des dommages causés par les 




法学志林　第 116 巻　第 4号
46
4─1　民事法上の議論



















































































































（89）　ロ ボ ッ ト 市 場 は 2010 年 に 150 億 ド ル で あ り，2015 年 に は 260 億 ド ル に 上 が っ た。A. 
Bensoussan, J. Bensoussan, op. cit.（20）, p. 17.
（90）　2020 年にサービス用ロボットは千億ユーロの市場を占めると憶測されている。Stratégie 
numérique : la Commission et les entreprises européennes de la robotique résolues à 
promouvoir l’expansion et la performance du secteur, Communiqué de presse du 18 septembre 
2012, Commission européenne（IP/12/978）, Plan France Robots Initiatives, DGCIS, mars 
2013, p. 1. を参考。
（91）　A. Bensoussan, J. Bensoussan, Droit des robots, op. cit.（20）, p. 19.
（92）　例えば，フランスロボットイニシアティブ企画（Plan France Robots Initiatives）は，1 億
ユーロがロボットに係る研究や企業に投資される。
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まり，ロボットの裏にいる存在との因果性が切られる）が無理になる。Cf. A. Bensoussan, J. 
Bensoussan, Droit des robots, op. cit.（20）, p. 19, Préface de Bruno Maisonnier.
（94）　A. Bensoussan, Le droit de la robotique: aux confins du droit des biens et du droit des 
personnes- “Une démarche éthique est indispensable dans la construction d’un droit de la 
robotique”, op. cit.（1）, p. 106


































とされる。European Parliament resolution of 16 February 2017 with recommendations to the 
Commission on Civil Law Rules on Robotics（2015/2103（INL））, 53─59, http : //www.europarl.
europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+TA+P8-TA-2017-0051+0+DOC+XML+V0//FR
（96）　A.-S. Chone-Grimaldi, P. Glaser, Responsabilité civile du fait du robot doué d’intelligence 
artificielle, faut-il créer une personnalité robotique ?, op. cit.（26）.
（97）　利用される際に，乗車している者あるいはインフラストラクチャー・他車から複数の情報を得
る。その情報は，ディープラーニングあるいはマシンラーニングのための要素になりと言える。
（98）　A. Bensoussan, Le droit de la robotique: aux confins du droit des biens et du droit des 
personnes- “Une démarche éthique est indispensable dans la construction d’un droit de la 
robotique” op. cit.（1）, note 81.
（99）　A. Bensoussan, Le droit de la robotique: aux confins du droit des biens et du droit des 
personnes- “Une démarche éthique est indispensable dans la construction d’un droit de la 
robotique” op. cit.（1）, p. 106.
（100）　A.-S. Chone-Grimaldi, P. Glaser, Responsabilité civile du fait du robot doué 
d’intelligence artificielle, faut-il créer une personnalité robotique ?, op. cit.（26）.
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だめるか，ロボットの種類の列挙という二つの方法が考えられる。Cf. A. Bensoussan, Le droit 
de la robotique: aux confins du droit des biens et du droit des personnes- “Une démarche 




































（104）　Rapp. Stratégie France I.A., pour le développement des technologies d’intelligence 
artificielle
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