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Abstract
We prove the complete intersection theorem and the complete
nontrivial-intersection theorem for systems of set partitions. This means
that for all positive integers n and t we find the maximum size of a family
of partitions of n-element set such that any two partitions from the family
have at least t common parts and we also find the maximal size under the
additional condition that bo t parts appear in all members of the family.
I Introduction
Let Π(n) be the set of partitions of [n]. Define the intersection of two
partitions p1
⋂
p2, p1, p2 ∈ Π(n) to be the set of common parts (blocks). We
say that two partitions p1, p2 ∈ Π(n) are t-intersecting if the size of their
intersection is at least t. A family of partitions is a t-intersecting family if
every tow members of it are t-intersecting. The collection of t-intersecting
∗The author was supported by FAPESP (2012/13341-8, 2013/07699-0) and NU-
MEC/USP (Project MaCLinC/USP).
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families of partitions of [n] is denoted by Ω(n, t). We say that the family of
partitions is nontrivially t-intersecting family if it is t-intersecting and fewer
than t parts are common to all its members. The collection of nontrivially
t-intersecting families of partitions we denote by Ω˜(n, t).
We say that i is fixed in a partition p ∈ Π(n) if {i} is a singleton {i} block
in p. For p ∈ Π(n) let f(p), p ∈ Π(n) denote the set of points fixed by p.
Define
M(n, t) = max{|A| : A ∈ Ω(n, t)},
M˜(n, t) = max{|A| : A ∈ Ω˜(n, t)}.
The main result of the present work is obtaining explicit expression for
M(n, t) (Theorems 1 or Theorem 2) and M˜(n, t) (Theorem 6) for all n and
t. The word complete in the phrase Complete Intersection Theorem under-
line the fact that the problem of determining values M(n, k) and M˜(n, k)
is solved completely for all n, t. We also say that the solution of the above
problems are complete.
Let B(n) be the number of partitions of the set [n], which is called the
Bell number. Let also B˜(n) be the number of partitions of the set [n] that do
not have singletons. The Bell number B(n) satisfies the following relations
B(n) =
1
e
∞∑
i=0
in
i!
, (1)
B(n) =
n∑
i=0
(
n
i
)
B(i).
whereas B˜(n) satisfies the following relations
B˜(n + 1) =
n−1∑
i=0
(
n
i
)
B˜(i), (2)
B˜(n) =
n∑
i=0
(
n
i
)
(−1)n−iB(i) (3)
Define
γ(ℓ) =
∑n−ℓ+1
i=0 B˜
(
n− ℓ+t
2
+ 1− i
) (
n−ℓ+1
i
)
∑n−ℓ
i=0 B˜
(
n− ℓ+t
2
− i
) (
n−ℓ
i
) .
Note that, when ℓ is fixed,
γ(ℓ)→∞, as n→∞.
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Our first main result is the following theorem.
Theorem 1
M(n, t) = max
r∈[0,⌊(n−t)/2⌋]
|{p ∈ Π(n) :
∣∣∣∣[t+ 2r]⋂ f(p)
∣∣∣∣ ≥ t + r}|.
It follows from the proof of Theorem 1, that it can be reformulated as follows:
Theorem 2 Let ℓ = t+2r be the largest number not greater than n satisfying
the relation
ℓ− t
2(ℓ− 1)
γ(ℓ) ≤ 1. (4)
For this value of ℓ we have
M(n, t) =
t+2r∑
i=t+r
(
t+ 2r
i
)
n−t−2r∑
j=0
(
n− t− 2r
j
)
B˜(n− i− j). (5)
Our proof of this theorem is an extension of the ideas from [10], where the
complete intersection theorem was proved for a family of t-cycle-intersecting
permutations.
Remark. Each permutation of [n] is determined by the set of cyclic per-
mutations. Cycle-intersection of two permutations is the set of their common
cycles. We say that two permutations are t-cycle-intersecting if the size of
their intersection is at least t.
It is proved in [1] that
M(n, 1) = B(n− 1)
and for sufficiently large n in terms of t that
M(n, t) = B(n− t).
Our theorem completes the solution of the problem of determination of the
value M(n, t) for all n and t > 1. .
Let 2[n] be the family of subsets of [n] and
(
[n]
k
)
be the family of k-element
subsets of [n]. We say that a family A ⊂ 2[n] is a t-intersecting family if for
the arbitrary elements a1, a2 ∈ A the size of their intersection
∣∣∣∣a1⋂ a2
∣∣∣∣ ≥ t.
Let I(n, t) be the collection of t-intersecting families A of [n], I(n, k, t) be the
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collection of t-intersecting k-element families from [n] and I˜(n, t), I˜(n, k, t)
the collection of nontrivially t-intersecting families (
∣∣∣∣⋂A∈AA
∣∣∣∣ < t.). Define
M˜(n, k, t) = max
A∈I˜(n,k,t)
|A|.
Hilton and Milner proved the next theorem in [7].
Theorem 3 If n > 2k, then
M˜(n, k, t) =
(
n− 1
k − 1
)
−
(
n− k − 1
k − 1
)
+ 1.
This theorem was proved by Frankl [8] for t > 1.
Theorem 4 There exists n0(n, k) such that if n > n0(n, k), then
• If t+ 1 ≤ k ≤ 2t+ 1, then M˜(n, k, t) = |ν1(n, k, t)|, where
ν1(n, k, t) =
{
V ∈
(
[n]
k
)
:
∣∣∣∣[t+ 2]⋂V
∣∣∣∣ ≥ t+ 1
}
,
• If k > 2t+ 1, then M˜(n, k, t) = |ν2(n, k, t)|, where
ν2(n, k, t) =
{
v ∈
(
[n]
k
)
: [t] ⊂ V, V
⋂
[t + 1, k + 1] 6= ∅
}
⋃
{[k + 1] \ {i} : i ∈ [t]} .
In [5], the problem of determining M˜(n, k, t) was solved completely for all
n, k, t:
Theorem 5
• If 2k − t < n ≤ (t+ 1)(k − t+ 1), then
M˜(n, k, t) = M(n, k, t);
• If (t+ 1)(k − t+ 1) < n and k ≤ 2t + 1, then
M˜(n, k, t) = |ν1(n, k, t)|;
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• If (t+ 1)(k − t+ 1) < n and k > 2t+ 1, then
M˜ = max{|ν1(n, k, t)|, |ν2(n, k, t)|}.
Note also that the valueM(n, k, t) was determined for all n, k, t by Ahlswede
and Khachatrian in the paper [6].
Before formulating our second main result, let’s make some additional
definitions.
Hi =
{
H ∈
(
[t + i]
t + 1
)
: [t] ⊂ H}
⋃
{H ∈
(
[t+ i]
t + i− 1
)
: [t+ 1, t+ i] ⊂ H
}
.
For C ⊂ 2[n], denote by W (C) the minimal upset containing C and by M(C)
the set of its minimal elements. Denote by U(C) the set of partitions that
has W (C) as the family of sets of fixed elements.
Our second main result of this work is the following Theorem which com-
pletely determines M˜(n, t) for all n, t.
Theorem 6
• If
max
{
ℓ = t + 2r :
ℓ− t
2(ℓ− 1)
γ(ℓ) ≤ 1
}
> t,
then
M˜(n, t) = M(n, t);
• If
max
{
ℓ = t + 2r :
ℓ− t
2(ℓ− 1)
γ(ℓ) ≤ 1
}
= t,
then
M˜(n, t) = max{ν1(n, t), ν2(n, t)},
where
νi(n, t) =
∑
S∈W (Hi)
B˜(n− |S|).
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II Proof of Theorem 1
Define the fixing procedure F (i, j, p) for i 6= j over the set of partitions
p ∈ P(n):
F (i, j, p) =
{
(p \ pi)
⋃
{{i}, pi \ {i}}, j ∈ pi
p, otherwise
,
where pi is the part of p that contains i.
The fixing operator on the familyA ⊂ Ω(n, t) is defined as follows (p ∈ A)
F (i, j, p,A) =
{
F (i, j, p), F (i, j, p) 6∈ A,
p, F (i, j, p) ∈ A.
Finally define the operator
F(i, j,A) = {F (i, j, p,A); p ∈ A}.
It is easy to see that the fixing operator F(i, j,A) preserves the size of A
and its t-intersecting property. At last note that making shifting operations
a finite number of times for different values of i and j allows us to obtain the
compressed set A with the following property: for all i 6= j ∈ [n],
F(i, j,A) = A.
It also has the property, that an arbitrary pair of partitions p1, p2 from the
compressed set A intersected by at least t fixed points.
Next define the usual shifting procedure L(v, w, p) for 1 ≤ v < w ≤ n as
follows. Let p = {{j1, . . . , jq−1, v, jq+1, . . . , js, . . . , {w}, π1, . . . , πc} ∈ A, then
L(v, w, p) = {j1, . . . , jq−1, w, jq+1, . . . , js}, . . . , {v}, π1, . . . , ps}.
If p ∈ A does not fix v, then we set
L(v, w, p) = p.
Now define the shifting operator L(v, w, p,A) as follows
L(v, w, p,A) =
{
L(v, w, p), L(v, w, p) 6∈ A,
p, L(v, w, p) ∈ A.
At last define the operator L(v, w,A) :
L(v, w,A) = {L(v, w,A); p ∈ A}.
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It is easy to see that the operator L(v, w,A) does not change the size of A
and it preserve the t-intersecting property. Later we will show, proving the
Statement 1, that this operator also preserves the nontrivially t-intersecting
property. Also it is easy to see that after a finite number of operations we
come to the compressed t-intersecting set A of the size M˜(n, t) for which
L(v, w,A) = A for 1 ≤ v < w ≤ n
and to the property that each pair of partitions of A is t-intersected by fixed
elements. Next we consider only such sets A. We denote the collection
of fixed compressed t- intersecting families of partitions by LΩ(n, t) and the
collection of fixed compressed nontrivially t-intersecting families of partitions
by (LΩ˜(n, t)). Note that such family A have the property that all partitions
of A have s common parts if and only if
∣∣∣∣⋂p∈A f(p)
∣∣∣∣ = s. We assume that all
families of partitions considered next are left compressed.
Let D(v, w,A) be the same operator as L(v, w,A) but only with the
condition v 6= w.
We need the following
Lemma 1 If |A| =M(n, t),
D(v, w,A) = A, for all v, w ∈ [ℓ]
and for ℓ = t+ 2r
ℓ + 1
ℓ−t
2
+ 1
> γ(ℓ+ 2), (6)
then D(v, w,A) = A, for all v, w ∈ [ℓ+ 2].
Suppose that
|A| = M(n, t)
and A is invariant under shifting and fixing operators . Assume also that
D(v, w,A) = A for allv, w ∈ [ℓ],
but
A 6= D(v, ℓ+ 1,A)
for some v ∈ [ℓ].
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We set
A′ = {p ∈ A : D(v, ℓ+ 1, p) 6∈ A, v ∈ [ℓ]}
We identify the set of binary n-tuples with the family of subsets of [n].
Define
B(A) = {f(p); p ∈ A} ⊂ 2[n].
It is easy to see that the set B(A) is an upper ideal under the inclusion order.
Denote by M(A) the set of minimal elements of B(A).
Let
s+(M(A)) = max
M∈M(A)
s+(M),
where
s+(M) = max
i∈M
i.
We also need one more lemma.
Lemma 2 If |A| =M(n, t) and s+(M(A)) = ℓ, then
ℓ− t
2(ℓ− 1)
γ(ℓ) ≤ 1. (7)
Later we will show that there exists a unique ℓ that satisfies inequalities (6)
and (7). From this follows the statement of Theorem 1.
First we will prove 1. Assume that A′ 6= ∅.
Let
A(i) =
{
p ∈ A′ :
∣∣∣∣f(p)⋂[ℓ]
∣∣∣∣ = i
}
.
It follows that A(i) 6= ∅ for some i ∈ [ℓ].
Let
A′(i) =
{
f(p)
⋂
[ℓ + 2, n] : p ∈ A(i)
}
.
Define
B(i) =
{
p ∈ Π(n) :
∣∣∣∣B(p) +⋂[ℓ]
∣∣∣∣ = i− 1, ℓ+ 1 ∈ p, f(p)⋂[ℓ+ 2, n] = A′(i)
}
.
We have
|A(i)| =
(
ℓ
i
) ∑
p∈A′(i)
B˜(n− i− |f(p)|),
|B(i)| =
(
ℓ− 1
i− 1
) ∑
p∈A′(i)
B˜(n− i− |f(p)|)
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and, for any i ∈ [ℓ+ 1], we have
C(i) = (A \ A(i))
⋃
B(ℓ+ t− i) ∈ Ω(n, t).
Next we will demonstrate that if A(i) 6= ∅ and i 6= ℓ+t
2
, then
max{|C(i)|, |C(ℓ+ t− i)|} > |A| (8)
which contradicts the maximality of A.
If (8) is not valid, then(
ℓ
i− 1
) ∑
p∈A′(i)
B˜(n− i− |f(p)|)
≤
(
ℓ
ℓ+ t− i
) ∑
p∈A′(ℓ+t−i)
B˜(n− (ℓ+ t− i)− |f(p)|),
(
ℓ
ℓ+ t− i− 1
) ∑
p∈A′(ℓ+t−i)
B˜(n− (ℓ+ t− i)− |f(p)|)
≤
(
ℓ
i
) ∑
p∈A′(i)
B˜(n− i− |f(p)|).
We have A(i) 6= ∅ hence A(ℓ+ t− i) 6= ∅ and
i(ℓ+ t− i) ≤ (ℓ− i+ 1)(i+ 1− t).
Since t ≥ 2, the last inequality is false. This contradiction shows that A(i) =
∅ for i 6= ℓ+t
2
.
Now suppose 2|(ℓ + t). We will demonstrate that if (6) is true, then
A
(
ℓ+t
2
)
= ∅.
We have ∣∣∣∣A
(
ℓ+ t
2
)∣∣∣∣ =
(
ℓ
ℓ+t
2
) ∑
p∈A( ℓ+t2 )
B˜(n− i− |f(p)|).
Now we will introduce the family C ⊂ Π(n). Its elements are permutations
p which satisfy the following conditions∣∣∣∣f(p)⋂[ℓ]
∣∣∣∣ = ℓ+ t2 − 1,
{ℓ+ 1, n} ⊂ f(p), f(p)
⋂
[ℓ+ 2, n] ∈ A′
(
ℓ+ t
2
)
.
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Define
G =
{(
A \
{
p ∈ A
(
ℓ+ t
2
)
: {n} 6∈ p
})⋃
C
}
.
It is easy to see that
G ⊂ Ω(n, t).
Next we will demonstrate that if A
(
ℓ+t
2
)
6= ∅ and (6) is true, then the
maximality of A is contradicted because
|G| > |A|. (9)
We have
|C| =
(
ℓ
ℓ+t
2
− 1
) ∑
p∈A′( ℓ+t2 ),{n}∈f(p)
B˜
(
n−
ℓ+ t
2
− |f(p)|
)
.
Inequality (9) is equivalent to
(
ℓ
ℓ+t
2
− 1
) ∑
p∈A′( ℓ+t2 ), {n}∈p
B˜
(
n−
ℓ+ t
2
− |f(p)|
)
>
(
ℓ
ℓ+t
2
) ∑
p∈A′( ℓ+t2 ), {n}6∈p
B˜
(
n−
ℓ+ t
2
− |f(p)|
)
=
(
ℓ
ℓ+t
2
) ∑
p∈A′( ℓ+t2 )
B˜
(
n−
ℓ+ t
2
− |f(p)|
)
−
∑
p∈A′( ℓ+t2 ), {n}∈p
B˜
(
n−
ℓ+ t
2
− |f(p)|
)
.
From here we have(
ℓ+ 1
ℓ+t
2
) ∑
p∈A′( ℓ+t2 ), {n}∈p
B˜
(
n−
ℓ+ t
2
− |f(p)|
)
>
(
ℓ
ℓ+t
2
) ∑
p∈A′( ℓ+t2 )
B˜
(
n−
ℓ+ t
2
− |f(p)|
)
.
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Hence
ℓ+ 1
ℓ−1
2
+ 1
> β1(ℓ)
∆
=
∑
p∈A′( ℓ+t2 )
B˜
(
n− ℓ+t
2
− |f(p)|
)
∑
p∈A′( ℓ+t2 ), {n}∈p
B˜
(
n− ℓ−t
2
− |f(p)|
) .
Let’s prove that
γ(ℓ+ 2) ≥ β1(ℓ). (10)
From here it follows that (6) is true. Taking into account the condition from
Lemma 1 that |A| is maximal we come to contradiction of this maximality.
Thus to complete the proof of Lemma 1 we need to prove inequality (10).
Inequality (10) is a consequence of the FKG inequality [9]. In order to
show it, consider this stronger inequality
∑
X∈Γ B˜
(
n− ℓ+t
2
− |X|
)
∑
X∈Γ,x∈X B˜
(
n− ℓ+t
2
− |X|
) ≤
∑
X∈2[n−(ℓ+t)/2−1] B˜
(
n− ℓ+t
2
− |X|
)
∑
X∈2[n−(ℓ+t)/2−1],x∈X B˜
(
n− ℓ+t
2
− |X|
) ,
(11)
where Γ ⊂ 2[n−(ℓ+t)/2−1] is upper ideal and x ∈ [n − (ℓ + t)/2 − 1]. Let us
remark that FKG inequality says that for µ : 2[m] → R+ such that
µ(a)µ(b) ≤ µ
(
a
⋂
b
)
µ
(
a
⋃
b
)
, a, b ∈ 2[m], (12)
and for a pair of nondecreasing functions f1, f2 : 2
[m] → R, the following
inequality is valid:
∑
Y ∈2[m]
µ(Y )f1(Y )
∑
Y ∈2[m]
µ(Y )f2(Y ) ≤
∑
Y ∈2[m]
µ(Y )f1(Y )f2(Y )
∑
Y ∈2[m]
µ(Y ).
(13)
Now we choose
µ(Y ) = B˜
(
n−
ℓ+ t
2
− |Y |
)
. (14)
Note that if (12) is true for this choice of µ, then setting f1 = IX∈Γ:x∈X and
f2 = IX∈2[n−(ℓ+t)/2−1],x∈X in (13) proves inequality (11). Now we prove that µ
from (14) satisfies (12).
From (1) and (3) follows the formula
B˜(n) =
1
e
∞∑
i=1
(i− 1)n
n!
. (15)
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We should prove that for a, b ≥ 0 and δ ≤ min{a, b},
B˜(n− a)B˜(n− b) ≤ B˜(n− δ)B˜(n− a+ b− δ). (16)
Through formula (15) it is easy to see that inequality (16) follows from the
inequality
in−ajn−b + in−bjn−a ≤ in−δja+b−δ + jn−δia+b−δ, (17)
which can be easily verified by using differentiation on δ to prove convexity
on the interval [a, b] for the function on the right hand side of (17).
Next we will prove Lemma 2 . Define
M0(A) = {E ∈M(A); s
+(E) = s+(M(A)) = ℓ}
and
M1(A) = M(A) \M0(A).
It is easy to see that, for E1 ∈M0(A) and E2 ∈M1(A),∣∣∣∣(E1 \ {ℓ})⋂E2
∣∣∣∣ ≥ t
and for E1, E2 ∈M0(A) and
∣∣∣∣E1⋂E2
∣∣∣∣ = t,
|E1|+ |E2| = ℓ+ t.
Set
M0(A) =
⋃
i
R(i),
where
R(i) = M0(A)
⋂([n]
i
)
.
Define
R′(i) = {E \ {ℓ}; E ∈ R(i)}.
Next we are going to prove that if (6) is not true, then R(i) = ∅.
Suppose that R(i) 6= ∅ for some i. At first, assume that i 6= ℓ+t
2
.
Define
F1 =M1(A)
⋃
(M0(A) \
(
R(i)
⋃
R(ℓ+ t− i)
)
)
⋃
R′(i),
F2 =M1(A)
⋃
(M0(A) \
(
R(i)
⋃
R(ℓ+ t− i)
)
)
⋃
R′(ℓ+ t− i).
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It is easy to see that for E1, E2 ∈ Fi we have
∣∣∣∣E1⋂E2
∣∣∣∣ ≥ t and thus
U(F1), U(F2) ∈ Ω(n, t). We are going to show that if R(i) 6= ∅, then
max{|U(F1)|, |U(F2)|} > |A| (18)
which gives us a contradiction.
We have
|A \ U(F1)| = |R(ℓ+ t− i)|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− ℓ− t+ i− j) (19)
and
|U(F1) \ A| = |R(i)|
n−t∑
j=0
(
n− ℓ
j
)
B˜(n− i− j + 1). (20)
Also
|A \ U(F2)| = |R(i)|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− i− j), (21)
|U(F2) \ A| = |R(ℓ+ t− i)|
n−ℓ∑
j=0
B˜(n− ℓ− t+ i− j + 1). (22)
If (18) is not true, then from (19)-(22) it follows that
|R(i)|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− i− j + 1)
≤ |R(ℓ+ t− i)|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− ℓ− t+ i− j),
|R(ℓ+ t− i)|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− ℓ− t+ i− j + 1)
≤ |R(i)|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− i− j).
These inequalities couldn’t be valid together due to monotonicity of B˜(n).
Now consider the case i = ℓ+t
2
.We are going to prove that if inequality (7)
is not true, then R
(
ℓ+t
2
)
= ∅. Simple averaging argument shows that there
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exists i ∈ [ℓ− 1] and Z ⊂ R′
(
ℓ+t
2
)
such that i ∈ E for all E ∈ Z and
|Z| ≥
ℓ− t
2(ℓ− 1)
∣∣∣∣R′
(
ℓ+ t
2
)∣∣∣∣. (23)
Because
∣∣∣∣E1⋂E2
∣∣∣∣ ≥ t when E1, E2 ∈ Z and R(i) = ∅ when i 6= ℓ+t2 we have
for all E1, E2 ∈ D, where
D =
(
M(A) \R
(
ℓ + t
2
))⋃
Z,
we have |E1
⋂
E2| ≥ t. Hence W (D) ∈ Ω(n, t) and now we have to show that,
if (7) is not true, then
|W (D)| > |A|. (24)
Consider the partition
A =W (M(A)) = S1
⋃
S2,
S1 =W
(
M(A) \R
(
ℓ+ t
2
))
,
S2 =W
(
R
(
ℓ+ t
2
))
\ S1
and the partition
W (D) = S1
⋃
S3,
S3 =W (D) \ S1.
One can see that (24) is equivalent to
|S3| > |S2|.
It is easy to show that
|S2| =
∣∣∣∣R
(
ℓ+ t
2
)∣∣∣∣
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜
(
n−
ℓ+ t
2
− j
)
, (25)
|S3| = |Z|
n−ℓ+1∑
j=0
(
n− ℓ + 1
j
)
B˜
(
n−
ℓ+ t
2
+
)
.
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Using (23) and (25) we conclude that
ℓ− t
2(ℓ− 1)
∣∣∣∣R
(
ℓ + t
2
)∣∣∣∣
n−ℓ+1∑
j=0
(
n− ℓ+ 1
j
)
B˜
(
n−
ℓ+ t
2
+ 1− j
)
>
∣∣∣∣R
(
ℓ+ t
2
)∣∣∣∣
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜
(
n−
ℓ+ t
2
− j
)
,
But from here follows the contradiction of the maximality of A. Thus (7)
holds.
Now we rewrite inequality (6) as follows
ℓ + 2 < t+ 2
t− 1
γ(ℓ+ 2)− 2
,
and inequality (7) as
ℓ ≤ t + 2
t− 1
γ(ℓ)− 2
.
It is left for us to show that the function
ϕ(ℓ) = t− ℓ+ 2
t− 1
γ(ℓ)− 2
does not change its sign in the interval [t, n] more than one time. To prove
this we will first show that ϕ is
⋂
-convex on interval [t, n]. Obviously ϕ(t) > 0.
From these facts will follow the statement of the Theorem 1.
We have
γ(ℓ) =
∑n−ℓ
j=0
(
n−ℓ
j
)
B˜
(
n− ℓ+t
2
+ 1− j
)
+
∑n−ℓ
j=0
(
n−ℓ
j
)
B˜
(
n− ℓ+t
2
− j
)
∑n−ℓ
j=0
(
n−ℓ
j
)
B˜
(
n− ℓ+t
2
− j
)
= 1 +
∑n−ℓ
j=0
(
n−ℓ
j
)
B˜
(
n− ℓ+t
2
+ 1− j
)
∑n−ℓ
j=0
(
n−ℓ
j
)
B˜
(
n− ℓ+t
2
− j
) .
Now using identity (15) we derive the relations
γ(n, ℓ, t) =
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜
(
n−
ℓ + t
2
− j
)
=
∞∑
i=1
(−1)n−
ℓ+t
2 (i− 1)n−
ℓ+t
2
i!
n−ℓ∑
j=0
(
n− ℓ
j
)
(−1)j(i− 1)−j
=
∞∑
i=2
(i− 1)
ℓ−t
2 (i− 2)n−ℓ
i!
.
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Similar calculations show the validity of the following identity
γ(n+ 2, ℓ+ 2, t) =
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜
(
n−
ℓ+ t
2
+ 1− j
)
=
∞∑
i=2
(i− 1)
ℓ−t
2
+1(i− 2)n−ℓ
i!
.
Hence, for γ(ℓ)− 2, we have the expression
γ(ℓ)− 2 =
γ(n+ 2, ℓ+ 2, t)
γ(n, ℓ, t)
=
∑∞
i=2
(i−1)
ℓ−t
2 +1(i−2)n−ℓ
i!∑∞
i=2
(i−1)
ℓ−t
2 (i−2)n−ℓ
i!
− 1
=
∑∞
i=2
(i−1)
ℓ−t
2 (i−2)n−ℓ+1
i!∑∞
i=2
(i−1)
ℓ−t
2 (i−2)n−ℓ
i!
.
We obtain the following expression for the function ϕ(ℓ) :
ϕ(ℓ) = t− ℓ+ 2(t− 1)
∑∞
i=2
(i−1)
ℓ−t
2 (i−2)n−ℓ
i!∑∞
i=2
(i−1)
ℓ−t
2 (i−2)n−ℓ+1
i!
.
It is easy to show that the second derivative of this function is negative. This
completes the proof of Theorem 1 .
II Proof of Theorem 6.
Denote by Ω0(n, t) ⊂ Ω(n, t) the collection of the families of partitions A
such that
∣∣∣∣⋂p∈A f(p)
∣∣∣∣ = 0.
Statement 1
M˜(n, t) = max
A∈LΩ˜(n,t)
|A|, (26)
M0(n, t) = max
A∈Ω0(n,t)
|A| = M˜(n, t).
Moreover, if A ∈ Ω˜(n, t) and |A| = M˜(n, t), then A ∈ Ω0(n, t).
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Proof. First we will prove (26). For A ∈ Ω˜(n, t) assume that |A| = M˜(n, t).
One can see that either L(v, w,A) ∈ Ω˜(n, t) or L(v, w,A) ∈ Ω(n, t) \ Ω˜(n, t).
In the first case we continue shifting. Assume that the second case occurs.
We can assume that
⋂
p∈A f(p) = [t − 1] and that v = t, w = t + 1 and also
that ∩p∈L(v,w,A)f(p) = [t]. Because A is maximal, then
{p ∈ Ω(n, t) : [t + 1] ⊂ f(p)} ⊂ A. (27)
There are p1, p2 ∈ A such that
f(p1)
⋂
[t + 1] = [t]
and
f(p2)
⋂
[t+ 1] = [t− 1]
⋃
{t + 1}.
Now we apply the shifting L(v, w,A) for v 6= w ∈ [n] \ {t, t + 1}. We have⋂
p∈L(v,w,A) f(p) = [t− 1].
Thus we can assume that L(v, w,A) = A for all v 6= w ∈ [n] \ {t, t + 1}
and
f(p1) = [a] \ {t+ 1}, a ≥ t, a 6= t+ 1,
f(p2) = [b] \ {t}, b > t.
From here and (27) it follows that
C = U({[t− 1]
⋃
C : C ⊂ [t,min{a, b}]}) ⊂ A
and for all L(v, w, C) = C where v 6= w ∈ [n]. Thus |
⋂
p∈A f(p)| < t.
Now we prove second part of the Statement. Assume that A ⊂ Ω˜(n, t) \
Ω0(n, t) and |A| = M˜(n, t). We can suppose that A is shifted and {1} ∈ f(p)
for all p ∈ A. We can also assume that A ∈ LΩ˜(n, t). Consider p ∈ Ω(n, t) :
f(p) = {2, . . . , n − 1}. Next we will show that p ∈ A, which leads to the
contradiction of the maximality of A. Suppose that there exists a partition
p1 ∈ A such that ∣∣∣∣[2, n− 1]⋂ f(p1)
∣∣∣∣ ≤ t− 1.
We can assume that f(p1) = [t]
⋃
{n}. We have p2 : f(p2) = [t − 1]
⋃
{n}
belongs to A and hence p3 : f(p3) = [t] also belongs to A. But then∣∣∣∣f(p3)⋂ f(p2)
∣∣∣∣ = t− 1 which contradicts the t-intersecting property of A.
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For further convenience we will make some changes in the definitions,
which we will use next. Let g(A) be the family of subsets of [n] such that
A = U(g(A)). If A is maximal, then we can assume that g(A) is upset and
g∗(A) is the set of its minimal elements. It is easy to see that A ∈ Ω(n, t) if
and only if g(A) ∈ I(n, t) and A ∈ Ω˜(n, t) if and only if g(A) ∈ I˜(n, t). We
can assume that g(A) is left compressed. Define
s+(a = (a1 < . . . < aj)) = aj ,
s+(g(A)) = max
a∈g∗(A)
s+(a),
smin = min
A∈LΩ˜(n,t): |A|=M˜(n,t)
s+(g(A)).
It is easy to see that A ∈ LΩ(n, t) is a disjoint union
A = Uf∈g∗(A)Q(f),
where
Q(f) =
{
A ∈ 2[n] : A = f
⋃
B,B ∈ [s+(f), n]
}
,
and if f ∈ g(A) is such that s+(f) = s+(g(A)), then the set of partitions
generated only by f is
Af = (U(f) \ U(g
∗(A) \ {f})) = Q(f). (28)
Note also a simple fact that if f1, f2 ∈ g
∗(A) and i 6∈ f1
⋃
f2, j ∈ f1
⋂
f2 for
some i < j, then
|f1
⋂
f2| ≥ t + 1.
Next lemma helps us to establish possible sets of g∗(A) for maximal A ∈
LΩ˜(n, t) when M(n, t) is not this maximum. To make the formulation more
clear we repeat in Lemma all conditions which we have considered before as
default.
Lemma 3 For A ∈ LΩ˜(n, t) assume that |A| = M˜(n, t) and g(A) ∈ G(A)
is such that s+(g(A)) = smin(G(A)), then for some i ≥ 2
g∗(A) = Hi.
Suppose that ℓ = s+(g(A)), g0(A) = {g ∈ g
∗(A) : s+(g) = ℓ} and g1(A) =
g∗(A) \ g0(A). It is easy to see that ℓ > t + 1. From above it follows that if
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f1, f2 ∈ g0(A) and
∣∣∣∣f1⋂ f2
∣∣∣∣ = t, then |f1|+ |f2| = ℓ+ t. Denote
∣∣∣∣ ⋂
f∈g1(A)
f
∣∣∣∣ = τ.
Consider consequently two cases τ < t and τ ≥ t.
Assume at first that τ < t. Consider the partition
g0(A) =
⋃
t<i<ℓ
Ri, Ri = g0(A)
⋂([n]
i
)
.
Denote
R′i = {f ⊂ [ℓ− 1] : f
⋃
{ℓ} ∈ Ri}.
As above, because the set g(A) is left compressed, it follows that for
fi ∈ R
′
i, fj ∈ R
′
j and i+ j 6= ℓ+ t, |fi
⋂
fj | ≥ t.
Next we show that Ri = ∅.
Assume at first that ∀Ri 6= ∅ we have Rℓ+t−i = ∅, then for
g′ = (g∗(A) \ g0(A))
⋃ ⋃
t<i<ℓ
R′i ∈ I˜(n, k)
we have
|U(g′)| ≥ |A| and s+(g′) < s+(g(A))
which contradicts our assumptions.
Now assume that Ri, Rℓ+t−i 6= ∅. At first we consider the case when
i 6= (ℓ+ t)/2. Consider the new sets
ϕ1 = g1(A)
⋃
(g0(A) \
(
Ri
⋃
Rℓ+t−i)
)⋃
R′i,
ϕ2 = g1(A)
⋃
(g0(A) \
(
Ri
⋃
Rℓ+t−i)
)⋃
R′ℓ+t−i.
We have ϕi ∈ I˜(n, k). Thus,
Ai = U(ϕi) ∈ Ω˜(n, t).
We will show that, under the last assumption,
max
j=1,2
|Ai| > |A| (29)
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and come to a contradiction. Using (28) it is easy to see that:
|A \ A1| = |Rℓ+t−i|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− ℓ− t + i− j),
|A1 \ A| ≥ |Ri|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− i− j + 1),
|A \ A2| = |Ri|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− i− j),
|A2 \ A| ≥ |Rℓ+t−i|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− ℓ− t+ i− j + 1).
From these equalities it follows that, if (29) is not valid, then
|Rℓ+t−i|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− ℓ− t+ i− j) ≥ |Ri|
n−ℓ∑
j=0
B˜(n− i− j + 1)
and
|Ri|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− i− j) ≥ |Rℓ+t−i|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜(n− ℓ− t+ i− j + 1).
Since B˜(n + 1) > B˜(n) when n > 0, the last two inequalities couldn’t be
valid together. This contradiction shows that Ri = ∅ when i 6= (ℓ+ t)/2.
Now consider the case i = (ℓ+t)/2. By pigeon- hole principle, there exists
k ∈ [ℓ− 1] and S ⊂ R′(ℓ+t)/2 such that k 6∈ B for all B ∈ S and
|S| ≥
ℓ− t
2(ℓ− 1)
|R′(ℓ+t)/2|. (30)
Hence, as before, we have
∣∣∣∣B1 ⋂B2
∣∣∣∣ ≥ t for all B1, B2 ∈ S and
f ′ = (g∗(A) \R(ℓ+t)/2)
⋃
S ∈ I˜(n, t).
Next we show that
|U(f ′)| > |A|. (31)
Consider the partition
A = G1
⋃
G2,
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where
G1 = U(g
∗(A) \R(ℓ+t)/2),
G2 = U(R(ℓ+t)/2) \ U(g
∗(A) \R(ℓ+t)/2).
Consider also the partition
U(f ′) = G1
⋃
G3,
where
G3 = U(S) \ U(g
∗(A) \R(ℓ+t)/2).
We should show that
|G3| > |G2|. (32)
We have
|G2| = |R(ℓ+t)/2|
n−ℓ∑
j=0
(
n− ℓ
j
)
B˜
(
n−
ℓ + t
2
− j
)
and
|G3| ≥ |S|
n−ℓ+1∑
j=0
(
n− ℓ+ 1
j
)
B˜
(
n−
ℓ+ t
2
− j + 1
)
.
Hence, for (32) to be true, it is sufficient that
ℓ− t
2(ℓ− 1)
γ(ℓ) > 1.
The last inequality is true because, otherwise, from (6) it follows that M˜(n, k) =
M(n, k). Hence R ℓ+t
2
= ∅.
Now consider the case τ ≥ t. We have
⋂
f∈g1(A)
f = [τ ],
ℓ = s+(g(A)) > τ
and for all f ∈ g0(A),∣∣∣∣F ⋂[τ ]
∣∣∣∣ ≥ τ − 1,
if |f ∩ [τ ]| = τ − 1, then [τ + 1, ℓ] ∈ f.
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Let’s show that τ ≤ t+ 1.
If τ ≥ t+ 2, then, for f1, f2 ∈ g(A),∣∣∣∣f1⋂ f2⋂[τ ]
∣∣∣∣ ≥ τ − 2 ≥ t
and thus, setting g′0(A) = {f ⊂ [ℓ− 1] : f
⋃
{ℓ} ∈ g0(A)}, we have
ϕ = (g∗(A) \ g0(A))
⋃
g′0(A) ∈ I˜(n, k)
and
|U(ϕ)| ≥ |A|,
s+(ϕ) < ℓ.
This gives us the contradiction of minimality of ℓ.
Assume now that τ = t + 1. In this case it is necessary that ℓ = t + 2.
Otherwise, using the argument above (deleting ℓ from each element of g0(A)),
we end up generating the set ϕ ∈ I˜(n, k) for which |U(ϕ)| ≥ |A| and s+(ϕ) <
ℓ. It is clear that τ = t + 1 and ℓ = t+ 2, then g∗(A) = H2.
At last, consider the case τ = t.Define g′0(A) = {f ∈ g0(A) : |f
⋂
[t]| = t− 1} .
We have
g′0(A) ⊂ {f ⊂ [ℓ] : |f ∩ [t]| = t− 1, [t+ 1, ℓ] ⊂ f}
and for f ∈ g∗(A) \ g′0(A) we have [t] ⊂ f and |f
⋂
[t + 1, ℓ]| ≥ 1. Hence
U(g∗(A)) ⊂ U(Hℓ−t).
Since A is maximal, g∗(A) = Hℓ−t. Family Hn−t is trivially t-intersecting, so
we can assume that i < n− t. Denote Si = |U(Hi)|. Next we will prove that
if Si < Si+1, then Si+1 < Si+2. We have
Si = (n− i)!−
n−t−i∑
j=0
(
n− t− i
j
)
B˜(n− t− j) + t
n−t−i∑
j=0
B˜(n− t− i− j + 1)
and we should show that from inequality
n−t−i−1∑
j=0
(
n− t− i− 1
j
)
B˜(n−t−j+1) ≥ t
n−t−i−1∑
j=0
(
n− t− i− 1
j
)
B˜(n−t−j−i+1)
(33)
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follows
n−t−i−2∑
j=0
(
n− t− i− 2
j
)
B˜(n− t− j + 1) (34)
≥ t
n−t−i−2∑
j=0
(
n− t− i− 2
j
)
B˜(n− t− j − i).
We rewrite inequality (33) as follows
n−t−i−2∑
j=0
(
n− t− i− 2
j
)
B˜(n− t− j + 1)
+
n−t−i−2∑
j=0
(
n− t− i− 2
j
)
B˜(n− t− j)
≥ t
n−t−i−2∑
j=0
(
n− t− i− 2
j
)
B˜(n− t− i− j + 1)
+t
n−t−i−2∑
j=0
(
n− t− i− 2
j
)
B˜(n− t− i− j).
From here, it is clear that if (34) is true, then (18) is also true. From here
and expressions for S2 and Sn−t−1 follows the statement of Theorem 6. Since,
for fixed t,
∑n−t−2
j=1
(
n−t−2
j
)
B˜ (n− t− j)∑n−t−2
j=0
(
n−t−2
j
)
B˜ (n− t− 1− j)
→∞, n→∞,
and
B˜(n− t− 1)∑n−t−2
j=1
(
n−t−2
j
)
B˜ (n− t− j)
→ 0, n→∞,
it follows that for sufficiently large n and fixed t:
S2 = B(n− t)− B˜(n− t)− B˜(n− t− 1) + t > Sn−t−1 = B(n− t)
−
n−t−2∑
j=0
(
n− t− 2
j
)
B˜(n− t− j) + t
n−t−2∑
j=0
(
n− t− 2
j
)
B˜(n− t− j − 1).
Therefore, for n > n2(t),
M˜(n, t) = B(n− t)− B˜(n− 1)− B˜(n− t− 1) + t.
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