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Two recently developed methods for continuous approximate solution of 
equations involving differential operators-the Adomian (decomposition) method 
and the Sarafyan method-ate compared. ‘i‘ 1987 Academic Press. Inc. 
The recent Sarafyan method [l] for (deterministic) ordinary differential 
equations or systems of ordinary differential equations obtains con- 
tinuously differentiable polynomials yielding a fourth-order “Runge-Kutta” 
approximation at all interior points of an interval and a fifth-order 
approximation at the endpoints. It requires only six evaluations of the 
given directional function per step, it is endowed with an imbedding 
property for step-size control, and it provides valuable information about 
committed local truncation errors. Almost all other methods constitute dis- 
crete processes, i.e., the so-called solutions are discrete sets of numbers. The 
Sarafyan method has important advantages and provides both a con- 
tinuous approximation of the solution and, moreover, the derivative of the 
approximating function constitutes a satisfactory approximation to the 
derivative of the actual solution. 
Since the Adomian decomposition method [2, 33 also offers similar 
advantages by solving complex systems without discretization, providing 
continuous solutions whose derivatives approximate the true derivatives, 
and offering easy computability, it is interesting to compare solutions by 
both methods to a simple specific example given by Sarafyan. Consider the 
decomposition solution of the equation 
& 2 
dx=l+xy> 
y(0) = 1. 
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Let L=d/dx, L-l=!,” [-I dx, and write (1) as 
2 
Ly=- 
l+xY 
L-‘Ly=L-’ &Y=Y-Y(O)=Y-1 
y= l+2L-‘(1 +x)-‘y. 
Lety=Cy,with y,=l.Thenforn>l 
y,=2L-‘(1 +x)-ly,-l 
determines all components for n 2 1. Then 
y,=2 O’(l+x)~1(l)dx=21n(l+x)~;,=21n(l+x) i 
yz=2LP1(l +x))‘y, =2LP1(l +x))‘(21n(l +x)) 
4 ln2( 1 +x) = 
2! 
8 ln3(1 +x) = 
3! 
2”ln”(l +x) 
Yn = n! 
Thus y = C,“=O y, or 
y= f 2”ln;f+x) 
n=O 
=e21n(l+x)=el”‘l+“‘2 
y=(l +x)2, 
which is easily verified as the solution of the differential equation. It is also 
interesting to observe the series for (1 + x)~, 
00 2”ln”(l +x) 
(1+x)‘= 1 ., 3 
II=0 
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or generalizing 
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co n”ln”(1 +x) 
(1+x)“= 1 m! . 
m=O 
The ratio test shows convergence for all x, 
The series of y, here behave somewhat differently than usual decom- 
position results; the yn increase with increasing n, then decrease rapidly for 
x = 9, y(9) = (1 + 9)* = 100. y, increases from 1.0 at n = 0 to 18.740067 at 
n = 4 and decreases after that to 0.0672842 by n = 14. 4, = C;:,’ y, 
increases monotonically to 99.970399 by n = 14. The error monotonically 
with n to 0.0296 % by n = 14. Tables I and II give results for x = 9 (if we 
simply work with the series). For x = 1.5, y(x) = (1 + 1.5)* = 6.25. 
If one does not find the sum and uses the series approximation, the result 
is CDn = C;$ y,, for n terms: 
@ = 1 + 2 In 2.5 + 2 In* 2.5 + (4/3) ln3 2.5 + (2/3) ln4 2.5 + (4/15) In5 2.5 + . . . 
By six terms 0, = 6.095972, an error of 2.46%, which can be decreased to a 
very small percentage by going to perhaps a dozen terms. The Sarafyan 
approximation was N( 1.5) = 6.245319 using his continuous method [l-3]. 
An advantage of the Sarafyan method is avoidance of integration. The 
decomposition method, however, is extremely computable because it 
TABLE I 
0 1.00 
1 2 In 10 = 4.6051702 
2 22 In2 10/Z! = 10.603796 
3 23 ln3(10)/3! = 16.279467 
4 2“ ln“( 10)/4! = 18.740067 
5 2’ lns(10)/5! = 17.26024 
6 26 ln6( 10)/6! = 13.247733 
7 2’ ln’( 10)/7! = 8.7154286 
8 2* lns(10)/8! = 5.0170095 
9 29 ln9(10)/9! = 2.5671252 
10 21° In’O( lO)/lO)! = 1.1822062 
11 2” ln’l(lO)/ll! =0.4949345 
12 212 In12( 10)/12! = 0.1899378 
13 2” In13( 10)/13! = 0.0672842 
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TABLE II 
n I/I, (% error) 
1 1.00 
2 5.6051702 
3 16.208966 
4 32.488433 
5 51.2285 
6 68.48874 
I 81.736473 
8 90.451902 
9 95.468911 
10 98.036037 
11 99.218243 
12 99.713177 
13 99.903 115 
14 99.970399 
18.2635 
9.5481 
4.5311 
1.9639 
0.7817 
0.2868 
0.0968 
0.0296 
avoids diffkut integrations. Also, the alternative procedure of asymptotic 
decomposition [3] requires no integrations. In view of the massive com- 
puter resources involved in frontier problems, these procedures clearly 
require further investigation for ordinary differential equations and systems 
of ordinary differential equations in the deterministic ase. 
As systems get more complicated and involve nonlinear partial differen- 
tial equations or systems of nonlinear partial differential equations (even 
with coupled boundary conditions), and/or in the stochastic case with 
systems of one or more (ordinary or partial, linear or nonlinear) differen- 
tial equations, then the Adomian method is still applicable and has many 
advantages. In fact, no competitive method exists. The Adomian method 
provides a global method of physically realistic solutions for wide classes of 
equations without linearization, perturbation, discretization, and massive 
computation, or restrictions on stochastic fluctuations. 
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