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Il risultato di ogni misura sperimentale non e` mai un numero ma un intervallo.
E` infatti impossibile misurare “esattamente” qualcosa: gli errori di misura
sono inevitabili e devono sempre essere specificati. la quantita` stessa che
si vuole misurare puo` inoltre fluttuare. Se la larghezza dell’intervallo non
viene specificata un dato sperimentabile e` inutilizzabile, nel senso che non
puo` essere confrontato facilmente con altri. Inoltre e` sempre necessario, per
ogni intervallo, specificare in quali unita` e` stato misurato.
Esempio
Supponiamo che sia stata misurata l’accelerazione di gravita` g , in modo
piuttosto impreciso e che il risultato sia compreso tra 9.6 e 9.8 m/s2, ovvero
9.7 ± 0.1m/s2. Se viene comunicato solo il valore medio dell’intervallo, 9.7
m/s2, chi ripete la misura con strumenti migliori e ottiene 9.82 ± 0.01m/s2
non e` in grado di decidere se la propria misura e` in ragionevole accordo con
la precedente, meno precisa, o se g e` cambiata tra le due misure. La prima
misura, insomma, non fornisce alcuna informazione utile.
Il risultato di ogni misura sperimentale deve quindi essere sempre scritto
specificando le tre parti:
(valore medio± incertezza) unita` di misura
Una volta accettata questa regola rimangono da risolvere alcuni problemi:
• a quanti e quali tipi di errore e` soggetta una misura sperimentale;
• come si valuta l’errore;
• come si propaga l’errore nel caso di misure indirette (p.e. se misuro
massa e volume di un oggetto col relativo errore, qual’e` l’errore sulla
densita`);
• come calcolare il “miglior” valore medio con la “miglior” stima dell’in-
certezza per una serie di molte misure, dirette o indirette, della stessa
quantita` (problemi di fit);
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• come decidere se due misure sono “compatibili”, vale a dire se due
intervalli si sovrappongono “abbastanza” da poter affermare che sono
lo stesso intervallo oppure no;
Una discussione estremamente semplificata dei punti precedenti forma
l’oggetto di queste dispense.
Il testo di queste dispense e` tratto in grandissima parte dalle Dispense




Propagazione degli errori I
1.1 Tipi di errore
Gli errori di misura vengono convenzionalmente classificati in tre categorie.
A seconda delle caratteristiche dello strumento utilizzato si suppone che uno
solo di essi sia la causa d’errore dominante.
1) Errore a priori: lo strumento ha una risoluzione troppo limitata ed
il risultato di misure ripetute in genere e` costante. Per esempio nella
misura di un tavolo con un metro a nastro si ottiene sempre lo stesso
risultato entro la risoluzione dello strumento, cioe` entro il millimetro.
2) Errore statistico: lo strumento e` molto raffinato, ma il fenomeno che
si studia sfugge al controllo completo (almeno in qualche sua caratte-
ristica secondaria) dello sperimentatore. Si hanno risultati diversi per
misure ripetute (fluttuazioni). Per esempio nella misura dell’altezza di
una persona con uno strumento capace di leggere il millesimo di milli-
metro (1 µm) si ottengono valori diversi a seconda dell’ora del giorno
(di solito le persone sono piu` basse alla sera) o del modo in ci si posi-
ziona rispetto allo strumento (lo spessore di un solo capello puo` essere
50 µm).
3) Errore sistematico: lo strumento e` starato e tutte le misure eseguite,
indipendentemente dai due precedenti tipi di errore sono sbagliate per
uno stesso fattore costante. Per esempio il metro a nastro del punto
1) e` di cattiva qualita` e si dilatato col tempo o con la temperatura.
L’errore sistematico puo` essere in principio corretto se lo strumento
viene ricalibrato confrontandolo con uno “standard”. Puo` essere pero`
difficile individuarlo (serve un’altra misura indipendente della stessa
quantita`) e riuscire a disporre di un vero “standard”.
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Collegate con l’errore statistico e sistematico rispettivamente sono i con-
cetti di precisione e accuratezza.
1.2 Precisione e accuratezza
Precisione
La precisione delle misure e` la consistenza interna dell’insieme delle mi-
sure. Indica di quanto si discostano l’uno dall’altro i risultati sperimentali.
La precisione di una misura viene identificata con il suo errore relativo
soltanto quando l’errore sistematico e` trascurabile (o si ritiene che lo sia).
Allora il contributo all’incertezza ∆x di una grandezza x viene solo dalle
fluttuazioni dei risultati o dalla risoluzione degli strumenti.
Accuratezza
L’accuratezza e` collegata alla valutazione dell’errore sistematico: una mi-
sura e` tanto piu` accurata quanto piu` il risultato e` vicino a quello che si
otterrebbe in assenza di errori sistematici.
Un esempio classico per chiarire la differenza tra precisione e accuratezza
e` quello del tiro al bersaglio: un tiratore e` preciso se spara sempre vicino
allo stesso punto. Un tiratore e` accurato se il punto attorno a cui spara e` il
centro del bersaglio.
E` chiaro che “buone” misure devono essere limitate dalle caratteristiche
intrinseche del fenomeno da studiare, ovvero si deve cercare di disporre di
strumenti e tecniche di misura che rendano trascurabili gli errori a priori e
sistematico, tuttavia per cominciare a studiare la propagazione dell’errore, e`
opportuno considerare un caso collegato con l’errore a priori.
1.3 Errore massimo
Si supponga di voler calcolare il volume V di un cilindro di raggio r ed altezza
h; r ed h sono quantita` misurate con una incertezza ∆r e ∆h rispettivamente.
si pone il problema di vedere come tali incertezze influenzano il risultato V ,
cioe` come ∆r e ∆h si propagano per dare ∆V
Vediamo quindi l’effetto delle 4 operazioni sulla propagazione degli errori.
Siano a e b due quantita` con incertezze ∆a e ∆b rispettivamente. Suppo-
niamo, per semplicita`, che a e b siano entrambe quantita` positive con a > b
e che valga ∆a < a e ∆b < b in modo che gli intervalli a±∆a e b±∆b siano
sempre a valori positivi
Somma costruiamo la somma S = a+ b nei due casi estremi:
5
Smax = (a+∆a) + (b+∆b) = a+ b+ (∆a+∆b)
Smin = (a−∆a) + (b−∆b) = a+ b− (∆a+∆b)
Ne segue che l’incertezza ∆S su S e`:
∆S = ∆a+∆b (1.1)
Differenza
Analogamente al caso precedente, per la differenza D tra a e b,
Dmax = (a+∆a)− (b−∆b) = a− b+ (∆a+∆b)
Dmin = (a−∆a)− (b+∆b) = a− b− (∆a+∆b)
Quindi
∆D = ∆a+∆b (1.2)
Prodotto
Per P = ab,
Pmax = (a+∆a)(b+∆b) = ab+ a∆b+ b∆a+∆b∆a ' ab+ (a∆b+ b∆a)
Pmin = (a−∆a)(b−∆b) = ab− a∆b− b∆a+∆b∆a ' ab− (a∆b+ b∆a)
Dove nell’ultimo passaggio si e` supposto trascurabile il termine ∆b∆a.
Quindi:
∆P = a∆b+ b∆a (1.3)
Elevamento a potenza
Per calcolare l’incertezza su E = an si puo` procedere per induzione
utilizzando il caso precedente.
Ponendo b = a ovvero P = a2 si ottiene ∆P = 2a∆a, inoltre, se si
suppone ∆(an−1) = (n − 1)an−2∆a, con n intero, n ≥ 2, posto b = an−1
l’incertezza su an e`:
∆E = a(n− 1)an−2∆a+ an−1∆a = nan−1∆a (1.4)
Quoziente


























Dove nell’ultimo passaggio si sono trascurati il termine ∆a∆b al numera-





In generale, se una grandezza G e` funzione di una grandezza a, cioe`






dove a0 e` il valore misurato e ∆a e` l’incertezza. Se le grandezze da cui














∆c+ . . . (1.7)
dove a0, b0, c0 . . . sono le misure e ∆a,∆b,∆c . . . le incertezze. I termini
contenenti i prodotti di due o piu` incertezze sono stati trascurati.
1.4 Errore relativo
Quasi sempre, quando si misura qualche grandezza x e` piu` significativo il
rapporto ∆x/x, detto errore relativo, piuttosto che l’incertezza ∆x.
Esempio














= 10−1 = 10%
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L’errore relativo e` utile al calcolo della propagazione degli errori in un
caso abbastanza comune: sia data la grandezza
G = anbmcp · · ·
con n,m, p, · · · numeri reali. Dall’eq.(1.6) si ottiene:
∆G = |nan−1bmcp|∆a+ |anmbm−1cp|∆b+ |anbmpcp−1|∆c+ · · ·







∣∣∣∣+ · · · (1.8)
Gli errori relativi quindi si sommano con un peso pari al valore assoluto
dell’esponente. Da questo si deduce la seguente informazione importante: e`
bene che le grandezze che entrano in una misura siano valutate tutte con
errori relativi dello stesso ordine di grandezza.
1.5 Cifre significative e convenzioni di scrit-
tura dei risultati delle misure
La precisione di un risultato sperimentale e` implicita nel modo in cui il
risultato e` scritto.
Il numero di cifre significative di un risultato e` determinato dalle seguenti
regole:
1) La cifra piu` significativa e` quella piu` a sinistra diversa da zero
2) Se non c’e` la virgola decimale, la cifra piu` a destra diversa da zero e` la
meno significativa. Questa e` la convenzione piu` diffusa, che pero` non e`
accettata da tutti.
3) Se c’e` la virgola decimale la cifra piu` a destra e` la meno significativa
(anche se e` zero).
4) Tutte le cifre tra la piu` significativa e la meno significativa sono signi-
ficative.
Esempio
Nei numeri che seguono le cifre piu` e meno significative sono sottolineate
3215 3215.4 3200 0.032 3200.0 18.00 0.180
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Per sapere quante cifre significative devono essere riportate nel risultato
di un esperimento bisogna valutare gli errori commessi. Si riportano allora
tutte le cifre fino alla prima, inclusa, influenzata dall’errore.
Quando le cifre non significative vengono tagliate da un numero, le rima-
nenti cifre devono essere arrotondate per una migliore accuratezza. Per arro-
tondare un numero lo si tronca sino al numero di cifre significative desiderato
e le cifre in piu` vengono trattate come una frazione decimale. Allora:
1) Se la frazione e` maggiore di 1/2 si incrementa di un unita` l’ultima cifra
significativa.
2) Se la frazione e` minore di 1/2 non si incrementa.
3) Se la frazione e` uguale a 1/2 si incrementa l’ultima cifra solo se e` dispari.
In questo modo il valore del risultato finale e` sempre entro la meta`
dell’ultima cifra significativa del numero originale.
La regola 3) viene usata per evitare un sistematico aumento del valore
quando si fanno letture con risoluzione di mezza divisione. Molto spesso
quando si riporta il valore di una misura espressa da un numero molto piccolo
o molto grande rispetto all’unita` di misura si usa scrivere la grandezza in
questione mediante un numero con la virgola dopo la prima cifra significativa
e moltiplicato per una opportuna potenza del 10. Per esempio:
0.000015m→ 1.5× 10−5m
677000m→ 6.77× 105m
Quando i risultati di misure vengono usati per calcolare altre grandez-
ze, bisogna fare attenzione agli errori che si possono commettere nei calcoli
numerici.
Per chiarire questo consideriamo i seguenti esempi:
a) Prodotto
Esempio
Se a = 1.25432 e b = 9.35 ed a e b vengono arrotondati ad a∗ = 1.25
b∗ = 9.4 qual e` l’errore commesso nel prodotto?
P = ab = 11.727892
P ∗ = a∗b∗ = 11.750
P ∗ − P = 0.022
L’errore e` sulla quarta cifra significativa quindi P ∗ = 11.75 ± 0.02 od
anche P ∗ = 11.750 ± 0.022. Se non si riporta l’errore si usano un paio di
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convenzioni: si puo` scrivere P ∗ = 11.7, perche´ solo tre cifre sono sicure. Con
questo si intende P compreso tra 11.65 e 11.75. Oppure, piu` spesso, si assume
che l’errore sia ±1 sull’ultima cifra. Si scrive quindi P ∗ = 11.75 intendendo
che P e` compreso tra 11.74 e 11.76.
Esercizio
Controllare che cosa si sarebbe ottenuto per l’esempio precedente usando
la propagazione degli errori in un prodotto utilizzando l’eq.(1.3) con a =
1.25± 0.005 e b = 9.4± 0.05. Discutere il risultato.
Esempio
Se a = 3.658 e b = 24.763 con quante cifre e` ragionevole scrivere il
prodotto?
Per come sono dati a e b possiamo scrivere
P = 3.658× 24.763 = 90.583054
Pmax = 3.6585× 24.7635 = 90.59726475
Pmin = 3.6575× 24.7625 = 90.56884375
L’errore e` quindi sulla quarta cifra significativa. Verificare il risultato
usando l’eq.(1.3) con ∆a = ∆b = 5× 10−4.
Esercizio
Nel prodotto ab con a = 1.25432 e b = 9.3 a quante cifre conviene arro-
tondare a? Suggerimento: eseguire i prodotti arrotondando successivamente
a 5,4,3..etc. cifre significative.
Una certa attenzione va fatta quando i fattori sono piu` di due, per
esempio:
3.658× 24.763× 1.4345× 72.43
Mostrare che potrebbe essere dannoso il procedimento di arrotondare prima
della moltiplicazione ciascun fattore a quattro cifre. Conviene partire dai
fattori con piu` cifre significative o da quelli con meno?
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b) Quoziente
Se a = 10.348 e b = 6.24 con quante cifre deve essere preso il quoziente
Q? Suggerimento: confrontare 10.348/6.24, 10.3485/6.235 e 10.3475/6.245 e
verificare che ∆Q e` dato dall’eq.(1.5)
c) Somma
Se a = 56.434 e b = 251.37 con quante cifre deve essere presa la somma
S?
Conviene scrivere i numeri in questo modo: a = 0.056434 × 103 e b =
0.25137× 103. Facendo la somma:
0.056434 × 103 +
0.25137 × 103 =
0.307804 × 103
Risulta subito evidente che la sesta cifra non e` significativa, come si
ottiene pure da ∆a = 5× 10−4,∆b = 5× 10−3 e ∆S = ∆a+∆b ' ∆b.
d) Differenza
Se a = 86.67 e b = 7.0228 per calcolare la differenza, come nel caso
precedente, scriviamo a = 0.8667× 102, b = 0.070228× 102 e
0.8667 × 102 −
0.0079228 × 102 =
0.796472 × 102
La quinta e la sesta cifra non sono significative. Si noti che se a =
0.738, b = 0.736, a − b = 0.002 ha una sola cifra significativa: la differenza
di due numeri quasi uguali ha una precisione molto inferiore a quella dei due
numeri stessi. Ne segue che una certa attenzione va fatta nell’arrotondare
numeri di cui poi si deve fare la differenza.
Esercizio
1) A quante cifre significative va arrotondato pi = 3.14159265 . . . perche´










10 e pi affinche´
l’errore relativo su R sia dello 0.1%?
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La conclusione che si puo` trarre dagli esempi considerati e` che se si vuole
che in un’operazione tra grandezze misurate gli effetti di errori di calcolo
numerico siano piccoli rispetto agli errori di misura, in generale occorre tenere
una cifra significativa in piu` di quelle consentite dall’errore.
Quando in una operazione sono implicate anche costanti che, a priori,
hanno infinite cifre significative, il numero di cifre significative al quale si
arrotondano tali costanti deve essere tale da rendere trascurabili gli errori di




2.1 Definizioni di probabilita`
Definizione I: A priori
La probabilita` di un evento E, indicata con P (E), e` uguale al rapporto





Si chiama anche probabilita` a priori di un evento. Questa definizione e`
sufficiente per i casi piu` elementari.
Esempi:
a) Lancio di una moneta: qual e` la probabilita` che esca testa (o croce).
Ci sono: un caso favorevole e due casi possibili:
P (T ) =
1
2
b) Lancio di un dado: qual e` la probabilita` che esca un certo numero




c) Lancio di due monete: qual e` la probabilita` che esca almeno una testa.






A questa definizione puo` essere posta la seguente critica: non appena la
situazione si complica leggermente diventa necessario tenere conto che alcuni
casi possono essere piu` o meno “favorevoli”. Quindi si aggiunge alla defini-
zione la clausola “purche´ siano ugualmente possibili” che non e` chiaramente
tanto logica.
definizione II: Operativa





dove n = numero di volte in cui si verifica l’evento E, risultato di un certo
esperimento; N = numero totale di volte in cui si ripete l’esperimento; n/N
e` la frequenza relativa statistica dell’evento E.
Questo limite significa che se si compiono piu` serie di prove, con N sempre
piu` grande, il rapporto n/N tende a stabilizzarsi intorno ad un certo valore,
con oscillazioni sempre piu` piccole man mano che N cresce. Si propone di
verificarlo sperimentalmente, ad esempio per l’evento “testa” nel lancio di
una moneta.
Questa definizione e` buona per le applicazioni, ma non per una rigorosa
costruzione matematica. Esiste naturalmente una terza definizione adatta
allo scopo ma non ce ne occuperemo in queste dispense.
2.2 Proprieta` e leggi della probabilita`
Addizione
Se A e B sono due eventi indipendenti, mutuamente escludentisi, la
probabilita` che si verifichi l’evento A o l’evento B e`:
P (A oB) = P (A) + P (B) (2.3)
Esempio:
Si lanci un dado, la probabilita` che esca il 2 o il 3 e`:










Estrarre una carta da un mazzo di 52 carte.
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A = fiori P (A) =
13
52
B = re P (B) =
4
52
C = un re o una fiori P (C) =
16
52
(i casi favorevoli sono 16 perche´ ci sono 13 carte a fiori che comprendono il
re di fiori piu` altri 3 re).
P (C) 6= P (A) + P (B)
Bisogna sottrarre la probabilita` che esca il re di fiori (altrimenti verrebbe









Segue quindi la generalizzazione della legge dell’addizione:
P (A o B) = P (A) + P (B)− P (A e B) (2.4)
Esercizio
Sia data una scatola con 6 palline rosse, 3 blu e 5 bianche. Cercare la
probabilita` che esca una pallina blu o una bianca
Moltiplicazione
Consideriamo due eventi A e B e l’evento C = A e B. Quanto vale
P (C)? Supponiamo prima che il fatto che si verifichi A non influenzi in
nessun modo il fatto che si verifichi B. La legge di moltiplicazione quando
A e B sono indipendenti e`:












= P (A)P (B)
Esempio:
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Consideriamo un mazzo di 52 carte con un jolly. A=un fiori, B=un re,














Infatti gli eventi non sono indipendenti. Definiamo P (A/B) = probabilita`
di A una volta che si e` verificato B. Allora
P (C) = P (B)P (A/B) (2.6)
Nell’esempio sopra








Per eventi indipendenti P (A/B) = P (A).
2.3 Variabili casuali e funzioni di distribuzio-
ne
Lanciamo due dadi e calcoliamo la somma dei risultati S. S e` una variabile
casuale. Per ogni valore possibile di S si puo` calcolare la probabilita` di
ottenerlo.
L’insieme dei valori P (S) costituisce la funzione di distribuzione della
variabile S. Quindi conoscere la funzione di distribuzione di una variabi-
le casuale significa conoscere la probabilita` associata a ciascun valore della
variabile casuale.
Il caso ora considerato e` quello di una variabile casuale discreta (cioe` che
puo` assumere soltanto valori discreti) in un intervallo finito.
Esistono casi di variabili discrete in un intervallo infinito, per esempio le
gocce di pioggia che cadono in un tempo determinato su un’area determinata.
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Tabella 2.1: Distribuzione di probabilita` per il lancio di due dadi
Esistono casi di variabili continue su intervalli finiti o infiniti, per esempio
supponiamo di sparare con una carabina contro un bersaglio, la distanza dal
centro a cui arriva il colpo e` una variabile casuale continua su un intervallo
finito.
Come si puo` allora definire la distribuzione di una variabile casuale x:
per i casi discreti la distribuzione e` una funzione che associa a qualunque
valore della variabile casuale x la sua probabilita`. Nel caso di una variazione
continua di x questa definizione non e` applicabile: e` chiaro che per un valore
esattamente definito la probabilita` sara` zero. Bisogna quindi chiedersi qual
e` la probabilita` che si abbia un valore in un intervallo assegnato.
Dividiamo l’intervallo (a, b) in cui puo` variare x in tanti intervallini ∆xi.
Per qualunque intervallo si puo` calcolare la probabilita` P (∆xi) che x cada in
∆xi. Per avere qualche cosa che e` indipendente dalla larghezza degli inter-
vallini si calcolano i rapporti P (∆xi)/∆xi. Questo numero e` una probabilita`






definisce la funzione p(x) detta densita` di probabilita` per la variabile
casuale continua x.
2.4 Rappresentazione di fenomeni casuali
I dati sperimentali nello studio di fenomeni casuali (per es. su N lanci di
due dadi i possibili valori di S ed n(S), numero di volte in cui si e` ottenuta
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la variabile S) possono essere rappresentati con una tabella del tipo tab.2.1
ed anche mediante un grafico come fig.2.1











Figura 2.1: Lancio di due dadi 36 volte: numero di eventi attesi n(S) in
funzione del punteggio S.
Sull’asse delle ascisse c’e` la variabile S, in corrispondenza ad ogni S sono
tracciati dei segmenti verticali la cui lunghezza e` proporzionale al numero di
volte n(S) in cui si e` ottenuta la variabile S. Una tale rappresentazione si
chiama distribuzione di frequenza.
E` evidente che in questa rappresentazione la somma delle ordinate e` ugua-
le al numero di prove effettuate N . Talvolta puo` essere utile rappresentare
anziche´ n(S) il rapporto n(S)/N = f(S) (fig.2.2)
In questo caso la lunghezza del segmento rappresenta la frequenza relativa
dell’evento S.
Questa rappresentazione si chiama distribuzione di frequenza relativa (o
di probabilita` per N molto grande).
E` evidente, per come e` costruito il grafico, che la somma delle lunghezze
dei segmenti e` uguale ad 1. Si e` allora persa l’informazione sul numero totale
di prove eseguite N che deve quindi essere indicato esplicitamente.
Questa rappresentazione e` molto utile per variabili che possono assumere
valori discreti ed in numero non molto grande. Quando queste condizio-
ni non sono soddisfatte si usa un altro tipo di rappresentazione detto ad
“istogramma”, indispensabile nel caso di variabili casuali continue.
Un istogramma (fig.2.3) si costruisce in questo modo: si pone sull’asse
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Figura 2.2: Lancio di due dadi 36 volte: frequenza relativa f(S) in funzione
del punteggio S.
delle ascisse la variabile in esame x, si suddividono i valori che questa variabile
puo` assumere in intervalli di uguale ampiezza. Si assume ogni intervallo come
base di un rettangolo di area proporzionale al numero ni di misure che sono
comprese nell’intervallo considerato.
Si osservi che le dimensioni delle grandezze riportate in ordinata sono
sempre l’inverso di quelle riportate in ascissa, in quanto s’e` imposto che il
loro prodotto sia adimensionale.
In base alla costruzione usata l’area della figura che rappresenta i da-
ti in esame e` proporzionale al numero N di prove eseguite. Si dice che
l’istogramma e` normalizzato al numero N di misure.
Anche in questo caso si puo` riportare in ordinata la frazione di prove in
cui il risultato e` contenuto in un certo intervallo: basta dividere l’altezza di
ogni rettangolo per N (fig.2.4). Allora l’area della figura che rappresenta i
dati in esame e` uguale ad 1 (si dice che l’istogramma e` normalizzato ad 1).
Di nuovo bisogna quindi specificare N .
Questa rappresentazione e` molto utile per una prima analisi di un feno-
meno: e` evidente che viene persa l’informazione relativa alla distribuzione
dei dati entro ogni intervallo. Ma non si puo` pensare di rimpicciolire troppo
l’intervallo, altrimenti si perde in chiarezza e si mettono in evidenza solo le
fluttuazioni. Se pero` l’intervallo e` troppo grande non si hanno piu` infor-
mazioni. Allora si deve giungere ad un compromesso tra la quantita` totale
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Figura 2.4: Come fig.2.3 ma con normalizzazione ad 1.
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dell’informazione e la chiarezza della stessa. Per determinare un’ampiezza
conveniente degli intervalli si puo` usare la seguente regola empirica, della
quale si vedra` la giustificazione in seguito: si considerano i valori estremi
della variabile in esame, si divide l’intervallo compreso entro tali estremi per√
N , se N e` il numero di prove eseguite, si approssima il risultato in mo-
do da ridurre l’ampiezza dell’intervallo ad un valore semplice per costruire
l’istogramma.
Osservazione
Talvolta si usa rappresentare i dati con istogrammi anche se i valori assun-
ti dalla variabile sono discreti ed in numero limitato. Tale rappresentazione
si usa soprattutto nel caso in cui il numero dei dati a disposizione non e` molto
maggiore dei possibili valori assunti dalla variabile casuale, per cui e` necessa-
rio raggruppare i dati a disposizione se si vuole ottenere una rappresentazione
degli stessi abbastanza regolare.
Esercizio
Provare a rappresentare p(S) per l’uscita di 1 dado, 2 dadi, 3 dadi e
confrontare i grafici.
Esercizio
Un automobilista esegue diverse prove per determinare il percorso medio
fatto, in circostanze diverse di traffico, carico, temperatura etc. con un litro
di benzina, ottenendo i seguenti risultati, in km/l:
17.5 18.3 16.9 17.4 17.7 18.1 20.0 19.8 19.3 16.7
18.3 18.3 19.2 19.5 20.1 20.1 17.7 17.3 16.4 16.5
19.0 18.4 18.7 18.3 19.1
Rappresentare questi dati mediante un istogramma.
In alternativa all’istogramma, a volte puo` essere comodo utilizzare la
distribuzione integrale dei dati. Il grafico della distribuzione integrale si
ottiene rappresentando, per ogni valore di x il numero di campioni che hanno
valore minore o uguale a x. Nel caso dei dati dell’esercizio precedente, ad
esempio, la distribuzione integrale e` rappresentata in fig.2.5.
La distribuzione integrale fornisce le stesse informazioni della tabella ma
da essa e` immediato osservare proprieta` come il minimo, il massimo e la
mediana dei dati (vedi il paragrafo successivo).
2.5 Caratteristiche comuni alle distribuzioni















Figura 2.5: Grafico della distribuzione integrale per i dati dell’esercizio
precedente.




























Data una variabile x discreta e la sua funzione di distribuzione P (x)




P (xi) = 1 (2.11)
Questa e` la condizione di normalizzazione per la variabile discreta. Nel
caso di una variabile continua definita nell’intervallo (a, b) la condizione di
normalizzazione diventa: ∫ b
a
p(x)d(x) = 1 (2.12)
dove p(x) e` la densita` di probabilita`. Naturalmente∫ x2
x1
p(x)d(x) = P (x1 ≤ x ≤ x2)
Media
Sia xi una variabile casuale discreta, la sua funzione di distribuzione sia





Possiamo giustificare questa definizione tenendo presente che media, nel







e µa e µ coincidono nel caso semplice che gli xi siano equiprobabili. Infatti
da P (x1) = P (x2) = · · ·P (xn) ed eq.(2.11) segue ∀i|P (xi) = 1/n. L’eq.(2.13)
dice che nel caso in cui gli eventi non sono equiprobabili ogni xi viene pesato
in modo diverso a seconda della sua probabilita`.
Mediana
La mediana di una distribuzione µ1/2 e` definita come il valore della
variabile tale che
P (xi ≤ µ1/2) = P (xi ≥ µ1/2) (2.14)
Il valore piu` probabile µmax e` il valore della variabile per il quale la
distribuzione ha un massimo
∀xi|P (xi) ≤ P (µmax) (2.15)












∀x | p(x) ≤ p(µmax) (2.18)
Fig.2.6 mostra µ, µ1/2 e µmax per p(x) = x exp(−x).

















Figura 2.6: Grafico della distribuzione di probabilita` p(x) = x exp(−x). Le
linee verticali indicano le posizioni del massimo µmax, mediana µ1/2 e media
µ.
2.6 Misure di dispersione attorno alla media
Valore di aspettazione
Consideriamo una funzione f(x) della variabile casuale x. Si definisce











se x e` una variabile continua.
E` chiaro che se f(x) = x allora E[f ] = E[x] = µ. Per questo E[f ]
si chiama anche valor medio di f . Sia a una costante, enunciamo alcune
proprieta` formali dell’operazione E[ ]:
E[a] = a
E[af ] = aE[f ]
E[f + g] = E[f ] + E[g]
Dalle proprieta` precedenti segue che l’operazione E[ ] e` lineare.
Esercizio
Dimostrare le proprieta` precedenti. Suggerimento: tenere presente la
definizione di E[ ].
Misure di dispersione attorno alla media
Si pone il problema di cercare una funzione che descriva quanto sono
lontane le misure dalla media. La prima idea e` di prendere quale funzione
adatta allo scopo f(x) = x − µ, cioe` la funzione che rappresenta lo scarto
dalla media e calcolare quindi E[x− µ], ma
E[x− µ] = E[x]− E[µ] = µ− µ = 0
Quindi questa funzione non ci da` nessuna informazione, come era logico
aspettarsi, perche´ gli scarti per difetto compensano quelli per eccesso. Allora
si puo` pensare di prendere f(x) = |x−µ|, che rappresenta la deviazione dalla
media, ma questa funzione e` scomoda per i calcoli. Conviene quindi prendere
f(x) = (x − µ)2, lo scarto quadratico e calcolare E[(x − µ)2]. Si definisce














Si puo` vedere che
σ2 = E[x2]− µ2 (2.23)
Infatti:
E[(x− µ)2] = E[x2 − 2µx+ µ2] = E[x2] + E[µ2]− E[2xµ]
= E[x2] + µ2 − 2µE[x] = E[x2] + µ2 − 2µ2
= E[x2]− µ2
Proprieta`
E` facile dimostrare che se una distribuzione di probabilita` P (x) ha media
µx e varianza σ
2
x, la distribuzione che si ottiene moltiplicando ogni x per una
costante α, y = αx ha:
µy = αµx (2.24)
σ2y = α
2σ2x (2.25)











y2i P (yi) =
∑
xi
α2xiP (xi) = α
2E[x2]
σ2y = E[y
2]− µ2y = α2E[x2]− α2µ2x = α2σ2x
Per una distribuzione continua si nota Py(y)dy = Px(x)dx, poi la dimostra-
zione e` analoga.
Esercizio
Supponiamo di lanciare due dadi. Vogliamo trovare la funzione di di-
stribuzione per la variabile S somma delle uscite dei due dadi. Esaminiamo
percio` la tab.2.1. Si vede subito che la funzione f(S) = S − 1 da` il numero
dei casi favorevoli per S che varia da 2 a 7. Per S che varia da 8 a 12 si
osserva che S+num. casi favorevoli = 13. Quindi f(S) = 13− S per S tra 8
e 12. Per avere la probabilita` di ottenere un certo valore S bisogna dividere






2 ≤ S ≤ 7
13− S
36
8 ≤ S ≤ 12
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Si osservi che il valore 1/36 e` la costante di normalizzazione per la funzione
f(S). Infatti se cerchiamo il fattore a tale che
∑




(S − 1) + a
12∑
S=8
(13− S) = 1
cioe`
a(1 + 2 + 3 + 4 + 5 + 6 + 5 + 4 + 3 + 2 + 1) = 1⇒ a = 1
36




Tra tutte le possibili distribuzioni continue una risulta essere particolarmente
importante: la distribuzione di Gauss. Strettamente collegata ad essa e`
la distribuzione del χ2. Un paio di distribuzioni discrete, forse altrettanto
importanti, la distribuzione binomiale e quella di Poisson sono invece state
relegate in Appendice A.
3.1 Distribuzione di Gauss
Per cominciare studiamo le proprieta` della funzione
f(x) = e−x
2
1) f(x) e` definita per ogni x reale.
2) f(x) e` pari, cioe` ∀x, f(x) = f(−x).
3) f(0) = 1, x 6= 0⇒ f(x) < 1 quindi x = 0 e` un massimo.




5) Studio della derivata:
df
dx
= −2xe−x2 = 0⇒ x = 0
Quindi non ci sono altri massimi o minimi a parte x = 0. Inoltre
f ′(x) > 0 per x > 0 e f ′(x) < 0 per x < 0 cioe` f(x) e` crescente per
x < 0 e decrescente per x > 0.
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6) Le proprieta` da 2) a 5) mostrano che f(x) e` una curva a “campana”
con centro in x = 0. Calcoliamo la “larghezza” della campana come







⇒ −x2 = − log 2⇒ x =
√
log 2 ' 0.83
7) f(x) decresce in modo estremamente rapido. P.e. f(3) ' 1.234× 10−4






















Figura 3.1: Grafico della funzione f(x) = exp(−x2) nell’intervallo [-2.5,2.5].
Definizione








dove µ e σ2 sono due parametri da cui dipende la distribuzione e di cui
si chiarira` in seguito il significato. E` una funzione di distribuzione continua,
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cioe` la variabile casuale x e` una variabile continua e p(x) ne da` la densita` di





si vede che p(t) e` proporzionale a exp(−t2). Da questo si deduce che p(x)
ha un massimo per t = 0 ovvero x = µ che vale p(µ) = 1/
√
2piσ2. La





σ22 log 2 ' 1.2σ













2σ2 dx = 1 (3.3)
Segue dal cambio di variabile in eq.(3.2) (dx = dt
√










e dalla prop. 8) della funzione exp(−x2).
Media












2σ2 dx = µ (3.4)


























Il primo integrale e` nullo poiche´ l’integrando e` una funzione dispari. Il
secondo e` pari a µ per la condizione di normalizzazione.
Varianza




(x− µ)2p(x)dx = σ2 (3.5)
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Il calcolo e` analogo a quello della media. Si inizia col solito cambio di variabile









Poi, si integra per parti, scomponendo l’integrando come (−t/2)·[−2t exp(−t2)]
















Il primo termine e` nullo, il secondo e` σ2 per la condizione di normalizzazione.
Quindi nella distribuzione di Gauss σ e` la deviazione standard.
In generale la probabilita` che −a ≤ x ≤ a e`




Questo integrale non ha espressione analitica. Esistono pero` delle tabelle che
permettono di avere rapidamente i valori che interessano. Le tavole sono di
























Si supponga di avere una variabile gaussiana x con µ = 20 e σ = 4












cioe` P (22 ≤ x ≤ 24) = P (0.5 ≤ z ≤ 1) = T (1) − T (0.5). Le tabelle
danno T (1) ' 0.3413, T (0.5) = 0.1915. Quindi P (22 ≤ x ≤ 24) '
0.3413− 0.1915 = 0.1498.
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cioe` P (15 ≤ x ≤ 25) = P (−1.25 ≤ z ≤ 1.25) = T (1.25) − T (−1.25)
ma T (−1.25) = −T (1.25). Le tabelle danno T (1.25) ' 0.3944 quindi
P (22 ≤ x ≤ 24) ' 2× 0.3944 = 0.7888.





P (x > 30) = P (z > 2.5) = 0.5 − T (2.5). Le tabelle danno T (2.5) '
0.4946 quindi P (x > 30) ' 0.5− 0.4946 = 0.0054
Discussione
E` intuitivo aspettarsi che in una serie di misure dominate dall’errore sta-
tistico, l’istogramma dei risultati abbia una forma a “campana”. Tra tutte
possibili curve a campana pero` non e` chiaro perche´ proprio la gaussiana deb-
ba essere quella che descrive meglio i dati. Una giustificazione verra` fornita
piu` avanti nel Par.(4.2.1)
3.2 Distribuzione del χ2
Sia x la somma dei quadrati di n variabili gaussiane standard z1 · · · zn (µ =





Questa quantita` si chiama χ2 ad n gradi di liberta`, e` definito nell’inter-








































Γ(x) = (x− 1)Γ(x− 1) (3.10)
Le identita` precedenti sono sufficienti a calcolare Γ(n/2) per ogni n intero












· · · ×
{
1 Se n e` pari√
pi Se n e` dispari
(3.11)
Fig.3.2 mostra il grafico di χ2(n, x) per 4 diversi di n.






Cambiando variabile con u = x/2 e utilizzando l’eq.(3.9) si ottiene
I(α) = 2α+1Γ(α + 1) (3.12)
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I(n/2) = n (3.13)




I(n/2 + 1)− n2 = (n+ 2)n− n2 = 2n (3.14)
Quindi il valore medio della distribuzione del χ2 e` uguale al numero di
gradi di liberta`, la varianza e` uguale a due volte il numero di gradi di liberta`.




e` quasi normalmente distribuita con µ = 0 e σ = 1.
Anche per la distribuzione del χ2 si trovano delle tavole che danno sia i
valori della densita` χ2(n, x), sia i valori della probabilita`






Propagazione degli errori II
4.1 Propagazione degli errori
In questo capitolo si riprende la propagazione degli errori introdotta al Cap.
1, dove si era trattato soltanto l’errore massimo che si commette nell’eseguire
operazioni con grandezze a, b, c . . . affette da errori ∆a,∆b,∆c . . . .
I risultati di quel capitolo si applicano quando conosciamo gli errori
∆a,∆b,∆c . . . nel senso che certamente il valore della grandezza misurata e`
in a±∆a, b±∆b, c±∆c . . .
Una situazione di questo tipo si incontra quando gli strumenti usati non
sono molto sensibili, non si hanno fluttuazioni casuali e ∆a,∆b,∆c . . . sono
la risoluzione degli strumenti stessi.
Quando invece si ha a che fare con misure piu` raffinate e si hanno flut-
tuazioni casuali, in genere non si conoscono gli errori di una grandezza misu-
rata perche´ questo implicherebbe conoscere il valore “vero” della grandezza
, ma si conosce una stima dell’errore. Abbiamo visto che tale stima e` data
dalla deviazione standard della distribuzione che descrive la probabilita` di
determinare vari valori di quella grandezza.
Il problema della propagazione degli errori e` allora il seguente: data una
grandezza funzione di altre, come si possono combinare le deviazioni standard
per le grandezze individuali per stimare l’incertezza del risultato.
4.1.1 Una sola variabile
Consideriamo dapprima il caso semplice in cui
y = f(x)
Sia x¯ il valore medio di x e σx la sua deviazione standard. Anche per y
possiamo ipotizzare l’esistenza di una funzione di distribuzione che dia la
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probabilita` di determinare i vari valori della y e quindi definire
y¯ = E[y]




Il problema della propagazione degli errori e` ricondotto a vedere se y¯ e σ2y
possono essere legate a x¯ e σ2x e sotto quali ipotesi. Utilizzando lo sviluppo
in serie di Taylor, la funzione y = f(x) attorno al punto x = x¯, e`













(x− x¯)2 + . . .
Quindi






















σ2x . . .
Se ne deduce che
y¯ = f(x¯) (4.1)
quando la funzione f(x) e` lineare o comunque quando si possono trascurare
i termini del secondo ordine e successivi. In questo caso



















Questo risultato e` analogo all’eq.(1.6) con la deviazione standard al posto
dell’errore massimo.
4.1.2 Piu` variabili
Se le variabili sono piu` di una, p.e. z = f(x, y), e
z = f(x¯, y¯) + fx(x− x¯) + fy(y − y¯) + . . .
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dove, per semplificare la notazione, con fx e fy si sono indicate le derivate par-
ziali rispetto ad x e y rispettivamente, calcolate in x = x¯, y = y¯. Procedendo
in modo analogo al caso precedente si ricava facilmente
z¯ = f(x¯, y¯) (4.4)
Per il calcolo di σ2z , si puo` allora scrivere:
σ2z = E[(f(x, y)− f(x¯, y¯))2] = E[(fx(x− x¯) + fy(y − y¯) + . . . )2]








L’ultima uguaglianza definisce σxy, detta covarianza, come
σxy = E[(x− x¯)(y − y¯)] (4.5)
La covarianza e` una misura di quanto le fluttuazioni di x ed y sono correlate










Piu` in generale, se z = f(x1, x2, . . . xn), con la notazione precedente,











In caso di variabili indipendenti tutte le covarianze σxixj sono nulle.
C’e` da osservare che anche nei casi in cui si prende come errore la riso-
luzione dello strumento, quando si calcola una grandezza che e` funzione di
molte altre conviene usare le formule precedenti piuttosto che quelle per l’er-
rore massimo perche´ e` pessimistico pensare che tutti gli errori contribuiscano
nello stesso verso; e` piu` significativo l’errore statistico. P.e. in una somma
S =
∑
i si conviene usare ∆S =
√∑
i(∆si)
2, se si crede che i ∆si siano
indipendenti.
4.2 Teoria dei campioni
E` rimasto il problema di come trattare i risultati delle misure quando questi
non sono costanti ma variano a causa dell’errore statistico.
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Si puo` pensare all’insieme delle misure sperimentali come a una piccola
parte di tutte le misure effettuabili, ovvero a un campione di tutte le possibili
misure distribuite secondo la distribuzione generatrice.
Non e` chiaro, a partire dai dati a disposizione, come fare a stimare la
media della distribuzione µ, la varianza σ2 e soprattutto come determinare
la forma della distribuzione generatrice. Diamo ora i risultati che verranno
giustificati nel paragrafo successivo.







dove n e` il numero delle misure fatte, cioe` la dimensione del campione mentre
m e` la media del campione e tende a µ quando n → ∞ o, meglio, converge
in probabilta` a µ, vale a dire:
∀² > 0, P (|m(n)− µ| ≥ ²)→ 0 per n→∞
Come stima della varianza σ2 della distribuzione generatrice si puo` pen-







questo andrebbe bene se le quantita` xi fossero indipendenti tra di loro.
In realta` non lo sono poiche´ soddisfano l’equazione
n∑
i=1
(xi −m) = 0
Vale a dire, se sono noti m e tutti gli xi meno uno, l’ultimo rimasto non e`
una variabile casuale ma e` determinato dall’eq. precedente. Se m e` calcolato
a partire dagli xi, il numero di variabili indipendenti e` n − 1, quindi, come







Si puo` dimostrare che s2 → σ2x in probabilita` per n→∞.
Molto spesso interessa sapere qual e` la varianza s2m della mediam delle xi.
La media m infatti e` a sua volta una variabile casuale con una sua funzione
di distribuzione. Applicando l’eq.(4.8) alla funzione (4.9) supponendo
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1) che le variabili siano indipendenti, cioe` le covarianze siano nulle
2) che tutte le variabili xi abbiano la stessa varianza, stimata dall’eq.(4.11)































Allora quando si hanno misure i cui risultati fluttuano, una volta verificato
che tutto e` stato fatto con la massima cura possibile e le variazioni non sono
dovute ad errori dell’osservatore, il risultato delle misure si scrive come
m± sm od anche m± sm
Qual e` il significato da dare a questa scrittura?
Per poterlo discutere bisognerebbe conoscere la distribuzione della media
campione. Ci aiuta a dire qualche cosa di questa distribuzione il teorema del
limite centrale del quale non daremo la dimostrazione.
Premessa
Consideriamo la somma di n variabili casuali indipendenti
s = x1 + x2 + . . . xn
dove ogni xi ha media µi e varianza σ
2
i . Si puo` mostrare che la media µs e
la varianza σ2s di s sono date da:





1 + . . . σ
2
n (4.14)
La seconda equazione vale solo in caso di misure indipendenti, cioe` quando
le covarianze sono nulle.
4.2.1 Teorema del limite centrale
Qualunque sia la distribuzione delle variabili casuali indipendenti xi, purche´
esistano finite le medie µi e varianze σ
2
i
1, la distribuzione di probabilita`
1Esistono distribuzioni di probabilita` dall’aspetto apparentemente innocente che hanno







per la somma s = x1 + x2 + . . . xn tende ad una gaussiana con media e
varianza date dalle eq.(4.13) ed eq.(4.14) rispettivamente. In particolare
se le xi hanno tutte la stessa distribuzione di probabilita` con media µ1 e
varianza σ21, la distribuzione di probabilita` per s tende ad una gaussiana




1. La media aritmetica delle xi, ovvero s/n tende
ad avere una distribuzione gaussiana con media µ1 e varianza σ
2
s/n, (per
ricavare quest’ultimo risultato si ottiene applicando le eq.(2.24) e (2.25) con
α = 1/n).
L’importanza del teorema sta inoltre nel fatto che la convergenza e` ra-
pida; gia` per la media di 6 misure la distribuzione e` ragionevolmente gaus-
siana. Quando il campione e` di 20 o piu` la distribuzione e` praticamente
indistinguibile da una gaussiana in quasi tutti i casi sperimentati. In una
gaussiana
P (|x− µ| ≤ σ) = 0.6826
P (|x− µ| ≤ 2σ) = 0.9544
Quando si dice che il risultato delle misure fatte e` m± 2sm questo vuol dire
che il valore “giusto”, ovvero la media µ della distribuzione generatrice, ha
una probabilita` di circa il 95% di cadere nell’intervallo [m− 2sm,m+ 2sm].
E` chiaro che questi discorsi sono rigorosi solo al tendere all’infinito delle
dimensioni del campione, ma fornisco un’approssimazione accettabile gia` per
n dell’ordine di 10.
Esempi
Per convincersi che il teorema del limite centrale e` corretto possiamo
realizzare un paio di esperimenti con dei generatori di numeri casuali per
la piu` semplice distribuzione discreta (il lancio di una moneta) e continua
(generazione di un numero casuale tra 0 e 1).
Lancio di una moneta
Supponiamo che l’evento x sia il lancio di una moneta con scritto 0 su
una faccia e 1 sull’altra. Secondo le definizioni del Cap.3 possiamo facilmente
calcolare
µx = E[x] = 0 · 1
2






2]− µ2x = 02 ·
1
2







Utilizzando un generatore di numeri casuali per simulare il lancio di 10.000
monete si e` ottenuto 5012 volte 1 e 4988 volte 0. La media e` quindi x¯ = 0.5012
40
e lo scarto quadratico medio s2x = 0.2500, in accordo con le eq. precedenti.
Ripetiamo ora la simulazione, generando 20 eventi x1, x2, · · ·x20 e calcolando
la somma s = x1 + x2 + · · · x20, sempre compresa tra 0 e 20 naturalmente.
Il teorema del limite centrale afferma che la distribuzione di probabilita` per
s e` ben approssimata da una gaussiana con media µs = 20µx = 10 e σ
2
s =
20σ2x = 5. Fig.4.1 mostra l’istogramma dei risultati di un esperimento in cui



















Figura 4.1: Istogramma per i risultati di una simulazione di 10000 eventi
s (somma di 20 numeri casuali che valgono 0 o 1, vedi il testo). La media
aritmetica e` s¯ = 9.973 e lo scarto quadratico medio s2s = 5.073. La cur-
va continua e` la gaussiana prevista dal teorema del limite centrale per la
distribuzione di s, con µs = 10 e σ
2
s = 5.
Numero casuale tra 0 e 1
Ripetiamo lo stesso tipo di esperimento per una semplice distribuzione
continua: probabilita` f(x) uniforme tra 0 e 1,
f(x) =
{
x = 1 se 0 ≤ x ≤ 1
x = 0 altrimenti


































Figura 4.2: Istogramma per i risultati della generazione di 10000 numeri
casuali uniformemente distribuiti tra 0 e 1. La media e lo scarto quadratico
























Figura 4.3: Istogramma per i risultati di una simulazione di 10000 eventi s
(somma di 20 numeri casuali tra 0 e 1 uniformemente distribuiti, vedi il testo).
La media aritmetica e` s¯ = 10.01 e lo scarto quadratico medio s2s = 1.674. La
curva continua e` la gaussiana prevista dal teorema del limite centrale per la























Per controllare che il generatore di numeri casuali sia effettivamente unifor-
me sono stati generati 10.000 numeri casuali. L’istogramma dei risultati e`
riportato in Fig.4.2.
Ripetiamo nuovamente l’esperimento considerando come evento s la som-
ma di 20 eventi x. Questa volta il teorema del limite centrale prevede che la
distribuzione per s sia ben approssimata da una gaussiana con µs = 20µx =
10 e σ2s = 20σ
2
x = 5/3. Come nel caso precedente risultati e previsione sono
rappresentati in Fig.4.3.
Conclusioni Questi due semplici esperimenti numerici mostrano che:
1) Indipendentemente dalla distribuzione di probabilita` per x la somma s
di un numero sufficiente di eventi x e` ben descritta da una distribuzione
gaussiana.
2) La media µs e la varianza σ
2
s della gaussiana sono correttamente de-
scritte dalle formule (4.13) e (4.14), ovvero, se µx e σ
2
x sono note e`
possibile calcolare µs e σ
2
s .
3) La media aritmetica s¯ e lo scarto quadratico medio s2s degli eventi s
approssimano bene µs e σ
2
s .
Sui punti 1) e 3) si basa l’idea, in caso di errore statistico, di ripetere n
volte, con n sufficientemente elevato, una misura x.
4.2.2 Criterio della massima verosimiglianza
In questo paragrafo dimostriamo, che date delle misure x1, x2 . . . xn che se-
guono una stessa distribuzione gaussiana, la loro media aritmetica x¯ e lo
scarto quadratico medio s2x sono il “miglior modo” per stimare la media µ
e la varianza σ2 della gaussiana. La probabilita` p(xi) di ottenere un certo











Poiche` le misure si suppongono indipendenti tra di loro, la probabilita` pT di































E` ragionevole supporre che il valore “migliore” per µ o σ sia quello che rende
massima pT . Consideriamo da prima la media e calcoliamo il valore µ¯ tale
che pT sia massima. E` evidente che pT e` massima rispetto a µ quando il








































ovvero la media aritmetica.





























(xi − µ)2 (4.17)
Il criterio di massima verosimiglianza quindi riesce a giustificare l’eq.(4.10)
ma sembra fallire con l’eq.(4.11). Il problema e` che l’eq.(4.17) ci dice come
massimizzare la probabilita` se sono noti sia xi che µ. Si puo` dimostrare
che il risultato che si ottiene sostituendo µ¯ a µ nell’eq.(4.17) e` approssimato
per per un fattore n/(n − 1). Per una dimostrazione di questo fatto e una
trattazione alternativa degli estimatori per media e varianza basata sui valori





Dati n punti (xi, yi), un problema di fit consiste nel cercare una curva sem-
plice che si adatti nel migliore dei modi ai dati. Spesso ci sono delle ragioni
fisiche per preferire una certa funzione (teoria, analogia): si tratta di scegliere
i parametri da cui questa funzione dipende in modo che sia la migliore possi-
bile. Esistono vari criteri per dire che una curva e` la migliore possibile. Il piu`
semplice e` il metodo dei minimi quadrati: siano (xi, yi) i valori sperimentali
ed y = f(x) la funzione prescelta; chiamiamo di = yi−f(xi) la differenza tra
il valore misurato yi ed il corrispondente valore sulla curva f(x) per x = xi.




sia minimo. Questo e` il principio dei minimi quadrati
Osservazione
Il principio che sta alla base dei minimi quadrati tratta tutte le misure
sullo stesso piano, cosa che e` accettabile solo se le misure sono ugualmente
precise, cioe` hanno lo stesso errore. Inoltre l’errore sulle xi deve essere molto



















Si misura una quantita` y varie volte, ottenendo n valori diversi yi. Sia x


























La media aritmetica quindi rende minima la somma dei quadrati degli scarti.
L’errore su a si calcola utilizzando l’eq.(4.8), supponendo che non vi sia





















Un altro paio di casi di uso comune in laboratorio riguardano le formule
per una retta generica f(x) = a+bx e per il caso particolare in cui l’intercetta
e` pari a zero: f(x) = ax. Entrambi i casi verranno trattati nel prossimo
paragrafo per evitare di replicare inutilmente calcoli molto simili.
Esercizi
Ricavare col metodo dei minimi quadrati il miglior valore di a per le
seguenti funzioni:
f(x) = ax2
f(x) = a exp(−x)
Il metodo dei minimi quadrati da` risultati semplici in tutti i casi in cui la
funzione f(x) dipende in modo lineare dai parametri: infatti in questo caso
le condizioni di minimo conducono a sistemi di equazioni lineari. In generale
una forma del tipo
f(x) = a1g1(x) + a2g2(x) + . . .
dove le gi(x) non contengono ulteriori parametri, si puo` trattare con i metodi
indicati sopra.
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5.2 Metodo del minimo χ2
Supponiamo di avere delle misure (xi, yi) tali che l’errore su yi sia σi mentre
manteniamo per ora l’ipotesi che l’errore su xi sia piccolo. Invece di calcolare
le differenze














Questo metodo viene indicato come metodo del minimo χ2 infatti, se si as-
sume che le yi abbiano una distribuzione gaussiana le Di sono delle variabili
gaussiane con µ = 0 e σ2 = 1, quindi S segue la distribuzione del χ2 (Vedi il
Cap. 3).
Esempi
















































Questa e` la media pesata delle yi I valori delle yi sono pesati con l’in-
verso dei quadrati dell’errore. Si usa ogni volta che le misure hanno
precisione differente. Se si suppone che tutte le σi siano uguali le for-
mule precedenti si semplificano e in quelle ottenute nel caso dei minimi
quadrati.





yi − a− bxi
σi
)2



















































































∆ = S0Sx2 − (Sx)2
































Nel caso in cui σi = σy per ogni i si ottengono le formule per i minimi
quadrati. Facilmente si trova che la formula (5.5) e` ancora valida a
patto di porre













∆ = nSx2 − (Sx)2








































































Sia il metodo dei minimi quadrati che quello del minimo χ2 possono es-
sere giustificati sulla base del criterio di massima verosimiglianza discusso
al Par.(4.2.2). Se si suppone infatti che le misure effettuate abbiano errore
trascurabile sulle xi ed errori con distribuzione gaussiana sulle yi e che le
misure siano indipendenti, si vede che la probabilita` pT di ottenere una certa
n-upla di misure y1, y2, . . . yn puo` essere scritta in modo analogo alla (4.15).
Massimizzare pT porta al criterio dei minimi quadrati o del minimo χ
2 a
seconda che le varianze σ2i siano le stesse per tutti i punti o meno.
5.3 Test del χ2
Richiamiamo la definizione della variabile χ2 ad n gradi di liberta`: date
n variabili gaussiane xi con medie µi e varianze σ
2










si chiama χ2 ad n gradi di liberta` (vedi Cap. 3). Esistono tabelle che
danno il valore di α tale che, per n dato ed una assegnata probabilita` σ sia
p(s ≤ α) = σ
Per esempio, sia n = 10. Ci si chiede qual e` il valore α del χ2 tale che la
probabilita` che S ≤ α sia il 95%:
P (S10 ≤ α) = 0.95
Le tabelle1 danno α = 18.3.
Il χ2 puo` fornire un criterio generale per decidere se una certa equazione,
una certa legge, descrive bene oppure no i risultati sperimentali. Supponiamo
di avere misurato le quantita` (xi, yi) legate tra loro da una funzione y =
f(x, p), la cui forma viene ipotizzata in base a considerazioni fisiche etc. e i
parametri p sono determinati con uno dei metodi di fit discussi prima. Il χ2





yi − f(xi, p)
σi
)2
Quanto piu` il χ2 e` piccolo tanto meno la curva teorica si discosta dai dati
sperimentali. Supposto che gli errori siano stai valutati in modo corretto,
vediamo qual e` il significato da attribuire al valore del χ2. Quando si fa un
fit il numero di gradi di liberta` ν e` il numero n delle misure meno il numero
np di parametri della funzione f(x, p):
ν = n− np
Per esempio supponiamo χ2 = 7.2 e ν = 5. Dalle tabelle si ottiene P (χ2 ≤
7.2) = 80%. Questo significa che ripetendo le misure piu` volte, nell’80% dei
casi si otterra` un valore minore di 7.2, cioe` 7.2 non e` un valore molto buono
ma nemmeno assurdo: nel 20% dei casi puo` succedere che venga un risultato
piu` alto.
Convenzionalmente si accetta come limite per i risultati buoni quello del
95% da un lato e dello 5% dall’altro, perche´ anche se a prima vista sembra
che la cosa migliore sia ottenere dei valori del χ2 molto piccoli (o addirittura
0), in realta` questi casi vanno guardati con sospetto. Di solito valori piccoli si
1Se il numero di gradi di liberta` e` molto elevato: n ≥ 30 invece delle tavole del χ2 si




e` una variabile casuale con µ = 0 e σ2 = 1, in accordo col teorema del limite centrale.
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ottengono perche´ gli errori sono sovrastimati (cioe` si assumono per le σ2i dei
valori troppo grandi; oppure i risultati sono truccati, cioe` lo sperimentatore
(consciamente o no) tende ad attribuire al risultato della misura il valore che
desidera.
Esistono tuttavia altri livelli di significativita` a seconda di particolari
problemi studiati. E` comunque buona regola indicare sempre qual e` il χ2 e
quindi la probabilita` del χ2 associata alle ipotesi fatte ed ai parametri dedotti
dalle misure.
Il test del χ2 viene anche usato per valutare se il risultato di una misura
sperimentale sia in accordo o meno con un valore gia` noto in precedenza e
comunemente accettato. In questo caso si suppone che il valore accettato
rappresenti il valore medio µ di una distribuzione gaussiana. Se il valore






Vediamo infine un’altra applicazione del test del χ2. Supponiamo di fa-
re un esperimento che abbia come oggetto l’osservazione di possibili eventi
E1, E2 . . . En. Registriamo la frequenza di questi possibili eventi: O1, O2 . . . On.
D’altra parte possiamo fare certe ipotesi sul fenomeno che stiamo studian-
do le quali ci permettono di determinare le frequenze teoriche: e1, e2 . . . en.
Ci saranno naturalmente differenze tra le frequenze osservate e quelle teori-
che. Per determinare se la differenze sono significative (quindi eventualmente







che viene considerata ancora una variabile tipo χ2: formalmente ricorda
un χ2 perche´ si suppone che sia poissoniana (vedi App. A.2) la distribuzione
di ognuna delle frequenze Oi ed Oi misurato rappresenti il valor medio della
distribuzione campione, ei quello della distribuzione generatrice ed inoltre,
per la poissoniana, σ2i = ei. Tuttavia (Oi − ei)/ei e` una variabile gaussiana
soltanto in condizioni limite, cioe` per ei grande (in pratica basta ei > 3). In
queste condizioni S approssima bene una variabile di tipo χ2.
I gradi di liberta` sono n = m − 1 dove n e` il numero delle osservazioni
ed m e` il numero dei parametri che servono per calcolare le probabilita` ei.





le ei non sono indipendenti fra di loro e questo comporta la perdita di un
ulteriore grado di liberta`. Poiche´ S puo` essere considerata un χ2 ad essa si
attribuisce lo stesso significato probabilistico discusso precedentemente.
Esempi
1) Una resistenza elettrica R ha il valore nominale di (100.00 ± 0.05)Ω.
Per misurare R in laboratorio si utilizza la legge di Ohm (V = RI,
dove V e´ la tensione ai capi di R e I e` la corrente che la attraversa),
misurando sia V che I. L’errore su I e` considerato trascurabile mentre
l’errore su V , ∆V , e` costante e pari a 0.005 V. I risultati delle misure
sono riassunti in tab.(5.1) seguente: Calcoliamo il valore di R con il






Tabella 5.1: Risultati delle misure di corrente e tensione ai capi di una
resistenza del valore nominale di (100.00± 0.05)Ω.
suo errore utilizzando eq.(5.10) ed eq.(5.11), assegnando alle variabili
xi le correnti Ii e alle yi le tensioni Vi e ponendo σy = ∆V . Si ottiene









Il risultato e` χ2 ' 9.11. I gradi di liberta` sono 4 (5 misure meno
1 parametro stimato dal fit) e quindi, dalla tab.(E.2) ricaviamo che
la probabilita`, ripetendo le misure di ottenere un valore del χ2 meno
elevato e` attorno al 95%, al limiti della regione accettabile.
Possiamo poi confrontare il valore nominale di 100.00Ω, con errore







Dalla tab.(E.2) si vede che la probabilita` di ripetere la misura e ottenere
un valore piu` vicino a quello nominale e` maggiore del 99.5%.
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Dal primo test si deduce che le misure sono ragionevolmente ben de-
scritte dalla relazione V = RmI. Dal secondo tuttavia si vede che Rm
e` troppo diverso dal valore nominale. Si deve quindi supporre che,
molto probabilmente, o le misure sono affette da errore sistematico o
l’incertezza ∆V e` sottostima il valore reale.
2) Consideriamo di nuovo delle resistenze: da un campione con un valore
nominale di (100±1)Ω vengono estratte e misurate 50 resistenze. I dati
sono divisi in 6 intervalli di ampiezza 1Ω per realizzare un istogramma.
Si vuole decidere se l’istogramma e` ben rappresentato da una gaussiana
con µ = 100Ω e σ = 1Ω. In tab.(5.2) sono indicati gli intervalli, il
numero di resistenze effettivamente misurate e il numero atteso secondo
la distribuzione di gauss.
Intervallo (Ω) N. misurato N. atteso
[97− 98[ 3 1.1
[98− 99[ 8 6.8
[99− 100[ 12 17.1
[100− 101[ 23 17.1
[101− 102[ 3 6.8
[102− 103[ 1 1.1
Tabella 5.2: Dati per l’istogramma sulla misura di un campione di 50 re-
sistenze del valore nominale di 100 Ω e valori attesi per una distribuzione
gaussiana con µ = 100Ω e σ = 1Ω.
Si puo` calcolare S secondo l’eq.(5.12), ottenendo S = 9.2. Il numero
di gradi di liberta` e` pari a 6-1=5 in quanto non e` stato determinato
alcun parametro a partire dai dati. La tab.(E.2) quindi mostra che la
probabilita` che estraendo altre 50 resistenze, S sia minore di 9.2 e` pari
a circa il 90%, se la loro distribuzione e` ben descritta dalla gaussiana





Consideriamo n possibili eventi E identici ed indipendenti, ciascuno dei quali
si puo` realizzare in due modi e1, e2, con probabilita` P (e1) = p, P (e2) = q =
1− p.
La probabilita` di ottenere k volte l’evento e1 e` data dalla distribuzione
binomiale1






Infatti, supponiamo che l’evento E sia il risultato del lancio di una mo-
neta. I modi nei quali l’evento puo` accadere sono due: testa o croce. Sia
P (T ) = p, P (C) = q. La probabilita` che in n lanci i primi k diano T e gli
altri (n − k) diano C e` pkqn−k per la legge della moltiplicazione (eq.(2.5)).
Pero` avere prima k T e poi (n − k) C e` solo uno dei modi nei quali si puo`
ottenere il risultato. Tutti i possibili modi sono le combinazioni di n elementi
presi a k per volta. Da questo segue eq.(A.1).




















k! = k × (k − 1)× (k − 2) · · · × 2× 1
Per definizione 0! = 1! = 1.
55







pkqn−k = (p+ q)n = 1n = 1
La media µ e la varianza σ2 sono:
µ = np (A.2)














n(n− 1) · · · (n− k + 1)





(n− 1)(n− 2) · · · (n− k + 1)
(k − 1)(k − 2) · · · 1 p
k−1qn−k




m(m− 1) · · · (m− s+ 1)
























(n− 1) · · · (n− k + 1)
(k − 1)(k − 2) · · · 1 p
k−1qn−k









psqm−s = np (E[s] + 1) = np(mp+ 1)
=np[(n− 1)p+ 1] = n2p2 + npq
Si ottiene quindi σ2 = npq
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Esempio
Sia E il lancio di un dado. Sia n = 4 il numero di volte che si lancia il
dado. La probabilita` che un numero, p.e. il 5, esca 0, 1, . . . 4 volte e` dato dalla
distribuzione binomiale con n = 4, k = 0, 1, . . . 4. Calcoliamo esplicitamente
P (4, k)per ogni valore di k.











































4 · 3 · 52
2 · 64 =
150
1296












4 · 3 · 2 · 5
3 · 2 · 64 =
20
1296























Rappresentiamo graficamente P (4, k) in fig.A.1
Si propone di determinare sperimentalmente la distribuzione P (4, k) ope-
rando in questo modo:
1) Fare N prove, ogni prova sia il lancio di 4 dadi.
2) Contare quanti 5 escono in ciascuna prova.
3) Contare quante prove contengono k volte 5.
4) Dividere per il numero di prove N , in modo da ottenere la frequenza
relativa, che e` una stima della probabilita`.
5) Rappresentare le frequenze relative graficamente e confrontarle con
quelle teoriche.
A.2 Distribuzione di Poisson
La probabilita` che si verifichino k eventi indipendenti in una situazione in
cui in media se ne verificano a e`:
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questa e` la distribuzione di Poisson.
Nota





























In particolare questa formula da` un metodo per calcolare e con precisione
arbitraria:












+ · · ·
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La distribuzione di Poisson si ottiene come limite della distribuzione
binomiale nel caso in cui p ¿ 1, n À 1 ma np = a, costante. Cioe`
n→∞, p = a/n:
lim
n→∞








































Questo significa che ci si deve aspettare una Poissoniana tutte le volte
in cui il numero degli eventi possibili e` enorme, ma quelli che in media si
verificano sono abbastanza pochi.
Notare che in generale non e` noto ne´ il numero n di eventi possibili ne´
la probabilita` di un singolo evento, ma quello che si conosce e che serve
conoscere e` il numero medio di eventi osservati o la sua stima.





















































































= µ2 + µ
Quindi




Ovvero la larghezza della distribuzione di Poisson e` la radice del valor
medio.
A.2.1 La poissoniana come soluzione di un’equazione
differenziale
La distribuzione di Poisson si puo` derivare anche come soluzione di un’equa-
zione differenziale che descrive un processo temporale che soddisfa le seguenti
ipotesi:
1) Il processo e` stazionario: la probabilita` Pn(t, t+∆t) che si verifichino n
eventi nell’intervallo [t, t+∆t], non dipende dal tempo t ma solo dalla
durata dell’intervallo ∆t, quindi, per ogni t, Pn(t, t+∆t) = Pn(∆t).
2) Il processo non ha memoria: la probabilita` che si verifichino n eventi
nell’intervallo ∆t non dipende da quanti eventi si sono verificati in
precedenza.
3) Gli eventi sono abbastanza rari: per intervalli ∆t brevi la probabilita`
che si verifichi piu` di un evento puo` essere trascurata. Piu` precisamente
Pn(∆t) = o(∆t) se n > 1.
Si puo` dimostrare che da 1) e 2) deriva che, per intervalli di tempo picco-
li ∆t, la probabilita` che si verifichi un evento e` proporzionale alla durata
dell’intervallo. Si puo` quindi scrivere
P1(∆t) = λ∆t (A.5)
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ma da 3) deriva che se ∆t e` piccolo si possono verificare solo 0 o 1 eventi,
quindi P0(∆t) + P1(∆t) = 1, cioe`
P0(∆t) = 1− λ∆t (A.6)
Calcoliamo da prima la probabilita` P0(t) che non si verifichi nessun evento











Nel limite in cui n tende a infinito, quindi l’equazione precedente da`:
P0(t) = e
−λt (A.8)
Per scrivere ora un’equazione differenziale per Pn(t), con n > 0, consideriamo
l’intervallo I = [0, t +∆t], diviso nelle due parti I1 = [0, t] e I2 = [t, t+∆t].
La probabilita` Pn(t+∆t) che si verifichino n eventi in I si puo` scrivere come
la probabilita` che si verifichino n eventi in I1 e 0 in I2, oppure n− 1 in I1 ed
1 in I2 oppure n− 2 in I1 e 2 in I2 etc.
Pn(t+∆t) = Pn(t)P0(∆t) + Pn−1(t)P1(∆t) + Pn−2(t)P2(∆t) + · · ·
Ma, per l’ipotesi 3), se ∆t e` piccolo, solo i primi due termini contano.
Utilizzando poi le eq.(A.6) e (A.5) si ha
Pn(t+∆t) = Pn(t)(1− λ∆t) + Pn−1(t)λ∆t (A.9)
da cui, dividendo per ∆t e passando al limite in cui ∆t tende a zero,
dPn(t)
dt
= −λPn(t) + λPn−1(t) (A.10)
















A t fissato quindi il processo segue la distribuzione di Poisson con µ = λt.
Dalla grande generalita` delle ipotesi 1)–3) si puo` capire come la Poissoniana
abbia un campo di applicabilita` estremamente vasto2.
Ecco alcuni esempi di eventi casuali che possono essere descritti da una
Poissoniana:
• Decadimento di particelle radioattive: cioe` il numero di particelle ra-
dioattive che decadono in un certo intervallo di tempo.
• Il numero di persone che passano per una determinata soglia in un
intervallo di tempo fissato. P.e. il numero di persone che entrano in
biblioteca in 10 minuti.
• Il numero di un particolare tipo di automobili che passano per un certo
luogo in un intervallo di tempo fissato.
A.3 La gaussiana come limite della binomiale
e della poissoniana
Discussione
La distribuzione di Gauss si puo` ricavare come caso limite della binomiale
quando n→∞ e p resta costante. In pratica quando sia np che nq = n(1−p)
sono ≥ 5 la gaussiana e` gia` una buona approssimazione della binomiale.







Per dimostrare questo risultato e` necessaria una formula approssimata




log(i) ' n log(n)− n
a meno di termini piccoli rispetto ad n.
Si considera il logaritmo della binomiale e si applica la formula di Stirling:







' n log(n)− n− k log(k) + k
2Physics Teacher, 10, 314, (1972).
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−(n− k) log(n− k) + (n− k) + k log(p)− (n− k) log(q)
' n log(n)− k log(k)− (n− k) log(n− k)
+k log(p)− (n− k) log(q)
Poiche´ siamo interessati a valori di k vicino alla media della distribuzione,
poniamo nella formula precedente k = np + x, da cui n − k = nq − x e in
seguito assumeremo x¿ np, nq:
log (P (n, k)) ' n log(n)− (np+ x) log(np+ x)− (nq − x) log(nq − x)
+(np+ x) log(p)− (nq − x) log(q)
Si puo` ora scrivere log(np + x) come log(n) + log(p) + log[1 + x/(np)] e
utilizzando il fatto che x ¿ np si puo` espandere il terzo termine in serie di
Taylor attorno a 1 sino al II ordine ottenendo:








La stessa approssimazione viene applicata a log(nq − x), quindi
log (P (n, k)) ' n log(n)− (np+ x)
[









− (nq − x)
[









+ (np+ x) log(p)− (nq − x) log(q)
Svolgendo i prodotti e ricordando che p + q = 1, l’espressione precedente si
riduce a












Trascurando i termini in x3 e prendendo l’esponenziale del risultato si ottiene







dove nell’ultimo passaggio si e` sostituito ad x il valore k − np. Il risultato
finale e` quello corretto a meno della costante di normalizzazione. Si puo`
dimostrare che questo e` dovuto alle approssimazioni introdotte dalla versione
della formula di Stirling da noi adottata.
Esempio
Approssimazione della binomiale con una gaussiana: si cerchi la pro-
babilita` che lanciando 10 monete il numero di teste T sia 3 ≤ T ≤ 6.
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Usando la distribuzione binomiale P (k) con n = 10 e p = 1/2, dato che













P (3 ≤ t ≤ 6) = 396
512
' 0.7734
Per usare l’approssimazione gaussiana t va sostituita con una variabile con-
tinua x, e, 3 ≤ t ≤ 6 va modificato in 2.5 ≤ x ≤ 6.5. in questo modo,
arrotondando x ad una sola cifra significativa si ottiene il risultato desiderato
per t. Si ha poi





10 · 0.5 · 0.5 ' 1.58









Dalle tabelle si ottiene quindi P (2.5 ≤ x ≤ 6.5) = 0.4429 + 0.3289 = 0.7718
che e` molto vicino al valore ottenuto con la binomiale.
In questo caso il lavoro numerico richiesto per ottenere il risultato e` con-
frontabile. Se pero` avessimo posto n = 100 e cercato la probabilita` che
30 ≤ t ≤ 60, l’approssimazione gaussiana sarebbe stata molto piu` rapida da
calcolare.
Anche la distribuzione di poisson, P (n, µ) quando µ À 1 puo` essere








La dimostrazione e` analoga a quella per la binomiale: si parte dal loga-
ritmo di P (n, µ) e si applica la formula di Stirling





' −µ+ n log(µ)− n log(n) + n
Poi si considerano i valori di n vicini a µ, ovvero si pone n = µ + x con
|x| ¿ µ, n. Sostitituendo n nell’eq. precedente si ha:





Dato che x ¿ µ si puo` approssimare il logaritmo con la sua espansione in































Dove nell’ultimo passaggio si sono trascurati i termini di ordine superiore a
x2/µ. Sostituendo di nuovo ad x il valore n − µ e prendendo l’esponenziale
del risultato si ha,









In questa appendice dimostriamo la formula per la distribuzione del χ2 con
n gradi di liberta` χ2(n, x) data dall’eq.(3.8) e ricaviamo le formule per due
distribuzioni frequentemente usate per effettuare test statistici: la distribu-
zione t di Student e la distribuzione F di Fisher. Prima pero` e` necessario
ricavare alcuni risultati sul modo di combinare variabili casuali.
B.1 Funzione di una variabile casuale
Sia x una variabile casuale con distribuzione di probabilita` px(x) e f(x) una
funzione derivabile. Ci chiediamo quale sia la distribuzione di probabilita`
py(y) per y = f(x).
Consideriamo per x un intervallo Ix = [x1, x2] in cui f(x) sia monotona
crescente. In questo caso ad ogni x in Ix corrisponde uno ed un solo y = f(x)
in Iy = [y1, y2] con y1 = f(x1) e y2 = f(x2) ed esiste la funzione inversa
x = g(y).
Per un qualunque y0 in Iy la probabilita` F (y0) che y cada nell’intervallo


























Nel caso in cui f(x) sia monotona decrescente il risultato e` analogo a meno






1) Consideriamo da prima un caso molto semplice: sia x una una variabile
casuale con distribuzione di probabilita` px(x). Sia f(x) la moltiplica-
zione per una costante α, cioe` y = αx. La funzione inversa e` g(y) = y/α






2) Sia x una variabile con distribuzione di probabilita` uniforme nell’inter-
vallo [0, 1]. Calcolare la distribuzione di probabilita` per y =
√
x.
La funzione f(x) e` monotona crescente per x tra 0 e 1. L’intervallo
[0, 1] viene mappato in se stesso. La funzione inversa e` g(y) = y2, la
sua derivata e` g′(y) = 2y e px(x) = 1 per ogni x quindi py(y) = 2y.
3) Sia x una variabile casuale con distribuzione gaussiana standard µ = 0
e σ = 1. Calcolare la distribuzione di probabilita` per y = x2, cioe` la
distribuzione del χ2 con un grado di liberta`.
La funzione y = x2 e` monotona decrescente per x in [−∞, 0] e mo-
notona crescente in [0,∞]. La funzione inversa e` g(y) = √y, la deri-
vata g′(y) = 1/(2
√
y) quindi, sommando i contributi identici dei due







che coincide con l’eq.(3.8) per n = 1.
4) Calcolare la distribuzione di probabilita` per y =
√
x/n dove x segue la
distribuzione del χ2 con n gradi di liberta`.
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Calcoliamo da prima la distribuzione di probabilita` per y′ =
√
x, ripe-
tendo i ragionamenti dell’esempio 2) e in seguito y = y′/
√
n, secondo






Poiche` la distribuzione deve essere normalizzata, dall’uguaglianza∫ +∞
0
py(n, y)dy = 1















B.2 Somma di due variabili casuali
Siano x e y due variabili casuali non correlate con distribuzioni di probabi-
lita` px(x) e py(y) rispettivamente. Si vuole determinare la distribuzione di
probabilita` pz(z) per z = x+ y.
Calcoliamo la distribuzione integrale F (z0) cioe` la probabilita` di ottenere
valori di z < z0. Per farlo tracciamo nel piano xy la retta y = −x + z0. La





dove p(x, y) e` la distribuzione di probabilita` per il punto (x, y) nel piano.































Entrambe le formule devono essere valide. Ricordando poi che la variabile




px(x)py(z − x)dx =
∫ +∞
−∞
px(z − x)py(x)dx (B.7)





e` di uso talmente comune da meritare un nome e un simbolo appositi:
h e` la convoluzione di f e g e si indica con h = f ∗ g. La convoluzione e`
un’operazione commutativa. E` facile dimostrare che in generale vale f ∗ g =
g ∗ f .
Esempi
1) Calcolare la distribuzione di probabilita` p(z) per la somma di due va-
riabili casuali con distribuzione gaussiana: x, con media µx e varianza

















Espandendo i quadrati il termine tra parentesi quadre si puo` scrivere





































































La distribuzione di probabilita` per la somma e` quindi di nuovo una






y. E` facile generalizzare il
risultato alla somma di n variabili ottenendo che la somma di n variabili
gaussiane indipendenti ha distribuzione di probabilita` gaussiana con
media e varianza date rispettivamente dall’eq.(4.13) e l’eq.(4.14).
2) Calcolare la distribuzione del χ2 per due gradi di liberta`.
Applicando l’eq.(B.7) e tenendo presente che l’eq.(B.1) e` definita solo









Cambiando variabile (prima porre u = x/z e poi u = sin2 t) si puo`
provare che l’integrale nell’eq. precedente vale pi, quindi la distribuzione





B.3 Rapporto di due variabili casuali
Nelle stesse ipotesi e con la stessa notazione del paragrafo precedente calco-
liamo la distribuzione di probabilita` pz(z) per z = x/y. Per semplificare i
calcoli supponiamo che sia x ≥ 0 e y ≥ 01, e quindi anche z ≥ 0
1E` ammissibile che si abbia pz(z0) = +∞ per qualche z0 a patto che pz(z) rimanga
integrabile attorno a z0 cioe` che la probabilita` resti finita. Non e` quindi necessario porre
a priori y 6= 0.
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Questa volta per calcolare F (z0) rappresentiamo nel piano xy la retta y =











































L’unica generalizzazione che ci interessa considerare e` il caso in cui x
puo` assumere anche valori negativi ma la distribuzione di probabilita` e` pari,
ovvero per ogni x vale px(x) = px(−x). In questo caso e` facile verificare che
il contributo della parte negativa e` uguale a quello della parte positiva.
Esempio
Calcolare la distribuzione di probabilita` per il rapporto z = x/y di due
variabili casuali uniformemente distribuite tra 0 e 1.








px(zx) = 1 se 0 ≥ zx ≤ 1 altrimenti px(zx) = 0 quindi l’integrale














se z > 1
(B.10)
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B.4 Distribuzione del χ2
Dimostriamo che vale l’eq.(3.8) per la distribuzione di probabilita` seguita
dalla somma dei quadrati di n variabili casuali con distribuzione di probabi-
lita` gaussiana con µ = 0 e σ = 1. La dimostrazione e` fatta per induzione:
abbiamo gia` visto che l’eq.(3.8) vale per n = 1 ed n = 2. Rimane allora da
dimostrare che se l’eq.(3.8) vale per n = m allora vale anche per n = m + 1
ovvero che, per un generico m > 0,
χ2(m+ 1, x) = χ2(m,x) ∗ χ2(1, x)
La convoluzione vale































Dove nell’ultimo passaggio si e` cambiato variabile nell’integrale, ponendo
u = y/x. Cambiando di nuovo variabile con u = sin2 t si ha che l’integrale
diventa
I(m− 1) = 2
∫ pi/2
0
cos(m−1) t dt (B.11)












Utilizzando l’eq.(3.10) e l’eq.(3.11) e` immediato verificare l’eq. preceden-
te per m = 1 e m = 2. La parte destra dell’eq.(B.12) puo` comunque esse-
re semplificata, sempre con l’aiuto dell’eq.(3.10) e l’eq.(3.11), considerando










) = (m− 2)!!
(m− 1)!! ×
{
2 se m e` pari
pi se m e` dispari
(B.13)
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Dove il fattoriale doppio m!! e` definito come
m!! =

1 se m = 0
m× (m− 2)× (m− 4) · · · × 2 se m e` pari, n > 0
m× (m− 2)× (m− 4) · · · × 1 se m e` dispari
D’altra parte integrando per parti l’eq.(B.11) si ottiene:
I(m− 1) = 2
∫ pi/2
0
cos(m−1) t dt = 2(m− 2)
∫ pi/2
0




cos(m−3) t (1− cos2 t)dt
= (m− 2) [I(m− 3)− I(m− 1)]
ovvero
I(m− 1) = m− 2
m− 1I(m− 3) (B.14)
E` facile convincersi che la relazione di ricorrenza data dall’eq.(B.14), as-
sieme all’eq.(B.13) e al fatto che l’eq.(B.12) vale perm = 1 edm = 2 dimostra
per induzione l’eq.(B.12) anche per ogni m > 2.
B.5 Distribuzione t di Student
La distribuzione t(n, z) e` definita come la distribuzione di probabilita` seguita
dal rapporto z = x/y tra una variabile casuale gaussiana standard x e la
radice quadrata di una variabile casuale distribuita come la radice del χ2 con
n gradi di liberta` diviso per il numero di gradi di liberta`, ovvero una variabile
casuale y =
√














passando alla variabile u = x
√













































Figura B.1: Grafico della distribuzione t(n, x) per n = 1, 2, 3, 10
nell’intervallo [−5, 5].
Il calcolo dell’eq. precedente puo` essere effettuato eliminando le funzioni












e` il reciproco di quello che compare nell’eq.(B.13).





La distribuzione descritta dall’eq.(B.16) e` molto comune sia in matemati-
ca, dove prende il nome di distribuzione di Cauchy, che in fisica, dove e` nota
col nome di funzione di Lorentz o lorentziana.
La fig.(B.1) mostra il grafico di t(n, x) per n = 1, 2, 3, 10. Si vede subito
che t(n, x) e` una curva a campana centrata attorno allo 0. Possiamo quindi
subito affermare che per t(n, x) si ha µ = 0 se n > 1 (ma si noti che per
t(1, x) la media non e` definita).
Per stimare la larghezza della campana calcoliamo wn ovvero la semilar-
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22/(n+1) − 1 (B.17)





B.6 Distribuzione F di Fisher
La distribuzione F (n1, n2, z) e` definita come la distribuzione di probabilita`
seguita da z = x′/y′ dove x e y sono variabili che seguono la distribuzione
del χ2 con n1 ed n2 gradi di liberta` rispettivamente, mentre x
′ = x/n1 ed
y′ = y/n2.
Poiche´ z = (n2x)/(n1y) calcoliamo prima la distribuzione di probabilita`
per il rapporto u = x/y e successivamente quella per z = (n2/n1)u.





























Dove nell’ultimo passaggio si e` utilizzata la definizione della funzione Γ(x)
data nell’eq.(3.9). Sostituendo,















Applicando infine l’eq.(B.3) si ottiene
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Figura B.2: Grafico della distribuzione F (n1, n2, x) per n1 = 6 ed n2 = 5, 6, 7
nell’intervallo [0, 5].
A titolo di esempio la fig.(B.2) mostra un grafico di F (n1, n2, x) per n1 =
6, ed n2 = 5, 6, 7
E` possibile calcolare analiticamente µ e σ2 ottenendo
µ =
n
n− 2 se n > 2
σ2 =
2n22(n1 + n2 − 2)
n1(n2 − 2)2(n2 − 4) se n > 4
B.7 Significato delle distribuzioni t ed F
Consideriamo una serie di n misure x1, x2, . . . xn che seguono una distribu-
zione gaussiana con media µ e varianza σ2. Se µ e σ2 fossero note la distri-
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buzione del χ2 sarebbe sufficiente a descrivere la probabilita` di ottenere una
certa serie di misure.
Si e` pero` costretti a stimare µ con la media aritmetica x¯ e σ2 con lo
scarto quadratico medio s2. Sappiamo che al crescere di n queste sono ap-
prossimazioni sempre migliori ma vogliamo calcolare esplicitamente quale
distribuzione di probabilita` seguono x¯ e s2 per n arbitrario.
Sappiamo gia` che la media aritmetica x¯ e` una variabile gaussiana con
media µ e varianza σ2x¯ = σ
2/n.
Per lo scarto quadratico medio, tuttavia, non possiamo applicare le formu-
le ricavate in precedenza poiche´ in s2 compaiono le n+1 variabili x1, x2, . . . xn
ed x¯, dove x¯ e` correlata con tutte le altre.
Per passare ad un insieme di variabili statisticamente indipendenti e` ne-
cessario considerare le proprieta` di un particolare tipo di trasformazione
corrispondente ad una rotazione nello spazio ad n dimensioni.
Consideriamo da prima n variabili y1, y2, . . . , yn gaussiane indipendenti
con media 0 e varianza 1. Applichiamo una trasformazione lineare tramite





dove gli aij sono gli elementi della matrice A.
Se A soddisfa la condizione tAA = AtA = I, ovvero tA = A−1, la matrice
si dice ortogonale. In una matrice ortogonale le righe possono essere inter-
pretate come le componenti di n vettori di modulo unitario perpendicolari
tra loro in uno spazio di dimensione n.
Se A e` una matrice ortogonale e` facile vedere che le zi sono variabili
indipendenti con distribuzione gaussiana, media 0 e varianza 1, infatti:
1) le zi hanno distribuzione gaussiana perche´ somma di variabili gaussiane
indipendenti;
2) la media di zi e` 0 perche´ somma di variabili tutte a media 0;




ij = 1 dato che A e` ortogonale;
4) le variabili sono indipendenti perche´ E[zizj] = 0 se i 6= j poiche´ le xi
sono indipendenti e A e` ortogonale.








Costruiamo ora una matrice ortogonale A dove z1 e` proporzionale alla










i(i− 1) se j < i.
− i− 1√
i(i− 1) se j = i.




(yi − y¯)2 =
n∑
i=1
y2i − ny¯2 =
n∑
i=1








i=1(yi − y¯)2 si puo` scrivere come la somma dei quadrati di n − 1
variabili gaussiane indipendenti con media 0 e varianza 1 e quindi deve








segue la distribuzione di probabilita` descritta dall’eq.(B.6)
2) y¯ ed sy sono statisticamente indipendenti.
La variabile y¯/sy deve quindi seguire la distribuzione t di Student con
n− 1 gradi di liberta`.
Ponendo yi = (xi−µ)/σ si ottiene che anche la variabile y¯ =
√
n(x¯−µ)/σ











segue la distribuzione t di Student. Si noti che cio` non vale per xi/sx
poiche´ xi e sx non sono statisticamente indipendenti.
La tab.(E.3) puo` quindi essere utilizzata per determinare, il numero α
per cui
P (|x¯− µ| ≤ αsx) = p
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dove p e` un valore di probabilita` fissato.
Esempio
Calcolare α per p = 0.9 ed n = 10. In tab.(E.3) il valore all’intersezione
tra la colonna p = 0.9 e la riga n = 10 e` 1.812 quindi α ' 1.812/√10 ' 0.573.
Consideriamo ora una seconda serie di m dati x′1, x
′
2, . . . x
′
m con media
µ′ ma con la medesima varianza σ2, approssimata da s′2. Dall’eq.(B.20) si




segue la distribuzione di probabilita` F (n,m, f). La tab.(E.4) puo` essere
utilizzata per determinare l’intervallo di confidenza al 95% per il rapporto F
per due serie di dati che hanno la stessa σ2.
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Appendice C
Estimatori per media e varianza
C.1 Proprieta` degli estimatori
Sia x una variabile casuale con distribuzione di probabilita` p(x), non neces-
sariamente gaussiana, media µ e varianza σ2. Immaginiamo di realizzare un
esperimento in cui la variabile x viene estratta n volte, ottenendo i valori
x1, x2, . . . xn e calcolare una funzione f(x1, x2, . . . xn) assegnata.
Ci interessa considerare il caso in cui f “approssima” qualche parametro
non noto α di p(x). Si dice che f e` un estimatore di α. Come esempio
possiamo porre α = µ e f(x1, x2, . . . xn) = m, media aritmetica degli xi e
vedere in che senso m e` una “buona approssimazione” per µ.
Diamo tre definizioni di proprieta` desiderabili per un estimatore:
Estimatore corretto:
Un estimatore f(x1, x2, . . . xn) di α si dice corretto se f tende in proba-
bilita` ad α al tendere di n a ∞, ovvero
∀² > 0, P (|f(x1, x2, . . . xn)− α| ≥ ²)→ 0 per n→∞
Estimatore non distorto:
Un estimatore f(x1, x2, . . . xn) di α si dice non distorto se, per ogni n ha
valore di aspettazione pari ad α, ovvero
∀n, E[f(x1, x2, . . . xn)] = α
Estimatore efficiente:
Un estimatore f(x1, x2, . . . xn) di α si dice efficiente se, per ogni n e` quello
che “meglio approssima” α, ovvero minimizza la varianza σ2f , cioe`
∀n, σ2f = E[(f(x1, x2, . . . xn)− α)2] e` minima.
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E` chiaro che “il miglior” estimatore per α, se esiste indipendentemente
da p(x), e` quello che gode di tutte e tre le proprieta` oltre a quella di essere
espresso da una formula relativamente semplice. Particolarmente utili sono
naturalmente gli estimatori per la media µ e la varianza σ2.
C.2 Estimatore per la media
Esaminiamo le proprieta` della media aritmeticam come estimatore per µ. La
correttezza e` assicurata dal teorema del limite centrale. La media aritmetica














E[xi] = µ (C.1)
poiche´ ∀i, E[xi] = µ per definizione.
Per quanto riguarda l’efficienza cominciamo a calcolare σ2m:
σ2m = E[(m− µ)2] = E[m2]− µ2 (C.2)
Si noti che l’ultimo passaggio e` lecito in quanto m e` un estimatore non




2 se i 6= j
E[x2i ] = µ
2 + σ2 se i = j
dove per il caso i 6= j si e` sfruttato il fatto che per eventi indipendenti
P (A e B) = P (A)P (B) mentre per i = j si e` utilizzata la definizione di σ2.
Introducendo il simbolo δij che vale 1 se i = j e 0 se i 6= j (delta di Kronecker)



































E` facile dimostrare che m e` la piu` efficiente delle combinazioni lineari





la condizione di non distorsione E[m¯] = µ si traduce semplicemente in
n∑
i=1
αi = 1 (C.7)
mentre poiche´ E[(m¯− µ)2] si puo` scrivere come





























sia minima col vincolo dato dall’eq.(C.7). Il sistema si risolve col me-
todo dei moltiplicatori di Lagrange, come nell’App. precedente, cercando il
minimo della funzione















αi − 1 = 0
∂g
∂αi
= 2αi − λ = 0
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cioe` proprio la media aritmetica. A questo risultato si poteva anche arrivare
imponendo, oltre alla condizione di non distorsione, quella che m¯ sia una
funzione totalmente simmetrica degli xi, cioe` scambiando tra loro due qua-
lunque degli xi il valore di m¯ non cambi, visto che il peso degli xi nel calcolo
di µ¯ non puo` dipendere dall’ordine con cui sono stati estratti. La condizione
(C.7) assieme alla richiesta di simmetria αi = αj porta subito a αi = 1/n.
Puo` sembrare che limitarsi a sole combinazioni lineari degli xi per gli
estimatori di µ sia troppo restrittivo. In effetti se consideriamo una funzio-
ne generica f(x1, x2, . . . xn) e la espandiamo in serie di Taylor attorno a µ,
imponendo la condizione di non distorsione si ottiene:














(xi − µ)(xj − µ)
]
+ . . .
Notando che il secondo termine a destra dell’equazione e` nullo, si vede che
se non si conoscono tutti i momenti E[(x − µ)n] di ordine n ≥ 2, il che
equivale a conoscere esattamente p(x), l’unica soluzione disponibile e` porre
f(µ) = µ e tutte le derivate di f di ordine superiore al primo pari a zero,
cioe` f(x1, x2, . . . xn) e` al piu` lineare negli xi.
Nel caso poi in cui p(x) sia gaussiana partendo dall’eq.(B.5) e` facile
provare che i momenti di ordine n valgono
E[(x− µ)n] =
{
0 se n e` dispari
σn(n− 1)!! se n e` pari
da cui si puo` ottenere che, per una gaussiana, la media aritmetica e`
l’estimatore efficiente per µ.
Per riassumere: la media aritmetica e` un estimatore corretto e non di-
storto per µ. E` anche un estimatore efficiente se la distribuzione p(x) e`
gaussiana. Se la distribuzione p(x) non e` nota o se si desidera un estimatore
indipendente da p(x) e` necessario limitarsi all’insieme L degli estimatori che
siano una combinazione lineare degli xi. La media aritmetica e` l’estimatore
efficiente in L.
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C.3 Estimatore per la varianza












Per provare che s2n e` un estimatore corretto usiamo il fatto che la media
aritmetica e` corretta. La seconda uguaglianza mostra che s2n puo` essere
scritta come differenza della media aritmetica della variabile casuale y = x2
e di m2. Sappiamo che m tende in probabilita` a µ mentre, dalla definizione
di σ2 si ha che la media di y vale µy = σ
2 + µ2. Ne segue che s2n tende in
probabilita` a µy − µ2 = σ2.


































































Per ogni n, s2n sottostima sistematicamente σ
2 per un fattore (n− 1)/n. Un







Si noti che s2n−1 rimane un estimatore corretto poiche´ (n − 1)/n tende a 1
per n→∞.
Si vede subito dalla definizione di σs2n−1 che in generale e` impossibile discu-
tere l’efficienza di s2n−1 senza conoscere E[x
3] e E[x4]. Nel caso in cui p(x) sia
gaussiana si puo` provare che σs2n−1 non e` efficiente ma solo “asintoticamente”
efficiente cioe` tende all’estimatore efficiente per n→∞.
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Si puo` tuttavia derivare nuovamente l’espressione per s2n−1 cercando un
estimatore quadratico negli xi, non distorto e invariante per scambio di due





la condizione di non distorsione implica


































Cioe` nella matrice α che ha per elementi αij la somma di tutti gli n
2 elementi
e` 0, la traccia e` 1 e quindi la somma degli n(n− 1) elementi fuori diagonale
e` -1. La condizione che scambiando due xi, xj arbitrari s¯
2 non cambi implica
che tutti gli elementi sulla diagonale siano uguali tra loro. Lo stesso deve






























































































Che e` identica all’eq.(C.13).
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Appendice D
Fit di tipo generale
Si vuole studiare il problema del fit nel caso piu` generale in cui non sono
trascurabili ne´ gli errori sulle yi ne´ quelli sulle xi.
Siano x e y due variabili legate dalla relazione y = f(x, p) dove p e`
un insieme di parametri p = {p1, p2, . . . pk} il cui valore migliore si vuole
determinare in base ai dati sperimentali.
Siano (xi ± σxi , yi ± σyi) un insieme di n coppie di risultati sperimentali
coi loro errori. Il primo problema che si incontra e` che in una equazione del
tipo y = f(x, p) non e` chiaro qual e` il valore da usare per x in modo da
calcolare il valore teorico di y e quindi cercare i migliori valori dei parametri
che soddisfano la richiesta di rendere minimo il χ2.
Non conoscendo x il problema e` concettualmente piu` complicato: bisogna













sia minima con le condizioni
y¯i = f(x¯i, p) per i = 1, 2 . . . n
Questo e` un problema di minimo condizionato. Usando il metodo dei














+ λi(y¯i − f(x¯i, p))
]
rispetto alle variabili x¯i, y¯i, λi, p. Ci sono quindi in tutto 3n+ k derivate par-
ziali. Il problema si puo` risolvere nel caso generale solo con metodi numerici
approssimati.
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Diamo alcuni cenni sulla tecnica di soluzione: la cosa piu` importante e`
supporre di conoscere un valore approssimato dei parametri. il secondo passo
e` di usare invece di y− f(x, p) un’approssimazione lineare approssimando al
I ordine. Il risultato e` un sistema di equazioni lineari che dicono di quanto
devono essere corrette le stime iniziali dei parametri. A questo punto si
procede con metodo iterativo, cioe` si prendono i nuovi valori dei parametri,
si sostituiscono nella funzione e si ricomincia. Se il processo converge si
ottengono alla fine i valori richiesti per i parametri.
Esempio














+ λi(y¯i − xip1)
]
Trovare il minimo di S rispetto alle x¯i, y¯i, λi e p comporta risolvere il sistema:
∂S
∂x¯i
= −2xi − x¯i
σ2xi
− λip = 0
∂S
∂y¯i
= −2yi − y¯i
σ2yi
+ λi = 0
∂S
∂λi







Per risolvere piu` facilmente il sistema approssimiamo nell’ultima equazione




Si ricavano ora x¯i e y¯i dalle prime due equazioni e si sostituiscono nella terza































A questo punto si puo` pensare di risolvere l’eq.(D.1). precedente per itera-
zione: si stima un valore iniziale p0 per p (per esempio dal grafico), si calcola
la parte a destra dell’equazione per ottenere un nuovo valore p1 di p. Si ri-
pete l’operazione sino a che la differenza tra pn e pn+1 e` entro l’errore su p.


















x 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 0.0000 0.0040 0.0080 0.0120 0.0160 0.0199 0.0239 0.0279 0.0319 0.0359
0.1 0.0398 0.0438 0.0478 0.0517 0.0557 0.0596 0.0636 0.0675 0.0714 0.0753
0.2 0.0793 0.0832 0.0871 0.0910 0.0948 0.0987 0.1026 0.1064 0.1103 0.1141
0.3 0.1179 0.1217 0.1255 0.1293 0.1331 0.1368 0.1406 0.1443 0.1480 0.1517
0.4 0.1554 0.1591 0.1628 0.1664 0.1700 0.1736 0.1772 0.1808 0.1844 0.1879
0.5 0.1915 0.1950 0.1985 0.2019 0.2054 0.2088 0.2123 0.2157 0.2190 0.2224
0.6 0.2257 0.2291 0.2324 0.2357 0.2389 0.2422 0.2454 0.2486 0.2517 0.2549
0.7 0.2580 0.2611 0.2642 0.2673 0.2704 0.2734 0.2764 0.2794 0.2823 0.2852
0.8 0.2881 0.2910 0.2939 0.2967 0.2995 0.3023 0.3051 0.3078 0.3106 0.3133
0.9 0.3159 0.3186 0.3212 0.3238 0.3264 0.3289 0.3315 0.3340 0.3365 0.3389
1.0 0.3413 0.3438 0.3461 0.3485 0.3508 0.3531 0.3554 0.3577 0.3599 0.3621
1.1 0.3643 0.3665 0.3686 0.3708 0.3729 0.3749 0.3770 0.3790 0.3810 0.3830
1.2 0.3849 0.3869 0.3888 0.3907 0.3925 0.3944 0.3962 0.3980 0.3997 0.4015
1.3 0.4032 0.4049 0.4066 0.4082 0.4099 0.4115 0.4131 0.4147 0.4162 0.4177
1.4 0.4192 0.4207 0.4222 0.4236 0.4251 0.4265 0.4279 0.4292 0.4306 0.4319
1.5 0.4332 0.4345 0.4357 0.4370 0.4382 0.4394 0.4406 0.4418 0.4429 0.4441
1.6 0.4452 0.4463 0.4474 0.4484 0.4495 0.4505 0.4515 0.4525 0.4535 0.4545
1.7 0.4554 0.4564 0.4573 0.4582 0.4591 0.4599 0.4608 0.4616 0.4625 0.4633
1.8 0.4641 0.4649 0.4656 0.4664 0.4671 0.4678 0.4686 0.4693 0.4699 0.4706
1.9 0.4713 0.4719 0.4726 0.4732 0.4738 0.4744 0.4750 0.4756 0.4761 0.4767
2.0 0.4772 0.4778 0.4783 0.4788 0.4793 0.4798 0.4803 0.4808 0.4812 0.4817
2.1 0.4821 0.4826 0.4830 0.4834 0.4838 0.4842 0.4846 0.4850 0.4854 0.4857
2.2 0.4861 0.4864 0.4868 0.4871 0.4875 0.4878 0.4881 0.4884 0.4887 0.4890
2.3 0.4893 0.4896 0.4898 0.4901 0.4904 0.4906 0.4909 0.4911 0.4913 0.4916
2.4 0.4918 0.4920 0.4922 0.4925 0.4927 0.4929 0.4931 0.4932 0.4934 0.4936
2.5 0.4938 0.4940 0.4941 0.4943 0.4945 0.4946 0.4948 0.4949 0.4951 0.4952
2.6 0.4953 0.4955 0.4956 0.4957 0.4959 0.4960 0.4961 0.4962 0.4963 0.4964
2.7 0.4965 0.4966 0.4967 0.4968 0.4969 0.4970 0.4971 0.4972 0.4973 0.4974
2.8 0.4974 0.4975 0.4976 0.4977 0.4977 0.4978 0.4979 0.4979 0.4980 0.4981
2.9 0.4981 0.4982 0.4982 0.4983 0.4984 0.4984 0.4985 0.4985 0.4986 0.4986
3.0 0.4987 0.4987 0.4987 0.4988 0.4988 0.4989 0.4989 0.4989 0.4990 0.4990
3.1 0.4990 0.4991 0.4991 0.4991 0.4992 0.4992 0.4992 0.4992 0.4993 0.4993
3.2 0.4993 0.4993 0.4994 0.4994 0.4994 0.4994 0.4994 0.4995 0.4995 0.4995
3.3 0.4995 0.4995 0.4995 0.4996 0.4996 0.4996 0.4996 0.4996 0.4996 0.4997
3.4 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4997 0.4998
3.5 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998 0.4998
3.6 0.4998 0.4998 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999
3.7 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999
3.8 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999 0.4999
3.9 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000







n \ p 0.995 0.990 0.975 0.950 0.900 0.750 0.500 0.250 0.100 .050 0.010 0.005 0.001
1 7.880 6.635 5.024 3.841 2.706 1.323 0.455 0.102 0.0158 0.004 0.001 0.000 0.000
2 10.60 9.21 7.378 5.991 4.605 2.773 1.386 0.575 0.211 0.103 0.051 0.020 0.010
3 12.84 11.34 9.348 7.815 6.251 4.108 2.366 1.213 0.584 0.352 0.216 0.115 0.072
4 14.86 13.28 11.14 9.488 7.78 5.385 3.357 1.923 1.064 0.711 0.484 0.297 0.207
5 16.75 15.09 12.83 11.07 9.236 6.626 4.351 2.675 1.610 1.145 0.831 0.554 0.412
6 18.55 16.81 14.45 12.59 10.64 7.841 5.348 3.455 2.204 1.635 1.237 0.872 0.676
7 20.28 18.48 16.01 14.07 12.02 9.037 6.346 4.255 2.833 2.167 1.69 1.239 0.989
8 21.95 20.09 17.53 15.51 13.36 10.22 7.344 5.071 3.490 2.733 2.180 1.646 1.344
9 23.59 21.67 19.02 16.92 14.68 11.39 8.343 5.899 4.168 3.325 2.700 2.088 1.735
10 25.19 23.21 20.48 18.31 15.99 12.55 9.342 6.737 4.865 3.94 3.247 2.558 2.156
11 26.76 24.72 21.92 19.68 17.28 13.7 10.34 7.584 5.578 4.575 3.816 3.053 2.603
12 28.3 26.22 23.34 21.03 18.55 14.85 11.34 8.438 6.304 5.226 4.404 3.571 3.074
13 29.82 27.69 24.74 22.36 19.81 15.98 12.34 9.299 7.042 5.892 5.009 4.107 3.565
14 31.32 29.14 26.12 23.68 21.06 17.12 13.34 10.17 7.79 6.57 5.629 4.66 4.075
15 32.8 30.58 27.49 25.00 22.31 18.25 14.34 11.04 8.547 7.261 6.262 5.229 4.601
16 34.27 32 28.85 26.30 23.54 19.37 15.34 11.91 9.312 7.962 6.908 5.812 5.142
17 35.72 33.41 30.19 27.59 24.77 20.49 16.34 12.79 10.09 8.672 7.564 6.408 5.697
18 37.16 34.81 31.53 28.87 25.99 21.60 17.34 13.68 10.86 9.39 8.23 7.015 6.265
19 38.58 36.19 32.85 30.14 27.20 22.72 18.34 14.56 11.65 10.12 8.907 7.633 6.844
20 40 37.57 34.17 31.41 28.41 23.83 19.34 15.45 12.44 10.85 9.59 8.26 7.434
21 41.4 38.93 35.48 32.67 29.62 24.93 20.34 16.34 13.24 11.59 10.28 8.897 8.034
22 42.80 40.29 36.78 33.92 30.81 26.04 21.34 17.24 14.04 12.34 10.98 9.542 8.643
23 44.18 41.64 38.08 35.17 32.01 27.14 22.34 18.14 14.85 13.09 11.69 10.20 9.26
24 45.56 42.98 39.36 36.42 33.20 28.24 23.34 19.04 15.66 13.85 12.4 10.86 9.886
25 46.93 44.31 40.65 37.65 34.38 29.34 24.34 19.94 16.47 14.61 13.12 11.52 10.52
26 48.29 45.64 41.92 38.89 35.56 30.43 25.34 20.84 17.29 15.38 13.84 12.20 11.16
27 49.64 46.96 43.19 40.11 36.74 31.53 26.34 21.75 18.11 16.15 14.57 12.88 11.81
28 50.99 48.28 44.46 41.34 37.92 32.62 27.34 22.66 18.94 16.93 15.31 13.56 12.46
29 52.34 49.59 45.72 42.56 39.09 33.71 28.34 23.57 19.77 17.71 16.05 14.26 13.12
30 53.67 50.89 46.98 43.77 40.26 34.8 29.34 24.48 20.6 18.49 16.79 14.95 13.79
40 66.77 63.69 59.34 55.76 51.8 45.62 39.34 33.66 29.05 26.51 24.43 22.16 20.71
50 79.49 76.15 71.42 67.5 63.17 56.33 49.33 42.94 37.69 34.76 32.36 29.71 27.99
60 91.95 88.38 83.3 79.08 74.4 66.98 59.33 52.29 46.46 43.19 40.48 37.48 35.53
70 104.2 100.4 95.02 90.53 85.53 77.58 69.33 61.7 55.33 51.74 48.76 45.44 43.28
80 116.3 112.3 106.6 101.9 96.58 88.13 79.33 71.14 64.28 60.39 57.15 53.54 51.17
90 128.3 124.1 118.1 113.1 107.6 98.65 89.33 80.62 73.29 69.13 65.65 61.75 59.2
100 140.2 135.8 129.6 124.3 118.5 109.1 99.33 90.13 82.36 77.93 74.22 70.06 67.33
Tabella E.2: Tabella dell’integrale del χ2 in funzione del numero di gradi
di liberta` n. I numeri in tabella indicano per quale valore di x si ha che∫ x
0
χ2(n, u)du ha il valore indicato nella prima riga.
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n \ p 0.995 0.990 0.975 0.950 0.900 0.750 0.500 0.250 0.100
1 127.3 63.66 25.45 12.71 6.314 2.414 1 0.4142 0.1584
2 14.09 9.925 6.205 4.303 2.92 1.604 0.8165 0.3651 0.1421
3 7.453 5.841 4.177 3.182 2.353 1.423 0.7649 0.3492 0.1366
4 5.598 4.604 3.495 2.776 2.132 1.344 0.7407 0.3414 0.1338
5 4.773 4.032 3.163 2.571 2.015 1.301 0.7267 0.3367 0.1322
6 4.317 3.707 2.969 2.447 1.943 1.273 0.7176 0.3336 0.1311
7 4.029 3.499 2.841 2.365 1.895 1.254 0.7111 0.3315 0.1303
8 3.833 3.355 2.752 2.306 1.860 1.240 0.7064 0.3298 0.1297
9 3.69 3.25 2.685 2.262 1.833 1.230 0.7027 0.3286 0.1293
10 3.581 3.169 2.634 2.228 1.812 1.221 0.6998 0.3276 0.1289
11 3.497 3.106 2.593 2.201 1.796 1.214 0.6974 0.3267 0.1286
12 3.428 3.055 2.56 2.179 1.782 1.209 0.6955 0.3261 0.1283
13 3.372 3.012 2.533 2.160 1.771 1.204 0.6938 0.3255 0.1281
14 3.326 2.977 2.510 2.145 1.761 1.200 0.6924 0.325 0.1280
15 3.286 2.947 2.49 2.131 1.753 1.197 0.6912 0.3246 0.1278
16 3.252 2.921 2.473 2.12 1.746 1.194 0.6901 0.3242 0.1277
17 3.222 2.898 2.458 2.11 1.740 1.191 0.6892 0.3239 0.1276
18 3.197 2.878 2.445 2.101 1.734 1.189 0.6884 0.3236 0.1274
19 3.174 2.861 2.433 2.093 1.729 1.187 0.6876 0.3233 0.1274
20 3.153 2.845 2.423 2.086 1.725 1.185 0.687 0.3231 0.1273
21 3.135 2.831 2.414 2.080 1.721 1.183 0.6864 0.3229 0.1272
22 3.119 2.819 2.405 2.074 1.717 1.182 0.6858 0.3227 0.1271
23 3.104 2.807 2.398 2.069 1.714 1.180 0.6853 0.3225 0.1271
24 3.091 2.797 2.391 2.064 1.711 1.179 0.6848 0.3223 0.127
25 3.078 2.787 2.385 2.060 1.708 1.178 0.6844 0.3222 0.1269
26 3.067 2.779 2.379 2.056 1.706 1.177 0.684 0.3220 0.1269
27 3.057 2.771 2.373 2.052 1.703 1.176 0.6837 0.3219 0.1268
28 3.047 2.763 2.368 2.048 1.701 1.175 0.6834 0.3218 0.1268
29 3.038 2.756 2.364 2.045 1.699 1.174 0.683 0.3217 0.1268
30 3.03 2.75 2.360 2.042 1.697 1.173 0.6828 0.3216 0.1267
40 2.971 2.704 2.329 2.021 1.684 1.167 0.6807 0.3208 0.1265
50 2.937 2.678 2.311 2.009 1.676 1.164 0.6794 0.3204 0.1263
60 2.915 2.660 2.299 2.000 1.671 1.162 0.6786 0.3201 0.1262
70 2.899 2.648 2.291 1.994 1.667 1.16 0.678 0.3199 0.1261
80 2.887 2.639 2.284 1.99 1.664 1.159 0.6776 0.3197 0.1261
90 2.878 2.632 2.280 1.987 1.662 1.158 0.6772 0.3196 0.1260
100 2.871 2.626 2.276 1.984 1.660 1.157 0.677 0.3195 0.1260
Tabella E.3: Tabella del’integrale della distribuzione t di Student in funzione
del numero di gradi di liberta` n. I numeri in tabella indicano per quale valore
di x si ha che
∫ +x
−x t(n, u)du ha il valore indicato nella prima riga.
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n1\n2 1 2 3 4 5 6 7 8 9 10
1 161.4 18.51 10.13 7.709 6.608 5.987 5.591 5.318 5.117 4.965
2 199.5 19 9.552 6.944 5.786 5.143 4.737 4.459 4.256 4.103
3 215.7 19.16 9.277 6.591 5.409 4.757 4.347 4.066 3.863 3.708
4 224.6 19.25 9.117 6.388 5.192 4.534 4.12 3.838 3.633 3.478
5 230.2 19.30 9.013 6.256 5.05 4.387 3.972 3.687 3.482 3.326
6 234 19.33 8.94 6.163 4.95 4.284 3.866 3.581 3.374 3.217
7 236.8 19.35 8.887 6.094 4.876 4.207 3.787 3.500 3.293 3.135
8 238.9 19.37 8.845 6.041 4.818 4.147 3.726 3.438 3.230 3.072
9 240.5 19.38 8.812 5.999 4.772 4.099 3.677 3.388 3.179 3.020
10 241.9 19.40 8.786 5.964 4.735 4.06 3.637 3.347 3.137 2.978
11 243 19.40 8.763 5.936 4.704 4.027 3.603 3.313 3.102 2.943
12 243.9 19.41 8.745 5.912 4.678 4 3.575 3.284 3.073 2.913
13 244.7 19.42 8.729 5.891 4.655 3.976 3.55 3.259 3.048 2.887
14 245.4 19.42 8.715 5.873 4.636 3.956 3.529 3.237 3.025 2.865
15 245.9 19.43 8.703 5.858 4.619 3.938 3.511 3.218 3.006 2.845
16 246.5 19.43 8.692 5.844 4.604 3.922 3.494 3.202 2.989 2.828
17 246.9 19.44 8.683 5.832 4.59 3.908 3.48 3.187 2.974 2.812
18 247.3 19.44 8.675 5.821 4.579 3.896 3.467 3.173 2.96 2.798
19 247.7 19.44 8.667 5.811 4.568 3.884 3.455 3.161 2.948 2.785
20 248 19.45 8.66 5.803 4.558 3.874 3.445 3.150 2.936 2.774
n1\n2 11 12 13 14 15 16 17 18 19 20
1 4.844 4.747 4.667 4.6 4.543 4.494 4.451 4.414 4.381 4.351
2 3.982 3.885 3.806 3.739 3.682 3.634 3.592 3.555 3.522 3.493
3 3.587 3.49 3.411 3.344 3.287 3.239 3.197 3.16 3.127 3.098
4 3.357 3.259 3.179 3.112 3.056 3.007 2.965 2.928 2.895 2.866
5 3.204 3.106 3.025 2.958 2.901 2.852 2.81 2.773 2.74 2.711
6 3.095 2.996 2.915 2.848 2.790 2.741 2.699 2.661 2.628 2.599
7 3.012 2.913 2.832 2.764 2.707 2.657 2.614 2.577 2.544 2.514
8 2.948 2.849 2.767 2.699 2.641 2.591 2.548 2.51 2.477 2.447
9 2.896 2.796 2.714 2.646 2.588 2.538 2.494 2.456 2.423 2.393
10 2.854 2.753 2.671 2.602 2.544 2.494 2.45 2.412 2.378 2.348
11 2.818 2.717 2.635 2.565 2.507 2.456 2.413 2.374 2.34 2.31
12 2.788 2.687 2.604 2.534 2.475 2.425 2.381 2.342 2.308 2.278
13 2.761 2.66 2.577 2.507 2.448 2.397 2.353 2.314 2.28 2.250
14 2.739 2.637 2.554 2.484 2.424 2.373 2.329 2.29 2.256 2.225
15 2.719 2.617 2.533 2.463 2.403 2.352 2.308 2.269 2.234 2.203
16 2.701 2.599 2.515 2.445 2.385 2.333 2.289 2.250 2.215 2.184
17 2.685 2.583 2.499 2.428 2.368 2.317 2.272 2.233 2.198 2.167
18 2.671 2.568 2.484 2.413 2.353 2.302 2.257 2.217 2.182 2.151
19 2.658 2.555 2.471 2.4 2.34 2.288 2.243 2.203 2.168 2.137
20 2.646 2.544 2.459 2.388 2.328 2.276 2.230 2.191 2.155 2.124
Tabella E.4: Tabella del’integrale della distribuzione F in funzione del nume-
ro dei gradi di liberta` n1, indice delle righe e n2, indice delle colonne. I numeri
in tabella indicano per quale valore di x si ha che
∫ x
0
F (n1, n2, u)du = 0.95.
93
