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Abstract
We consider the dynamics of a probe fermion charged under a U(1) Maxwell field
and a two form potential B(2) in a five dimensional gravity background. The gravity
background is constructed from a new solution we find of type IIB supergravity. This
new solution is expected to be dual to non–commutative Yang–Mills theory in the
’t Hooft limit with global U(1) currents. We study the zero frequency, near horizon
behavior of the fermion, where the equations of motion reduce to that of two interacting
fermions in AdS2 with an electric field. We show that the operator dimensions in
the AdS2 space are complex, leading to the two components of the retarded Green’s
function in the dual theory to be complex conjugates of each other. In order to preserve
unitarity, this result implies there are no zero frequency quasinormal modes in our
system. This has important implications for generalizations of recent holographic Fermi
liquid setups with AdS2 regions, as it suggests that infinite lifetime excitations can have
energies above/below the chemical potential. Therefore, the Fermi energy may not be
uniquely set by the chemical potential. Furthermore, since the gravity background
breaks rotational symmetry along the spatial directions of the dual Yang–Mills theory,
we do not expect the Fermi surface to be spherical in shape in momentum space.
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1 Introduction
The formulation of the AdS/CFT correspondence [1, 2, 3] has provided the best understood
example of holography. Among the novel features of this duality is that it is an example of a
strong/weak coupling duality, mapping strongly coupled physics in a non–gravitational the-
ory to weakly coupled physics in a gravitational theory and vice versa. The correspondence
has been generalized to include various parameters of interest in physics, such as temper-
ature [4] and finite U(1) chemical potential [5], which are dual to having black holes with
event horizons and electrical charge respectively. Such generalizations of the correspondence
(referred generally as gauge/gravity dualities) provide us with a new tool to probe strongly
coupled physics. In particular, various novel phenomena in condensed matter physics are
believed to be strongly coupled (see for example, refs. [6, 7]), and the correspondence may
be able to shed some light on these phenomena.
To that end, there has been a lot of interest in building gravity models that capture
some of the physics of interest in condensed matter systems. An excellent example of this
is the work done on holographic superconductivity [8, 9], where an abelian scalar–Maxwell
sector in the gravity theory can be shown to spontaneously break the global U(1) symmetry
in the dual gauge theory. Although the broken symmetry is global in nature (so technically
it is a superfluid), it can be weakly gauged and shown to still capture the relevant physics
of superconductivity [10].
Another example is recent work on studying probe fermions in Reissner–Nordstro¨m
backgrounds [11, 12]. At zero temperature, studies reveal the presence of a pole in the
spectral function reminiscent of quasiparticle excitations near Fermi surfaces. The pole
is found at ω = 0 and finite spatial momentum, where ω is identified to be the energy
above/below the Fermi energy EF , which is set by the chemical potential µ. The pole
exhibits a dispersion relation that deviates drastically from that expected from Landau
theory, which fits nicely with the fact that it must be strongly–coupled in nature by the
gauge/gravity correspondence. In ref. [13], it was shown that many of the properties of the
quasiparticle pole are determined by the AdS2 near horizon, ω → 0 limit of the geometry.
Furthermore, the peak in the spectral function appears to show the expected broadening
behavior for a Fermi surface excitation at finite temperature [14].
Of course, these results come with several caveats. It is known that the Reissner–
Nordstro¨m background is not the thermodynamically favored state at zero temperature [5];
in addition, recent holographic superconductor studies have shown that a phase transition
occurs before T = 0 [8, 9, 10], so even at finite temperature one would perhaps expect a
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“hairy” black hole and not Reissner–Nordstro¨m. For these reasons and others, either the
Reissner–Nordstro¨m background is not the correct background to be studying or the Fermi
surface may simply not be accessible in these systems.
Nevertheless, the probe fermion in Reissner–Nordstro¨m provides us with a simple sys-
tem that captures many of the features of a Fermi liquid that we hope to extract. By studying
what gives rise to these desired features provides us with valuable insight into searching for
realistic gravity duals of Fermi liquids (see for example, ref. [15]). The phenomenological
approach to the holographic superconductor is a good example of this process where the con-
sistent embedding into string theory [16, 17, 18] was only found after the phenomenological
studies. It is with this philosophy that we approach our problem.
In further studies of the holographic Fermi liquid setup of ref. [12], it was shown in
ref. [19, 20] that in the presence of a background magnetic field, the quasiparticle pole is
shifted away from ω = 0 for a certain class of solutions. This deviation from ω = 0 was
observed by solving the partial differential equations for the fermions numerically, so we wish
to study a system with analogous properties but with simpler equations of motion that we can
study analytically. To that end, we propose to accomplish this with a background with a two
form potential B(2) with components along the AdS5 space. We want our background to have
an AdS2 near horizon geometry in order to relate our observations to the holographic Fermi
liquid results of ref. [13]. This can be accomplished by having an electrically charged black
hole. We find a new ten dimensional solution to the type IIB supergravity action with these
properties; the background can be generated by performing the T–duality transformations of
refs. [21, 22] on the spinning D3–brane solution [23, 24]. This background is expected to be
dual to non–commutative Yang–Mills theory in the ’t Hooft limit with global U(1) currents
turned on. From the ten dimensional solution, we construct a five dimensional background
that inherits the features we desire.
We probe the five dimensional background with a Dirac field charged under the U(1)
gauge field and the B(2) field. In the near horizon limit, the four component Dirac field can be
viewed as a pair of two component Dirac fields in AdS2 with an interaction term controlled
by B(2). This interaction term leads to some novel results for the quasinormal modes of
the system with implications to the excitations of the underlying Fermi surface, which we
summarize next. The interaction splits the degeneracy in the operator dimension that exists
when the B(2) term is absent. The operator dimension is found to be complex, rather than
simply pure real or pure imaginary. Assuming the retarded Green’s function retains the
form proposed in ref. [13] and assuming one can extract the value of the sources and vacuum
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expectations values (vevs) of the dual operators, we find that the two components of the
retarded Green’s function matrix at ω = 0 are complex conjugates of each other. This result
implies that we generically have a negative spectral function (proportional to the imaginary
part of the retarded Green’s function) at ω = 0, which is disallowed by unitarity. Since
the energy for infinite lifetime excitations is given by E = ω + µ, this suggests that that
the Fermi energy is not equal to the chemical potential. Finally, since the probe fermion
is in a background that does not have rotational symmetry in the three spatial directions
perpendicular to the AdS radial coordinate and the time coordinate, we expect the Fermi
surface not to be spherical in shape in momentum space.
The paper is organized as follows. In section 2, we present our ten dimensional
supergravity solution and find a five dimensional action whose solution captures the elements
of the ten dimensional solution that we desire. In section 3, we present our probe fermion
calculation and work out the equations of motion for the fermion. In section 4, we study
the ω → 0 limit of our probe fermion and relate it to the physics of spinors in AdS2. In
section 5, we make our assumption on the form of the retarded Green’s function and study
the consequences that result by using properties of the solutions we have found. Finally, in
section 6 we summarize our findings and conclusions.
2 The Gravity Background
2.1 The Ten Dimensional Solution
The type IIB action in ten dimensions is given by:
SIIB =
1
2κ20
∫
d10x
√−G
{
e−2Φ
(
R+ 4∂µΦ∂µΦ− 1
2
|H(3)|2
)
− 1
2
|F˜(3)|2 − 1
4
|F˜(5)|2
}
− 1
4κ20
∫
C(4) ∧H(3) ∧ F(3) , (1)
where we are using the convention that:
|G(p)|2 = 1
p!
(
G(p)
)µ1...µp (G(p))µ1...µp ,
F(p) = dC(p−1) , H(3) = dB(2) , F˜(3) = F(3) − C(0) ∧H(3) , F˜(5) = F(5) +B(2) ∧ F(3) .
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We propose the following new ten dimension solution (in string frame):
ds2
R2
= −v2f(v)dt2 + v2dx21 +
v2
1 + a4v4
(
dx22 + dx
2
3
)
+
dv2
v2f(v)
+
3∑
i=1
(
dµ2i + µ
2
i (dφi − Atdt)2
)
,
f(v) = 1− v
4
H(v
2 − q2)
v6
, C(2) = −R
2
gs
a2
(
v4dt+ qv2H
3∑
i=1
µ2idφi
)
∧ dx1 ,
B(2) = R
2 a
2v4
1 + a4v4
dx2 ∧ dx3 , e2Φ = g
2
s
1 + a4v4
, At =
qv2H
v2
,
µ1 = sin θ , µ2 = cos θ sinψ , µ3 = cos θ cosψ , 0 ≤ θ ≤ pi/2 , 0 ≤ ψ ≤ 2pi ,
C
(4)
tx1x2x3 =
R4
gs
v4 , C
(4)
ψφ2φ3φ1
=
R4
gs
µ2µ3 cos
2 θ , C
(4)
φix1x2x3
=
R4
gs
v2Hqµ
2
i , i = 1, 2, 3 ,
C
(4)
tψφ1φ3
= C
(4)
tψφ2φ1
=
R4
gs
Atµ
2
1µ2µ3 , C
(4)
tθφ1φ3
=
R4
gs
Atµ1µ3 cosψ ,
C
(4)
tθφ1φ2
=
R4
gs
Atµ1µ2 sinψ , C
(4)
tψφ2φ3
=
R4
gs
Atµ2µ3 cos
2 θ . (2)
In the coordinates we are using, (v, q, vH) have units of inverse length and (a, t, xi) have
units of length. As indicated in the introduction, we can construct this solution by following
the sequence of T–duality transformations proposed in refs. [21, 22]. By starting with the
spinning D3–brane solution with equal angular momenta along the Cartan U(1)3 of SO(6)
[23, 24], the solution is constructed by performing a T–duality transformation along the x2
direction, which results in smeared D2–branes on a tilted torus, then T-dualizing back on the
x3 direction. Our ten dimensional solution in equation (2) limits nicely to known solutions.
By setting q = 0, we recover the non–extremal solution of ref. [21]1, which is dual to strongly
coupled non–commutative Yang–Mills theory in the ’t Hooft limit. The non–commutativity
in the dual field theory is in the (x2, x3) directions, i.e.:
[x2, x3] ∼ a2 . (3)
By setting a = 0, we recover the spinning D3–brane solution with equal angular momenta,
which is dual to strongly coupled Yang–Mills theory in the ’t Hooft limit with global U(1)
currents [5]. Therefore, we expect our background to be dual to strongly coupled non–
commutative Yang–Mills theory in the ’t Hooft limit with U(1) global currents.
1We use a slightly different convention than ref. [21] such that our solution for C(2) has a negative sign.
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2.2 Constructing the Five Dimensional Solution and Action
The ten dimensional solution (in string frame) in equation (2) has the same off–diagonal
components in the metric as the spinning D3–brane with equal momenta. For this reason, it
is natural to expect that the dimensional reduction on the five sphere should give the same
result as in the spinning D3–brane case, which is to produce a non–zero time component for
the gauge field in the five dimensional theory. The B(2) form in the ten dimensional solution
has no support on the five sphere, so we expect it to be untouched by the reduction. The C(2)
form does have support on the five sphere, so we can expect that the reduction introduces
a new vector field in the five dimensional theory. Finally, since this reduction was on the
string frame solution, we need to redefine the metric to be in Einstein frame. This is done
by:
Gµν = e
− 4
3
ΦGstµν . (4)
On these grounds, we expect the five dimensional solution (in Einstein frame) to be given
by:
ds2
R2
= g−4/3s
(
1 + a4v4
)2/3(−v2f(v)dt2 + v2dx21 + v21 + a4v4 (dx22 + dx23)+ dv
2
v2f(v)
)
,
C(2) = −R
2a2v4
gs
dt ∧ dx1 , B(2) = R2 a
2v4
1 + a4v4
dx2 ∧ dx3 ,
e2Φ = g2se
2Φ˜ =
g2s
1 + a4v4
, A(1) =
Rqv2H
v2
dt , F(2) = dA(1) =
2Rqv2H
v3
dt ∧ dv ,
A˜(1) =
2Ra2v2Hq
gs
dx1 , F˜(2) = dA˜(1) = 0 , f(v) = 1− v
2 − q2
v6
v4H , (5)
where for now, we explicitly keep powers of gs. We wish to construct the five dimensional
action whose equations of motion give rise to the solution in equation (5). We know that the
spinning D3–brane solution with equal momenta reduces to a solution of Einstein–Maxwell
theory with a cosmological constant, so we expect our solution to be a heavily decorated
version of this. We motivate the various pieces of it in what follows. First, we can expect
the kinetic terms for the dilaton, B(2), and C(2) fields to be largely unchanged from what
they were in the ten dimensional action, except for their overall coefficient that is modified
by the metric redefinition of equation (4). We write this piece as:
S1 ∼
∫
d5x
√−G
(
R− 4
3
∂µΦ˜∂
µΦ˜− e
− 8
3
Φ˜
12
H
(3)
µνλH
µνλ
(3) −
e−
2
3
Φ˜
12
F
(3)
µνλF
µνλ
(3)
)
. (6)
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In five dimensions, we can write Chern–Simons terms involving B(2), C(2), A(1), A˜(1), and
their field strengths. Therefore, we can write another piece of the action as:
S2 ∼ 2
gsR
∫ (
B(2) ∧ F(3) − C(2) ∧H(3)
)− 1
R
∫
d
(
1
gs
B(2) − C(2)
)
∧A(1) ∧ A˜(1)
+
1
R
∫ ((
1
gs
B(2) − C(2)
)
∧ F(2) ∧ A˜(1) +
(
1
gs
B(2) − C(2)
)
∧A(1) ∧ F˜(2)
)
, (7)
where the particular form is motivated by the sl(2,R) structure present in ten dimensions
as well as gauge invariance. Finally, we expect kinetic terms and possible interaction terms
for the fields A(1) and A˜(1). We write these as:
S3 ∼
∫
d5x
√−G
(
−1
4
(
e−
4
3
Φ +
2
g2s
e
2
3
Φ
)
F (2)µν F
µν
(2) − cF˜ (2)µν F˜ µν(2) −
1
R2
e2ΦA˜(1)µ A˜
µ
(1)
+
20
R2
e
4
3
Φ − 8
g2sR
2
e
10
3
Φ
)
. (8)
The exact form of the coefficients in equation (8) are chosen so that equation (5) is a solution
of the equations of motion derived from the action S1 + S2 + S3. Because of this ad hoc
construction, we are unable to determine the overall factor c of the kinetic term of A˜(1)
as it does not contribute to any of the equations of motion for our solution. We wish to
emphasize that all the action terms have an overall power of g−2s , which is exactly what we
should expect in order to define Newton’s constant GN in five dimensions. Therefore, we
can make the following redefinition:
Gµν → g−4/3s Gµν , C(2) →
1
gs
C(2) , A˜(1) → 1
gs
A˜(1) , (9)
such that our five dimensional action is given by:
16piG5S5d =
∫
d5x
√−G
(
R− 4
3
∂µΦ˜∂
µΦ˜ +
20
R2
e
4
3
Φ˜ − 8
R2
e
10
3
Φ˜ − e
− 8
3
Φ˜
12
H
(3)
µνλH
µνλ
(3)
−e
− 2
3
Φ˜
12
F
(3)
µνλF
µνλ
(3) −
1
4
(
e−
4
3
Φ˜ + 2e
2
3
Φ˜
)
F (2)µν F
µν
(2) − cF˜ (2)µν F˜ µν(2) −
1
R2
e2Φ˜A˜(1)µ A˜
µ
(1)
)
+
2
R
∫ (
B(2) ∧ F(3) − C(2) ∧H(3)
)− 1
R
∫
d
(
B(2) − C(2)
) ∧A(1) ∧ A˜(1)
+
1
R
∫ ((
B(2) − C(2)
) ∧ F(2) ∧ A˜(1) + (B(2) − C(2)) ∧A(1) ∧ F˜(2)) .
where we have used that G5 =
pi
2R3N2
= (16piR5Vol(S5)/(2κ20g
2
s))
−1. A solution to the equa-
tions of motion derived from this action is equation (5) with gs set to one. Before proceeding
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with our probe computation, it is convenient to make the following field redefinition for the
U(1) gauge field A(1) such that:
A(1) → R√
3
A(1) . (10)
Furthermore, it is convenient to work in terms of dimensionless coordinates and parameters.
To this end, let us define:
z =
vH
v
, q → vHq , a→ v−1H a , (t, xi)→ (
t
vH
,
xi
vH
) . (11)
Under this change, the background can be written as:
ds2
R2
=
(
1 +
a4
z4
)2/3(
−f(z)
z2
dt2 +
dx21
z2
+
1
1 + a
4
z4
1
z2
(
dx22 + dx
2
3
)
+
dz2
z2f(z)
)
,
A
(1)
t =
√
3q
(
z2 − z20
)
, B(2)x2x3 =
a2R2
a4 + z4
, C
(2)
tx1 = −R2a2
(
1
z4
− 1
z40
)
, e2Φ˜ =
1
1 + a
4
z4
,
(12)
where we have included a constant gauge shift for At and Ctx1 in terms of the position of
the event horizon z0 such that At(z0) = 0 and C
(2)
tx1(z0) = 0 to ensure that the norm of these
fields is regular at the event horizon [25]. In these coordinates, f(z) is given by:
f(z) = q2z6 − z4 + 1 . (13)
The Hawking temperature is given by the usual Gibbons–Hawking calculus [26]:
T =
z30
2pi
(
3q2z20 − 2
)
. (14)
For our work, we are interested in working at zero temperature in order to have an AdS2
near horizon geometry. This corresponds to taking the extremal limit of our background,
which requires, in our dimensionless parameters:
q =
(
4
27
)1/4
. (15)
With this choice, the event horizon is at a radius of z0 = 3
1/4, and f(z)−1 exhibits the
expected double pole at the event horizon for the extremal limit:
f(z) = q2 (z − z0)2 (z + z0)2
(
z2 +
z20
2
)
. (16)
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The near horizon limit is taken as follows:
t =
τ
λ
, z0 − z =
√
3λ
12ξ
, z → z0 , λ→ 0, ξ finite , (17)
where λ is some parameter. This yields:
f(z)→
√
3λ2
12ξ2
, A
(1)
t → −
λ√
6ξ
≡ λed
ξ
, C
(2)
tx1 → −
R2a2z0λ
9ξ
. (18)
In this limit, our background becomes:
ds2 =
(
1 +
a4
z40
)2/3(
R2
12ξ2
(−dτ 2 + dξ2)+ R2
z20
dx21 +
1
1 + a
4
z40
R2
z20
(
dx22 + dx
2
3
))
B(2)x2x3 =
a2R2
a4 + z40
, C(2)τx1 = −
R2a2z0
9ξ
, A(1)τ =
ed
ξ
, e2Φ˜ =
1
1 + a
4
z40
. (19)
By defining:
R22 =
R2
12
(
1 +
a4
z40
)2/3
, (x2, x3)→
(
x2
1 + a
4
z40
,
x3
1 + a
4
z40
)
, (20)
we find that the near horizon geometry of our background is AdS2 × R3 with flux, where
the AdS2 has radius R2. We emphasize that the presence of the flux continues to break the
SO(3) symmetry in the three spatial directions x1,2,3.
3 The Probe Fermion
Let us now consider the Dirac action for a fermion in the zero temperature background given
in equations (12) and (16), and let us assume that this fermion is coupled to the U(1) gauge
field and the B(2) field as follows:
SD ∼ i
∫
d5x
(
Ψ¯ΓµDµΨ+ 1
8R
e−
4
3
Φ˜Ψ¯B(2)µν Γ
µνΨ−mΨ¯Ψ
)
, (21)
where Dµ and Γµν are given by:
Dµ = ∂µ + 1
4
ωµabΓ
ab − igA(1)µ , Γµν = Γ[µΓν] =
1
2
[Γµ,Γν ] . (22)
We use the convention where underlined indices are in the tangent space and indices that
are not underlined are in the bulk spacetime. Our choice for the form of the coupling term
between B(2) and the fermionic field is motivated by the five dimensional N = 8 supergravity
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action [27, 28, 29], where the fermions couple to the potentials and not the field strengths .
The classical equation of motion for the field Ψ is given by:(
ΓµDµ + 1
8R
e−
4
3
Φ˜B(2)µν Γ
µν −m
)
Ψ = 0 . (23)
Because the non–commutativity prevents us from setting the momenta in the (x2, x3) to
zero, we consider an ansatz where the momentum in the x1 direction vanishes
2:
Ψ = (−Gzz detG)−1/4 e−iωt+ik2x2+ik3x3
(
φ1
φ2
)
, (24)
and we choose the following basis for our gamma matrices:
Γt =
(
iσx 0
0 iσx
)
, Γx1 =
(
0 −σy
−σy 0
)
, Γx2 =
1√
k22 + k
2
3
( −k2σy −ik3σy
ik3σy k2σy
)
,
Γx3 =
1√
k22 + k
2
3
( −k3σy ik2σy
−ik2σy k3σy
)
, Γz =
( −σ3 0
0 −σ3
)
,
where σx,y,z are the Pauli matrices. This choice has the benefit of simplifying the following
term:
ik2Γ
x2 + ik3Γ
x3 =
√
k22 + k
2
3
( −iσy 0
0 iσy
)
. (25)
The equations of motion in this basis give:(√
f(z)∂z +
mR
z
(
1 +
a4
z4
)1/3(
σz 0
0 σz
)
− u
(
iσy 0
0 iσy
)
+ k
√
1 +
a4
z4
(
σx 0
0 −σx
)
+
ia2
4z3
(
0 σz
σz 0
))(
φ1
φ2
)
= 0 , (26)
where we have denoted k ≡
√
k22 + k
2
3 and u =
1√
f(z)
(ω + gAt) for simplicity. The last
term of equation (26) is the contribution from the B(2) potential. This term appears as an
interaction term between φ1 and φ2 in this basis. In addition, this term is the only imaginary
term in the equations of motion. If we complex conjugate the equations of motion, we recover
the original equations if we define:(
φ∗1
φ∗2
)
=
( −12×2 0
0 12×2
)(
φ1
φ2
)
. (27)
2Our ansatz would study only the k1 = 0 slice of the underlying Fermi surface (if it exists).
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4 The Near Horizon Limit
Let us take the near horizon limit given by equation (17) but with λ taken to be equal to ω.
We define:
z0√
12
√
1 +
a4
z40
k ≡ R2m¯ , a
2
24
≡ R2mB , (28)
such that the equations of motion for the fermion fields φ1,2 in the near horizon limit can be
written as:
ξ∂ξφ1
2
+mR2σzφ1
2
− iξ
(
1 +
ged
ξ
)
σyφ1
2
± R2m¯σxφ1
2
+ iR2mBσzφ2
1
= 0 , (29)
where the upper and lower subscripts on the index φ are associated with the upper and lower
sign respectively. We can recover the same equations by considering a pair of fermions in
AdS2. This can be accomplished with the following action:
S = i
∫
d2x
√−g [ψ¯1ΓαDαψ1 + ψ¯2ΓαDαψ2 −m (ψ¯1ψ1 + ψ¯2ψ2)
+im¯
(
ψ¯1Γψ1 − ψ¯2Γψ2
)− imB (ψ¯1ψ2 + ψ¯2ψ1)] , (30)
with:
ds2 =
R22
ξ2
(−dτ 2 + dξ2) , Dα = ∂α + 1
4
ωαabΓ
ab − igAα , Aτ = ed
ξ
,
Γτ = iσx , Γ
ξ = −σz , Γ = −σy ,
where we have used the trick of ref. [13] to write the contribution from the momentum term
as a time–reversal violating mass term. In fact, to recover the action of ref. [13], we simply
would set mB to zero. We emphasize that from our definitions of mB and m¯ in equation
(28) they are always greater than zero. Using an ansatz for the fields ψi of the form:
ψ1,2(τ, ξ) = e
−iωτξ1/2φ1,2(ω, ξ) , (31)
the equations of motion reduce to:
ξ∂ξφ1
2
+mR2σzφ1
2
− iξ
(
ω +
ged
ξ
)
σyφ1
2
± m¯R2σxφ1
2
+ iR2mBσzφ2
1
= 0 . (32)
This can be turned into exactly the form of equation (29) by scaling ξ → ξ/ω. We can solve
these equations analytically, and we refer the reader to appendix A for the details. Here, we
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simply quote the ξ → 0 limit of the solution when we impose ingoing boundary conditions
at ξ →∞:
lim
ξ→0
φ(ξ) ≡ lim
ξ→0
(
φ1
φ2
)
= A1
(
v1ξ
−ν− + v2ξ
ν−G(−)R
)
+ A2
(
v3ξ
−ν+ + v4ξ
ν+G(+)R
)
, (33)
where vi are the eigenvectors (given in equation (65)) of equation (32) in the limit of ξ → 0,
and the eigenvalues are written in terms of:
ν± = R2
(
−g
2e2d
R22
+m2 + m¯2 −m2B ± 2imB
√
m2 + m¯2
)1/2
. (34)
The quantities G(±)R are given by:
G(−)R = (2ω)2ν− e−ipiν−
Γ(−2ν−)Γ(1 + ν− − iged)
Γ(2ν−)Γ(1− ν− − iged)
R2 (m+ im¯)− iR2mBP + ν− + iged
R2 (m+ im¯)− iR2mBP − ν− + iged , (35)
G(+)R = (2ω)2ν+ e−ipiν+
Γ(−2ν+)Γ(1 + ν+ − iged)
Γ(2ν+)Γ(1− ν+ − iged)
R2 (m+ im¯) + iR2mBP + ν+ + iged
R2 (m+ im¯) + iR2mBP − ν+ + iged . (36)
If we impose outgoing wave boundary conditions at ξ →∞, the asymptotic solution has the
form of equation (33), but with G(±)R replaced by G(±)A :
G(−)A = (2ω)2ν− eipiν−
Γ(−2ν−)Γ(1 + ν− + iged)
Γ(2ν−)Γ(1− ν− + iged)
R2 (m− im¯)− iR2mBP¯ + ν− − iged
R2 (m− im¯)− iR2mBP¯ − ν− − iged , (37)
G(+)A = (2ω)2ν+ eipiν+
Γ(−2ν+)Γ(1 + ν+ + iged)
Γ(2ν+)Γ(1− ν+ + iged)
R2 (m− im¯) + iR2mBP¯ + ν+ − iged
R2 (m− im¯) + iR2mBP¯ − ν+ − iged . (38)
5 Properties of the Green’s Function
At this point, we assume that we can extract the source and vev of the dual operator from
the bulk fermion. This is not a trivial assumption since the asymptotic behavior of the
fields is very different in these gravity duals of non–commutative Yang–Mills theory. For
example, the asymptotic behavior of the scalar field is shown in ref. [21] to be in terms of
exponentials and not powers of the AdS radial coordinate. With this assumption in mind,
we follow the analysis of ref. [13] as to how to proceed. We separate the AdS radial direction
into an “inner” and “outer” region, with fermionic fields φI and φO in each respectively. The
equation of motion in the outer region is given by equation (26) and that in the inner region
is given by (32). If we take ω = 0 in the outer region and study the limit of z → z0, we find
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that it matches the limit of ξ → 0 of the equation of motion in the inner region. Therefore,
at the intersection of the two regions, we make the following identification:
φO(ω = 0, z → z0) = φI(ω, ξ → 0) . (39)
Furthermore, by assuming the following form for φO:
φO(ω, z) = η1(ω, z) + G(−)R (ω)η2(ω, z) + η3(ω, z) + G(+)R (ω)η4(ω, z) , (40)
and expanding ηi in powers of ω such as:
ηi(ω, z) = η
(0)
i (z) + ωη
(1)
i (z) + . . . , (41)
we can write the boundary condition at the intersection of the inner and outer region as
follows:
η
(0)
1 (z → z0) = v1
(√
3
12
1
z0 − z
)−ν−
, η
(0)
2 (z → z0) = v2
(√
3
12
1
z0 − z
)ν−
,
η
(0)
3 (z → z0) = v3
(√
3
12
1
z0 − z
)−ν+
, η
(0)
4 (z → z0) = v4
(√
3
12
1
z0 − z
)ν+
. (42)
We can find the boundary conditions for the higher order terms η
(n)
i for n > 0 by solving
the equation of motion in the outer region perturbatively in ω. Since each η
(0)
i corresponds
to an independent boundary condition, we can solve the equation of motion in the outer
region for each one separately. Therefore, one can presumably write a similar expression for
the retarded Green’s function (assuming the prescription for sources and vevs remains the
same) as in ref. [13] as:
G
(−)
R = K
b
(0)
1 + b
(1)
1 ω +O(ω
2) + G(−)R (ω)
(
b
(0)
2 + b
(1)
2 ω +O(ω
2)
)
a
(0)
1 + a
(1)
1 ω +O(ω
2) + G(−)R (ω)
(
a
(0)
2 + a
(1)
2 ω +O(ω
2)
) , (43)
G
(+)
R = K
b
(0)
3 + b
(1)
3 ω +O(ω
2) + G(+)R (ω)
(
b
(0)
4 + b
(1)
4 ω +O(ω
2)
)
a
(0)
3 + a
(1)
3 ω +O(ω
2) + G(+)R (ω)
(
a
(0)
4 + a
(1)
4 ω +O(ω
2)
) , (44)
where K is a constant and (a
(n)
i , b
(n)
i )’s are proportional to the sources and vevs extracted
from η
(n)
i at z → 0. For small ω, we write:
G
(−)
R ≈ K
b
(0)
1 + G(−)R (ω)b(0)2
a
(0)
1 + G(−)R (ω)a(0)2
, G
(+)
R ≈ K
b
(0)
3 + G(+)R (ω)b(0)4
a
(0)
3 + G(+)R (ω)a(0)4
. (45)
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If we define:
|R22
(
m2 + m¯2 −m2B
)− g2e2d| ± 2iR22mB√m2 + m¯2 = νeiθ± , (46)
we can write:
ν± =
{ −iν1/2eiθ∓/2 , when R22 (m2 + m¯2 −m2B)− g2e2d < 0
ν1/2eiθ±/2 , when R22 (m
2 + m¯2 −m2B)− g2e2d > 0
. (47)
The phase θ+ ranges from 0 to pi/2, and θ− ranges from −pi/2 to 0. When mB = 0, we have
that θ± = 0, and we recover the results of ref. [13] where ν± are either purely imaginary (in
the oscillatory region) or purely real (in the non–oscillatory region).
5.1 Oscillatory Region
For the case of R22 (m
2 + m¯2 −m2B) − g2e2d < 0, the complex ν± exist in the third and
fourth quadrant of the complex plane respectively. This region of parameter space is the
generalization of the oscillatory region of ref. [13]. The complex ν± and the functions G(±)R
satisfy the following properties:
ν∗± = −ν∓ ,
(
G(±)R (ω)
)∗
=
(
G(∓)A (ω∗)
)−1
. (48)
To make some headway, let us consider the case of m = 0. For this choice, we have:
v∗1
4
=
( −12×2 0
0 12×2
)
v4
1
, v∗2
3
=
( −12×2 0
0 12×2
)
v3
2
. (49)
This property under complex conjugation of the eigenvectors is similar to that of equation
(27), which we found restores the complex conjugated equations of motion to their original
form. Using this result, if we complex conjugate the initial conditions in equation (42), we
find the following relationship between the fields in the outer region:
η∗1
4
→ η4
1
, η∗2
3
→ η3
2
. (50)
We conclude that we must have the following relationship between the sources and vevs:
a∗1
4
= a4
1
, a∗2
3
= a3
2
, b∗1
4
= b4
1
, b∗2
3
= b3
2
, (51)
Using these results, we write the retarded Green’s function as follows:
G
(−)
R (ω) ≈ K
b
(0)
1
a
(0)
1
1 +
(
ω2ν−c
(−)
R
b
(0)
2
b
(0)
1
+ ω−2ν+(c
(+)
A )
−1 a
(0)
3
a
(0)
4
)
+ ω4Re(ν−)
b
(0)
2 a
(0)
3
b
(0)
1 a
(0)
4
(c
(+)
A )
−1c
(−)
R
|1 + ω2ν−c(−)R a
(0)
2
a
(0)
1
|2
, (52)
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G
(+)
R (ω) ≈ K
b
(0)
4
a
(0)
4
1 +
(
ω−2ν+(c
(+)
R )
−1 b
(0)
3
b
(0)
4
+ ω2ν−c
(−)
A
a
(0)
2
a
(0)
1
)
+ ω−4Re(ν+)
b
(0)
3 a
(0)
2
b
(0)
4 a
(0)
1
(c
(+)
R )
−1c
(−)
A
|1 + ω−2ν+(c(+)R )−1 a
(0)
3
a
(0)
4
|2
,
(53)
where we have defined:
G(±)R = ω2ν±c(±)R , G(±)A = ω2ν±c(±)A . (54)
and (c
(±)
R , c
(±)
A ) do not depend on ω. In calculating the expression for G
(+)
R in equation (53),
we have used the fact that G(+)R diverges for small ω because ν+ has a negative real part.
Setting ω to zero, we find:
G
(−)
R (ω = 0) = K
b1
a1
, G
(+)
R (ω = 0) = K
b4
a4
, (55)
and using equation (51), we have our main result that:(
G
(−)
R (ω = 0)
)∗
= G
(+)
R (ω = 0) . (56)
The key reason for this result is that when mB 6= 0, Re(ν+) < 0 so G(+)R (ω → 0) diverges.
This behavior is absent in the case of mB = 0, where the conclusion of equation (56) is
not reached. Since the equation of motion (26) is complex, we can imagine that generically,
the coefficients (ai, bi) are complex, and we can expect that one of the G
(±)
R has negative
imaginary part by equation (56). A negative spectral function is prohibited by unitarity, so
we are led to the conclusion that in the oscillatory regime when mB 6= 0, the limit of ω = 0
is not allowed, i.e. to study the case of Re(ω) → 0 in the gravity dual, one should have a
finite imaginary part for ω.
5.2 Non–Oscillatory Region
For the case when R22 (m
2 + m¯2 −m2B) − g2e2d ≥ 0, the complex ν± exist in the first and
fourth quadrant of the complex plane respectively. This case is a generalization of the non–
oscillatory region of ref. [13]. The complex ν± and G(±)R satisfy the following property:
ν∗± = ν∓ ,
(
G(±)R (ω)
)∗
=
(
G(∓)A (ω∗)
)
. (57)
We consider again the case of m = 0. For this choice, we have:
v∗1
3
=
( −12×2 0
0 12×2
)
v3
1
, v∗2
4
=
( −12×2 0
0 12×2
)
v4
2
. (58)
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Following the same arguments from the previous section we have that:
a∗1
3
= a3
1
, a∗2
4
= a4
2
, b∗1
3
= b3
1
, b∗2
4
= b4
2
. (59)
Calculating the retarded Green’s function gives:
G
(−)
R (ω) ≈ K
b
(0)
1
a
(0)
1
1 +
(
ω2ν−c
(−)
R
b
(0)
2
b
(0)
1
+ ω2ν+c
(+)
A
a
(0)
4
a
(0)
3
)
+ ω4Re(ν−)
b
(0)
2 a
(0)
4
b
(0)
1 a
(0)
3
c
(+)
A c
(−)
R
|1 + ω2ν−c(−)R a
(0)
2
a
(0)
1
|2
, (60)
G
(−)
R (ω) ≈ K
b
(0)
3
a
(0)
3
1 +
(
ω2ν+c
(+)
R
b
(0)
4
b
(0)
3
+ ω2ν−c
(−)
A
a
(0)
2
a
(0)
1
)
+ ω4Re(ν+)
b
(0)
4 a
(0)
2
b
(0)
3 a
(0)
1
c
(−)
A c
(+)
R
|1 + ω2ν+c(+)R a
(0)
4
a
(0)
3
|2
. (61)
Again, we find that : (
G
(−)
R (ω = 0)
)∗
= G
(+)
R (ω = 0) . (62)
Recall again that when mB 6= 0, the equation of motion is complex, so generically (ai, bi) are
complex and Im(G
(±)
R (ω = 0)) have opposite signs (if the terms are non–zero). Therefore,
we are led to the same conclusion as that of the previous section that, by unitarity, we must
have a finite imaginary part for ω if the real part is zero. We reiterate that when mB = 0,
the boundary conditions and equations of motion are real so the coefficients (ai, bi) are real
as well; then equation (62) is simply the statement that the imaginary part of the retarded
Green’s function is zero.
6 Conclusion
We have studied a probe fermion charged under a U(1) gauge field and a two form potential
B(2) in a gravity background dual to strongly coupled non–commutative Yang–Mills theory in
the ’t Hooft limit with U(1) global currents turned on. The background is a five dimensional
solution of an effective action we construct, where the five dimensional solution is motivated
by a new ten dimensional solution of type IIB supergravity that we found. In the near horizon
AdS2 region, the B(2) potential appears as an interaction term between two fermions (which
form the full spinor in the AdS5 space). The two operator dimensions ν± extracted from the
asymptotic behavior in the AdS2 region are complex (as opposed to being simply pure real
or pure imaginary), and they lie either in the third and fourth quadrant (in the oscillatory
region) or the first and fourth quadrant (in the non–oscillatory region) of the complex plane.
By assuming that the Green’s function in the AdS5 space retains the same form as that
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from the usual AdS/CFT dictionary and using properties of the equations of motion, we
find that the two elements G
(±)
R of the retarded Green’s function are complex conjugates
of each other at ω = 0 in both the oscillatory and non–oscillatory regions. Therefore, one
expects generically that one of the elements of the retarded Green’s function has negative
imaginary part at ω = 0. This violates unitarity, and leads us to the conclusion that in order
to study the zero frequency limit in the dual gauge theory, one has to have a finite imaginary
part for ω as the real part is sent to zero in the dual gravity description. In other words, at
Re(ω) = 0, if a quasinormal mode exists, it must have a finite lifetime (if Im(ω∗) < 0) or be
unstable (if Im(ω∗) > 0).
A novel property of our setup is that it is an example of a case where the dynamics
in the transverse space to the AdS2 can greatly modify the behavior of the retarded Green’s
function in the ω → 0 limit. The flux in the (x2, x3) directions breaks the SO(3) symmetry of
the three spatial directions in the dual Yang–Mills theory, which suggests that the underlying
Fermi surface (if it exists) is not spherical in shape. Our ansatz only explores the k1 = 0
slice of this surface, but a more general ansatz could explore the full shape of the surface.
Furthermore, the dynamics in the transverse space give rise to the result that excitations
with infinite lifetimes must occur at finite ω. If we identify ω as the energy above/below
the chemical potential, this result implies that the Fermi energy is not equal to the chemical
potential. Modes with this behavior were found in the work of refs. [19, 20], where the
fermion was coupled to a U(1) magnetic field. Our study provides a framework to perhaps
understand why zero frequency modes did not appear in that work. The presence of the
magnetic field may have forced the dimension of the operators in the AdS2 region to be
complex, as the system in this paper does. This would push the long lived excitations to
have energies above the chemical potential rather than at the chemical potential.
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A Solving the Equations of Motion
The asymptotic ξ → 0 behavior of the equations of motion given in equation (32) is:
ξ∂ξφ1 = −R2
(
m m¯− ged
R2
m¯+ ged
R2
−m
)
φ1 −R2
(
imB 0
0 −imB
)
φ2 ,
ξ∂ξφ2 = −R2
(
m −m¯− ged
R2−m¯+ ged
R2
−m
)
φ2 −R2
(
imB 0
0 −imB
)
φ1 . (63)
Solving these equations reduces to finding the eigenvalues and eigenvectors of a 4×4 matrix.
The solution is given by:
φ ≡
(
φ1
φ2
)
= A1ξ
−ν−v1 + A2ξ
ν−v2 + A3ξ
−ν+v3 + A4ξ
ν+v4 , (64)
where vi are the eigenvectors given by:
v1 =


−β(−)+
−α−
γ
(−)
+
mged − ν−m¯

 , v2 =


−β(−)−
−α−
γ
(−)
−
mged + ν−m¯

 ,
v3 =


β
(+)
+
α+
γ
(+)
+
mged − ν+m¯

 , v4 =


β
(+)
−
α+
γ
(+)
−
mged + ν+m¯

 , (65)
and we have defined:
ν± = R2
(
−g
2e2d
R22
+m2 + m¯2 −m2B ± 2imB
√
m2 + m¯2
)1/2
,
α± =
(√
m2 + m¯2 (ged +Rm¯)± iRm¯mB
)
,
β
(+)
± =
(√
m2 + m¯2 (Rm± ν+) + iRmmB
)
,
β
(−)
± =
(√
m2 + m¯2 (Rm± ν−)− iRmmB
)
,
γ
(+)
± = R(m
2 + m¯2) + gedm¯+ iRmB
√
m2 + m¯2 ±mν+ ,
γ
(−)
± = R(m
2 + m¯2) + gedm¯− iRmB
√
m2 + m¯2 ±mν− .
The eigenvectors (v1, v2) are linearly independent from (v3, v4); however, v1 is not linearly
independent from v2, and v3 is not linearly independent from v4. When mB = 0, the
four eigenvalues reduce to two distinct eigenvalues with multiplicity two, and our choice of
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eigenvectors is degenerate and must be chosen differently. We emphasize that we choose a
different basis for our eigenvectors than ref. [13]. It is convenient to write the equations of
motion in terms of a second order differential equation given by:
ξ2∂2ξφ+ ξ∂ξφ =
(
R22
(
m2 + m¯2 −m2B
)− (ξω + ged)2)
(
1 0
0 1
)
φ
+
(
iωξσy −2R22mmB − 2iR22mm¯σy
−2R22mmB + 2iR22mm¯σy iωξσy
)
φ . (66)
To diagonalize the equations, we change our basis as follows:
φ(ξ) = Pφ˜(ξ) , (67)
with the matrix P given by:
P =


−iP iP¯ i −i
−P −P¯ 1 1
i −i iP−1 −iP¯−1
1 1 P−1 P¯−1

 , (68)
where:
P =
√
m+ im¯
m− im¯ , P¯ =
√
m− im¯
m+ im¯
. (69)
This leads to the following diagonalized equations of motion:
ξ2∂2ξ φ˜1 + ξ∂ξφ˜1 =
(
R22
(√
m2 + m¯2 − imB
)2
− iωξ − (ξω + ged)2
)
φ˜1 ,
ξ2∂2ξ φ˜2 + ξ∂ξφ˜2 =
(
R22
(√
m2 + m¯2 − imB
)2
+ iωξ − (ξω + ged)2
)
φ˜2 ,
ξ2∂2ξ φ˜3 + ξ∂ξφ˜3 =
(
R22
(√
m2 + m¯2 + imB
)2
− iωξ − (ξω + ged)2
)
φ˜3 ,
ξ2∂2ξ φ˜4 + ξ∂ξφ˜4 =
(
R22
(√
m2 + m¯2 + imB
)2
+ iωξ − (ξω + ged)2
)
φ˜4 . (70)
Let us make the substitution:
φ˜1 = e
iωξξ−ν−ψ˜1 , φ˜2 = e
iωξξ−ν−ψ˜2 , φ˜3 = e
iωξξ−ν+ψ˜3 , φ˜4 = e
iωξξ−ν+ψ˜4 . (71)
We are choosing ingoing wave boundary conditions at ξ → ∞ since we are interested in
calculating the retarded Green’s function [30, 31]. With this substitution, the equations of
motion are now given by:
ξ∂2ξ ψ˜1 + (1− 2ν− + 2iωξ)∂ξψ˜1 + 2iω (1− iged − ν−) ψ˜1 = 0 ,
ξ∂2ξ ψ˜2 + (1− 2ν− + 2iωξ)∂ξψ˜2 + 2iω (−iged − ν−) ψ˜2 = 0 ,
ξ∂2ξ ψ˜3 + (1− 2ν+ + 2iωξ)∂ξψ˜3 + 2iω (1− iged − ν+) ψ˜3 = 0 ,
ξ∂2ξ ψ˜4 + (1− 2ν+ + 2iωξ)∂ξψ˜4 + 2iω (−iged − ν+) ψ˜4 = 0 . (72)
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Changing variables to ζ = −2iωξ, we recover Kummer’s equations for all four fields:
ζ∂2ζ ψ˜i + (bi − ζ) ∂ζψ˜i − aiψ˜i = 0 , (73)
with:
a1 = 1− iged − ν− , a2 = −iged − ν− , a3 = 1− iged − ν+ , a4 = −iged − ν+ ,
b1 = b2 = 1− 2ν− , b3 = b4 = 1− 2ν+ .
The solutions to equation (73) are given by:
ψ˜i = ci
(
M(ai, bi, ζ) + diζ
1−biM(ai − bi + 1, 2− bi, ζ)
)
, (74)
where M(a, b, z) is Kummer’s function of the first kind, also known as the confluent hy-
pergeometric function3. Its normalization is such that M(a, b, 0) = 1. To match to the
eigenvectors given in equation (65), we take:
c1 = −iA1 (m− im¯)
2
(R (m+ im¯) + iged − iRmBP + ν−) ,
c2 = i
A1 (m+ im¯)
2
(
R (m− im¯)− iged − iRmBP¯ + ν−
)
,
c3 = −iA2
√
m2 + m¯2
2
(R (m+ im¯) + iged + iRmBP + ν+) ,
c4 = i
A2
√
m2 + m¯2
2
(
R (m− im¯)− iged + iRmBP¯ + ν+
)
,
and for regularity of the solution at ξ →∞, we take:
di =
Γ(bi − 1)Γ(1 + ai − bi)
Γ(1− bi)Γ(ai) .
With these choices, we find that the solution has ξ → 0 asymptotic behavior given by
equation (33). We can calculate the advanced Green’s function in a similar fashion. Instead
of the ingoing wave boundary conditions, we choose outgoing wave boundary conditions for
our fields, i.e.:
φ˜1 = e
−iωξξ−ν−ψ˜1 , φ˜2 = e
−iωξξ−ν+ψ˜2 , φ˜3 = e
−iωξξ−ν−ψ˜3 , φ˜4 = e
−iωξξ−ν+ψ˜4 . (75)
3For properties of the confluent hypergeometric function, see for example ref. [32]
20
References
[1] J. M. Maldacena, “The large N limit of superconformal field theories and
supergravity,” Adv. Theor. Math. Phys. 2 (1998) 231–252, hep-th/9711200.
[2] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2 (1998)
253–291, hep-th/9802150.
[3] S. S. Gubser, I. R. Klebanov, and A. M. Polyakov, “Gauge theory correlators from
non-critical string theory,” Phys. Lett. B428 (1998) 105–114, hep-th/9802109.
[4] E. Witten, “Anti-de Sitter space, thermal phase transition, and confinement in gauge
theories,” Adv. Theor. Math. Phys. 2 (1998) 505–532, hep-th/9803131.
[5] A. Chamblin, R. Emparan, C. V. Johnson, and R. C. Myers, “Charged AdS black
holes and catastrophic holography,” Phys. Rev. D60 (1999) 064018, hep-th/9902170.
[6] C. M. Varma, Z. Nussinov, and W. van Saarloos, “Singular Fermi Liquids,” Physics
Reports 361 (2002) 267.
[7] T. Senthil, “Critical Fermi surfaces and non-Fermi liquid metals,” Phys. Rev. B 78
(Jul, 2008) 035103.
[8] S. S. Gubser, “Breaking an Abelian gauge symmetry near a black hole horizon,”
0801.2977.
[9] S. A. Hartnoll, C. P. Herzog, and G. T. Horowitz, “Building a Holographic
Superconductor,” Phys. Rev. Lett. 101 (2008) 031601, 0803.3295.
[10] S. A. Hartnoll, C. P. Herzog, and G. T. Horowitz, “Holographic Superconductors,”
JHEP 12 (2008) 015, 0810.1563.
[11] S.-S. Lee, “A Non-Fermi Liquid from a Charged Black Hole: A Critical Fermi Ball,”
Phys. Rev. D79 (2009) 086006, 0809.3402.
[12] H. Liu, J. McGreevy, and D. Vegh, “Non-Fermi liquids from holography,” 0903.2477.
[13] T. Faulkner, H. Liu, J. McGreevy, and D. Vegh, “Emergent quantum criticality, Fermi
surfaces, and AdS2,” 0907.2694.
21
[14] M. Cubrovic, J. Zaanen, and K. Schalm, “Fermions and the AdS/CFT correspondence:
quantum phase transitions and the emergent Fermi-liquid,” 0904.1993.
[15] S. A. Hartnoll, J. Polchinski, E. Silverstein, and D. Tong, “Towards strange metallic
holography,” 0912.1061.
[16] S. S. Gubser, C. P. Herzog, S. S. Pufu, and T. Tesileanu, “Superconductors from
Superstrings,” 0907.3510.
[17] J. P. Gauntlett, J. Sonner, and T. Wiseman, “Holographic superconductivity in
M-Theory,” 0907.3796.
[18] S. S. Gubser, S. S. Pufu, and F. D. Rocha, “Quantum critical superconductors in
string theory and M- theory,” 0908.0011.
[19] T. Albash and C. V. Johnson, “Holographic Aspects of Fermi Liquids in a Background
Magnetic Field,” 0907.5406.
[20] T. Albash and C. V. Johnson, “Landau Levels, Magnetic Fields and Holographic
Fermi Liquids,” 1001.3700.
[21] J. M. Maldacena and J. G. Russo, “Large N limit of non-commutative gauge theories,”
JHEP 09 (1999) 025, hep-th/9908134.
[22] A. Hashimoto and N. Itzhaki, “Non-commutative Yang-Mills and the AdS/CFT
correspondence,” Phys. Lett. B465 (1999) 142–147, hep-th/9907166.
[23] P. Kraus, F. Larsen, and S. P. Trivedi, “The Coulomb branch of gauge theory from
rotating branes,” JHEP 03 (1999) 003, hep-th/9811120.
[24] M. Cvetic et al., “Embedding AdS black holes in ten and eleven dimensions,” Nucl.
Phys. B558 (1999) 96–126, hep-th/9903214.
[25] S. Kobayashi, D. Mateos, S. Matsuura, R. C. Myers, and R. M. Thomson,
“Holographic phase transitions at finite baryon density,” JHEP 02 (2007) 016,
hep-th/0611099.
[26] G. W. Gibbons and S. W. Hawking, “Classification Of Gravitational Instanton
Symmetries,” Commun. Math. Phys. 66 (1979) 291–310.
22
[27] M. Gunaydin, L. J. Romans, and N. P. Warner, “Gauged N=8 Supergravity in
Five-Dimensions,” Phys. Lett. B154 (1985) 268.
[28] M. Gunaydin, L. J. Romans, and N. P. Warner, “Compact and Noncompact Gauged
Supergravity Theories in Five-Dimensions,” Nucl. Phys. B272 (1986) 598.
[29] M. Pernici, K. Pilch, and P. van Nieuwenhuizen, “Gauged N=8 D=5 Supergravity,”
Nucl. Phys. B259 (1985) 460.
[30] D. T. Son and A. O. Starinets, “Minkowski-space correlators in AdS/CFT
correspondence: Recipe and applications,” JHEP 09 (2002) 042, hep-th/0205051.
[31] N. Iqbal and H. Liu, “Real-time response in AdS/CFT with application to spinors,”
0903.2596.
[32] G. B. Arfken and H. J. Weber, Mathematical Methods for Physicists. Harcourt
Academic Press, 5th ed., 2001.
23
