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We analyze zero-lag and cluster synchrony of delay-coupled non-smooth dynamical systems by
extending the master stability approach, and apply this to networks of adaptive threshold-model
neurons. For a homogeneous population of excitatory and inhibitory neurons we find (i) that
subthreshold adaptation stabilizes or destabilizes synchrony depending on whether the recurrent
synaptic excitatory or inhibitory couplings dominate, and (ii) that synchrony is always unstable for
networks with balanced recurrent synaptic inputs. If couplings are not too strong, synchronization
properties are similar for very different coupling topologies, i.e., random connections or spatial
networks with localized connectivity. We generalize our approach for two subpopulations of neurons
with non-identical local dynamics, including bursting, for which activity-based adaptation controls
the stability of cluster states, independent of a specific coupling topology.
I. INTRODUCTION
Synchronization and cluster states in complex net-
works have been in the focus of intense research in
physics, biology, neuroscience, and technology [1–7]. The
key question is how the properties of the individual el-
ements, the type of the coupling, and the topology of
connections determine the collective dynamics.
A powerful technique to address this question is the
master stability function (MSF) formalism [8], which has
been developed for smooth coupled dynamical systems
to analyze full synchrony [9–12] and cluster states with
synchronized groups of elements [13–17]. In various ap-
plications, however, non-smooth dynamical systems arise
[18]. Examples include electronic circuits [19, 20], hybrid
control systems [21, 22], and biological networks [23–25].
Specifically in neuroscience, theoretical investigations of
neuronal network activity often involve neuron models
of the integrate-and-fire (IF) type, which include a dis-
continuity and non-smooth models of synaptic couplings
between them. IF models are commonly used in compu-
tational studies of network activity [26–32], and form the
hardware-elements of neuromorphic systems designed for
spike-based, brain-style computations [33, 34]. In this
contribution we develop an MSF formalism for delay-
coupled non-smooth dynamical systems, and we demon-
strate its potential by studying synchrony and cluster
states for recurrent networks of adaptive IF model neu-
rons.
II. NETWORK MODEL
Consider a network of N IF neurons which are coupled
by delayed synaptic currents. We choose the adaptive
exponential integrate-and-fire (aEIF) model [35], which
is a two-variable neuron model that can well reproduce
a variety of subthreshold dynamics and spike patterns
observed in cortical neurons [36–38]. The subthreshold
dynamics of each aEIF neuron is given by (i = 1, ..., N):
V˙i = −Vi + exp(Vi)− wi + I + λ
N∑
j=1
cijsj(t− τ), (1)
w˙i =
aVi − wi
τw
, s˙i = − si
τs
, (2)
where Vi is the membrane voltage, wi is the strength
of the adaptation current, and si is the strength of an
effective synaptic (output) current. Equation (1) effec-
tively describes the change of the membrane voltage of
each neuron in reaction to the ionic currents which flow
through its membrane. Five currents are taken into ac-
count (Eq. (1), left to right): The leak current, the fast
sodium current at spike initiation [39], an adaptation
current, which reflects slowly varying, activity-dependent
potassium currents, an external driving input I, and the
weighted sum of time-delayed synaptic input currents
caused by the other neurons in the network with overall
strength λ, weights cij , and delay τ . Equation (2), left,
quantifies, how the strength of the adaptation current
depends on the membrane potential, where a ≥ 0 and τw
is the adaptation time constant. If a neuron is activated,
the adaptation current increases, counteracting this ac-
tivation. Equation (2), right, describes the dynamics of
the synaptic current. The activation of a model synapse
decays exponentially with relaxation time τs.
When the membrane potential increases beyond a
threshold value Vth, an action potential (spike) is gen-
erated. IF models do not describe the dynamics of the
action potential explicitly. Instead, the synaptic out-
put current is incremented by 1 (indicating the spike)
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2AUTHOR SUMMARY
How synchronous states of complex networks depend
on properties of the network nodes, their coupling, and
the pattern of connections is of great interest across
several sciences; applications range from coupled lasers
to biological networks. A powerful method to address
this question is the master stability function formalism,
which can be used to efficiently predict the stability of
zero-lag and cluster synchrony for a wide range of con-
nection patterns. Here we extend this formalism to cou-
pled non-smooth dynamical systems, which, for example,
occur in electronic circuits, hybrid control systems, biol-
ogy, and particularly in neuroscience, where non-smooth
network models have a long history.
Applying our formalism to cortical network models we
identify activity-driven adaptation (a node property) as
a key factor which determines the stability of synchrony
largely independent of the specific pattern of connec-
tions. In particular, if couplings are not too strong, the
level of adaptation that guarantees stability of synchrony
in a model of a local cortical column (random connectiv-
ity) also predicts stability of global synchronous activity
in a model of a cortical region (spatially structured con-
nectivity) and vice versa. This is interesting because the
adaptation properties of neurons can be changed by the
neuromodulatory systems of the brain and thus provide a
mechanism to control the dynamics of cortical networks.
and the membrane potential is instantaneously reset to
a lower value Vr. For the aEIF neuron, the strength of
the adaptation current is also changed after the spike has
occurred. It is increased by a value of b ≥ 0 implement-
ing the mechanism of spike-based adaptation. Therefore,
the aEIF model takes two mechanisms for activity-based
adaptation into account, both of which are common to
real cortical neurons: A subthreshold mechanism, driven
by the increase of the membrane potential, and a spike-
based mechanism, which is activated every time a spike
has occurred. It has been shown that subthreshold adap-
tation can induce synchrony for pairs of symmetrically
coupled excitatory neurons [40, 41] and spike-dependent
adaptation can cause networks to split up into phase
locked clusters [42]. Here we examine under what con-
ditions the two adaptation mechanisms can (de)stabilize
synchrony and different cluster states for a wide range of
biologically plausible patterns of connections.
The network of aEIF model neurons, which we have
introduced above, is a typical example of a network of
non-smooth dynamical systems with time delays. These
networks can be described in general by two sets of equa-
tions, one for the dynamics of the network elements be-
tween the discontinuities,
x˙i = f(xi) +
N∑
j=1
cijh(xj,τ ) if ϕ(xi) 6= 0, (3)
and one for the jumps,
x+i = g(xi) if ϕ(xi) = 0, (4)
i = 1, . . . , N , xi ∈ Rm and xi,τ ≡ xi(t − τ). We assume
that xi(t) is piecewise continuous and that f , g, h are
differentiable vector functions [43]. ϕ is a scalar-valued,
differentiable function that indicates the occurrence of a
discontinuity, and x+i (t) ≡ lims↘t xi(s) denotes a right-
sided limit.
III. MASTER STABILITY FUNCTION FOR FULL
SYNCHRONY
We now extend the MSF formalism to non-smooth
dynamical systems as described by Eqs. (3) and
(4). We assume constant row sum of the cou-
pling matrix,
∑N
j=1 cij = c¯ ∀i. Then a zero-lag
synchronous state exists, in which every element of
the network evolves according to the same equation
x˙ = f(x) + c¯h(xτ ) ≡ F(x,xτ ). We denote this solution
by xs and the set of times at which xs changes discon-
tinuously by {ts}.
We next assess the stability of the fully synchronous
solution xs by linearising Eqs. (3) and (4) around xs.
Between the discontinuities at t ∈ {ts} and the corre-
sponding kinks of xs at t−τ ∈ {ts}, we obtain the varia-
tional equation
ξ˙ = [IN ⊗Df(xs)] ξ + [C⊗Dh(xs,τ )] ξτ (5)
for the perturbations ξ ≡ (ξ1, . . . , ξN )T ∈ RNm from the
synchronous solution (cf. [12]), where ξ
τ
≡ ξ(t − τ),
IN is the N -dimensional unity matrix, C is the cou-
pling matrix, and ⊗ denotes the Kronecker product.
For non-smooth dynamical systems, however, the varia-
tional equation must be complemented by the appropri-
ate linearized transition conditions at the times t, t− τ ∈
{ts}. Using first order approximations of the times at
which ϕ(xs + ξi) = 0 and using Taylor expansions of
f(xi) +
∑N
j=1 cijh(xj,τ ) around xs and x
+
s , at both ts
and ts + τ we finally obtain (see Appendix I for a deriva-
tion):
ξ+ = [IN ⊗A] ξ t ∈ {ts}, (6)
ξ+ = ξ + [C⊗B] ξ
τ
t−τ ∈ {ts}. (7)
The matrices A and B are given by:
A ≡ Dg(xs)+ (F(x
+
s ,xs,τ )−Dg(xs)F(xs,xs,τ ))Dϕ(xs)
Dϕ(xs)F(xs,xs,τ )
(8)
B ≡
(
F(xs,x
+
s,τ )− F(xs,xs,τ )
)
Dϕ(xs,τ )
Dϕ(xs,τ )F(xs,τ ,xs,2τ )
. (9)
3FIG. 1. (Color online) Stability of synchrony for a homogenous population of coupled aEIF neurons. The maximum Lyapunov
exponent (color bar) is plotted as a function of the real (α) and imaginary (β) parts of the eigenvalues of the coupling matrix C.
Different panels show the results for strong (top) and weak (bottom) subthreshold adaptation, and for the excitation dominated
(left), balanced (center), and inhibition dominated (right) regimes. Parameters were selected such that the dynamics of the
aEIF model closely matches the regular spiking dynamics of cortical neurons [29, 37]: λ = 5, τ = 0.3, τw = 10, τs = 0.3,
Vth = 5, Vr = −5, b = 2.5. The external input I was chosen such that the oscillation period was always equal to 5. Circles
indicate the unit disc in the eigenvalue plane (insets show blow-up).
Block-diagonalization of Eqs. (5)–(7) then leads to the
master stability equations
ζ˙ = Df(xs)ζ+(α+iβ)Dh(xs,τ )ζτ t, t−τ /∈ {ts}, (10)
ζ+ = Aζ t ∈ {ts}, (11)
ζ+ = ζ + (α+iβ)Bζτ t−τ ∈ {ts}, (12)
where ζ ≡ (zT ⊗ Im) ξ, and z is the normalized eigen-
vector of C that corresponds to the eigenvalue α + iβ.
Hereby we separate the variational equation for pertur-
bations in the longitudinal direction (α + iβ = c¯) from
those in the transverse directions. We can now calculate
the largest Lyapunov exponent for the solution ζ ≡ 0 as
a function of α and β, which defines the MSF. Here we
apply the numerical scheme proposed in [44] to obtain
the Lyapunov exponents for Eqs. (10)–(12).
IV. STABILITY OF FULL SYNCHRONY FOR
NETWORKS OF ADAPTIVE NEURONS
Let us first apply our MSF formalism to a homoge-
neous population of coupled aEIF neurons which are
driven by a constant external input I. Figure 1 shows
the result for six different sets of parameters. The three
columns from left to right show the MSF for networks
with dominant excitatory couplings (row sum c¯ = 1),
balanced excitation and inhibition (c¯ = 0), and domi-
nant inhibitory couplings (c¯ = −1), respectively. The
two rows show the MSF for neurons whose subthreshold
adaptation is weak (top) and strong (bottom), respec-
tively. If the eigenvalues of the coupling matrix lie within
the unit circle (highlighted by insets in Fig. 1), stable
zero-lag synchrony is predicted for excitation dominated
networks of neurons with strong subthreshold adapta-
tion and for inhibition dominated networks of neurons
with weak subthreshold adaptation. An increase of spike-
triggered adaptation (larger b) on the other hand does
not stabilize synchrony in excitation dominated networks
(not shown). For balanced networks synchrony remains
unstable independently of the choice of adaptation pa-
rameters, because there are negative and positive values
of the largest Lyapunov exponent in any small neighbor-
hood of the origin [45]. In summary, we identify neuronal
adaptation, which in real cortex is under top-down con-
trol of the brain’s neuromodulatory systems [46–48], as
one of the key factors for stabilizing or destabilizing syn-
chrony in recurrent networks.
The MSF provides general information about the sta-
bility of the synchronous state for many different coupling
matrices. We now evaluate the results shown in Fig. 1
4FIG. 2. (Color online) Eigenvalue spectra of coupling matrices for two biologically relevant connectivity schemes. (a) Cartoon
of the network: two subpopulations of NE excitatory (light orange) and NI inhibitory (dark green) neurons. (b) Circle radius
r computed from Eq. (13) for the random connectivity scheme. Lines of equal radius (r = 1) are plotted in the (p, cE)-plane for
c¯ = 1, 0,−1 (solid green, dashed violet, dotted orange lines). Parameters: NE = 400, NI = 100. (c) Largest absolute value r
of all transverse eigenvalues, averaged over 100 sample matrices each representing a Mexican hat (left) or inverse Mexican hat
(right) spatial map connectivity scheme: Excitatory and inhibitory neurons lie uniformly distributed on a two-dimensional sheet
with unity edge length and periodic boundary conditions. The probability densities for excitatory and inhibitory connections
are normalized Gaussian functions of the spatial distance between neurons with standard deviations σE and σI , respectively.
Lines of equal absolute value (r = 1) are plotted with color code as in (b). Parameters: NE = 400, NI = 100, p = 0.2;
σE = 0.07, σI ∈ [0.07, 0.35] (left) and σE ∈ [0.07, 0.35], σI = 0.07 (right). cI in (b) and (c) via constant row sum condition.
for two qualitatively different and biologically important
classes of coupling matrices. For both classes, the ho-
mogeneous population of aEIF neurons is split into two
subpopulations which make excitatory (cE > 0) and in-
hibitory (cI < 0) connections only, cf. Fig. 2a. For one
class of coupling matrices (random) the connections are
otherwise random, i.e., connections between any two neu-
rons in the network are chosen with equal probability.
For the other class of coupling matrices (spatial maps)
neurons lie on a two-dimensional sheet and the connec-
tion probability between two neurons depends on the spa-
tial distance between them.
Figure 2b shows the results of the eigenvalue spectrum
for the random connectivity scheme. One eigenvalue of
the connection matrix is real and equal to the row sum
c¯. The other eigenvalues lie within a circle with radius
r =
√
p(1− p) (NEc2E +NIc2I) (13)
centered at the origin of the eigenvalue plane [49, 50].
p is the connection probability, NE , NI are the num-
ber of neurons in the two different subpopulations and
cE > 0, cI < 0 are the excitatory and inhibitory coupling
strengths, respectively. The curves separate the param-
eter regimes with r < 1 and r > 1. Figure 2c shows the
corresponding results for the spatial map scheme, which
were calculated numerically for both Mexican hat (range
of excitatory couplings on average smaller than range of
inhibitory couplings) and inverse Mexcian hat (range of
excitatory couplings on average larger than range of in-
hibitory couplings) connection matrices. The maximum
size of the eigenvalues depends on the absolute values
of the coupling strengths. If they are not too strong,
the eigenvalues of all three types of coupling matrices lie
within the unit disc in the eigenvalue plane (highlighted
in Fig. 1). We conclude that if synchrony is stable in a
random network with sparse couplings, it is also stable in
a spatially structured network with local couplings only.
This has interesting implications for network models of
cortical areas, because it implies that the stability of syn-
chrony in a model of a local cortical column can predict
the stability of global synchronous activity in a model of
a spatially structured cortical map and vice versa.
V. MASTER STABILITY FUNCTION FOR
CLUSTER STATES
Complete synchronization in a large network is a spe-
cial phenomenon. Often cluster states emerge, for which
the network splits into subgroups of elements that show
isochronous synchrony internally, but there may be a
phase lag or different dynamics between them [14–16].
The stability of cluster states can also be analyzed using
the MSF formalism [13, 17], which we now formulate for
non-smooth dynamical systems.
Consider a network which consists of two groups (E ,
I) of elements which may differ in their local dynamics
(Fig. 3a). The connections of elements within and be-
tween the groups are given by the four coupling matrices
CEE , CII , CEI , and CIE , for which we assume unity
5FIG. 3. (Color online) Stability of cluster states in networks with two groups of excitatory, E , and inhibitory, I, neurons which
differ in their local dynamics. (a) Scheme of the network, according to Eqs. (14)–(15). (b) Evolution of the membrane voltage
V of synchronized excitatory (light orange) and inhibitory neurons (dark green) in the network for three different parameter
sets: excitatory neurons: Vr = −5, I = 3.725 (left and center), Vr = 2, I = 25 (right); inhibitory neurons: I = 0 (left and
right), I = 1.5 (center). λEE = λIE = 5, λEI = λII = −5 (left and center); λEE = λIE = 25, λEI = λII = −25 (right). Other
parameters: a = 0.5, b = 2.5, τw = 10, τs = 0.2, Vth = 5 for the excitatory, and a = 0.1, b = 0.25, τw = 10, τs = 0.5, Vr = −5,
Vth = 5 for the inhibitory neurons; τ = 0.1. (c) MSF for each of the three scenarios in (b). The maximum Lyapunov exponent
is shown as a function of the real eigenvalues γ1, γ2. White rectangles indicate the unit square in the eigenvalue plane. (d)
MSF of the unit square as in (c), but with a = 0.1, 0.2, 0.3, 0.4, 0.5 (top, left to right) and b = 0.5, 1, 1.5, 2, 2.5 (bottom) for the
excitatory neurons.
row sum. The dynamics of the network is given by:
x˙ki = f
k(xki ) +λ
kk
Nk∑
j=1
ckkij h
kk(xkj,τ )
+λkl
Nl∑
j=1
cklijh
kl(xlj,τ ) if ϕ
k(xki ) 6=0, (14)
xk,+i = g
k(xki ) if ϕ
k(xki )=0, (15)
where k, l ∈ {E , I} and k 6= l. The coupling strengths
of the intra- and inter-group connections are scaled by
factors λkk, λkl ∈ R, respectively. In order to simplify
notation, the propagation delay τ is assumed constant.
In a cluster state, all elements which belong to a group
of the network are synchronized and follow the same tra-
jectory xks ≡ xki , i = 1, . . . , Nk. Trajectories of elements
which belong to different groups, however, may be differ-
ent. The variational equations for the perturbations from
the synchronous solution, i.e., the master stability equa-
tions, are then given by (cf. Eq. (10) for the homogenous
case):
ζ˙
k
= Dfk(xks)ζ
k + λkkγ1Dh
kk(xks,τ )ζ
k
τ
+ λklγ2Dh
kl(xls,τ )ζ
l
τ , (16)
for t, t− τ /∈ {tks} and t− τ /∈ {tls}. γ1 and γ2 are
the eigenvalues of the block matrices Q1 =
(
CEE 0
0 CII
)
and Q2 =
(
0 CEI
CIE 0
)
, respectively [13, 17]. The vari-
ational equations - one for each group - must again be
complemented by the linearized transition conditions (cf.
Eqs. (11)–(12) for the homogeneous case):
ζk,+ = Akζk t ∈ {tks}, (17)
ζk,+ = ζk + λkkγ1B
kζkτ t−τ ∈ {tks}, (18)
ζl,+ = ζl + λlkγ2B
kζkτ t−τ ∈ {tks}. (19)
Ak and Bk only depend on xks just before and after the
discontinuity, see Appendix II. However, we have to re-
quire that the matrices Q1 and Q2 commute, because
only then a common set of eigenvectors exists and the
6pairs (γ1, γ2) of eigenvalues are well defined [17]. In or-
der to assess the stability of a particular cluster state,
the MSF is then evaluated for those pairs.
VI. STABILITY OF CLUSTER STATES FOR
NETWORKS OF ADAPTIVE NEURONS
We apply our MSF formalism to a network of aEIF
neurons, where the excitatory and the inhibitory subpop-
ulations now have different local dynamics (cf. Fig. 3a).
The aEIF neurons of the inhibitory subpopulation are
weakly adaptive, and parameters are chosen such that
they mimick the dynamics of the fast spiking inhibitory
interneurons in the neocortex [29]. The aEIF neurons
of the excitatory subpopulation are strongly adaptive,
and parameters are chosen such that they either mim-
ick the dynamics of the pyramidal neurons in the neo-
cortex (Fig. 3b,c, left and center) or the dynamics of
intrinsically bursting neurons (Fig. 3b,c, right), which -
when activated - produce repeated events of rapid spik-
ing. Bursting dynamics is mediated by spike-based adap-
tation for neurons with an increased reset membrane po-
tential [37]. Figure 3c shows the MSF for real eigenval-
ues γ1, γ2 of the intra- and inter-group coupling matrices.
If connections are symmetric (cklij = c
kl
ji , k, l ∈ {E , I})
and no autapses (ckkii = 0) exist, the eigenvalues γ1, γ2
are real and lie within the unit square of the eigenvalue
plane [51]. The corresponding Lyapunov exponents are
all negative (Fig. 3c). However, they can become posi-
tive when subthreshold or spike-based adaptation for the
excitatory neurons is decreased (Fig. 3d), indicating a
potential loss of stability for the particular cluster states.
We conclude that the stability of many qualitatively dif-
ferent cluster states is controlled by neuronal adaptation:
Oscillatory activity of excitatory and inhibitory neurons
with a phase lag between the two groups (Fig. 3b,c, left),
inhibitory neurons spiking repetitively at a higher rate
than excitatory neurons (Fig. 3b,c, center), and (3) burst-
ing behavior (Fig. 3b,c, right). These results hold for
qualitatively different classes of coupling matrices: Net-
works with constant all-to-all intra- and random (but
symmetric, cklij = c
lk
ji) inter-group connections, for ex-
ample, show the same synchronization behavior as one-
dimensional spatial networks with local (symmetric) con-
nectivity (NE = NI).
VII. CONCLUSION
In summary, we have presented an MSF formalism to
study synchrony and cluster states in networks of non-
smooth dynamical systems. Using our formalism we have
shown that neuronal adaptation controls the stability
of such network states for many qualitatively different
classes of coupling matrices. Hence, our approach pro-
vides a powerful method to analyze biologically relevant
dynamical states of typical cortical network models in a
general setting. For example, it could be used to examine
the stability of synchronous and clustered network states
under influence of structural plasticity (i.e., activity-
dependent changes of coupling strengths) [52, 53], irre-
spective of a specific coupling topology. Another interest-
ing application of our approach in neuroscience is pulsed
brain stimulation, such as transcranial magnetic stim-
ulation [54] or deep brain stimulation [55], where our
method could provide general results, e.g., when using
models of coupled neuronal populations and pulse-like
forcing [56, 57]. Our formalism is, however, not limited
to the neuronal network level, but may be applied to a va-
riety of diverse networks, e.g., coupled eukaryotic model
cells [23], hybrid models of genetic networks [58, 59], elec-
tronic circuits such as networks of Chua’s circuits [60],
hybrid switching systems in production technology [61],
or delay-coupled semiconductor lasers with challenging
perspectives towards reservoir computing [62]. Promis-
ing applications are also anticipated for networks of in-
teracting oscillators in the context of cognitive process-
ing [63]. Here, the MSF can provide valuable information
about the robustness of synchrony and locking dynam-
ics against perturbations of the brain’s connectivity pat-
terns.
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APPENDIX I: VARIATIONAL EQUATION FOR
FULL SYNCHRONY
Here we derive the transition conditions (Eqs. (6)–(9) of
the paper) which complete the variational equation (5),
i.e., the linearization of the network system Eqs. (3)–(4)
around the synchronous solution. The derivation builds
upon previous work on dynamical systems with discon-
tinuities [64] and extends the case of uncoupled systems
[41].
Let xs(t) with xs ≡ (xs, . . . ,xs)T : R → RNm de-
note the synchronous solution of Eqs. (3)–(4), i.e., the
components xs solve x˙ = f(x) + c¯h(xτ ). Furthermore,
let ξ be the solution of the linearized system Eq. (5) for
small initial perturbations, ξ ≡ ξ
0
: [t0 − τ, t0]→ RNm,
||ξ
0
(s)|| < , and let ts be the first time point > t0 at
which ϕ(xs) = 0. We define x˜ ≡ xs + ξ and denote by ti
the time point (closest to ts) at which ϕ(x˜i) = 0.
7FIG. 4. (Color online) Approximation scheme for the perturbation ξ+i (ts) just after the discontinuity of xs, illustrated for scalar-
valued functions xi (m = 1). Evolution of x˜i ≡ xs + ξi (dashed dark blue lines), where xs (solid grey lines) is a component
of the synchronous solution of the system Eqs. (3)–(4) and ξi is a solution component of Eq. (5) with initial condition ξ ≡ ξ0,
for dti < 0 (left) and dti > 0 (right). Note that x˜i is not discontinuous at ti 6= ts, because it is not a solution component of
Eqs. (3)–(4). The i-th solution component of Eqs. (3)–(4) with initial trajectory xs + ξ0 is indicated (solid light blue lines).
Dashed grey lines mark the set {x |ϕ(x) = 0} which constitutes the threshold hyperplane here. If a solution x of Eq. (3) reaches
this hyperplane from below, a discontinuity occurs: x+ = g(x), cf. Eq. (4). Solid red arrows indicate the vectors F(ts)dti and
F+(ts)dti used in the approximation of ξ
+
i (ts). The vectors F(ts) and F
+(ts) are indicated by dotted red arrows.
A. Transition condition at the discontinuities
In the following we provide the linear relationship be-
tween ξ(ts) and ξ
+(ts), the perturbations just before and
after the discontinuity in xs. Starting from x˜i(ts) we es-
timate x˜i(ti), apply the discontinuous transition Eq. (4)
and then approximate x˜+i (ts), as illustrated in Fig. 4:
x˜+i (ts) ≈ g(xs(ts) + ξi(ts) + F˜i(ts)dti)
− F˜+i (ti)dti, (A.1)
≈ x+s (ts) +Dg(xs(ts))(ξi(ts) + F˜i(ts)dti)
− F˜+i (ti)dti, (A.2)
where we have used the definitions dti ≡ ti − ts,
F˜i(ts) ≡ f(x˜i(ts)) +
N∑
j=1
cijh(x˜j(ts − τ)), (A.3)
F˜+i (ti) ≡ f(x˜+i (ti)) +
N∑
j=1
cijh(x˜
+
j (ti − τ)), (A.4)
and Taylor expansion. Since dti, F˜i(ts) and F˜
+
i (ti) are
unknown we use the following approximations. First we
expand F˜i(ts),
F˜i(ts) ≈ f(xs(ts)) + c¯h(xs(ts − τ)) ≡ F(ts). (A.5)
In order to describe dti we approximate x˜i(ti) as
x˜i(ti) ≈ x˜i(ts) + F˜i(ts)dti (A.6)
≈ xs(ts) + ξi(ts) + F(ts)dti (A.7)
and apply ϕ on both sides, which leads to
0 ≈ ϕ(xs(ts) + ξi(ts) + F(ts)dti) (A.8)
≈ Dϕ(xs(ts))(ξi(ts) + F(ts)dti) (A.9)
We obtain a first order estimation for dti,
dti ≈ −Dϕ(xs(ts))ξi(ts)
Dϕ(xs(ts))F(ts)
. (A.10)
Next we expand F˜+i (ti),
F˜+i (ti) = f(g(x˜i(ti))) +
N∑
j=1
cijh(x˜
+
j (ti − τ)) (A.11)
≈ f(g(x˜i(ts))) +
N∑
j=1
cijh(x˜
+
j (ts − τ)) (A.12)
≈ f(x+s (ts)) + c¯h(x+s (ts − τ)) ≡ F+(ts). (A.13)
We substitute dti, F˜i(ts), F˜
+
i (ti) in Eq. (A.2) and sub-
tract x+s (ts) on both sides to obtain the first order ap-
8proximation
ξ+i ≈ Aξi(ts) (A.14)
A ≡ Dg(xs(ts))
+
[F+(ts)−Dg(xs(ts))F(ts)]Dϕ(xs(ts))
Dϕ(xs(ts))F(ts)
(A.15)
The transition Eqs. (A.14)–(A.15) holds at all times ts ∈
{ts} at which xs changes discontinuously.
B. Transition condition at the kinks
Next we derive the linear relationship between ξ(ts + τ)
and ξ+(ts + τ), the perturbations just before and af-
ter the kink in xs caused by the delayed coupling. We
assume w.l.o.g. that the time points ti are ordered
t1 ≤ t2 ≤ · · · ≤ tN . Starting from x˜i(ts + τ) we estimate
first x˜+i (t1+τ), then iteratively x˜
+
i (t2+τ), . . . , x˜
+
i (tN+τ)
and finally x˜+i (ts + τ), see Fig. 5 for an illustration:
x˜+i (t1 + τ) ≈ x˜i(ts + τ) + F˜i(ts + τ)dt1 (A.16)
≈ x˜i(ts + τ) + F(ts + τ)dt1, (A.17)
where we have applied Eqs. (A.3) and (A.5). Using the
definition (A.4) we approximate iteratively (to first or-
der)
x˜+i (tk+1 + τ) ≈ x˜i(tk + τ)
+ F˜+i (tk + τ)(dtk+1 − dtk) (A.18)
for k = 1, . . . , N − 1. Since we do not know F˜+i (tk + τ),
we approximate it as
F˜+i (tk + τ) ≈ f(xs(ts + τ)) +
k∑
j=1
cijh(x
+
s (ts))
+
N∑
j=k+1
cijh(xs(ts)), (A.19)
where we have used that
h(x˜j(tk)) ≈
{
h(x+s (ts)) for k ≥ j
h(xs(ts)) for k < j,
(A.20)
and that xs is continuous at ts+τ , assuming ts+τ /∈ {ts}.
Using Eq. (A.18) we can now estimate x˜+i (tN + τ)
x˜+i (tN + τ) ≈ x˜i(t1 + τ) +
N−1∑
k=1
F˜+i (tk + τ)(dtk+1 − dtk)
≈ x˜i(ts + τ) + F+(ts + τ)dtN
+
[
h(xs(ts))− h(x+s (ts))
] N∑
j=1
cijdtj ,
(A.21)
FIG. 5. (Color online) Approximation scheme for the per-
turbation ξ+i (ts + τ) just after the kink in xs, illustrated for
scalar-valued functions xi (m = 1). Evolution of the syn-
chronous solution component xs (solid grey line), x˜i ≡ xs+ξi
(dashed dark blue lines) and the i-th solution component of
Eqs. (3)–(4) with initial trajectory xs + ξ0 (solid light blue
lines). Solid red arrows indicate vectors that are used in the
approximation, as explained in the text. The solid green ar-
row represents the difference between ξ+i (ts+τ) (dashed green
arrow) and ξi(ts + τ) (solid dark blue arrow).
where in Eq. (A.21) we have applied Eqs. (A.17), (A.19),
the definitions (A.5), (A.13) and telescopic cancelling.
We use the fact that x˜+i (tN + τ) can also be expressed as
x˜+i (tN + τ) ≈ x˜+i (ts + τ) + F+(ts + τ)dtN , (A.22)
and subtract F+(ts + τ)dtN and xs(ts + τ) on both sides
of Eq. (A.21), which yields
ξ+i (ts + τ) ≈ ξi(ts + τ) +
[
h(xs(ts))− h(x+s (ts))
]
·
N∑
j=1
cijdtj . (A.23)
Note that Eqs. (A.21) and (A.22) are first order approx-
imations. Finally we substitute dtj in Eq. (A.23) using
Eq. (A.10) to obtain
ξ+(ts + τ) ≈ ξ(ts + τ) +
[
IN ⊗ h(x
+
s (ts))− h(xs(ts))
Dϕ(xs(ts))F(ts)
]
· [C⊗Dϕ(xs(ts))] ξ(ts) (A.24)
= ξ(ts + τ) + [C⊗B] ξ(ts), (A.25)
B ≡ [h(x
+
s (ts))− h(xs(ts))]Dϕ(xs(ts))
Dϕ(xs(ts))f(xs(ts)) + c¯h(xs(ts − τ)) .
(A.26)
The transition Eq. (A.25) holds at all times ts + τ for
ts ∈ {ts}.
9It should be noted that the solution ξ of the com-
plete linearized system, Eq. (5) with transition conditions
(A.14), (A.15), (A.25), approximates the evolving true
perturbation given by the solution of Eqs. (3)–(4) with
the small initial perturbation ξ ≡ ξ
0
. The true pertur-
bation is approximated to first order at all times except
for small time intervals around ts, ts + τ for ts ∈ {ts}
(with duration of the same order as the magnitude of
the perturbation). During these short intervals the true
perturbation can be large in magnitude since generally
ti 6= ts. The transition conditions guarantee that imme-
diately after each of these intervals (which contain the
instants of discontinuities and kinks) the true perturba-
tion is approximated to first order again.
APPENDIX II: VARIATIONAL EQUATION FOR
CLUSTER STATES
The transition conditions which complete the variational
equation for synchronized groups of elements, i.e., the
linearization of the system Eqs. (14)–(15) around the
cluster state, are derived analogously to the previous
section. This analogy is demonstrated by the results
presented below.
The variational equation, which governs the dynamics of
the perturbations ξ ≡ (ξE1 , . . . , ξENE , ξI1 , . . . , ξINI )T : R→
R(NE+NI)m is given by
ξ˙ =
(
INE ⊗DfE(xEs ) 0
0 INI ⊗DfI(xIs )
)
ξ
+
(
CEE ⊗DhEE(xEs,τ ) CEI ⊗DhEI(xIs,τ )
CIE ⊗DhIE(xEs,τ ) CII ⊗DhII(xIs,τ )
)
ξ
τ
(A.27)
for t, t− τ /∈ {tEs } and t, t− τ /∈ {tIs }. The transition
conditions for the time points, at which the synchronized
elements of each group change discontinuously, are ex-
pressed as
ξ+ =
(
INE ⊗AE 0
0 0
)
ξ t ∈ {tEs }, (A.28)
ξ+ =
(
0 0
0 INI ⊗AI
)
ξ t ∈ {tIs }, (A.29)
and the transition conditions for the time points at which
the delay period has passed since these (discontinuous)
events, read
ξ+ = ξ +
(
CEE ⊗BE 0
CIE ⊗BE 0
)
ξ
τ
t−τ ∈ {tEs } (A.30)
ξ+ = ξ +
(
0 CEI ⊗BI
0 CII ⊗BI
)
ξ
τ
t−τ ∈ {tIs }. (A.31)
The matrices Ak and Bk for k, l ∈ {E , I}, k 6= l, in
Eqs. (A.28)–(A.31) are given by
Ak ≡ Dgk(xks) +
[
Fk(xk,+s ,x
k
s,τ ,x
l
s,τ )−Dgk(xks)Fk(xks ,xks,τ ,xls,τ )
]
Dϕk(xks)
Dϕk(xks)F
k(xks ,x
k
s,τ ,x
l
s,τ )
(A.32)
Bk ≡
[
Fk(xks ,x
k
s,τ+,x
l
s,τ )− Fk(xks ,xks,τ ,xls,τ )
]
Dϕk(xks,τ )
Dϕk(xks,τ )F
k(xks,τ ,x
k
s,2τ ,x
l
s,2τ )
, (A.33)
where we have used the definition
Fk(xk,xkτ ,x
l
τ ) ≡ fk(xk) + λkkh(xkτ ) + λklh(xlτ ).
(A.34)
Note that the transition condition Eqs. (A.30)–(A.31) are
caused by the delayed coupling between the elements.
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