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ABSTRACT
In recent years, sparse signal modeling, especially using the synthesis dic-
tionary model, has received much attention. Sparse coding in the synthesis
model is, however, NP-hard. Various methods have been proposed to learn
such synthesis dictionaries from data. Numerous applications such as im-
age denoising, magnetic resonance image (MRI), and computed tomography
(CT) reconstruction have been shown to benefit from a good adaptive sparse
model. Recently, the sparsifying transform model has received interest, for
which sparse coding is cheap and exact, and learning, or data-driven adap-
tation admits computationally efficient solutions. In this thesis, we present
two extensions to the transform learning framework, and some applications.
In the first part of this thesis, we propose a union of sparsifying transforms
model. Sparse coding in this model reduces to a form of clustering. The
proposed model is also equivalent to a structured overcomplete sparsifying
transform model with block cosparsity, dubbed OCTOBOS. The alternating
algorithm introduced for learning such transforms involves simple closed-
form solutions. Theoretical analysis provides a convergence guarantee for
this algorithm. It is shown to be globally convergent to the set of partial
minimizers of the non-convex learning problem. When applied to images,
the algorithm learns a collection of well-conditioned square transforms, and
a good clustering of patches or textures. The resulting sparse representations
for the images are better than those obtained with a single learned transform,
or with analytical transforms. We show the promising performance of the
proposed approach in image denoising, which compares quite favorably with
approaches involving a single learned square transform or an overcomplete
synthesis dictionary, or Gaussian mixture models. The proposed denoising
method is also faster than the synthesis dictionary based approach.
Next, we develop a methodology for online learning of square sparsifying
transforms. Such online learning can be particularly useful when dealing with
ii
big data, and for signal processing applications such as real-time sparse rep-
resentation and denoising. The proposed transform learning algorithms are
shown to have a significantly lower computational cost than online synthe-
sis dictionary learning. In practice, the sequential learning of a sparsifying
transform typically converges faster than batch mode transform learning.
Preliminary experiments show the usefulness of the proposed schemes for
sparse representation, and denoising.
In the third part, we present a video denoising framework based on online
3D sparsifying transform learning. The proposed scheme has low computa-
tional and memory costs, and can handle streaming video. Our numerical
experiments show promising performance for the proposed video denoising
method compared to popular prior or state-of-the-art methods.
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CHAPTER 1
INTRODUCTION
The sparsity of signals and images in a certain transform domain or dictionary
has been heavily exploited in signal and image processing. It is well known
that natural signals and images have an essentially sparse representation
(few significant non-zero coefficients) in analytical transform domains such
as discrete cosine transform (DCT) and wavelets [8]. This property has
been used in designing various compression algorithms and in compression
standards such as JPEG2000 [9].
Well-known models for sparsity include the synthesis, the analysis [10], and
the transform models [11, 12]. Each of these models can be used to generate
sparse representations, or sparse codes for a signal. However, sparse coding
in the transform model is computationally much cheaper than in the other
models. Recent research has focused on adaptation of sparse models to data
[13, 14, 15, 12], which turns out to be advantageous in applications. In par-
ticular, the learning of transform models has been shown to be much cheaper
than synthesis, or analysis learning. Adaptive transforms also provide better
signal/image reconstruction quality in applications [16, 17, 18, 19].
In this chapter, we introduce and discuss the various sparse models and
their learning in more detail. The discussion will highlight the various draw-
backs of prior models. Our own contributions are then discussed.
1.1 Synthesis and Analysis Model
The synthesis model suggests that a real-world signal y ∈ Rn satisfies y =
Dx + e with D ∈ Rn×L a synthesis dictionary, x ∈ RL sparse, and e an
approximation term in the signal domain [20]. We say that x ∈ RL is sparse
if ‖x‖0  L, where the l0 quasi norm counts the number of non-zero entries
in x. When L = n and D is full rank, it forms a basis. When L > n, the fat
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matrix D is said to be an overcomplete dictionary.
Given a signal y and dictionary D, the well-known synthesis sparse cod-
ing problem finds the sparse code x that minimizes ‖y −Dx‖22 subject to
‖x‖0 ≤ s, where s is the required sparsity level. This synthesis sparse cod-
ing problem is, however, NP-hard (non-deterministic polynomial-time hard)
[21, 22]. Various algorithms [23, 24, 25, 26, 27, 28, 29] have been proposed to
solve this problem. While some of these algorithms are guaranteed to pro-
vide the correct solution under certain conditions, these conditions are often
violated in applications. Furthermore, these algorithms are typically compu-
tationally expensive when used for large-scale problems in image processing
and computer vision.
Adapting the synthesis model turns out to be advantageous in applica-
tions. Learned synthesis dictionaries have been demonstrated to be useful
in applications such as denoising, inpainting, deblurring, and demosaicing
[3, 30, 31, 32]. Additionally, inverse problems such as those in computed to-
mography (CT) [33], and magnetic resonance imaging (MRI) [34, 35] benefit
from an adaptive synthesis model.
The synthesis dictionary learning problem has been studied in many recent
papers [36, 37, 13, 38]. Given a matrix Y ∈ Rn×N whose columns represent
training signals, the problem of learning an adaptive dictionary D that gives
a sparse representation for the signals in Y can be formulated as follows [13]:
(P0s) min
D,X
‖Y −DX‖2F s.t. ‖Xi‖0 ≤ s ∀ i
Here, the subscript i indexes the ith column of a matrix. The columns of
the matrix X ∈ Rn×N denote the sparse codes of the columns (or, sig-
nals) of Y , and s denotes the sparsity level allowed for each training sig-
nal. Various algorithms have been proposed for synthesis dictionary learning
[37, 13, 38, 39, 40, 41, 42, 43], that typically alternate between a sparse cod-
ing step (solving for, or updating X), and a dictionary update step (solving
for D 1). Among these various algorithms, the K-SVD method [13] has been
particularly popular and demonstrated to be useful in numerous applications
such as denoising, inpainting, deblurring, and MRI. However, since (P0s) is
1Some algorithms (e.g., K-SVD) also update the non-zero coefficients of the sparse code
X in the dictionary update step.
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non-convex and NP-hard, methods such as K-SVD 2 can get easily caught in
local minima, or saddle points [44].
While the synthesis model has received enormous attention, the analysis
approach [10] has also been gaining traction recently. The analysis model
suggests that a signal y ∈ Rn satisfies ‖Ωy‖0  m, where Ω ∈ Rm×n is
known as the analysis dictionary. A more general noisy signal analysis model
[45, 14] has also been studied, where the signal y ∈ Rn is modeled as y =
z + e with Ωz ∈ Rm sparse, i.e., ‖Ωz‖0  m. Here, e is a noise term
that is assumed to be small in the signal domain. Given the noisy signal
y and analysis dictionary Ω, the analysis sparse coding problem [14] finds
z by minimizing ‖y − z‖22 subject to ‖Ωz‖0 ≤ m − l, where l is referred
to as the cosparsity level (number of zeros) [14]. This problem too is NP-
hard and similarly to sparse coding in the synthesis model, approximate
algorithms exist for analysis sparse coding [46, 45, 47, 48, 14, 49, 50, 51].
The learning of analysis dictionaries has also been studied in several recent
papers [52, 53, 54, 45, 55, 14, 56, 57]. The analysis learning problems are
typically non-convex and NP-hard, and the various learning algorithms tend
to be computationally expensive.
1.2 Transform Model for Sparse Representation
Very recently [12], our group investigated a generalized analysis model called
the transform model, which suggests that a signal y ∈ Rn is approximately
sparsifiable using a transform W ∈ Rm×n, that is, Wy = x + e, where
x ∈ Rm is sparse, i.e., ‖x‖0  m. Here, e is the approximation error, which
is assumed to be small. The distinguishing feature from the synthesis and
from the noisy analysis models is that this approximation error is in the
transform rather than in the signal domain.
When m = n, the transform W ∈ Rn×n is called a square transform. On
the other hand, for m > n, the transform is called a tall or overcomplete
transform. Various analytical transforms are known to approximately spar-
sify natural signals, such as the discrete cosine transform (DCT), wavelets
[8], ridgelets [58], contourlets [59], and curvelets [60]. The transform model
2In fact, the K-SVD method, although popular, does not have any convergence guar-
antees.
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has been shown to be more general than both the analysis and the noisy
signal analysis models [12].
When a sparsifying transformW is known for the signal y, transform sparse
coding finds a sparse code x of sparsity s by minimizing the sparsification
error ‖Wy − x‖22 subject to ‖x‖0 ≤ s. This problem is easy and its solution is
obtained exactly by zeroing out all but the s coefficients of largest magnitude
in the vector Wy. In contrast, sparse coding with synthesis or analysis
dictionaries involves solving NP-hard problems approximately. Given W and
sparse code x, one can also recover a least squares estimate of the signal y
by minimizing the residual ‖Wy − x‖22 over y. The recovered signal is W †x,
with W † denoting the pseudo-inverse of W .
Adapting the transform to data provides advantages in many applications
[12, 61, 17, 16, 18, 19]. Learned transforms provide better signal/image
representations than analytical transforms such as the DCT or wavelets.
Moreover, compared to the synthesis and analysis models, the transform
model allows for exact and extremely fast computations. Transform learning
formulations also do not involve highly non-convex functions involving the
product of multiple unknown matrices (such as in Problem (P0s)). Thus, in
spite of its apparent similarity to the analysis and the noisy analysis model,
the transform model enjoys important advantages over the noisy analysis or
synthesis models, whether as a fixed or data-driven, adaptive model.
1.3 Summary of Contributions
One drawback of the current transform learning problems and algorithms is
that they are restricted to the case of square transforms [12, 17, 16, 18]. For
natural images with highly complicated structures, a single learned square
transform may not provide sufficient sparsification. In the thesis, we propose
a novel problem formulation and algorithm for learning structured overcom-
plete sparsifying transforms with block cosparsity constraint (OCTOBOS),
which can capture such data diversity and structure. Our algorithm is an
alternating minimization algorithm, and each step of the algorithm involves
simple (computationally cheap) closed-form solutions. Sparse coding in the
proposed OCTOBOS model reduces to a form of clustering and is compu-
tationally inexpensive. Novel convergence guarantee for the proposed alter-
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nating OCTOBOS learning algorithm is provided. Our adapted OCTOBOS
model provides a better sparse representation of images than adaptive single
square transforms and analytical transforms such as the DCT. We present
an adaptive image denoising formulation and algorithm exploiting the OC-
TOBOS model in this work. The denoising performance of the proposed
approach is better than that obtained using adaptive square transforms, or
adaptive overcomplete synthesis dictionaries (K-SVD). Our denoising scheme
also performs better than the well-known Gaussian mixture model (GMM)
approach [4], and is comparable to the state-of-the-art BM3D denoising [2]
in some cases.
Though transform learning schemes demonstrate advantages in compu-
tational efficiency, prior works about transform learning focused on batch
learning [12, 1], where the sparsifying transform is adapted using all the
training data simultaneously. In the thesis, our proposed learning framework
adapts sequentially the sparsifying transform and sparse codes (and/or sig-
nal estimates) for signals (or, measurements) that arrive, or are processed,
sequentially. Such online/sequential transform learning is amenable to big
data, and to applications such as real-time sparse representation (compres-
sion), denoising, and compressed sensing. Additionally, we also extend the
online transform learning to higher dimensional data, and propose the video
denoising scheme by using learned 3D sparsifying transforms. Our numerical
results demonstrate the promising performance of the proposed method as
compared to popular or state-of-art methods.
1.4 Thesis Organization
The rest of the thesis is organized as follows. Chapter 2 focuses on learning
structured overcomplete sparsifying transforms with efficient implementa-
tions. We propose a union of sparsifying transform model, which is also
equivalent to overcomplete sparsifying transform model with block cospar-
sity, dubbed OCTOBOS. Efficient learning and image denoising algorithms
using OCTOBOS are presented with convergence guarantee. The applica-
tions including image segmentation (data classification), sparse representa-
tion, and image denoising are demonstrated. In Chapter 3, a novel method-
ology for online learning of square sparsifying transform is discussed. We
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present highly efficient online/mini-batch learning algorithms, and demon-
strate their usefulness in big data applications, including denoising large-
scale images. In Chapter 4, we extend to learning 3D square sparsifying
transform for video denoising. The proposed framework adapts transform to
extracted 3D patches from corrupted video and denoises them sequentially.
We present numerical results which demonstrate promising performance that
is better than that of well-known methods. Finally in Chapter 5, we conclude
with remarks on possible future directions.
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CHAPTER 2
STRUCTURED OVERCOMPLETE
SPARSIFYING TRANSFORM LEARNING
WITH BLOCK COSPARSITY
In this chapter, we investigate a union of square sparsifying transforms model
in this work 1. In this model, we consider a collection (union) of square
transforms {Wi}Ki=1. A candidate signal is said to match (or, belong to)
a particular transform in the collection if that transform provides the best
sparsification for the signal among all the transforms in the collection.
A motivation for the proposed model is that natural signals and images
(even if they belong to a single class such as MRI images, music signals, etc.)
need not be sufficiently sparsifiable by a single transform. For example, image
patches from different regions of a natural image usually contain different
features, or textures. Thus, having a union of transforms would allow groups
of patches with common features (or, textures) to be better sparsfied by their
own texture-specific transform.
We will show that this union of square transforms model can be inter-
preted as an overcomplete sparsifying transform model with an additional
constraint of block cosparsity for the transform sparse code. Here, the over-
complete transform is formed by stacking the transforms in {Wi}Ki=1 on top
of each other. For the sake of brevity, we will also refer to our OverCom-
plete TransfOrm model with BlOck coSparsity constraint as the OCTOBOS
model. In the remainder of this chapter, we will use the terms ‘union of
transforms’, or ‘OCTOBOS’ interchangeably, depending on the context.
In this chapter, we only briefly discuss the possibility of classification (or,
segmentation) using our proposed transform learning scheme. Indeed, the
classification application is not the focus of this work, and a detailed study
of this application will be considered for future work. Instead, to illustrate
the usefulness of the learned union of transforms/OCTOBOS model, we focus
in this chapter on applications such as image representation and denoising.
We also provide convergence guarantee results for OCTOBOS learning.
1The material of this chapter has previously appeared in [62, 74]
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The proposed union of square transforms model and its various alterna-
tive interpretations are described in Section 2.1. In Section 2.2, we describe
our algorithm for learning the proposed structured overcomplete sparsifying
transform, and discuss the algorithm’s computational properties. In Section
2.3, we provide the summary of the convergence analysis for our transform
learning algorithm. The application of our transform learning framework to
image denoising is discussed in Section 2.4. We then present experimental
results demonstrating the convergence behavior, and the promising perfor-
mance of our proposed approach in Section 2.5.
2.1 OCTOBOS Model and Learning Problem
Formulation
2.1.1 The Union of Transforms Model
The square sparsifying transform model has been investigated [12] recently.
Here, we extend the single square transform model to a union of transforms
model, which suggests that a signal y ∈ Rn is approximately sparsifiable
by a particular transform in the collection {Wk}Kk=1, where Wk ∈ Rn×n ∀ k
are themselves square transforms. Thus, there exists a particular Wk such
that Wky = x + e, with x ∈ Rn sparse, and a transform residual e that is
sufficiently small.
Given a signal y ∈ Rn, and a union (or, collection) of square transforms
{Wk}Kk=1, we need to find the best matching transform (or, model) for the
signal that gives the smallest sparsification error. This can be formulated as
the following sparse coding problem:
(P1) min
1≤k≤K
min
zk
∥∥Wky − zk∥∥22 s.t. ∥∥zk∥∥0 ≤ s ∀ k
Here, zk denotes the sparse representation of y in the transform Wk, with
the maximum allowed sparsity level being s. We assume that the Wk’s are
all identically scaled in (P1). Otherwise, they can be rescaled (for example,
to unit spectral or Frobenius norm) prior to solving (P1).
In order to solve (P1), we first find the optimal sparse code zˆk for each
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2 k as zˆk = Hs(Wky), where the operator Hs(·) is the projector onto the
s-`0 ball, i.e., Hs(b) zeros out all but the s elements of largest magnitude
in b ∈ Rn. If there is more than one choice for the s coefficients of largest
magnitude in a vector b, which can occur when multiple entries in b have
identical magnitude, then we choose Hs(b) as the projection of b for which
the indices of the s largest magnitude elements in b are the lowest possible.
Now, Problem (P1) reduces to
min
1≤k≤K
‖Wky −Hs(Wky)‖22 (2.1)
To solve the above problem, we compute the sparsification error (using the
optimal sparse code above) for each k and choose the best transform Wkˆ as
the one that provides the smallest sparsfication error (among all the Wk’s).
This is an exact solution technique for Problem (P1). Problem (P1) then
also provides us with an optimal sparse code zˆkˆ = Hs(Wkˆy) for y. Given
such a sparse code, one can also recover a signal estimate by minimizing∥∥∥Wkˆy − zˆkˆ∥∥∥2
2
over all y ∈ Rn. The recovered signal is then given by yˆ =
W−1
kˆ
zˆkˆ.
Since Problem (P1) matches a given signal y to a particular transform, it
can be potentially used to cluster a collection of signals according to their
transform models. The sparsification error term in (2.1) can be viewed as a
clustering measure in this setting. This interpretation of (P1) indicates the
possible usefulness of the union of transforms model in applications such as
classification.
2.1.2 The Overcomplete Transform Model Interpretation
We now propose an interpretation of the union of transforms model as a
structured overcomplete transform model (or, the OCTOBOS model). The
‘equivalent’ overcomplete transform is obtained from the union of transforms
by stacking the square sub-transforms as W =
[
W T1 | W T2 | ... | W TK
]T
.
The tall matrix W ∈ Rm×n, with m = Kn, and thus, m > n (overcomplete
transform) for K > 1.
The signal y is assumed to obey the model Wy = x+ e, where the x ∈ Rm
2For each k, this is identical to the single transform sparse coding problem.
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is assumed to be “block cosparse”, and e is a small residual. The block
cosparsity of x is defined here using the following `0-type norm:
‖x‖0,s =
K∑
k=1
I(
∥∥xk∥∥
0
≤ s) (2.2)
Here, xk ∈ Rn is the block of x corresponding to the transform Wk in the tall
W , and s is a given sparsity level for block xk. The operator I(·) above is an
indicator function with I(Q) = 1 when statement Q is true, and I(Q) = 0
otherwise. We say that x is 1-block cosparse if there is exactly one block of
x with at least n− s zeros, i.e., ‖x‖0,s = 1 in this case.
In the proposed overcomplete transform model for signal y, we formulate
the following sparse coding problem, which we refer to as the OCTOBOS
sparse coding problem.
(P2) min
x
‖Wy − x‖22 s.t. ‖x‖0,s ≥ 1
Problem (P2) finds an x with at least one block that has ≥ n − s zeros. In
particular, we now introduce the following proposition, that the Problems
(P1) and (P2) are equivalent. The detailed proof is included in [62, 63].
This equivalence is the basis for the interpretation of the union of transforms
model as an overcomplete transform model.
Proposition 1. The minimum values of the sparsification errors in Problems
(P1) and (P2) are identical. The optimal sparse code(s) in (P1) is equal to
the block(s) of the optimal xˆ in (P2) satisfying
∥∥xˆk∥∥
0
≤ s.
The optimal xˆ in (P2) by itself cannot be called a sparse code, since it typi-
cally has many more non-zeros than zeros.3 However, the particular s-sparse
block(s) of xˆ can be considered as a sparse code, and one could also recover a
signal estimate from this code similar to the union of transforms case.4 Note
that the many non-zeros in xˆ help keep the overcomplete transform residual
small.
The OCTOBOS model enforces a block cosparsity constraint. Alterna-
tively, one could consider the model Wy = x + e with a tall transform
3For example, when vector Wy has no zeros, then the optimal xˆ in (P2) has exactly
n− s Kn (for large K) zeros – all the zeros are concentrated in a single block of xˆ.
4More precisely, the index of the sparse block is also part of the sparse code. This adds
just log2K bits per index to the sparse code.
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W ∈ RKn×n, but without any block cosparsity constraint on x, and assum-
ing that x has at least n − s zeros, i.e., ‖x‖0 ≤ (K − 1)n + s. The sparse
coding in this model would be identical to thresholding (zeroing out the n−s
elements of smallest magnitude of) Wy. However, it is unclear how to easily
combine the non-zeros and zeros to form a length n sparse code.5 Therefore,
we do not pursue this case (non-block cosparse model) in this work.
2.1.3 An OCTOBOS Optimality Property
Here, we consider two data matrices Y1 ∈ Rn×N and Y2 ∈ Rn×M (columns
of the matrices represent signals), each of which is sparsified by a different
square transform. We provide a condition under which using just one of the
two transforms for both Y1 and Y2 will increase the total sparsification error
(computed over all signals in Y1 and Y2). Thus, when the proposed condition
holds, the union of transforms provides a better model for the collection of
data compared to any one transform.
The proposed condition is based on the spark property [64]. The proof is
included in [62, 63]. For a matrix A ∈ Rn×r, the spark is defined to be the
minimum number of columns of A that are linearly dependent.
Proposition 2. Given two sets of data Y1 ∈ Rn×N and Y2 ∈ Rn×M , suppose
there exist non-identical and non-singular square transforms W1,W2 ∈ Rn×n,
that exactly sparsify the datasets as W1Y = X1 and W2Y2 = X2, where the
columns of both X1 and X2 have sparsity ≤ s. If spark
[
W−11 | W−12
]
> 2s,
then the columns of W2Y1 have sparsity > s.
If the spark condition above holds, then the sparsification errors of the
columns of Y in W2 (using sparsity level s) are strictly positive [62, 63]. We
can also derive an alternative condition that involves the mutual coherence
of B =
[
W−11 | W−12
]
. The mutual coherence of the matrix B [20] is defined
as follows:
µ(B) = max
1≤k,j≤m,k 6=j
∣∣BTk Bj∣∣
‖Bk‖2 · ‖Bj‖2
(2.3)
Unlike the spark, the mutual coherence is easy to compute, and characterizes
the dependence between the columns (indexed by the subscripts j and k in
5We need a length n code in a square and invertible sub-transform of W in order to
perform signal recovery uniquely.
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(2.3)) of matrix B. It is known that the spark and mutual coherence of a
matrix B are related as follows [20]:
spark(B) ≥ 1 + 1
µ(B)
(2.4)
Therefore, in Proposition 2, the spark condition can be replaced by the fol-
lowing (more stringent) sufficient condition involving the mutual coherence
of B.
µ(B) <
1
2s− 1 (2.5)
If the above condition holds, then by equation (2.4), the spark condition of
Proposition 2 automatically holds, and thus we will have that the columns
of W2Y1 have sparsity > s.
The spark-based sufficient condition in Proposition 2 can be interpreted as
a similarity measure between the models W1 and W2. In the extreme case,
when W1 = W2, the aforementioned matrix B has minimum possible spark
(= 2). In broad terms, if W1 and W2 are sufficiently different, as measured
by the spark condition in Proposition 2, or the coherence condition in (2.5),
then the union of transforms model, or OCTOBOS, provides a better model
than either one of the transforms alone.
The difference between W1 and W2 as measured by the spark, or coherence
conditions, is invariant to certain transformations. In particular, if W1 is an
exact full rank sparsifier of matrix Y1, then one can also obtain equivalent
transforms by permuting the rows of W1, or by pre-multiplying W1 with a
diagonal matrix with non-zero diagonal entries. All these equivalent trans-
forms sparsify Y1 equally well (i.e., they provide the same sparsity level of
s). It is easy to see that if the condition spark
[
W−11 | W−12
]
> 2s (or, al-
ternatively, the mutual coherence-based condition) holds with respect to a
particular W1 and W2 in Proposition 2, then it also automatically holds with
respect to any other equivalent W1 and equivalent W2.
2.1.4 Square Transform Learning
Consider a training data matrix Y ∈ Rn×N whose columns are the given
training signals, and a sparse code matrix X ∈ Rn×N whose columns are the
sparse representations (or, sparse codes) of the corresponding columns of Y
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in a sparsifying transform W ∈ Rn×n. Previous work [12] proposed to learn
a (single) square sparsifying transform W and sparse code X that minimize
the sparsification error given by ‖WY −X‖2F . The sparsification error is the
modeling error in the transform model, and hence we minimize it in order
to learn the best possible transform model. Analytical transforms such as
the Wavelets and DCT are known to provide low sparsification errors for
natural images. The single square transform learning problem was proposed
as follows:
(P3) min
W,X
‖WY −X‖2F + λQ(W )
s.t. ‖Xi‖0 ≤ s ∀ i
where Q(W ) = − log |detW | + ‖W‖2F . Here, the subscript i denotes the
ith column of the sparse code matrix X. Problem (P3) has Q(W ) 6 as an
additional regularizer in the objective to prevent trivial solutions. The log
determinant penalty enforces full rank on W and eliminates degenerate so-
lutions such as those with zero, or repeated rows. The ‖W‖2F penalty helps
remove a scale ambiguity in the solution (the scale ambiguity occurs when
the data admits an exactly sparse representation). Together, the log determi-
nant and Frobenius norm penalty terms help control the condition number of
the learned transform. Badly conditioned transforms typically convey little
information and may degrade performance in applications.
It was shown [12] that the condition number κ(W ) can be upper bounded
by a monotonically increasing function of Q(W ). Hence, minimizing Q(W )
encourages reduction of condition number. Given a normalized transform W
and a scalar a ∈ R, Q(aW ) → ∞ as the scaling a → 0 or a → ∞. Thus,
Q(W ) also penalizes bad scalings. Furthermore, when λ → ∞ in (P3), the
condition number of the optimal transform(s) tends to 1, and the spectral
norm (or, scaling) tends to 1/
√
2.
We set λ = λ0 ‖Y ‖2F in (P3), where λ0 is a constant. This setting makes
Problem (P3) invariant to the scaling of the data Y as follows. When the data
Y is replaced with aY (a ∈ R, a 6= 0) in (P3), we can set X = aX ′. Then, the
objective function for this case becomes a2
(‖WY −X ′‖2F + λ0 ‖Y ‖2F Q(W )).
Since this is just a scaled version of the objective in (P3), the minimization of
6The weights on the log-determinant and Frobenius norm terms are set to the same
value in this thesis.
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it over (W,X ′) (with sparse X ′) yields the same solution as (P3). Thus, the
learned transform for data aY is the same as for Y , while the learned sparse
code for aY is a times that for Y . This makes sense since the sparsifying
transform for a dataset is not expected to change, when the data is trivially
scaled. Thus, the setting λ = λ0 ‖Y ‖2F achieves scale invariance for the
solution of (P3).7
2.1.5 OCTOBOS Learning Formulations and Properties
Problem Formulations
Similar to the square sparsifying transform learning problem, we propose
the following OCTOBOS learning formulation that learns a tall sparsifying
transform W ∈ RKn×n and sparse code matrix X ∈ RKn×N from training
data Y ∈ Rn×N .
(P4) min
W,X
‖WY −X‖2F +Q′(W )
s.t. ‖Xi‖0,s ≥ 1 ∀ i
Here, ‖Xi‖0,s is defined as in equation (2.2). The function Q′(W ) is defined
as follows:
Q′(W ) =
K∑
k=1
λkQ(Wk) (2.6)
The regularizer Q′(W ) controls the condition number of the sub-blocks of
W , and λk are positive weights.
One can also formulate the transform learning problem in the union of
transforms model as follows:
(P5) min
{Wk,Xi,Ck}
K∑
k=1
{∑
i∈Ck
‖WkYi −Xi‖22 + λkQ(Wk)
}
s.t. ‖Xi‖0 ≤ s ∀ i, {Ck} ∈ G
7On the other hand, if λ is a fixed constant, there is no guarantee that the optimal
transforms for scaled and un-scaled Y in (P3) are related.
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Here, the set {Ck}Kk=1 indicates a clustering of the training signals {Yi}Ni=1.
The cluster Ck contains the indices i corresponding to the signals Yi in the
kth cluster. The signals in the kth cluster are matched to transform Wk.
The set G is the set of all possible partitions of the set of integers [1 : N ] ,
{1, 2, ..., N}, or in other words, G is the set of all possible {Ck}, and is defined
as follows:
G =
{
{Ck} :
K⋃
k=1
Ck = [1 : N ], Cj
⋂
Ck = ∅, ∀ j 6= k
}
The constraint involving G thus enforces the various Ck in {Ck}Kk=1 to be
disjoint, and their union to contain the indices for all training signals. Note
that the term
∑K
k=1
∑
i∈Ck ‖WkYi −Xi‖
2
2 in (P5) is the sparsification error
for the data Y in the union of transforms model.
The weights λk in (P4) and (P5) are chosen as λk = λ0 ‖YCk‖2F , where
YCk is a matrix whose columns are the signals of Y in the k
th cluster. The
rationale for this choice of λk is similar to that presented earlier for the λ
weight in (P3). Specifically, when the clusters {Ck}Kk=1 are fixed to their
optimal values in (P5), the optimization problem (P5) reduces to K square
transform learning problems of the form of (P3), each involving a particular
data matrix YCk . Thus, the setting λk = λ0 ‖YCk‖2F achieves scale invariance
for the solutions of these K problems. The setting also implies that λk itself
is a function of the unknown Ck (function of the signal energy in cluster Ck)
in the optimization problem (P5). When the {Wk} are fixed, the Q′(W )
penalty in (P5) encourages a larger concentration of data energy (‖YCk‖2F ) in
the cluster corresponding to a smaller Q(Wk) (i.e., corresponding to smaller
condition number and reasonable scaling).
Properties of Formulations (P4) and (P5)
The following results [63, 62] imply that the learning Problems (P4) and (P5)
are equivalent. The details of the proof are presented in [63, 62].
Lemma 1. The minimum values of the objectives in Problems (P4) and
(P5) are identical. Moreover, any optimal union of transforms in (P5) can
be vertically concatenated to form an optimal overcomplete W for (P4). Sim-
ilarly, any optimal W in (P4) can be used to generate an optimal union of
15
transforms for (P5).
Although (P4) and (P5) are equivalent, Problem (P5) is more intuitive
and amenable to alternating optimization schemes (see Section 2.2 for such
a scheme). If we were to alternate between updating X and W in (P4), we
would not be able to directly maintain (without additional constraints) the
property that the transform domain residual for each Yi is zero in all but (at
most) one block of W , during the update of W . This is not a problem for
(P5), since its objective only considers the residual of each Yi in one (best)
block.
The following result [63, 62] indicates that the minimum objective in the
union of transforms Problem (P5) is always lower than the minimum objec-
tive value in the single transform learning problem (P3). This means that
either the optimal sparsification error in (P5) is lower than the corresponding
value in (P3), or the optimal regularizer (that controls the condition num-
ber(s) of the transform block(s)) in (P5) is smaller than the corresponding
value in (P3), or both of these conditions hold.
Proposition 3. The minimum value of the objective in (P5) can only be
lower than the minimum objective value in (P3)[63, 62].
We will empirically illustrate in Section 2.5 that our algorithm for (P5) (in
Section 2.2) provides a lower value of both the objective and sparsification
error compared to the algorithm for (P3).
It was shown by [12] that the objective of Problem (P3) is lower bounded.
The following lemma [63, 62] confirms that the objectives of the proposed
learning formulations are lower bounded too.
Lemma 2. The objectives in Problems (P4) and (P5) are both lower bounded
by λQ0 = λ0Q0 ‖Y ‖2F , where Q0 = n2 + n2 log(2).
We use the preceding lemma to prove the following proposition, which per-
tains to the identifiability of good models (models that sparsify well and are
well-conditioned) by our Problem (P5). Proposition 4 [63, 62] also pertains
to the case when the lower bounds in Lemma 2 are achievable.
Proposition 4. Given a training data matrix Y ∈ Rn×N , let {YCk} be a col-
lection of data matrices formed according to a clustering rule {Ck}. Suppose
that {Wk} is a collection of unit conditioned square transform models, each
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with spectral norm 1/
√
2,8 that exactly sparsifies the clustered data {YCk} as
WkYCk = XCk ∀ k, with each XCk having s-sparse columns. Then, the set
{Wk, Ck, XCk} is a global minimizer of (P5), i.e., the underlying model is
identifiable by solving (P5). [63, 62]
Thus, when an “error-free” union of transforms model exists for the data,
and the transforms are all unit conditioned, Proposition 4 guarantees that
such a union of transforms model is a global minimizer of the proposed
Problem (P5). Therefore, it makes sense to solve (P5) in order to find such
good OCTOBOS models.
We now show that the role of the λ0 weight in (P5) is to control the condi-
tion number and scaling of the transform blocks Wk (1 ≤ k ≤ K). If we were
to minimize only the Qˆ(W ) = Q′(W )/λ0 =
∑K
k=1 ‖YCk‖2F Q(Wk) regularizer
in Problem (P5) with respect to the unknowns, then the minimum value
would be Q0 ‖Y ‖2F according to Lemma 2. This minimum is achieved with
Wk’s that are unit conditioned, and with spectral norm of 1/
√
2 (i.e., trans-
forms with identical scaling). Thus, similar to Corollary 2 in [12], we have
that as λ0 →∞ in (P5), the condition number of the optimal transforms in
(P5) tends to 1, and their spectral norm (scaling) tends to 1/
√
2 . Therefore,
as λ0 → ∞, our formulation (P5) approaches a union of unit-conditioned
transforms learning problem. We also empirically show in Section 2.5 that
when λ0 is properly chosen (but finite), the condition numbers and norms
of the learned Wk’s in (P5) are very similar. Note that we need the Wk’s to
be similarly scaled for the sparsification error in (P5) to be fully meaningful
(since otherwise, a certain Wk with a very small scaling can trivially give the
best sparsification error for a signal).
Another interesting fact about OCTOBOS learning is that both (P4) and
(P5) admit an equivalence class of solutions similar to (P3). For example, one
can permute the rows within an optimal block Wk (along with a permutation
of the corresponding sparse codes), or pre-multiply Wk by a diagonal ±1 sign
matrix (and multiply the sparse codes accordingly), without affecting its
optimality. In (P4), one can also permute the blocks Wk within an optimal
W (and correspondingly permute the sparse codes) to produce equivalent
optimal solutions.
8If the transforms have a different spectral norm, they can be trivially scaled to have
spectral norm 1/
√
2.
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We note that in spite of sharing the common theme of a mixture of mod-
els, our OCTOBOS model and learning formulation are quite different from
the Gaussian mixture model (GMM) approach of [4], and [65]. In the GMM-
based models, the signal can be thought of (cf. [4]) as approximated by a lin-
ear combination of a few (orthonormal) eigenvectors of the covariance matrix
of the mixture component to which it belongs. In contrast, in the OCTOBOS
approach, the transform blocks Wk (equivalently, the class-conditional square
sparsifying transforms) are not eigenvectors of some covariance matrices. In-
stead they are directly optimized (via (P5)) for transform-domain sparsity of
the training data. Our OCTOBOS learning also enforces well-conditioning
rather than exact orthonormality of the transform blocks. These features
distinguish our OCTOBOS framework from the GMM-based approach.
2.2 Transform Learning Algorithm and Properties
2.2.1 Algorithm
We propose an alternating algorithm to solve the joint minimization Problem
(P5). In one step of our proposed algorithm called the sparse coding and
clustering step, we solve for {Ck}, {Xi} with fixed {Wk} in (P5). In the
other step of the algorithm called the transform update step, we solve for the
transforms {Wk} in (P5) with fixed sparse codes.
Sparse Coding and Clustering
Given the training matrix Y , and fixed transforms {Wk} (or, the equivalent
overcomplete W ), we solve the following Problem (P6) (which is just (P5)
with fixed transforms) to determine the sparse codes and clusters. As before,
the clusters are disjoint and every training signal belongs to exactly one
cluster.
(P6) min
{Ck},{Xi}
K∑
k=1
∑
i∈Ck
{‖WkYi −Xi‖22 + ηk ‖Yi‖22}
s.t. ‖Xi‖0 ≤ s ∀ i, {Ck} ∈ G
18
The weight ηk = λ0Q(Wk) above. This is a fixed weight, since Wk is fixed
in this step. We refer to the term ‖WkYi −Xi‖22 + ηk ‖Yi‖22, with Xi =
Hs(WkYi) (i.e., the optimal sparse code of Yi in transform Wk) as a clustering
measure corresponding to the signal Yi. This is a modified version of the
measure in (P1), and includes the additional penalty ηk ‖Yi‖22 determined by
the regularizer (i.e., determined by the conditioning of Wk
9). It is easy to
observe that the objective in (P6) involves the summation of only N such
‘clustering measure’ terms (one for each signal). Since every training signal
is counted exactly once (in one cluster) in the double summation in Problem
(P6), we can construct the equivalent optimization problem as follows.
N∑
i=1
min
1≤k≤K
{‖WkYi −Hs(WkYi)‖22 + ηk ‖Yi‖22} (2.7)
The minimization over k for each Yi above determines the cluster Ck (in (P6))
to which Yi belongs. For each Yi, the optimal cluster index kˆ
10 is such that
‖WkˆYi −Hs(WkˆYi)‖22 + ηkˆ ‖Yi‖22 ≤ ‖WjYi −Hs(WjYi)‖22 + ηj ‖Yi‖22, ∀j 6= kˆ.
The optimal Xˆi in (P6) is then Hs(WkˆYi). There is no coupling between the
sparse coding/clustering problems in (2.7) for the different training signals
{Yi}Ni=1. Thus, the training signals can be sparse coded and clustered in
parallel.
Transform Update Step
Here, we solve for {Wk} in (P5) with fixed {Ck}, {Xi}. Although this is
an unconstrained joint minimization problem over the set of transforms, the
optimization problem is actually separable (due to the objective being in
summation form) into K unconstrained problems, each involving only a par-
ticular square transform Wk. Thus, the transform update problem becomes
(P7) min
Wk
∑
i∈Ck
‖WkYi −Xi‖22 + λkQ(Wk)
9This clustering measure will encourage the shrinking of clusters corresponding to any
badly conditioned, or badly scaled transforms.
10When two or more clusters are equally optimal, then we pick the one corresponding
to the lowest cluster index k.
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Here, λk = λ0 ‖YCk‖2F is a fixed weight. Problem (P7) is solved separately
for each k, which can be done in parallel. Problem (P7) is similar to the
transform update problem encountered for (P3) [1], and can thus be solved
similarly.
Let U be the matrix whose columns are the training signals Yi belonging to
the kth cluster (i.e., i ∈ Ck). Let V be the corresponding (fixed) sparse code
matrix. Problem (P7) can then be solved exactly and efficiently by using
the simple closed-form solution proposed by [1]. First, we decompose the
positive-definite matrix UUT + λkI as UU
T + λkI = LL
T (e.g., by Cholesky
decomposition, or taking the eigen value decomposition (EVD) square root),
where I is the n× n identity. Next, we obtain the full singular value decom-
posiiton (SVD) of the matrix L−1UV T as BΣRT , where B, Σ, and R are all
n× n matrices. Then, the optimal transform Wˆk in (P7) is given as
Wˆk =
R
2
(
Σ + (Σ2 + 2λkI)
1
2
)
BTL−1 (2.8)
where the (·) 12 operation above denotes the positive definite square root. The
closed-form solution (2.8) is guaranteed to be a global optimum of Problem
(P7). Compared to iterative optimization methods such as conjugate gradi-
ents (CG), (2.8) allows for both cheap and exact computation of the solution
of the transform update problem. The OCTOBOS learning Algorithm A1 is
summarized in Fig. 2.1.
2.2.2 Computational Cost
The algorithm for (P5) consists of the sparse coding and clustering step, and
the transform update step. We derive the computational cost of each of these
steps.
Sparse coding and clustering. First, the sparse code of every training
signal with respect to every transform Wk is computed. The computation
of WkY requires n
2N multiply-add operations. The projection of WkY onto
the s-`0 ball, if done by full sorting, would require O(nN log n) operations.
Thus, the cost of finding the sparse representation of the training matrix in a
particular Wk is dominated by O(n
2N). Since this needs to be done for each
k, the total number of operations scales as O(Kn2N). Denoting m = Kn
this cost is O(mnN).
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OCTOBOS Learning Algorithm A1
Input : Y - training matrix with N signals, s - sparsity level, λ0 -
constant, K - number of clusters, J - number of iterations.
Output :
{
Wˆk
}
- learned transforms,
{
Xˆi
}
- learned sparse codes,
{
Ck
}
- learned clusters.
Initialize:
{
Wˆ 0k
}
.
For t = 1 : J Repeat
1) Clustering and Sparse Coding: For 1 ≤ i ≤ N ,
(a) Compute ηk = λ0Q(Wˆ
t−1
k ), 1 ≤ k ≤ K.
(b) Include the index i in the cluster Ct−1
kˆ
if
∥∥∥Wˆ t−1
kˆ
Yi −Hs(Wˆ t−1kˆ Yi)
∥∥∥2
2
+
ηkˆ ‖Yi‖22 ≤ ηj ‖Yi‖22 +
∥∥∥Wˆ t−1j Yi −Hs(Wˆ t−1j Yi)∥∥∥2
2
holds for all j 6= kˆ.
(c) Xˆ t−1i = Hs(Wˆ
t−1
kˆ
Yi).
2) Transform Update: For each 1 ≤ k ≤ K, do
(a) Let Ψ , Ct−1k . Compute λk = λ0 ‖YΨ‖2F .
(b) Compute L−1 =
(
YΨY
T
Ψ + λkI
)−1/2
.
(c) Compute full SVD of L−1YΨ(Xˆ t−1Ψ )
T as BΣRT .
(d) Wˆ tk =
R
2
(
Σ + (Σ2 + 2λkI)
1
2
)
BTL−1.
End
Figure 2.1: Algorithm A1 for OCTOBOS learning via (P5). A superscript
of t is used to denote the iterates in the algorithm.
21
Table 2.1: Computational cost per-iteration for square sparsifying
transform, OCTOBOS, and KSVD learning.
Square Transform OCTOBOS KSVD
Cost O(n2N) O(mnN) O(mn2N)
Next, for each training signal, in order to perform clustering, the cluster-
ing measure, which is the sum of the sparsification error and weighted signal
energy, is computed with respect to all the transforms. The total cost of
computing the sparsification error (taking into account that the sparsification
error is only computed using the transform domain residual on the comple-
ment of the support of the sparse code) for all training signals in all clusters is
O((n− s)KN). Since the weighted signal energy term λ0 ‖Yi‖22 Q(Wk) needs
to be computed for all i, k, we first compute λ0Q(Wk) for all k at a cost of
O(Kn3) (computing determinants dominates this cost). Next, the term ‖Yi‖22
is computed for all i at a cost of O(nN). Then, computing λ0 ‖Yi‖22 Q(Wk)
and adding it to the corresponding sparsification error term for all i, k, re-
quires O(KN) operations. Finally, to compute the best cluster for each signal
requires O(K − 1) comparisons (between the clustering measure values for
different transforms), and thus O((K−1)N) operations for the entire Y ma-
trix. Assuming, N  n, it is clear based on the preceding arguments that
the computation of {WkY } dominates the computations in the sparse coding
and clustering step, with a cost of O(mnN) (or, O(Kn2N)).
Transform update. In this step, we compute the closed-form solution
for the transform in each cluster using (2.8). First, the matrix UUT + λkIn
(notations defined in Section 2.2.1) needs to be computed for each (disjoint)
cluster. This requires O(n2N) multiply-add operations totally (over all clus-
ters). (Note that the computation of all the λk’s requires only O(nN) op-
erations.) The computation of L and L−1 requires O(n3) operations for
each cluster, and thus about O(Kn3) operations for K clusters. Next, the
matrix UV T is computed for each cluster. Since V has s-sparse columns,
this matrix multiplication gives rise to a total (over all clusters) of αn2N
multiply-add operations (assuming s = αn, with α < 1). Finally, the compu-
tation of L−1UV T , its SVD, and the closed-form update (2.8) require O(n3)
operations per cluster, or about O(Kn3) operations for K clusters. Since
22
N  m = Kn typically, we have that the cost of the transform update step
scales as O(n2N). Thus, for K  1, the transform update step is cheaper
than the sparse coding step for the proposed algorithm.
Based on the preceding arguments, it is clear that the computational cost
per iteration (of sparse coding and transform update) of our algorithm scales
as O(mnN).11 This is much lower (in order) than the per-iteration cost of
learning an n × m overcomplete synthesis dictionary D using K-SVD [13],
which (assuming, as in the transform model, that the synthesis sparsity level
s = βn with β < 1) 12 scales as O(mn2N). Our transform learning also
holds a similar (per-iteration) computational advantage over analysis dic-
tionary learning schemes such as analysis K-SVD. The computational costs
per-iteration of square transform, OCTOBOS, and KSVD learning are sum-
marized in Table 2.1.
As illustrated in our experiments in Section 2.5, both the OCTOBOS and
square transform learning algorithms converge in few iterations in practice.
Therefore, the per-iteration computational advantages for OCTOBOS over
K-SVD typically translate to a net computational advantage in practice.
OCTOBOS learning could be used for a variety of purposes including clus-
tering (classification), denoising, and sparsity-based signal compression. In
the latter case, we also need to compute Yˆi = W
−1
k Xi, for all i ∈ Ck, and
∀ k, in order to recover estimates of the signals from their (compressed)
transform codes. Computing W−1k , 1 ≤ k ≤ K, has O(Kn3) computational
cost. However, this cost does not depend on the number of training signals
N  K (typically), and is therefore negligible compared to the total cost
O(snN) (= O(n2N) for s ∝ n) of multiplying the once computed W−1k for
all k, with the corresponding sparse codes. The latter cost is the same as for
multiplying a synthesis dictionary D with its sparse codes.
11Setting m = n for the case K = 1, this agrees with previous cost analysis for square
transform learning using (P3), which has per-iteration cost of O(n2N) [12].
12The notion that sparsity s scales with the signal dimension n is rather standard. For
example, while s = 1 may work for representing the 4× 4 patches of an image in a DCT
dictionary with n = 16, the same sparsity level of s = 1 for an n = 2562 DCT dictionary for
a 256× 256 (vectorized) image would lead to very poor image representation. Therefore,
the sparsity s must increase with the size n. A typical assumption is that the sparsity s
scales as a fraction (e.g., 5% or 10%) of the image or, patch size n. Otherwise, if s were to
increase only sub-linearly with n, it would imply that larger (more complex) images are
somehow better sparsifiable, which is not true in general.
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2.3 Convergence Analysis
While some recent works [66, 67, 68, 69, 70, 71] study the convergence of
(specific) synthesis dictionary learning algorithms, 13 none of them consider
the union of dictionaries case. The prior works also typically require many
restrictive assumptions (e.g., noiseless data) for their results to hold. In
contrast, we present a novel convergence theory here for learning a union
of (transform) sparse models [63, 62]. Importantly, although our proposed
Problem formulation (P5) is highly non-convex (due to the `0 quasi norm on
the sparse codes and the log-determinant penalty), the results hold with few
or no assumptions.
Very recently, a convergence result [72] has been derived for the algorithm
for the (single) square transform learning Problem (P3). In this section,
we analyze the convergence behavior of the proposed OCTOBOS learning
algorithm that solves (P5), by summarizing the main theoretical results.
The details of the proofs are presented elsewhere [63, 62].
The convergence results [63, 62] are more conveniently stated in terms of an
unconstrained form of (P5). Problem (P5) has the constraint ‖Xi‖0 ≤ s ∀ i,
which can equivalently be added as a penalty in the objective by using a bar-
rier function φ(X) (where X ∈ Rn×N is the matrix of all sparse codes), which
takes the value +∞ when the constraint is violated, and is zero otherwise.
Then, we denote the objective of (P5) as
g (W,X,Γ) =
K∑
k=1
∑
i∈Ck
‖WkYi −Xi‖22 + φ(X) (2.9)
+
K∑
k=1
λkQ(Wk)
where W ∈ RKn×n is obtained by stacking the Wk’s on top of one another,
the matrix X ∈ Rn×N contains the sparse codes Xi as its columns, and the
row vector Γ ∈ R1×N is such that its ith element Γi ∈ {1, .., K} denotes the
cluster index (label) corresponding to the signal Yi. As discussed in Section
2.1.5, the clusters
{
Ck
}
form a disjoint partitioning of [1 : N ].
Problem (P5) is to find the best possible union of sparsifying transforms
13Most of these (synthesis dictionary learning) algorithms have not been demonstrated
to be practically useful in applications such as denoising. [70] show that their method
denoises worse than the K-SVD method [3].
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model for a given set of data Y , by minimizing the sparsification error, and
controlling the condition numbers (avoiding trivial solutions) of the cluster-
specific transforms. Proposition 4 in Section 2.1.5 established the identifiabil-
ity of good models by solving Problem (P5). Here, we discuss the convergence
behavior of our algorithm A1 that solves (P5).
For our convergence results, we make only the following mild assumption
[63, 62].
Assumption 1. Our proposed solution involves computing SVDs, EVDs
(of small n×n matrices), and scalar square roots. Although in practice these
quantities are computed using iterative methods, we assume, for the theoreti-
cal analysis, that they are computed exactly. In practice, standard numerical
methods are guaranteed to quickly provide machine precision accuracy for
these computations.
Since the training matrix Y ∈ Rn×N , the training signals are also bounded,
i.e., maxi ‖Yi‖2 < ∞. For a vector z, let βj(z) denote the magnitude of
the jth largest element (magnitude-wise) of z. For a matrix B, ‖B‖∞ ,
maxi,j |Bij|. We say that a sequence {bt} has an accumulation point b, if
there is a subsequence that converges to b. For our iterative Algorithm A1
(in Fig. 2.1), we denote the iterates (or, outputs) at each iteration t by
the set (W t, X t,Γt), where W t denotes the matrix obtained by stacking the
cluster-specific transforms W tk (1 ≤ k ≤ K), X t is the sparse code matrix
with the sparse codes X ti (1 ≤ i ≤ N) as its columns, and Γt is a row vector
containing the cluster indices Γti (1 ≤ i ≤ N) as its elements. Each Γti
contains the cluster index corresponding to signal Yi. The following theorem
[63, 62] provides a convergence result for the OCTOBOS learning Algorithm
A1.
Theorem 1. Let {W t, X t,Γt} denote the iterate sequence generated by Algo-
rithm A1 with training data Y and initial (W 0, X0,Γ0). Then, the objective
sequence {gt} with gt , g (W t, X t,Γt) is monotone decreasing, and con-
verges to a finite value, say g∗ = g∗(W 0, X0,Γ0). The iterate sequence is
bounded, and all its accumulation points are equivalent in the sense that they
achieve the same value g∗ of the objective. Finally, every accumulation point
(W,X,Γ) is a fixed point of Algorithm A1 satisfying the following partial
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global optimality conditions:
(X,Γ) ∈ arg min
X˜,Γ˜
g
(
W, X˜, Γ˜
)
(2.10)
W ∈ arg min
W˜
g
(
W˜ ,X,Γ
)
(2.11)
as well as the following partial local optimality property:
g (W + dW,X + ∆X,Γ) ≥ g (W,X,Γ) (2.12)
Property (2.12) holds for all dW with sufficiently small perturbations to the
individual cluster-specific transforms dWk ∈ Rn×n satisfying ‖dWk‖F ≤ k
for some k > 0 that depends on the specific Wk, and the following condition
on ∆X. For every 1 ≤ k ≤ K, let ∆XCk ∈ Rn×|Ck| be the matrix with
columns ∆Xi ∈ Rn for i ∈ Ck. Then, ∆X is such that ∆XCk ∈ R1k ∪ R2k
for all k, where
R1k: The half-space tr
{
(WkYCk −XCk)∆XTCk
} ≤ 0.
R2k: The local region defined by
‖∆XCk‖∞ < mini∈Ck {βs(WkYi) : ‖WkYi‖0 > s}.
Furthermore, if we have ‖WkYi‖0 ≤ s ∀ i ∈ Ck, then the corresponding ∆XCk
can be arbitrary.
The local region R2k in Theorem 1 that determines the size of the local
perturbation ∆XCk in class k is determined by the scalar γk = mini∈Ck
{βs(WkYi) : ‖WkYi‖0 > s}. This scalar is computed by (i) taking the columns
of WkY corresponding to the k
th cluster; (ii) choosing only the vectors with
sparsity > s; (iii) finding the sth largest magnitude element of those vectors;
and (iv) picking the smallest of those values.
Theorem 1 indicates that for a particular starting point (W 0, X0,Γ0),
the iterate sequence in our algorithm converges to an equivalence class of
accumulation points. Every accumulation point has the same cost g∗ =
g∗(W 0, X0,Γ0), 14 and is a fixed point of the algorithm, as well as a par-
tial local minimizer (with respect to the cluster transforms and sparse code
14The exact value of g∗ may vary with initialization. We will empirically illustrate in
Section 2.5.2 that our algorithm is also insensitive to initialization.
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variables) of the objective g (W,X,Γ). Since Algorithm A1 minimizes the
objective g (W,X,Γ) by alternating between the minimization over (X,Γ)
and W , and obtains the global optimum in each of these minimizations, it
follows that the algorithm’s fixed points satisfy the partial global optimality
conditions (2.10) and (2.11).
Thus, we can also say that, for each initial (W 0, X0,Γ0), the iterate se-
quence in OCTOBOS converges to an equivalence class of fixed points, or an
equivalence class of partial local/global minimizers satisfying (2.10), (2.11),
and (2.12). This is summarized by the following Corollary [63, 62].
Corollary 1. For a particular initial (W 0, X0,Γ0), the iterate sequence in
Algorithm A1 converges to an equivalence class of fixed points that are also
partial minimizers satisfying (2.10), (2.11), and (2.12).
The following corollary [63, 62] summarizes the convergence of Algorithm
A1 for any starting point (the phrase “globally convergent” refers to conver-
gence from any initialization).
Corollary 2. The iterate sequence in Algorithm A1 is globally convergent to
the set of partial minimizers of the non-convex objective g (W,X,Γ).
We would like to emphasize that unlike results in previous work (for syn-
thesis learning), Theorem 1 that shows the convergence of the proposed non-
convex OCTOBOS learning algorithm is free of any restrictive conditions or
requirements. Theorem 1 also holds for any choice of the parameter λ0 in
(P5), which controls the condition number of the cluster transforms. The
condition (2.12) in Theorem 1 holds true not only for local (or small) per-
turbations in the sparse codes, but also for arbitrarily large perturbations of
the sparse codes in a half space, as defined by region R1k.
While Theorem 1 shows partial local/global optimality for Algorithm A1,
the following Theorem 2 establishes that, under certain conditions, every
accumulation point of the iterate sequence in Algorithm A1 is a stationary
point of the overall objective. Algorithm A1 then converges to the set of
stationary points of the overall problem.
Equation (2.7) indicates that the objective that is minimized in Problem
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(P5) can be equivalently written as
f (W ) =
N∑
i=1
min
k
{‖WkYi −Hs(WkYi)‖22 + λ0Q(Wk) ‖Yi‖22} (2.13)
This equivalent objective is now only a function of the transforms {Wk} (with
the cluster assignment being implicit). Our OCTOBOS learning algorithm
can be thought of as an alternating minimization algorithm to minimize
the function f(W ), that also involves the optimization with respect to the
additionally introduced sparse code variables.
We now state Theorem 2 [63, 62] in terms of the equivalent objective f(W ).
Theorem 2. Let {W t, X t,Γt} denote the iterate sequence generated by Algo-
rithm A1 with training data Y and initial (W 0, X0,Γ0). Let each accumula-
tion point (W,X,Γ) of the iterate sequence be such that (X,Γ) is the unique
minimizer of g
(
W, X˜, Γ˜
)
for fixed W . Then, every accumulation point of
the iterate sequence is a stationary point of the objective f(W ).
Theorem 2 establishes that the iterates converge to the set of stationary
points of f(W ). It assumes that for every accumulation point (W,X,Γ),
the pair (X,Γ) is the unique minimizer of g
(
W, X˜, Γ˜
)
for fixed W . Note
that the condition (X,Γ) ∈ arg min
X˜,Γ˜
g
(
W, X˜, Γ˜
)
is already guaranteed by
Theorem 1. Only the uniqueness of the sparse coding and clustering solution
is additionally assumed in Theorem 2, i.e., we assume that there are no ties
in assigning the clusters or sparse codes.
Although the result in Theorem 2 depends on the uniqueness condition,
the following conjecture [63, 62] postulates that provided the following As-
sumption 2 [63, 62] (that uses a probabilistic model for the data) holds, the
uniqueness condition holds with probability 1, i.e., the probability of a tie in
assigning the cluster or sparse code is zero.
Assumption 2. The training signals Yi ∈ Rn for 1 ≤ i ≤ N , are drawn
independently from an absolutely continuous probability measure over the
n-dimensional ball Sˆ , {y ∈ Rn : ‖y‖2 ≤ c0} for some c0 > 0.
Conjecture 1. Let Assumption 2 hold. Then, with probability 1, every ac-
cumulation point (W,X,Γ) of Algorithm A1 is such that (X,Γ) is the unique
minimizer of g
(
W, X˜, Γ˜
)
for fixed W .
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If Conjecture 1 holds, then every accumulation point of the iterate sequence
in Algorithm A1 is immediately a stationary point of f(W ) with probability
1.
To summarize, the convergence analysis demonstrates the following prop-
erties of Algorithm A1.
(i) The objective sequence in Algorithm A1 converges.
(ii) The sequence of iterates is bounded.
(iii) The iterate sequence has an accumulation point.
(iv) All the accumulation points of the iterate sequence have a common
objective value.
(v) Every accumulation point of the iterate sequence is a fixed point of the
algorithm satisfying the partial global optimality conditions (2.10) and
(2.11).
(vi) Every fixed point of the algorithm is a local minimizer of g (W,X,Γ)
with respect to the transforms {Wk} and sparse codes {Xi}.
(vii) Under the uniqueness condition stated in Theorem 2, every accumula-
tion point is a stationary point of the equivalent objective f(W ).
Items (i)-(vi) above pertain to Theorem 1 and establish the various results
in Theorem 1, while item (vii) pertains to Theorem 2.
2.4 Image Denoising
There are numerous applications that benefit from a good sparse model. Im-
age denoising is an important and classical application that has been widely
studied. The goal of denoising is to recover an estimate of an image x ∈ RP
(2D image represented as a vector) from its corrupted measurement y = x+h,
where h ∈ RP is a noise vector. Here, we consider h whose entries are i.i.d.
Gaussian with zero mean and variance σ2. We propose an adaptive im-
age denoising framework in this section that exploits the proposed union of
transforms model, or OCTOBOS model.
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2.4.1 Problem Formulation
Similar to previous work on dictionary-based image denoising [3], we work
with image patches. We model them as sparse in a transform domain. We
allow overlapping patches, which provide an additional averaging effect that
reduces noise. The patches considered can be vectorized to form the columns
of a training matrix, allowing us to utilize the proposed schemes such as (P5)
to learn an adaptive transform for patches.
Similar to the previous formulation [17] for adaptive square transform-
based denoising, we propose the following image denoising problem formula-
tion that exploits the union of transforms model.
min
{Wk,xi,αi,Ck}
K∑
k=1
∑
i∈Ck
{‖Wkxi − αi‖22 + λ′iQ(Wk)}
+ τ
N∑
i=1
‖Ri y − xi‖22
s.t. ‖αi‖0 ≤ si ∀ i, {Ck} ∈ G (P8)
Here, Ri ∈ Rn×P is defined to be a patch extraction operator, i.e., Riy ∈ Rn
denotes the ith patch of the image y as a vector. We assume a total of N
overlapping patches. Compared with Problem (P5), the denoising problem
includes the additional, yet important data fidelity term τ
∑N
i=1 ‖Ri y − xi‖22.
The assumption in (P8) is that there exist noiseless xi ∈ Rn that approximate
Riy, and are approximately sparsifiable by the learned model. The weight
τ for the fidelity term is typically inversely proportional to the noise level
σ, that is assumed known a priori. Vector αi ∈ Rn in (P8) denotes the
sparse representation of xi in a specific cluster transform Wk, with an a
priori unknown sparsity level si. The weight λ
′
i is set based on the given
noisy data Riy as λ0 ‖Riy‖22. The net weight on the Q(Wk) regularizer in
(P8) is then λk =
∑
i∈Ck λ
′
i. Thus, similar to Problem (P5), the weight λk
here varies depending on Ck.
Since τ ∝ 1/σ, we have the result that when σ = 0, the optimal xi = Ri y
in (P8). In that case, (P8) reduces to the transform learning problem (P5).
Since the patch-based framework is used in formulation (P8), the denoised
image x is obtained by averaging the learned xi’s at their respective locations
in the image [17].
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Problem (P8) has the disadvantage that it involves a priori unknown spar-
sity levels si. These sparsity levels have to be estimated in practice. An
alternative version of (P8) would replace the penalty τ
∑N
i=1 ‖Ri y − xi‖22
by constraints ‖Ri y − xi‖22 ≤ nC2σ2 ∀ i, where C is a constant. Further-
more, the sparsity constraints in (P8) can be converted to a penalty of the
form
∑N
i=1 γi ‖αi‖0. Although this modification eliminates the issue of un-
known sparsity levels si, it introduces another new set of unknown parameters
γi > 0.
15 In this chapter, we will work with the formulation (P8) that uses
the (simple) data fidelity penalty and sparsity constraints. Our algorithm
for (P8) will additionally estimate the (minimum) sparsity levels for which
the condition ‖Ri y − xi‖22 ≤ nC2σ2 ∀ i is satisfied (similar to [3]).
2.4.2 Algorithm for (P8)
The proposed iterative algorithm is aimed at solving the non-convex Problem
(P8). While one could solve (P8) with fixed si (e.g., si set to 10% of the
patch size), we observed that the denoising performance is better when the
si’s are tuned adaptively as discussed above. Each iteration of our algorithm
involves intra-cluster transform learning, variable sparsity level update, and
clustering steps. The denoised patches xi are updated in the final iteration.
The denoised image is reconstructed when the iterations complete.
Intra-Cluster Transform Learning
Given {xi}, {si}, and the clusters Ck, we solve for the cluster transforms
{Wk} and the corresponding sparse codes {αi} in (P8). This problem sep-
arates out into K different single transform learning problems (similar to
(P3)). The kth problem is as follows:
min
{Wk,αi}
∑
i∈Ck
{‖Wkxi − αi‖22 + λ′iQ(Wk)}
s.t. ‖αi‖0 ≤ si ∀ i ∈ Ck (2.14)
This problem is solved by alternating between sparse coding and transform
update steps. For each of these steps, we use closed-form solutions [1].
15The γi’s need to be set accurately for the modified formulation to work well in practice.
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Algorithm for (P8)
Input : y - noisy image, s - initial fixed sparsity, K - number of clusters,
L - number of iterations of algorithm for (P8), σ2 - an estimate of noise
variance, J - number of transform learning iterations, λ0 - a constant.
Output : x - Denoised image estimate
Initialization : Patches xi = Riy and si = s for i = 1, 2, ...., N . Initial
Wk = W0 ∀ k, Ck - random cluster selection for each i ∈ {1, ..., N}.
For l = 1:L Repeat
1. For k = 1...K, update Wk and the corresponding αi alternatingly
(to solve problem (2.14)), with fixed clusters Ck and xi = Riy. The
number of alternations for each k is J .
2. Update si for all i = 1, 2, ...., N : Increase si in αi = Hsi(WkRiy) in
(2.15) where i ∈ Ck, until the error condition ‖Ri y − xi‖22 ≤ nC2σ2
is reached.
3. For each i ∈ {1, ..., N}, perform clustering and sparse coding with
xi = Riy: calculate α˜
k
i = Hsi(Wkxi) ∀ k and include i in the cluster
Ckˆ if
∥∥∥Wkˆxi − α˜kˆi ∥∥∥2
2
+ ηkˆ ‖xi‖22 ≤
∥∥Wjxi − α˜ji∥∥22 + ηj ‖xi‖22 ∀ j 6= kˆ,
with the ηj = λ0Q(Wj). The optimal code αi = α˜
kˆ
i .
End
Update x : Obtain the denoised patches xi satisfying the error condition
in step 2 above, and average them at their respective image locations.
Figure 2.2: Algorithm to solve (P8), and obtain a denoised image estimate
x. A particular initialization is mentioned above for {Wk, Ck, si}, for
simplicity. The W0 above can be chosen to be the DCT, wavelets, etc.
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Intra-Cluster Sparsity Level Update
Now, we update the sparsity levels si for all i. We adopt a similar method
for updating the sparsity levels as introduced by [17].
With a fixed cluster transform Wk and αi (i ∈ Ck), one can solve for xi in
(P8) in the least squares sense as follows:
xi =
[√
τ I
Wk
]† [√
τRiy
αi
]
= G1Riy +G2αi (2.15)
where I is the n × n identity, and the matrices G1 and G2 are given as
G1 = τ
(
τI +W Tk Wk
)−1
and G2 =
(
τI +W Tk Wk
)−1
W Tk . Both G1 and G2
are computed once for each cluster.
With αi held at Hsi(WkRiy), we choose si to be the smallest integer such
that the xi in (2.15) satisfies the error condition ‖Ri y − xi‖22 ≤ nC2σ2. This
can be done efficiently by pre-computing mi = G1Riy and adding to it one
scaled column of G2 at a time (corresponding to incrementing si by 1 in
αi = Hsi(WkRiy)), until the error condition is met.
We only update the si’s in this step, except in the final algorithm iteration,
when the xi’s computed above satisfying the ‖Ri y − xi‖22 ≤ nC2σ2 condition
represent the final denoised patches. Note that the sparse code is also further
updated here for each i ∈ Ck as αi = Hsi(WkRiy), using the optimal si.
Clustering
With fixed {si}, {Wk}, and {xi}, we solve (P8) with respect to the clusters
{Ck} and sparse codes {αi}. This problem is similar to (P6). For each i,
we solve a sparse coding and clustering problem in the union of transforms
model. We calculate α˜ki = Hsi(WkRiy) ∀ k, and choose the cluster Ckˆ if we
have that
∥∥∥Wkˆxi − α˜kˆi ∥∥∥2
2
+ηkˆ ‖xi‖22 ≤
∥∥Wjxi − α˜ji∥∥22 +ηj ‖xi‖22 ∀ j 6= kˆ, where
ηj = λ0Q(Wj). Then, the optimal αi = α˜
kˆ
i . Note that the clustering step is
not performed in the final iteration of our algorithm for (P8).
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Computing Denoised Image Estimate
The denoised image patches {xi} obtained from the iterative scheme for (P8)
are restricted to their range (e.g., 0-255 for unsigned 8-bit integer class).
We output the denoised image by averaging the denoised patches at their
respective image locations. The summary of the method for (P8) is presented
in Fig. 2.2.
In order to enhance the method’s efficiency, we typically perform the intra-
cluster transform learning in our algorithm using only a subset of patches
that are selected uniformly at random in each cluster. The patches are all
mean-subtracted in our algorithm, and the means are added back to the final
denoised patch estimates.
Our algorithm learns a union of transforms using noisy patches, and up-
dates the sparsity levels si adaptively during the iterations. One could use
the final si’s output from the algorithm and re-solve (P8) with fixed si’s by
alternating between the intra-cluster transform learning, xi update (by least
squares), and clustering steps. However, we observed in our experiments that
such additional iterations produce at most a minor additional improvement
in denoising performance. Hence, to save run time, we do not include them.
Note that similar to previous work [17], we do not enforce the constraint
Rix = xi explicitly in (P8), but rather treat extracted patches as individual
data points. Although the final denoised image estimate is computed by
averaging all patches (at respective locations), the approach may be sub-
optimal [4], but results in an effective algorithm with low computational
cost. Numerical results presented in Section 2.5 demonstrate this.
2.4.3 Improved Denoising by Iteratively Resolving (P8)
Our aforementioned algorithm obtains a denoised image estimate by solving
(P8) once. We propose an improved iterative denoising scheme that makes
multiple passes through (P8), each time replacing y by its latest denoised
version, setting the noise level to an estimate of the remaining noise in the
denoised image produced in the previous pass. Each iteration of this denois-
ing scheme uses the same algorithm (for (P8)) as in Section 2.4.2.
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2.5 Numerical Experiments
2.5.1 Framework
Overview
In this section, we present results demonstrating the promise of the pro-
posed adaptive union of transforms, or OCTABOS framework, in image rep-
resentation and image denoising. First of all, we illustrate the convergence
behavior of our alternating transform learning algorithm. We consider the
behavior of our algorithm with various initializations to empirically check
whether the algorithm is sensitive to initializations. We will also provide an
example showing the clustering/classification ability of our approach. Then,
we illustrate the promise of the proposed transform learning approach for
representing various images. We compare the image representation quality
provided by our learned union of transforms (or, equivalently our learned
OCTABOS transforms) to that provided by learned single square transforms
and fixed analytical transforms such as the DCT. Finally, we demonstrate
the potential of the proposed adaptive overcomplete transform-based image
denoising scheme. We will show that the proposed approach performs better
than methods involving learned single square transforms and learned over-
complete synthesis dictionaries (K-SVD). The computational advantages of
the proposed approach over the synthesis dictionary-based approach will also
be demonstrated.
The data in our experiments are generated as the patches of natural im-
ages. We employ our proposed transform learning Problem (P5) for learning
adaptive sparse representations of such patches. The means (DC values) of
the patches are removed and we only sparsify the mean-subtracted patches
which are stacked as columns of the training matrix Y (patches reshaped
as vectors). The means are added back for image display. Mean removal is
typically adopted in image processing applications such as image denoising
[17].
All our implementations were coded in Matlab version R2013b. The Mat-
lab implementation of K-SVD denoising [3] available from Michael Elad’s
website [73] was used in our comparisons. For K-SVD denoising, we used
the built-in parameter settings of the author’s implementation. All com-
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putations were performed with an Intel Core i7 CPU at 2.9GHz and 4GB
memory, employing a 64-bit Windows 7 operating system.
Quality/Performance Metrics
We have previously introduced several metrics to evaluate the quality of
learned transforms [12, 17]. The normalized sparsification error (NSE) for
a single transform W is defined as ‖WY − X‖2F/ ‖WY ‖2F , where Y is the
data matrix, and the columns Xi = Hs(WYi) of the matrix X denote the
sparse codes [12]. The NSE measures the fraction of energy lost in sparse
fitting in the transform domain, and is an interesting property to observe
for the adaptive transforms. For our proposed approach, since we have a
union of square transforms and clustered patches, we compute the normalized
sparsification error as follows:
NSE =
∑K
k=1
∑
i∈Ck ‖WkYi −Xi‖
2
2∑K
k=1
∑
i∈Ck ‖WkYi‖
2
2
(2.16)
Here, the numerator is the net sparsification error (i.e., the total transform
domain residual), and the denominator denotes the total transform domain
energy. The numerator is always ≤ the denominator. The sparse codes in
the kth cluster above are Xi = Hs(WkYi). For the proposed NSE definition to
be meaningful, we assume that the Wk’s are all normalized (e.g., they have
unit spectral norm). When K = 1, the above definition is identical to the
previously proposed NSE [12] for a single transform.
For image representation, a useful performance metric is the recovery peak
signal to noise ratio (or recovery PSNR (RP)), which for the case of a single
transform W was previously defined as 255
√
P/ ‖Y −W−1X‖F in decibels
(dB), where P is the number of image pixels and X is again the transform
sparse code of data Y [12]. The recovery PSNR measures the error in recov-
ering the patches Y (or equivalently the image, in the case of non-overlapping
patches) as W−1X from their sparse codes X obtained by projecting WY
onto the `0 ball. The recovery PSNR serves as a simple surrogate for the
performance of a learned transform in the compression application. For our
proposed union of transforms approach, the recovery PSNR is redefined in
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terms of the clusters as follows:
RP =
255
√
P√∑K
k=1
∑
i∈Ck
∥∥Yi −W−1k Xi∥∥22 (2.17)
Note that each patch Yi belongs to exactly one cluster Ck above.
For image denoising, similar to previous work [3], we measure the image
reconstruction PSNR computed between the true noiseless reference and the
noisy or denoised images.
2.5.2 Convergence and Learning Behavior
Here, we illustrate the convergence behavior of our alternating OCTOBOS
learning algorithm for image data. We extract the
√
n×√n = 8×8 (n = 64)
non-overlapping mean-subtracted patches from the 512× 512 Barbara image
(shown later in Fig. 2.8). The data matrix Y ∈ Rn×N in this case has 4096
vectorized training patches. We learn a union of transforms (or, equivalently
an OCTOBOS transform) for this data by solving (P5). The parameters
are set as λ0 = 3.1 × 10−3, s = 11 (which is roughly 1/6th of the data
dimension), and the number of clusters K = 2. The choice of λ0 here ensures
well-conditioning of the blocks of the learned overcomplete transform. Badly
conditioned transforms degrade performance in applications [12]. Hence, we
focus our investigations here only on the well-conditioned scenario.
In the experiments, we initialize the learning algorithm for (P5) with the
clusters {Ck} and cluster transforms {Wk}. The sparse codes Xi in (P5)
are then computed for the initialization, and the alternating algorithm is
executed beginning with the transform update step.
Here, we study the convergence behavior of the algorithm for various ini-
tializations. We consider two different scenarios. In Scenario A, we fix the
initial clusters {Ck} (each patch is assigned uniformly at random to one of
K = 2 clusters), and vary the initialization for the cluster transforms {Wk}.
Four different initializations for the {Wk} are considered: (i) the 64 × 64
2D DCT matrix (obtained as the Kronecker product of two 8 × 8 1D DCT
matrices); (ii) the Karhunen-Loe`ve Transform (KLT) initialization, obtained
by inverting (transposing) the left singular matrices of the data in each clus-
ter; (iii) the identity matrix; and (iv) a random matrix with i.i.d. Gaussian
37
100 101 102
2.5
3
3.5
4
4.5
5
x 107
Iteration Number
O
bje
cti
ve
 Fu
nc
tio
n
 
 
KLT
DCT
Random
Identity
100 101 102
0.5
1
1.5
2
2.5
3x 10
7
Iteration Number
Sp
ar
sif
ica
tio
n 
Er
ro
r
 
 
KLT
DCT
Random
Identity
(a) (b)
100 101 102
2.5
2.6
2.7
2.8
2.9
3x 10
7
Iteration Number
O
bje
cti
ve
 Fu
nc
tio
n
 
 
Random
K−means
Equal
Single
100 101 102
2
3
4
5
6
7
8x 10
6
Iteration Number
Sp
ar
sif
ica
tio
n 
Er
ro
r
 
 
Random
K−means
Equal
Single
(c) (d)
Figure 2.3: Behavior of the OCTOBOS Learning Algorithm for (P5): (a)
Objective function with different transform initializations; (b)
Sparsification error with different transform initializations; (c) Objective
function with different cluster initializations for K = 2, along with the
objective for single square transform (K = 1) learning; (d) Sparsification
error with different cluster initializations for K = 2, along with the
sparsification error for single square transform (K = 1) learning.
entries (zero mean and standard deviation 0.2), respectively. 16 In Scenario
B, we fix the initial cluster transforms {Wk} to be the 2D DCT, and vary the
initialization for the {Ck} in (P5). We consider three initializations for the
clusters here: (i) the initialization obtained by using the well-known k-means
algorithm; (ii) random clustering, where each patch is assigned uniformly at
random (a different random clustering is used here, than the one in the afore-
mentioned Scenario A) to one of the clusters; and (iii) the patches on the
left half of the image in one cluster, and the remaining patches in the second
cluster. We will refer to the initialization (iii) as ‘equal’ initialization, for
16Note that for the case of the DCT, identity, and random initializations, the same
matrix is used to initialize all the Wk’s.
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Figure 2.4: Cluster size convergence for (P5) corresponding to Fig. 2.3(c):
(a) Case of random cluster initialization; (b) Case of ‘equal’ cluster
initialization. Note that the cluster sizes change dramatically in the first
iteration in (b).
simplicity.
Figure 2.3 shows the progress of the algorithm over iterations for the vari-
ous initializations of {Wk} (Scenario A in Figs. 2.3(a) and 2.3(b)), and {Ck}
(Scenario B in Figs. 2.3(c) and 2.3(d)). Both the objective function (Figs.
2.3(a) and 2.3(c)) and sparsification error (Figs. 2.3(b) and 2.3(d)) converge
quickly for our algorithm. Importantly, the final values of the objective (sim-
ilarly, the sparsification error) are nearly identical for all the initializations.
This indicates that our learning algorithm is reasonably robust, or insensi-
tive to initialization. Good initializations for the {Wk} such as the DCT and
KLT lead to faster convergence of learning (Figs. 2.3(a) and 2.3(b)).
For comparison, we also plot in Figs. 2.3(c) and 2.3(d), the behavior of the
algorithm for K = 1. In this case it reduces to the single square transform
learning algorithm via (P3) [12, 1]. The parameters such as s and λ0 are
set to the same values as for K = 2. Fig. 2.3(c) shows the objective for
single square transform learning converging to a larger value compared to
OCTOBOS learning. Likewise, the sparsification error for OCTOBOS for
K = 2 (Fig. 2.3(d)) is 0.67 dB better than that provided by the learned
single square transform. This confirms our expectation based on Proposition
3 in Section 2.1.
The learned square blocks of the overcomplete transform here have similar
condition numbers (≈ 1.4) and Frobenius norms (≈ 5) for all initializations.
This confirms that an appropriate choice of λ0 allows the learned Wk’s to
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Figure 2.5: Learned OCTOBOS transforms corresponding to Fig. 2.3(a):
Rows of the learned overcomplete transform W shown as patches (the two
square blocks of W are separated by a white space) for the case of (a) KLT
initialization, and (b) random matrix initialization; Magnitude of the
cross-gram matrix computed: (c) between the two learned (row-normalized)
square blocks in (a); and (d) between the two (row-normalized)
overcomplete transforms in (a) and (b).
be similarly scaled, and ensures that the sparsification error term in (P5) is
fully meaningful.
Next, we plot in Fig. 2.4 the cluster sizes over iterations for two different
initializations of {Ck} – random (Fig. 2.4(a)) and ‘equal’ (Fig. 2.4(b)).
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The final values of |C1| and |C2| for the two initializations are similar. We
observed that the (learned) clusters themselves can be similar (although, not
necessarily identical) for various initializations.
Figure 2.5 visualizes the transforms learned by our alternating algorithm
with the KLT and with random initializations for {Wk} (the aforementioned
Scenario A). The rows, or atoms of the learned overcomplete transforms are
shown as patches. The learned transforms exhibit geometric and texture-like
features, achieved by adaptation to the patches of the Barbara image. In
order to gauge the similarity, or difference between the learned OCTOBOS
transforms with different initializations, we show in Figure 2.5(d), the mag-
nitude of the cross-gram matrix 17 computed between the transforms in Figs.
2.5(a) and 2.5(b). We normalize the rows of the transforms prior to com-
puting their cross-gram matrix. The cross-gram matrix then indicates the
coherence between every pair of rows from the two overcomplete transforms.
For the 128 × 128 cross-gram matrix in this case, there are only 15 entries
with amplitude above 0.9. This indicates that the two learned OCTOBOS
transforms are not similar, i.e., they are not related by just row permuta-
tions and sign changes. However, interestingly, both still sparsify the data Y
equally well. Therefore, as far as sparsification is concerned, the two different
overcomplete transforms can be considered essentially equivalent [12].
How similar are the square blocks of the same overcomplete transform?
In Fig. 2.5(c), we show the magnitude of the 64 × 64 cross-gram matrix
computed between the (row normalized) blocks in Fig. 2.5(a). In this case,
there are only 5 entries with amplitude above 0.9, indicating that the two
learned square blocks are quite different. This is not surprising, since the
two blocks here correspond to disjoint clusters.
Although we considered the image Barbara in our convergence study here,
we observed similar behavior for our algorithm for other images as well.
2.5.3 Clustering Behavior
In this subsection, we briefly illustrate the clustering behavior of our OCTO-
BOS learning scheme [62, 74]. First, we consider the 251× 249 input image
shown in Fig. 2.6(a). The image was formed by combining two textures 18
17For two matrices A and B of same size, the cross-gram matrix is computed as ABT .
18Textures downloaded from http://www.ux.uis.no/~tranden/brodatz.html
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(a) (b) (c)
Figure 2.6: K = 2 clustering example: (a) Input image. (b) Input image
with pixels clustered into Class 1 shown in Green for the K-means
initialization, and (c) OCTOBOS.
(a) (b) (c)
Figure 2.7: K = 3 clustering example: (a) Input image, (b) Input image
with pixels clustered into Classes 1 and 2 shown in Green and Red,
respectively, for the K-means initialization, (c) Input image with pixels
clustered into Classes 1 and 2 shown in Green and Red, respectively, for
OCTOBOS.
from the Brodatz database [75]. The goal is to cluster the pixels of the image
into one of two classes. In order to do so, we adopt the following strategy.
We consider all overlapping mean-subtracted patches from the input image,
and employ formulation (P5) to learn an adaptive clustering of the patches.
Since overlapping patches are used, each pixel in the image typically belongs
to many overlapping patches. We cluster a pixel into a particular class Ck if
the majority of the patches to which it belongs are clustered into that class
by (P5).
We use 9 × 9 (overlapping mean-subtracted) patches (n = 81), and set
s = 10, K = 2, and λ0 is set as in Section 2.5.2. We initialize OCTOBOS
learning using the clustering result of the k-means algorithm. The two cluster
transforms are initialized with the DCT. We now use the aforementioned
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strategy to cluster the pixels of the input two-texture image into one of two
classes using OCTOBOS. Fig. 2.6(c) shows the clustering result obtained
using OCTOBOS. As a comparison, Fig. 2.6(b) shows the image pixels
clustered into each class for the k-means initialization. The proposed scheme
is seen to improve over the k-means result. Alternative initializations for the
OCTOBOS clusters such as random initialization also provide similar final
clustering results, but typically require more iterations to converge.
Figure 2.7 shows clustering results for a 256×256 three texture image (Fig.
2.7(a)). The parameters for OCTOBOS are K = 3, and n, s, λ0 are set just
as for the case of Fig. 2.6. OCTOBOS (Fig. 2.7(c)) is again seen to improve
over the k-means initialization (Fig. 2.7(b)).
The clustering examples here illustrate some preliminary potential for the
OCTOBOS scheme in classification. We also observed reasonable clustering
results with other texture images. Note that unlike prior work in synthesis
dictionary-based classification (e.g., [76]), we do not have additional penal-
ties in (P5) that discriminate (e.g., by enforcing incoherence) between the
learned transform blocks. An extension of our OCTOBOS scheme by incor-
porating such classification-specific penalties (and other classification-specific
heuristics) may be useful for the classification application. We leave the de-
tailed investigation of the classification application (for example, the study
of potential discriminative OCTOBOS learning methods) for future work.
2.5.4 Sparse Representation of Images
In this section, we study the potential of the proposed OCTOBOS learning
scheme for sparsely representing various images. We consider the six images
shown in Fig. 2.8. The images Cameraman and Peppers have 256 × 256
pixels. The image Man has 768×768 pixels, and Couple, Barbara, and Lena
have 512 × 512 pixels. We learn overcomplete transforms for each of the
images by solving (P5). We consider 8× 8 non-overlapping mean-subtracted
patches, and set λ0, s to the same values as in Section 2.5.2. Different levels of
overcompleteness (K) are considered. We initialize the OCTOBOS learning
with random clustering (each patch assigned uniformly at random to one of
K clusters) and the 2D DCT transform for the Wk’s. For comparison, we
also learn a square transform (i.e., the K = 1 case) for the images, which is
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(1) (2)
(3) (4)
(5) (6)
Figure 2.8: Images used for sparse representation and denoising
experiments: (1) Peppers, (2) Cameraman, (3) Couple, (4) Barbara, (5)
Lena, (6) Man. These images are numbered 1 through 6 in our results.
equivalent to solving (P3) [1]. All the transform learning schemes are run for
100 iterations.
Tables 2.2 and 2.3 list the NSE and recovery PSNR metrics for the vari-
ous learned OCTOBOS transforms, along with the corresponding values for
the learned (single) square transforms, the analytical transform of 2D DCT,
and KLT. The learned transforms (both OCTOBOS and square) provide
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Table 2.2: NSE metric (in percentage) for the learned OCTOBOS
transforms with different K, and for the learned single square (K = 1)
transforms (SQ) [1], and for DCT, and KLT. The best NSE values are
marked in bold. The last row of the table provides average values computed
over the six images.
Image DCT KLT SQ
OCTOBOS
K = 2 K = 4 K = 8 K = 16
1 4.5 4.9 2.4 2.0 1.3 0.6 0.2
2 9.0 9.7 4.7 3.5 1.9 0.7 0.1
3 6.6 7.3 5.0 4.3 3.8 3.0 2.3
4 6.8 8.9 4.3 3.5 3.0 2.6 1.8
5 4.7 4.8 3.2 2.8 2.4 2.0 1.4
6 9.1 9.5 6.4 5.7 5.2 4.6 3.8
Av. 6.8 7.5 4.3 3.6 2.9 2.2 1.6
significantly better sparsification and recovery compared to the DCT and
KLT. Importantly, as K increases, the learned OCTOBOS transforms pro-
vide increasingly better image representation compared to the learned square
transform. The recovery PSNR increases monotonically, and NSE decreases
likewise, as K increases. This clearly indicates that different groups/clusters
of patches in the images are better sparsified by different (rather than iden-
tical) adaptive transforms. Another interesting observation is regarding the
amount of improvement in NSE and recovery PSNR that OCTOBOS pro-
vides compared to the learned square transform for different images. Images
that have more diverse features, or more patches (e.g., Barbara, Man) require
a larger value of K to achieve a certain amount of improvement (for OCTO-
BOS vs. square) than images with less diverse features, or fewer patches
(e.g., peppers, cameraman).
In order to further explore the relevance of the OCTOBOS model for the
various images, we consider the following experiment with K = 2. For each
image, we swap the two learned OCTOBOS blocks between the two learned
clusters. We then recompute the NSE and recovery PSNR metrics for the
images using the learned clusters, but swapped transforms. The results are
shown in Table 2.4. We observe that the metrics have significantly wors-
ened (compared to the result without swapping) with the swapping of the
transforms. This now clearly indicates that the two learned clusters (or,
equivalently, the two learned transforms) are quite different from each other
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Table 2.3: Recovery PSNR for the learned OCTOBOS transforms with
different K, and for the learned single square (K = 1) transforms (SQ) [1],
and for DCT, and KLT. The best PSNR values are marked in bold. The
last row of the table provides average PSNR values computed over the six
images.
Image DCT KLT SQ
OCTOBOS
K = 2 K = 4 K = 8 K = 16
1 33.2 32.8 35.2 36.0 38.0 41.1 45.9
2 30.0 29.7 32.0 33.3 35.9 40.9 47.8
3 34.0 33.5 34.5 35.0 35.6 36.5 37.9
4 32.9 31.7 34.5 35.4 36.0 36.6 38.1
5 36.9 36.8 37.6 38.2 38.8 39.8 41.4
6 32.5 32.3 33.1 33.5 33.9 34.5 35.3
Average 33.2 32.8 34.5 35.2 36.4 38.2 41.1
for the images. In fact, with swapping, the NSE and recovery PSNR results
are worse than those obtained with a single learned square transform, since
in the latter case, the transform is at least learned over all the image patches.
Note that the learned OCTOBOS blocks all have similar and good condition
numbers in Table 2.4, as expected.
2.5.5 Image Denoising
We present preliminary results for our adaptive OCTOBOS-based image de-
noising framework (based on (P8)). We work with the six images shown in
Fig. 2.8, and simulate i.i.d. Gaussian noise at 5 different noise levels (σ = 5,
10, 15, 20, 100) for each of the images. We compare the denoising results
obtained by our proposed algorithm in Section 4.3, with those obtained by
the adaptive overcomplete K-SVD denoising scheme [3], the GMM-based de-
noising method [4], and the BM3D method [2], which is a state-of-the-art
image denoising method. Note that as opposed to the K-SVD scheme, our
OCTOBOS method is quite constrained due to the block cosparsity of the
sparse code.
We work with 8×8 (n = 64) overlapping image patches in our experiments.
For OCTOBOS-based denoising, we consider a 256× 64 transform, i.e., K =
4. A corresponding 64 × 256 synthesis dictionary is used in the synthesis
K-SVD denoising method. We fixed the initial sparsity levels si to 6 for all
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Table 2.4: Swapping Experiment: The learned OCTOBOS blocks for the
K = 2 case are swapped between the two learned clusters, and the NSE (in
percentage) and recovery PSNR metrics are recomputed for various images.
For comparison, we also include the corresponding metrics for the K = 2
(no swapping) and learned square transform (K = 1) cases. The subscripts
a, b, and c, are used to denote the following scenarios:
a : Swapping Experiment result, b : OCTOBOS (K = 2) result, and
c : Square (K = 1) result. The condition numbers of the two learned
OCTOBOS blocks (κ(W1) and κ(W2)) are also provided for all images.
Image 1 2 3 4 5 6
RPa 32.3 29.2 33.3 32.3 36.4 32.2
RPb 36.0 33.3 35.0 35.4 38.2 33.5
RPc 35.2 32.0 34.5 34.5 37.6 33.1
NSEa 4.8 9.9 6.6 7.3 4.3 8.1
NSEb 2.0 3.5 4.3 3.5 2.8 5.7
NSEc 2.4 4.7 5.0 4.3 3.2 6.4
κ(W1) 1.44 1.59 1.58 1.48 1.51 1.67
κ(W2) 1.32 1.57 1.29 1.35 1.33 1.38
patches in our algorithm for (P8). We chose C = 1.08, and λ0 = 3.1× 10−2.
We perform multiple passes through (P8), as discussed in Section 2.4.3. For
each noise level (σ) of the original noisy image, the number of times that
(P8) is solved, and the corresponding noise levels (for each pass through
(P8)) were determined empirically. 19 These same parameters were used for
all the images in our experiments. Other parameters in our algorithm such
as the number of iterations (L, J in Fig. 2.2) for (P8) were set empirically.
An example of OCTOBOS denoising is shown in Fig. 2.9.
Table 2.5 lists the PSNRs obtained by denoising with OCTOBOS, over-
complete K-SVD, GMM, and BM3D. First, the OCTOBOS scheme clearly
provides better PSNRs than K-SVD for all images and noise levels. Com-
paring the PSNR values obtained by the 256 × 64 OCTOBOS to those of
the 64× 256 synthesis K-SVD dictionary for each image and noise level, we
obtain an average PSNR improvement (average computed over all images
and noise levels) of 0.30 dB for OCTOBOS over K-SVD. The improvement
19The noise level estimates decrease over the iterations (passes through (P8)). We also
found empirically that underestimating the noise standard deviation (during each pass
through (P8)) led to better performance.
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over K-SVD for individual examples is up to 0.66 dB in Table 2.5. Thus, the
OCTOBOS method outperforms K-SVD despite using a constrained (block
cosparse) transform. We also obtain an average speedup of 2.8x for OCTO-
BOS denoising over K-SVD denoising. 20 This is because the various steps
of OCTOBOS-based denoising such as the sparse coding and clustering step
are computationally very cheap.
Our OCTOBOS denoising scheme is also 0.05 dB better on an average (over
all images and noise levels) compared to GMM-based denoising in Table 2.5.
Although the state-of-the-art BM3D method is quite better than OCTOBOS
at σ = 100, OCTOBOS denoising is only 0.22 dB worse than BM3D on the
average at other noise levels (σ ≤ 20 in Table 2.5). OCTOBOS denoising
also performs comparably to BM3D (at lower noise levels) for certain images
such as Cameraman and Peppers.
Next, using the same parameters as in the preceding experiments, we study
the behavior of OCTOBOS denoising as a function of the overcompleteness
K of the transform. Figures 2.10(a) and 2.10(b) plot the denoising PSNRs
for Barbara as a function of the number of clusters K for σ = 10 and σ =
20, respectively. In both cases, the denoising PSNR increases with K up
to an optimal value of K, beyond which the PSNR begins to slowly drop.
Initially, as K increases, the OCTOBOS model becomes richer, and thus
provides increasingly better denoising. However, when K becomes too large,
21, one cannot reliably learn all the OCTOBOS square blocks from the limited
number of noisy training data associated with each block, without overfitting
the noise. Thus, the PSNR begins to drop for very large K. This effect is
more pronounced the higher the noise level, as seen in Fig. 2.10, where the
optimal K where the plot peaks is lower for σ = 20, than for σ = 10. The
same trend continues at σ = 100 (not shown in Fig. 2.10). The plots in Fig.
2.10 also illustrate the advantage (up to 0.4 dB improvement for this example)
of OCTOBOS-based denoising over the single square transform-based (K =
1) denoising. This gap increases when the OCTOBOS parameters are better
tuned for larger K.
20Our MATLAB implementation of OCTOBOS denoising is not currently optimized
for efficiency. Therefore, the speedup here is computed by comparing our unoptimized
MATLAB implementation to the corresponding MATLAB implementation [73] of K-SVD
denoising.
21Compare this behavior to the monotone increase with K of the recovery PSNR for
image representation (see Section 2.5.4).
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(a) (b)
Figure 2.9: Denoising result: (a) Noisy Cameraman (PSNR = 22.10 dB),
(b) Denoised Cameraman (PSNR = 30.24 dB) obtained using the
OCTOBOS scheme.
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Figure 2.10: Denoising PSNR for Barbara as a function of the number of
clusters K: (a) σ = 10, (b) σ = 20.
Thus, our results for OCTOBOS-based denoising are quite comparable to,
or better than, the results obtained by previous image denoising schemes such
as GMM denoising, BM3D, K-SVD denoising, and adaptive square transform
denoising. The learned OCTOBOS (square) blocks for all images and noise
levels in our experiments are well-conditioned (condition numbers of 1− 2).
We expect the denoising PSNRs for OCTOBOS to improve further with
optimal parameter tuning. Our method is limited at very high noise (such
as σ = 100) due to the fact that the learning is done using corrupted data.
Therefore, in the high noise setting, using a fixed OCTOBOS transform
(learned over a database of images that share similar properties to the image
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being denoised) may provide better denoising. This topic is worthy of further
future investigation. Moreover, since the state-of-the-art BM3D is a non-local
method, we believe that a non-local extension to the OCTOBOS scheme
could lead to even better OCTOBOS denoising performance. We plan to
investigate such an extension in the near future.
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Table 2.5: PSNR values for denoising with 256× 64 OCTOBOS transform,
along with the corresponding values for denoising using BM3D [2], the
64× 256 overcomplete K-SVD [3], and the GMM method [4].
Image σ
Noisy
BM3D K-SVD GMM OCTOBOS
PSNR
Peppers
5 34.14 38.09 37.78 37.95 38.09
10 28.10 34.66 34.24 34.51 34.57
15 24.58 32.69 32.18 32.54 32.43
20 22.12 31.33 30.80 31.18 30.97
100 8.11 23.17 21.79 22.97 22.23
Cameraman
5 34.12 38.21 37.81 38.06 38.19
10 28.14 34.15 33.72 34.00 34.15
15 24.61 31.91 31.50 31.85 31.94
20 22.10 30.37 29.82 30.21 30.24
100 8.14 23.15 21.76 22.89 22.24
Couple
5 34.16 37.48 37.28 37.35 37.40
10 28.11 34.01 33.51 33.79 33.73
15 24.59 32.08 31.46 31.84 31.71
20 22.11 30.78 30.02 30.51 30.34
100 8.13 23.46 22.57 23.30 22.88
Barbara
5 34.15 38.30 38.08 37.59 38.31
10 28.14 34.97 34.41 33.61 34.64
15 24.59 33.05 32.33 31.28 32.53
20 22.13 31.74 30.83 29.74 31.05
100 8.11 23.61 21.87 22.13 22.41
Lena
5 34.16 38.70 38.61 38.55 38.71
10 28.12 35.88 35.49 35.56 35.64
15 24.63 34.26 33.74 33.87 33.92
20 22.11 33.01 32.41 32.60 32.59
100 8.14 25.75 24.51 25.24 25.17
Man
5 34.15 36.76 36.47 36.75 36.73
10 28.13 33.18 32.71 33.14 32.98
15 24.63 31.32 30.78 31.32 31.07
20 22.11 30.03 29.40 30.02 29.74
100 8.14 23.83 22.76 23.65 22.92
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CHAPTER 3
ONLINE SPARSIFYING TRANSFORM
LEARNING
In this chapter, we investigate the problem of online sparsifying transform
learning 1. Prior work on transform learning focused on batch learning [12, 1],
where the sparsifying transform is adapted using all the training data simul-
taneously. However, for big data, the dimensions of the training data set are
typically very large. Hence, batch learning of a sparsifying transform using
existing alternating algorithms [1] is computationally expensive in both time
and memory, and maybe even infeasible. Moreover, in real-time applica-
tions, the data arrives sequentially, and must also be processed sequentially
to limit latency. Thus, this setting renders batch learning infeasible, since
in real-time applications, one does not have access to all the data at once.
To address these problems, we introduce in this work a scheme for online, or
sequential, learning of a square sparsifying transform.
The proposed learning framework adapts sequentially the sparsifying trans-
form and sparse codes (and/or signal estimates) for signals (or, measure-
ments) that arrive, or are processed sequentially. Such online/sequential
transform learning is amenable to big data, and to applications such as real-
time sparse representation (compression), denoising, and compressed sensing.
As we show in this work, online transform learning involves cheap compu-
tations and modest memory requirements. Our numerical experiments il-
lustrate the usefulness of our schemes for big data processing (online sparse
representation, and denoising). As we show, the sequential transform learn-
ing scheme can also converge faster than the batch transform learning scheme
[12, 1, 72] in practice.
While the online learning of synthesis dictionaries has been studied previ-
ously [40, 39, 77, 78, 79], the online adaptation of the transform model allows
for much cheaper computations. Furthermore, the proof by Mairal et al. [40]
of the convergence of online synthesis dictionary learning requires various
1The material of this chapter has previously appeared in [85, 86]
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restrictive assumptions. In contrast, recent works provide convergence guar-
antees for online transform learning [80, 63], which relies on only a few simple
assumptions. Another feature distinguishing our formulation is that in the
previous work [40], the objective is biconvex, so that the non-convexity in
the problem vanishes when a particular variable is kept fixed. This is not the
case in our formulation, in which the non-convexity is due to the `0 “norm”
and the log determinant terms. Our formulation remains non-convex even
when one of the variables is fixed.
Other very recent works consider synthesis dictionary learning for big data.
Wang et al. [81] propose a scheme to incrementally add new columns to the
learned dictionary for every new block of signals (sequentially) processed.
However, the dictionary size in this method grows continuously (as more
blocks of signals are processed), which is undesirable. Another recent work
on synthesis dictionary learning for big data is a split and merge learning
algorithm [82], which, however, is not an online algorithm. The big dataset
is split into subsets, and dictionaries are learned in parallel for each subset,
before being merged to a single smaller dictionary. However, as the size of the
big dataset increases, either the size of each subset increases monotonically,
or the final merging step becomes more complex, requiring increasing time
and memory. Although faster than conventional dictionary learning, the
dictionary learned by this method [82] is worse.
We organize the rest of this chapter as follows. Section 3.1 describes the
prior work on batch transform learning, and then presents our proposed prob-
lem formulations for online and mini-batch (that handles blocks of signals
sequentially) transform learning and denoising. In Section 3.2, we present
efficient algorithms to solve our proposed problem formulations, and discuss
our algorithms’ computational, latency, and memory advantages. Section 3.3
provides experimental results demonstrating the convergence and computa-
tional properties of the proposed schemes. We also show results for sparse
representation and denoising.
53
3.1 Online Transform Learning Formulations
3.1.1 Batch Learning
In batch learning, the sparsifying transform is adapted to all the training data
simultaneously. Given a matrix Y ∈ Rn×N , whose columns yi (1 ≤ i ≤ N)
represent all the training signals, the problem of learning an adaptive square
sparsifying transform W (in batch mode) is formulated as follows [12, 1]:
(P9) min
W,X
‖WY −X‖2F + λv(W ) s.t. ‖xi‖0 ≤ s ∀ i
where xi denotes the i
th column of the sparse code matrix X, s is a given
sparsity level, and v(W ) = − log |detW | + ‖W‖2F . The term ‖WY −X‖2F
in (P9) is the sparsification error for the data Y in the transform W . The
sparsification error is the modeling error in the transform model, and hence
we minimize it in order to learn the best possible transform model.
Problem (P9) also has v(W ) as a regularizer in the objective to prevent
trivial solutions [12]. Specifically, the log determinant penalty enforces full
rank on the transform W , and eliminates degenerate solutions such as those
with zero, or repeated, rows. The ‖W‖2F penalty helps remove a ‘scale ambi-
guity’ [12] in the solution (the scale ambiguity occurs when the data admits
an exactly sparse representation). Together, the log determinant and Frobe-
nius norm penalty terms fully control the condition number of the learned
transform [12]. This eliminates badly conditioned transforms, which typi-
cally convey little information and may degrade performance in applications.
As shown in [12], the condition number of the transform κ(W ) can be upper
bounded by a monotonically increasing function of v(W ). Hence, minimizing
v(W ) encourages reduction of the condition number. In the limit λ → ∞,
the condition number of the optimal transform(s) in (P9) tends to 1. In prac-
tice, the transforms learned via (P9) have condition numbers close to 1 even
for finite λ [1, 72]. The specific choice of λ depends on the application and
desired condition number. The regularizer v(W ) also penalizes bad scalings.
Given a transform W and a scalar α ∈ R, v(αW )→∞ as the scaling α→ 0
or α→∞.
To make the two terms in the cost of (P9) scale similarly, we set λ =
λ0 ‖Y ‖2F with constant λ0 > 0. We have shown that the cost function in
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(P9) is lower bounded [12] by nλ
2
+ nλ
2
log(2) > 0. The minimum objective
value for Problem (P9) equals this lower bound if and only if there exists a
pair (Wˆ , Xˆ) with Xˆ whose columns have sparsity ≤ s and Wˆ whose (non-
zero) singular values are all equal, such that WˆY = Xˆ.
Problem (P9) admits an equivalence class of solutions/minimizers. Given
a particular minimizer (W˜ , X˜), we can form equivalent minimizers by simul-
taneously permuting the rows of W˜ and X˜, or by pre-multiplying them by a
diagonal ±1 sign matrix [12]. More generally, because the objective in (P9) is
unitarily invariant, then given a minimizer (W˜ , X˜), the pair (ΞW˜ ,ΞX˜) is an-
other equivalent minimizer for all sparsity-preserving orthonormal matrices
Ξ, i.e., orthonormal Ξ satisfying ‖Ξx˜i‖0 ≤ s ∀ i.
3.1.2 Online Learning
We now introduce our problem formulation for online sparsifying transform
learning. The goal here is to adapt the transform and sparse code to data that
arrive, or are processed sequentially. For time t = 1, 2, 3, ..., the optimization
problem to update the sparsifying transform and sparse code based on new
data yt ∈ Rn is as follows:
(P10)
{
Wˆt, xˆt
}
= arg min
W,xt
1
t
t∑
j=1
{‖Wyj − xj‖22 + λjv(W )}
s.t. ‖xt‖0 ≤ s, xj = xˆj, 1 ≤ j ≤ t− 1
where λj = λ0 ‖yj‖22 ∀ j, Wˆt is the optimal transform at time t, and xˆt is the
optimal sparse code for yt. Note that only the latest sparse code is updated
at time t. The condition xj = xˆj, 1 ≤ j ≤ t − 1, is therefore assumed.
For brevity, we will not explicitly restate this condition (or, its appropriate
variant) in the formulations in the rest of this chapter. On the other hand,
at each time t the transform Wˆt is optimized using all the data {yj}tj=1 and
sparse codes {xj}tj=1 up to time t. Problem (P10) is simply an online version
of the batch problem (P9), and hence it shares some properties with (P9).
Specifically, the constant λ0 controls the condition number of the learned
transform.
Although Problem (P10) outputs an optimal Wˆt for each t, it is typically
impractical to store (in memory) Wˆt for all t. In our experiments, we store
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only the latest Wˆt, and use it as an initialization for the algorithm that solves
for Wˆt+1. At any time instant t, one can obtain a least squares estimate of the
signals {yj}tj=1 from their sparse codes as
{
Wˆ−1t xˆj
}t
j=1
(i.e., ‘decompressing’
the signals from stored sparse codes).
For small values of t, Problem (P10) may highly overfit the transform to
the data. This is typically undesirable. In order to overcome this problem,
for small values of t, we only perform an update of the sparse codes (with a
fixed W – set to a reasonable initialization).
Problem (P10) can be further modified, or improved in certain scenarios.
For example, for non-stationary data, it may not be possible to fit a single
transform W to yt for all t. In this case, one can introduce a forgetting factor
ρt−j (with a constant 0 < ρ < 1), that scales the terms in (P10). Such a
forgetting factor would diminish the influence of “old” data. The objective
function (within the minimization) in (P10) is then modified as
1
t
t∑
j=1
ρt−j
{‖Wyj − xj‖22 + λjv(W )} (3.1)
Note that this is only one form of the forgetting factor (cf. [40] for another
form).
For fixed size data sets, Problem (P10) can be used as an effective sequen-
tial learning and sparse coding (compression) strategy. In this case, it is
typically useful to make multiple passes through the data set to overcome
the causality restriction on the update of the sparse codes. In this case, the
same training signals are used, or examined multiple times by (P10), which
crucially allows to better update the sparse code using a transform deter-
mined by the entire data. Similar strategies have been proposed for online
synthesis dictionary learning [40].
3.1.3 Mini-batch Learning
A useful variation of online learning is mini-batch learning [40], where we
process more than one signal at a time. Mini-batch learning may provide
potential reduction in operation count over online learning. However, the
processing of blocks of signals leads to increased latency, and memory re-
quirements.
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Assuming a fixed block size (or, mini-batch size) of M , the J th (J ≥ 1)
block of signals (in terms of time sequence {yt}) is YJ =
[
yJM−M+1 | ... | yJM
]
.
For J = 1, 2, 3, ..., the mini-batch sparsifying transform learning problem is
formulated as follows:
{
WˆJ , XˆJ
}
= arg min
W,XJ
1
JM
J∑
j=1
{‖WYj −Xj‖2F + Λjv(W )}
s.t. ‖xJM−M+i‖0 ≤ s ∀ i ∈ {1, ..,M} (P11)
where the weight Λj = λ0 ‖Yj‖2F , and the matrix XJ =
[
xJM−M+1 | ... | xJM
]
contains the block of sparse codes corresponding to the block YJ .
Note that both Problems (P10) and (P11) handle signals sequentially, or
involve sequential learning. However, (P10) handles one signal at a time,
whereas (P11) uses blocks of signals at a time. In order to clearly distinguish
between these two cases in the rest of this chapter, we will use the terminology
‘online learning’ to refer to only the case where one signal is processed at a
time instant, and we use ‘mini-batch learning’ to explicitly refer to the case
M > 1.
3.1.4 Online Denoising Formulation
Online (and mini-batch) transform learning could be used for various appli-
cations such as sparse representation (compression), denoising, compressed
sensing, etc. Here, we consider an extension of (P10) and (P11) (which by
themselves, can be used for sparse representation of signals) to denoising.
Denoising aims to recover an estimate of the signal z ∈ Rn from its measure-
ment y = z + h, corrupted by noise h. Here, we consider a time sequence
of measurements {yt}, with yt = zt + ht, and ht ∈ Rn being the noise.
We assume ht whose entries are independent identically distributed (i.i.d.)
Gaussian with zero mean and variance σ2. The goal of online denoising is to
recover estimates of zt ∀ t. We model the underlying noiseless signals zt as
approximately sparse in a (unknown) transform domain.
Previous work [17, 12] presented a formulation for adaptive sparsifying
transform-based batch denoising. Here, we instead present a simple denoising
formulation that is a modification of the online learning Problem (P10). For
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t = 1, 2, 3, ..., we solve
(P12) min
W,xt
1
t
t∑
j=1
{‖Wyj − xj‖22 + λjv(W ) + τ 2j ‖xj‖0}
where the weights τj ∝ σ. Problem (P12) is to estimate Wˆt, and xˆt, and the
denoised signal is computed simply as zˆt = Wˆ
−1
t xˆt. Similar to the extension
of (P10) to (P11), we can also extend (P12) to its mini-batch version. The
different variations of (P10) suggested in Section 3.1.2 (such as forgetting
factor, and multiple passes) can also be applied here.
Problem (P12) can also be used for patch-based denoising of large images
[3, 17], or image sequences. The overlapping patches of the noisy images are
processed sequentially, and the denoised image is obtained by averaging the
denoised patches at their respective image locations.
3.2 Algorithms and Properties
3.2.1 Batch Transform Learning
Previous work [12, 1, 72] proposed an alternating algorithm for solving Prob-
lem (P9) that alternates between solving for X (sparse coding step) and W
(transform update step), with the other variable kept fixed. The sparse cod-
ing step is as follows:
min
X
‖WY −X‖2F s.t. ‖xi‖0 ≤ s ∀ i (3.2)
The above problem is to project each column of WY onto the (non-convex)
set of vectors with sparsity ≤ s. An optimal solution [12, 17] to (3.2) is
computed exactly as xˆi = Hs(Wyi) ∀ i, where the operator Hs(·) zeros out
all but the s coefficients of largest magnitude in a vector. If there is more
than one choice for the s coefficients of largest magnitude in a vector z,
which can occur when multiple entries in z have identical magnitude, then
we choose Hs(z) as the projection of z for which the indices of the s largest
magnitude elements in z are the lowest possible.
The transform update step of (P9) involves the following unconstrained
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non-convex minimization:
min
W
‖WY −X‖2F + λv(W ) (3.3)
The solution to (3.3) is also computed in closed-form [1, 72]. Let us factor-
ize Y Y T + λI (where I is the identity matrix) as LLT (e.g., the Cholesky
factor, or the positive definite square root 2 L), with L ∈ Rn×n. Further, let
L−1Y XT = QΣRT be a full singular value decomposition (SVD), where Q,
Σ, and R are n× n matrices. Then, a global minimizer of (3.3) is given as
Wˆ = 0.5R
(
Σ +
(
Σ2 + 2λI
) 1
2
)
QTL−1 (3.4)
where the (·) 12 in (3.4) denotes the positive definite square root. The solution
above is unique if and only if Y XT is non-singular [72]. Furthermore, the
solution is invariant to the choice of factor L.
We now discuss the computational cost and memory requirements of this
batch transform learning algorithm. The total cost per iteration (of sparse
coding and transform update) of the batch transform learning algorithm
scales (assuming n  N) as O(Nn2). This is much lower than the per-
iteration cost of learning an n×K overcomplete (K > n) synthesis dictionary
D using K-SVD [13], which scales (assuming that the synthesis sparsity level
s ∝ n, and K ∝ n) as O(Nn3). Previous work [12, 1, 72] has demonstrated
that batch transform learning also converges quickly (in a small number of
iterations) in practice.3 The memory requirement of batch transform, or
dictionary learning scales as O(Nn). This cost becomes prohibitive for large
N .
3.2.2 Online Transform Learning
Here, we solve Problem (P10) at each time instant t by alternating mini-
mization (similar to (P9)).
2This is nothing but the well-known eigenvalue decomposition square root.
3Moreover, it is guaranteed to converge to (at least) a local minimum of the objective
[72].
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Sparse Coding
In the sparse coding step, we solve (P10) for xt with fixed W = Wˆt−1 (warm
start) as follows:
min
xt
‖Wyt − xt‖22 s.t. ‖xt‖0 ≤ s (3.5)
The sparse coding solution is given as xˆt = Hs(Wyt), with Hs(·) defined as
in Section 3.2.1.
Exact Transform Update
In the transform update step, we solve (P10) with fixed xj = xˆj, 1 ≤ j ≤ t,
as follows:
min
W
1
t
t∑
j=1
{‖Wyj − xj‖22 + λjv(W )} (3.6)
This problem has a closed-form solution (similar to (3.4)). Let t−1
∑t
j=1(
yjy
T
j + λjI
)
= LtL
T
t (e.g., the positive definite or eigenvalue decomposition
(EVD) square root Lt). We compute the full SVD of L
−1
t Θt = QtΣtR
T
t ,
where
Θt = t
−1
t∑
j=1
yjxˆ
T
j (3.7)
Then, a closed-form solution 4 to (3.6) is given as
Wˆt = 0.5Rt
(
Σt +
(
Σ2t + 2βtI
) 1
2
)
QTt L
−1
t (3.8)
We can compute Γt , t−1
∑t
j=1 yjy
T
j , Θt, and βt ,
∑t
j=1 t
−1λj sequentially
over time. However, computing the inverse square root L−1t , the matrix-
matrix product L−1t Θt, and its full SVD would all cost O(n
3) computations.
Instead, we propose a computationally cheaper transform update algorithm
as follows.
Efficient Approximate Transform Update
The following algorithm involves efficient SVD computations, and elimi-
nates matrix-matrix multiplications. To compute the transform update solu-
4The solution (3.8) is unique if and only if Θt has full rank.
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tion, we first efficiently factorize t−1
∑t
j=1
(
yjy
T
j + λjI
)
as LtL
T
t (i.e., take
square root), with Lt ∈ Rn×n. Here, we work with the eigenvalue de-
composition (EVD) square root. Denoting the full EVD of Γt−1 = (t −
1)−1
∑t−1
j=1 yjy
T
j as Ut−1∆t−1U
T
t−1, the full EVD of Γt = (1−t−1)Γt−1 +t−1ytyTt
can be computed as (Ut,∆t, Ut) = U [Ut−1, (1− t−1)∆t−1, Ut−1, At], where
At = t
−1ytyTt . Here, U(U,Σ, V, A) is the SVD rank-1 update operation
that produces the full SVD (U ′,Σ′, V ′) of matrix M + A, where M has
full SVD (U,Σ, V ), and A is the rank-1 term [83, 84]. Furthermore, let
βt−1 =
∑t−1
j=1(t− 1)−1λj. Then, βt = (1− t−1)βt−1 + t−1λt. The EVD square
root of t−1
∑t
j=1
(
yjy
T
j + λjI
)
is then computed as Lt = Ut (∆t + βtI)
1
2 UTt
and its inverse is L−1t = Ut (∆t + βtI)
− 1
2 UTt .
The matrix-matrix products in the formula for L−1t are not explicitly com-
puted. Instead, we will only need the application of L−1t to a vector, which
can be performed efficiently with O(n2) computation by applying UTt , the
diagonal matrix (∆t + βtI)
− 1
2 , and Ut in succession.
In order to compute the closed-form solution to (4.4), we need to also
compute the full SVD of t−1
∑t
j=1 L
−1
t yjxˆ
T
j . In order to simplify this compu-
tation, we perform the following approximation:
L−1t Θt = L
−1
t
{
(1− t−1)Θt−1 + t−1ytxˆTt
}
(3.9)
≈ (1− t−1)L−1t−1Θt−1 + t−1L−1t ytxˆTt (3.10)
With the above approximation, and the fact that t−1L−1t ytxˆ
T
t is a rank-1
matrix, the estimate of the full SVD of L−1t Θt can be obtained by performing
a rank-1 update as (Qt,Σt, Rt) = U
[
Qt−1, (1− t−1)Σt−1, Rt−1, A˜t
]
, where
A˜t = t
−1L−1t ytxˆ
T
t .
Now, once the full SVD estimate of L−1t Θt is computed as QtΣtR
T
t (com-
pute only the matrices in this decomposition, not the products), the closed-
form solution for Problem (3.6) is simply
Wˆt = 0.5Rt
(
Σt +
(
Σ2t + 2βtI
) 1
2
)
QTt L
−1
t (3.11)
Again, we do not perform any of the matrix-matrix multiplications in (3.11).
Instead, we store the individual matrices, and apply them one by one on
vectors, at a computational cost of O(n2).
Note that the only approximation in the above algorithm arises in (3.10).
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Otherwise all rank-1 updates above can be performed up to machine precision
accuracy. The net error in the approximation in (3.10) at time t (i.e., the
difference between L−1t Θt and its SVD estimate at time t)
5 is given as Et =∑t
j=2
j−1
t
Υj, where Υj =
(
L−1j − L−1j−1
)
Θj−1. The proof of this result is in
Appendix A. In the formula of Et, the Υj for smaller j values gets scaled
by smaller numbers (i.e., (j − 1)/t). Furthermore, recent works [80, 85, 63]
show that Υj decays (in norm) as C/j, for some constant C. Based on that
result, it is easy to show that the approximation error Et is bounded by C
for all t.
In order to prevent undesirable error accumulations over time, one may
monitor the relative error ‖Et‖F /
∥∥L−1t Θt∥∥F , and reset the computation
as shown below. The relative error can be shown to be upper bounded
(up to a scale factor 6) by
∑t
j=2(
∥∥L−1j − L−1j−1∥∥F /∥∥L−1t ∥∥F ). Since we only
store the eigenvectors and eigenvalues of L−1j rather than L
−1
j itself, we fur-
ther easily bound the term
∥∥L−1j − L−1j−1∥∥F in the preceding expression by
‖UjSj − Uj−1Sj−1‖F + min
{‖(Uj − Uj−1)Sj‖F , ‖(Uj − Uj−1)Sj−1‖F}, where
the matrix Uj was defined previously
7 and Sj , (∆j + βjI)−1/2. We thus
have a simple upper bound for the relative error that is cheap to compute at
O(n2) cost, and can be monitored. If it rises above a threshold , we compute
the SVD of L−1t Θt directly, in which case any possible accumulated error is
wiped out. In our experiments, we observed that L−1t converges quickly
8
(over t) for data consisting of natural signals. In such cases, the exact SVD
of L−1t Θt can be obtained for some initial time instances, after which the
approximation (3.10) is observed to work very well. In fact, we observed
reasonable performance, even with keeping L−1t fixed beyond a small t.
An alternative way to perform the transform update (3.6) would be to use
the stochastic gradient descent method. However, the gradient computation
requires computing the inverse of a matrix (a term like W−T [12]). This
computation scales worse (O(n3)) than the computation (see Section 3.2.2)
5SVD estimates computed at time j are further used in the rank-1 update at time j+1.
6The factor is
max2≤j≤t‖Θj‖2
σn(Θt)
, where σn is the smallest singular value of a matrix, and
the ‖·‖2 norm denotes the spectral norm. The factor is finite for Θt that is full rank.
7Since the eigenvectors of a matrix can always be multiplied by −1 to yield equally
valid alternative eigenvectors, we may flip the sign of any row of Uj so that the row is a
closer match to the corresponding row of Uj−1 in the bound.
8For example, when yt are independent and identically distributed, t
−1∑t
j=1 yjy
T
j
converges (as t → ∞) with probability 1 to a covariance matrix, and L−1t would also
converge.
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for the proposed method.
While one could alternate multiple times (for each t) between the sparse
coding and transform update steps of (P10), we perform only a single alter-
nation to save computations, and to prevent overfitting to the current data.
Our overall algorithm for (P10) is shown in Fig. 3.1.
Handling Variations to (P10)
Our algorithm can be easily modified to accommodate the various modifica-
tions to Problem (P10) suggested in Section 3.1.2 for non-stationary data,
and for fixed data sets. For example, when making multiple passes over a
fixed data set of size N , the update formula (3.10) would not involve any
approximation since L−1t = L
−1
t−1 = Lˆ
−1 after the first pass, where Lˆ is
the square root of N−1
∑N
j=1
(
yjy
T
j + λjI
)
(the set of training data remains
the same when making multiple passes over the data set), and the term
t−1L−1t ytxˆ
T
t in (3.10) is replaced by t
−1L−1t yt(xˆt− xˆ′t)T , where xˆ′t is the ‘older’
version of the sparse code of yt, which is removed from the formula (and the
objective). When the sparse codes are not themselves stored, one can adopt
a similar technique as in [40], or use a forgetting factor (3.1) when making
multiple passes over the data set, in order to forget the ‘older’ bad sparse
codes.
When using the forgetting factor ρ (as in (4.1)) in online transform learn-
ing, the various operations for the transform update step of (P10) are modi-
fied as follows. We find the SVD square root Lt of t
−1∑t
j=1 ρ
t−j (yjyTj + λjI),
and compute the full SVD of t−1
∑t
j=1 ρ
t−jL−1t yjxˆ
T
j . The methodology of
transform update remains the same as before, except that we work with
the (modified) matrices/scalars Γt = ρ(1 − t−1)Γt−1 + t−1ytyTt , βt = ρ(1 −
t−1)βt−1 + t−1λt, and Θt = ρ(1 − t−1)Θt−1 + t−1ytxˆTt , in the aforementioned
steps, with Γ0 = Θ0 = 0 and β0 = 0.
9If transform update isn’t performed for some initial t (Section 3.1.2), then all SVDs
are computed exactly for the first transform update. For simplicity, the monitoring of the
relative error for (3.10) is not shown in Fig. 3.1.
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Online Transform Learning Algorithm A1
Input: The sequence {yt}.
Initialize: Wˆ0 = W0, ∆0 = Σ0 = 0, U0 = Q0 = R0 = I, β0 = 0.
For t = 1, 2, 3, ... Repeat
1. Sparse Coding: xˆt = Hs(Wˆt−1yt).
2. Update βt = (1− t−1)βt−1 + t−1λ0 ‖yt‖22.
3. Transform Update:
(a) (Ut,∆t, Ut) ← U
[
Ut−1, (1− t−1)∆t−1, Ut−1, At
]
by rank-1 update
where At = t
−1ytyTt .
(b) SVD(L−1t )← (Ut, (∆t + βtI)−
1
2 , UTt ).
(c) (Qt,Σt, Rt)← U
[
Qt−1, (1− t−1)Σt−1, Rt−1, A˜t
]
by rank-1 update
where A˜t = t
−1L−1t ytxˆTt .
(d) Store the matrix factors for Wˆt in (3.11), where L
−1
t is defined in
(b).
End
Figure 3.1: Algorithm A1 to solve (P10) by alternating minimization.9
Computational and Memory Costs
We now discuss the computational cost and memory requirements of the
online transform learning algorithm. The computational cost of the sparse
coding step is dominated [12] by the computation of the product Wyt, and
therefore scales as O(n2). In contrast, the projection operation in (3.5) re-
quires only O(n log n) operations [12], when employing sorting. The compu-
tational cost of the transform update step is dominated by O(n2 log2 n) for
the rank-1 SVD updates [83, 84]. Thus, the total cost per signal (or, per
time instant) of our algorithm (sparse coding and transform update) scales
as O(n2 log2 n). This is better (especially for large n) than the computational
cost per signal for online learning of an n × K overcomplete synthesis dic-
tionary D, which scales (assuming synthesis sparsity s ∝ n, and K ∝ n) as
at least O(n3) [40]. The (local) memory requirement of our algorithm scales
modestly as O(n2), since we need to store n× n matrices.
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3.2.3 Mini-batch Transform Learning
Here, we solve Problem (P11), that processes blocks of signals, by (a single
iteration of) alternating minimization. In the sparse coding step, we solve
for XJ in (P11), with fixed W (= WˆJ−1, i.e., warm start) as follows:
min
XJ
‖WYJ −XJ‖2F s.t. ‖xJM−M+i‖0 ≤ s ∀ i (3.12)
The optimal solution to (3.12) is obtained as xˆJM−M+i = Hs(WyJM−M+i) ∀
i ∈ {1, ..,M}.
The transform update step solves (P11) with fixed Xj = Xˆj, 1 ≤ j ≤ J ,
as
min
W
1
JM
J∑
j=1
{‖WYj −Xj‖2F + Λj Q(W )} (3.13)
When the block size M is small (M  n), we can use the same approximate
transform update procedure as in Section 3.2.2, but with the rank-1 updates
replaced by rank-M updates. The rank-M updates can be performed as M
rank-1 updates for small M . For larger M (M ∼ O(n), or larger), (3.13)
is solved using an exact transform update procedure (similar to the one for
Problem (4.4)). Figure 3.2 shows the overall algorithm for the case of large
M .
We now discuss the computational cost and memory requirements of the
mini-batch version of online transform learning. The computational cost of
the sparse coding step scales as O(Mn2). For small M , the cost of the trans-
form update step scales as O(Mn2 log2 n). For large M , since the transform
update is performed as in Fig. 3.2 (i.e., matrix inverses, matrix-matrix mul-
tiplications, and SVDs are computed directly, but scalars/matrices are accu-
mulated over time wherever possible), the cost of transform update (Steps
2 and 3 in Fig. 3.2) scales as C1Mn
2 + C2n
3, where C1 and C2 are con-
stants. Assuming that C2n < C1M (large M), the transform update cost
scales as O(Mn2). Thus, the total computation per iteration (or, per block)
of our mini-batch algorithm (sparse coding and transform update) scales as
O(Mn2) for large M , and O(Mn2 log2 n) for small M . In each of these cases,
the cost is better than the cost per block (of size M) for mini-batch learning
of an n×K synthesis dictionary D, which scales (assuming synthesis sparsity
s ∝ n, and K ∝ n) as O(Mn3) [40]. The memory requirement of mini-batch
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Mini-batch Transform Learning Algorithm A2
Input: Sequence {yt} is processed in blocks of size M .
Initialize: Wˆ0 = W0, Θ˜0 = Γ˜0 = 0, β˜0 = 0.
For J = 1, 2, 3, ... Repeat
1. Sparse Coding: xˆl = Hs(WˆJ−1 yl) ∀ l such that JM −M + 1 ≤
l ≤ JM .
2. Prepare for Transform Update:
YJ =
[
yJM−M+1 | yJM−M+2 | ... | yJM
]
.
XˆJ =
[
xˆJM−M+1 | xˆJM−M+2 | ... | xˆJM
]
.
Θ˜J = (1− J−1) Θ˜J−1 + J−1M−1YJXˆTJ .
Γ˜J = (1− J−1) Γ˜J−1 + J−1M−1YJY TJ .
β˜J = (1− J−1) β˜J−1 + J−1M−1λ0 ‖YJ‖2F .
3. Transform Update:
(a) Compute the full SVD of Γ˜J + β˜JI as U˜J∆˜J U˜
T
J .
(b) L˜−1J = U˜J∆˜
− 1
2
J U˜
T
J (inverse square root).
(c) Compute full SVD of L˜−1J Θ˜J as Q˜JΣ˜JR˜
T
J .
(d) WˆJ = 0.5R˜J
(
Σ˜J +
(
Σ˜2J + 2β˜JI
) 1
2
)
Q˜TJ L˜
−1
J .
End
Figure 3.2: Algorithm A2 to solve (P11) for large block size M .
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transform learning scales as O(Mn) for large M , and O(n2) for small M .
3.2.4 Comparison of Transform Learning Schemes
We now compare and contrast the online, mini-batch, and batch transform
learning schemes in terms of their computational costs, memory require-
ments, and latency. We measure latency as the time duration (the inter-
arrival time between two signals is taken as 1 time unit) between the arrival
of the first signal, and the generation of its corresponding output (e.g., sparse
code).10
Table 3.1 summarizes the various costs for the transform-based schemes.
We show the computational cost per sample, i.e., the cost normalized by
the number of samples processed. For a given number of N samples, the
batch scheme typically requires several iterations, their number denoted by
P , to converge to a good transform. Thus, the batch scheme has total com-
putational cost of O(PNn2). In practice, P depends on n, N , and algo-
rithm initialization, and is typically larger for bigger, or more complex prob-
lems. On the other hand, as shown in related works [80, 85, 63, 86], and in
the experiments of Section 3.3, the online and mini-batch schemes produce
good transforms for large N (total number of signals processed sequentially).
Therefore, the net computational cost for processing N signals (and con-
verging) for the online scheme is O(Nn2 log2 n). Thus, assuming log2 n < P
(which is typically observed in practice), the online scheme is computation-
ally more effective (in order) than the batch scheme for big data (large N).
The computational cost of processing N signals (and thus converging, in the
case of large N) for the mini-batch scheme for large M (and N/M blocks) is
O(Nn2), which is even lower in order (by factor log2 n) than the cost for the
(one signal at a time) online scheme.
Importantly, assuming n,M  N , the online and mini-batch transform
learning schemes have far lower memory requirements and latency compared
to the batch scheme. The mini-batch scheme itself has higher memory and
latency costs than the online scheme.
As discussed in the preceding subsections, the dictionary learning schemes
[40, 13] have computational cost per sample (not shown in Table 3.1) propor-
10Here, for simplicity, we assume that computations can be performed instantaneously.
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Table 3.1: Comparison of online learning, mini-batch learning, and batch
learning in terms of their computational cost per sample, memory cost, and
latency.
Properties Online Mini-batch Batch
Small M Large M
Computations O(n2 log2 n) O(n2 log2 n) O(n2) O(Pn2)
Memory O(n2) O(n2) O(nM) O(nN)
Latency 0 M − 1 M − 1 N − 1
tional to n3. For large signals (i.e., large n), the cost of dictionary learning
is much larger than the cost of the transform-based methods.
3.2.5 Denoising
Problem (P12) is identical to (P10), except for the fact that it uses a sparsity
penalty function, rather than constraints. Therefore, when solving (P12)
at each t by alternating minimization, the sparse coding step (with fixed
W = Wˆt−1) is
min
xt
‖Wyt − xt‖22 + τ 2t ‖xt‖0 (3.14)
A solution [72] xˆt of (3.14) is xˆt = Hˆτt(Wyt), where the hard thresholding
operator Hˆτ (·) is defined as
(
Hˆτ (b)
)
k
=
{
0 , |bk| < τ
bk , |bk| ≥ τ
(3.15)
where b ∈ Rn, and the subscript k indexes vector entries. Therefore, the
sparse coding solution is simply obtained by hard thresholding, with a thresh-
old proportional to the noise level σ (similar to traditional techniques in-
volving analytical transforms [87]). The transform update step of (P12) is
identical to (P10). The denoised signal is computed as Wˆ−1t xˆt. By (3.11) we
have
Wˆ−1t = β
−1
t LtQt
(
(Σ2t + 2βtI)
1
2 − Σt
)
RTt (3.16)
Assuming that the various matrices in the above decomposition are stored
in memory, Wˆ−1t xˆt can be computed using matrix-vector multiplications at
a cost of O(n2). The net computational cost of denoising per signal (i.e.
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for sparse coding, transform update, and denoised signal computation) then
scales as O(n2 log2 n) (same cost as for the online learning algorithm for
(P10)). For mini-batch transform learning based denoising, the net compu-
tational cost of denoising a block is similar to the costs in Section 3.2.3.
3.3 Numerical Experiments
3.3.1 Framework
Online transform learning is shown to converge asymptotically, and produces
a good transform [80, 63]. Here, we present numerical results illustrating the
practical convergence behavior of online (and mini-batch) transform learn-
ing, as well as the usefulness of the proposed schemes for image represen-
tation and denoising. First, we consider synthetic data generated sequen-
tially using a particular transform model, and study the ability of our online
schemes to converge to a good model. Second, we study the usefulness of
online/sequential transform learning for sparse representation of images. Fi-
nally, we present results for online denoising using Problem (P12). We con-
sider the patch-based denoising of some standard (regular sized) images as
well as some very large images (where batch learning was observed to be in-
feasible on the particular computing platform used for our experiment). The
latter case is a candidate big data problem, since it involves a large number of
patches, which can be potentially denoised efficiently and sequentially using
online transform learning.
All transform learning implementations were coded in Matlab version R2013b.
Similarly, the Matlab implementation of K-SVD denoising [3] (a popular
batch synthesis dictionary-based denoising scheme) available from Michael
Elad’s website [73] was used in our comparisons. For K-SVD denoising, we
used the built-in parameter settings of the author’s implementation. All
computations were performed with an Intel Core i7 CPU at 2.9 GHz and 4
GB memory, employing a 64-bit Windows 7 operating system.
We define the normalized reconstruction error as ‖Y −W−1X‖2F / ‖Y ‖2F ,
where Y is a matrix whose columns are the data vectors, W is a transform,
and X is the corresponding sparse code matrix. The normalized reconstruc-
tion error metric is used to measure the performance of learned transforms
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Figure 3.3: Convergence behavior of the online (both the exact and
approximate versions) and mini-batch learning schemes as a function of
amount of data processed: (a) Objective function, (b) Sparsification error,
(c) ||Wˆt+1 − Wˆt||F for mini-batch scheme.
for signal/image representation. It can be thought of as a simple surrogate
for the compression performance of a transform. For image denoising, similar
to prior work, we measure the peak-signal-to-noise ratio (PSNR) computed
between the true noiseless reference, and the noisy or denoised images.
3.3.2 Convergence and Sparse Representation
Convergence
First, we illustrate the convergence behavior of the proposed algorithms. We
generate the input data yt sequentially as W
−1xt using a random orthonormal
20× 20 matrix W , and sparse codes xt obtained by thresholding i.i.d. Gaus-
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sian vectors at sparsity level s = 3. We then use our online and mini-batch
transform learning algorithms for (P10) and (P11), to sequentially learn the
transform and sparse codes for the data yt. The parameter λ0 = 3.1× 10−2,
s = 3, and the size of the mini-batch M = 320. We test (and compare) both
the exact (see Section 3.2.2) and approximate (see Section 3.2.2) versions
of the online transform learning algorithm. As discussed in Section 3.2.2,
we monitor the upper bound on the relative approximation error. If it rises
above a threshold  = 10, we compute the SVD of L−1t Θt directly in the
transform update step of the algorithm. Our algorithms are initialized with
the 20× 20 DCT matrix.
Figures 3.3(a) and 3.3(b) show the objective function (of Problems (P10)/(P11))
and sparsification error (i.e., the objective without the regularizer) as a
function of the number of signals processed, for our online and mini-batch
schemes. Both the objective and sparsification error converge quickly for
our schemes. The exact and approximate online schemes behave identically.
Moreover, for the approximate version, we observed that the error thresh-
old  is violated (i.e., an exact SVD is performed) only 0.2% of the time.
This indicates that the faster approximate online scheme works equally well
as the exact version. The online schemes converge slightly faster than the
mini-batch scheme as a function of the number of signals processed. This is
because the transform update step is performed more frequently for the (one
signal at a time) online schemes. However, the proposed approximate online
transform learning scheme typically has a higher run time (due to the log2 n
factor in computations – see Section 3.2.4) than the mini-batch scheme.
As shown in Fig. 3.3(c), the difference between successive iterates, i.e.,∥∥∥Wˆt+1 − Wˆt∥∥∥
F
converges close to zero for the mini-batch schemes. A similar
behavior is observed for the online schemes. The learned transforms using
our exact online, approximate online, and mini-batch algorithms have con-
dition numbers of 1.02, 1.02, and 1.04 respectively. By Fig. 3.3(b), they
provide a sparsification error close to zero. The normalized reconstruction
error computed using the learned Wˆt and the sparse codes generated sequen-
tially is < 0.01 for our schemes, indicating that they have learned a good
model for the data {yt}.
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Table 3.2: Reconstruction error improvements (dB) over patch-based 2D
DCT for the batch, mini-batch, and online transform learning schemes for
image data. The results for the mini-batch and online schemes are also
shown with multiple passes through the dataset.
Batch
Mini-batch Online
1 pass 30 passes 1 pass 30 passes
Reconstruction
1.3 0.8 1.3 0.8 1.3
Error Improv.
Sparse Representation of Images
Here, we learn a sparsifying transform for natural image patches. We extract
all non-overlapping patches of size 8× 8 (about 1.6× 105 patches) from the
images in the USC-SIPI database [88] (the color images are converted to gray-
scale images). We use our (approximate) online and mini-batch transform
learning algorithms to learn a transform and sparse codes sequentially on
the (mean-subtracted) patches. The parameters are set as λ0 = 6.2 × 10−2,
s = 11, and M = 256.
Table 3.2 shows the improvements in the normalized reconstruction error
achieved by the online, mini-batch and batch [12] transform learning schemes
over the fixed 2D DCT for the image patches. For the online and mini-batch
schemes, we also show results with multiple passes through the same data
(each time a particular signal is repeated, its old sparse code is replaced with
the latest one – see Section 3.2.2). Both the online and mini-batch schemes
(either with or without multiple passes) provide better reconstruction quality
compared to the DCT. The proposed schemes also perform similar to the
batch scheme (and about 1.3 dB better than the DCT) at the end of 30
passes. Importantly, even with 30× passes, the mini-batch scheme runs 3×
faster than the batch algorithm in achieving similar reconstruction quality.
The learned transforms were all well-conditioned in this experiment.
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(a) (b)
(c) (d)
Figure 3.4: The large images used in our denoising experiments: (a)
Airport (1024× 1024), (b) Man (1024× 1024), (c) Railway (2048× 2048),
(d) Campus (3264× 3264× 3).
3.3.3 Online Image Denoising
Regular-size Image Denoising
Here, we present some results for our simple denoising framework (P12). We
consider image denoising, where the overlapping image patches are processed
and denoised sequentially. We work with the images Couple (512× 512) and
Man (768 × 768),11 and simulate i.i.d. additive Gaussian noise at three
different noise levels (standard deviation σ = 5, 10, 20) for the images.
We denoise the 8 × 8 overlapping image patches (the mean is subtracted
during learning, and added back in the reconstruction step) sequentially (no
cycling) using adaptive mini-batch denoising. Once the denoised patches in
each mini-batch are computed, we immediately put them back at their cor-
11These are standard images that have been used in prior work (e.g., [3, 17]).
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Table 3.3: PSNR values (dB) and run times (seconds) for denoising
regular-size images at different noise levels (σ = 5, 10, 20), using batch
K-SVD [3], batch transform learning [1], and mini-batch transform
learning-based denoising schemes.
Images
σ Noisy Batch Batch Mini-batch
PSNR K-SVD TL TL
Couple
5 34.16
PSNR 37.28 37.33 37.33
time 1250 92 20
10 28.11
PSNR 33.51 33.62 33.62
time 671 68 19
20 22.11
PSNR 30.02 30.02 30.03
time 190 61 20
Man
5 34.15
PSNR 36.47 36.66 36.75
time 1279 205 45
10 28.13
PSNR 32.71 32.96 33.00
time 701 130 44
20 22.11
PSNR 29.40 29.57 29.52
time 189 80 41
responding locations in the denoised image. Note that the denoised image is
computed by averaging the denoised patches at their respective 2D locations.
Our scheme requires minimal memory (we only store data required for com-
putations at a particular time instant t) and mimics a real-time denoising
setup.
The parameters are set to λ0 = 3.1×10−2, M = 64, and τj = 1.73σ ∀j. We
work with a forgetting factor ρ < 1 (corresponding to an extension of (3.1)
for the mini-batch case), which was found to provide a slight improvement.
The best choice of ρ depends on the size of the mini-batch, patch size (signal
size), and noise level, and was set empirically to ρ = 0.87, 0.95, and 0.99, for
σ = 5, 10, and 20, respectively.
Our denoising results are compared to K-SVD denoising [13, 3, 73], and
to batch square transform learning-based denoising [1] (with parameters set
as in [17]). The images in this experiment have sizes compatible (i.e., small
enough to avoid memory overflows) with the batch denoising schemes. The
goal of the comparison to the batch dictionary/transform schemes is not to
show the state-of-the-art performance of our method in a general denois-
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ing application. Rather, we focus on the sequential aspect of our method,
and aim to demonstrate that the proposed adaptive mini-batch transform-
based denoising algorithm with smaller latency, memory and computational
requirements, can be used as an efficient and effective alternative to adaptive
batch mode dictionary/transform denoising.
Table 3.3 lists the denoising PSNRs and run times (including the time
for generating the denoised image) for the various methods. The mini-batch
transform denoising method provides comparable, or better denoising perfor-
mance compared to the batch-based methods, while being much faster. We
compute the average speedup provided by our mini-batch denoising scheme
over the adaptive batch-based methods. For each image and noise level, the
ratio of the run times of batch denoising and mini-batch denoising is com-
puted, and this speedup is averaged over the images and noise levels in Table
3.3. The mini-batch transform learning-based denoising scheme provides an
average speedup of 26.0× and 3.4× respectively, over the batch K-SVD and
batch transform denoising schemes.
Large-Scale Image Denoising
In the context of big data, batch learning is typically infeasible due to the
strict practical limits on computational and memory resources. However, we
can potentially use the proposed online, or mini-batch transform learning
schemes to sparse code, or denoise large images, and image sequences. Here,
we present preliminary results for mini-batch denoising of large-scale images
(both gray-scale and color images). We work with the gray-scale images in
Fig. 3.4(a)-(c), and the color image in Fig. 3.4(d). The largest of these im-
ages has about 11 megapixels (when it is processed by a patch-based scheme,
there are about 11 million overlapping patches in total). We simulate i.i.d.
additive Gaussian noise at 3 different noise levels (σ = 20, 50, 100) for these
images. In the case of the color image, noise is added to each of the red (R),
green (G), and blue (B) color channels.
The size of the mini-batch is set to M = 256. The forgetting factor is
set to ρ = 0.88, 0.92, and 0.95, for σ = 20, 50, and 100 respectively, for
gray-scale images, and ρ = 0.95 for the color image. Other parameters in our
algorithm are set as in the regular-size image denoising experiment described
above. To apply the transform, we vectorize all image patches. For color
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image denoising, we form a patch vector by stacking the patch’s vectorized
red, green, and blue components [30]. We therefore learn a larger 192× 192
transform for the patches of the color image.
Table 3.4 lists the denoising PSNRs and run times (the latter are averaged
over the noise levels σ for each image) obtained using the proposed simple
mini-batch transform learning-based denoising algorithm, as well as those
obtained using a similar scheme but involving the fixed patch-based 2D DCT
(no learning). For the DCT-based algorithm, we use τj = 2.45σ ∀j, which
was found to be empirically optimal in our experiments. As evidenced from
Table 3.4, the mini-batch denoising algorithm provides better PSNRs than
the DCT for all images and noise levels.12 To denoise the large-scale images,
the mini-batch algorithm takes up to 23% longer for 1024×1024 images (with
roughly 1 million patches) or for the 2048 × 2048 image (roughly 4 million
patches), and about 40% longer for the 3264× 3264 color image (roughly 11
million patches) respectively, than the 2D DCT method. Therefore, although
there is no learning involved in the latter case, our adaptive scheme typically
denoises about as fast as the fixed transform.
Figure 3.5 shows a zoom-in of the denoised Man image, obtained using the
proposed mini-batch transform learning-based denoising algorithm at σ = 20.
The zoom-in shows reasonable reconstruction of the image features from the
noisy measurements. Thus, the results here demonstrate the potential of our
scheme for limited latency (or, real-time) denoising of large-scale data.
A feasible alternative method for large-scale image denoising is to break the
large image into smaller “mini-images”, and perform batch denoising on each
of the mini-images. To test the effectiveness of this alternative, we divided
each of our large noisy images into 256 × 256 overlapping (an overlap of 7
pixels) mini-images, and performed batch transform denoising on the mini-
images [1]. The mini-images were denoised one-by-one. This allows us to use
the transform learned by the batch denoising algorithm in the current mini-
image as an initialization (for the first mini-image, the initialization used is
the 2D DCT) for the batch denoising scheme [1] in the next nearest mini-
image. Such a warm start leads to better denoising performance (within each
mini-image). Once all the mini-images are denoised by the batch method,
they are averaged together at their corresponding 2D locations in the large
12We did not observe any marked improvement in the PSNRs, when replacing DCT
with other fixed transforms, such as wavelets.
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Table 3.4: PSNR values (dB) and run times (seconds) for denoising the
large gray-scale and color images with mini-batch transform learning (TL)
based method, and the 2D DCT at different noise levels (σ = 20, 50, 100).
The noisy image PSNRs are given under noise level σ in parentheses. The
best denoising PSNR for each noise level and image is marked in bold.
Images Methods
σ = 20 σ = 50 σ = 100 Run
( 22.11 ) ( 14.15 ) ( 8.13 ) Times
Airport
DCT 28.79 24.65 21.00 23
TL 28.83 25.07 22.53 28
Man
DCT 30.44 25.80 21.87 23
TL 30.64 26.62 23.88 27
Railway
DCT 31.90 26.44 22.04 90
TL 32.42 27.58 24.35 111
Campus
DCT 30.89 25.88 21.99 323
TL 33.10 27.47 23.24 451
(a) (b)
Figure 3.5: Zoom-in of large-scale image (Man 1024× 1024) denoising
results: (a) Noisy image (PSNR = 22.11 dB), (b) Denoised image using the
proposed adaptive mini-batch scheme (PSNR = 30.64 dB).
image. We observed that this alternative denoising scheme performs (on
the noisy images in Table 3.4) comparably to, or worse than (by 0.1 − 0.3
dB), our proposed mini-batch transform learning-based denoising scheme.
Importantly, the alternative mini-image-based batch method is 7× slower on
the average.
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As we have emphasized, the proposed adaptive online and mini-batch
schemes are capable of being applied to realistic tasks such as real-time
sparse coding (compression) and denoising. The idea of image inpainting
using mini-batch synthesis dictionary learning has been discussed in [40].
However, the scheme therein does not solve a real-time adaptive inpainting
problem. Rather, a dictionary is first learned over all the data, and then
later used to reconstruct (with fixed dictionary) the patches. Therefore, we
do not directly compare to that work here.
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CHAPTER 4
VIDEO DENOISING BY ONLINE 3D
SPARSIFYING TRANSFORM LEARNING
This chapter demonstrates video denoising application by learning 3D spar-
sifying transform 1. Denoising is one of the most fundamental problems in
signal processing. The goal in denoising is to take corrupted signals, im-
ages or video and process them to obtain clean or high-quality estimates.
This is especially useful for applications that require high-quality signals and
images such as medical imaging applications, surveillance video, etc. The
ubiquitous use of relatively low-quality smart phone cameras has also led to
the increasing importance of video denoising.
Several methods have been proposed in the past for the denoising of video
data. Some of these methods are based on motion estimation and com-
pensation [90, 91]. In these methods, on top of spatial similarity, temporal
redundancy is exploited by filtering along the estimated motion trajectories.
Other video denoising methods exploit the sparsity of video data in some
known transform domain or dictionary such as the discrete cosine transform
(DCT), or wavelets, to enable better noise attenuation [92, 93]. Non-local
methods have also become very popular in video denoising in recent years.
Methods such as VBM3D [6] and VBM4D [7] have been shown to provide
excellent performance in video denoising. These methods also exploit spar-
sifying transforms such as the DCT as part of their framework.
Recently, the adaptation of sparse models (such as the synthesis dictionary
model [10, 20], analysis dictionary model [14], or transform model [12, 11])
based on training signals has received increasing attention [13, 3, 39, 94,
54, 14, 57, 12], and has been shown to be beneficial in various applications
including image or video denoising. While the data-driven adaptation of
synthesis dictionaries for the purpose of denoising video or 3D data [95, 5]
has been studied in some recent papers, the usefulness of learned sparsifying
transforms has not been explored.
1The material of this chapter has previously appeared in [89]
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In this work, we focus on video denoising by using learned 3D sparsify-
ing transforms. As opposed to general synthesis dictionary model, where
sparse coding is NP-hard (non-deterministic polynomial-time hard) [21, 22],
the transform model has the advantage that sparse coding in the model can
be performed exactly and cheaply by zeroing out all but a certain num-
ber of non-zero transform coefficients of largest magnitude. The learning of
sparsifying transforms is typically much cheaper than synthesis or analysis
dictionary learning [12, 17]. Very recently, we introduced the idea of online
learning of sparsifying transforms for signals or image patches [85, 80]. On-
line learning is particularly useful for big data, and for applications such as
real-time denoising, i.e., denoising of streaming data. As opposed to batch
transform learning [12], where the transform is learned using all the training
data, online transform learning has the advantage that it handles (training)
data sequentially, and involves much cheaper computations, and memory re-
quirements. It has also been shown to be cheaper than online overcomplete
synthesis dictionary learning [85].
While we have shown the usefulness of online transform learning for large-
scale image denoising [85], the usefulness of transform learning (either on-
line or batch) for video denoising has not been explored. Moreover, video
data typically have redundancy along the time axis, which will not be cap-
tured by learning sparsifying transforms for the 2D patches of the video
frames. Therefore, in this chapter, we propose a novel online video denoising
scheme based on 3D sparsifying transform learning. Our framework itera-
tively adapts the sparsifying transform and sparse codes for (overlapping)
3D (spatio-temporal) patches that are extracted sequentially from groups of
frames. Denoised versions of the 3D patches are estimated in each iteration
of our algorithm, and denoised versions of the video frames are estimated by
averaging the denoised 3D patches at their respective spatio-temporal loca-
tions. Our numerical results demonstrate the promising performance of the
proposed method as compared to well-known alternatives such as adaptive
overcomplete dictionary-based denoising, VBM3D, VBM4D, or 3D DCT-
based denoising.
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4.1 Denoising Problem Formulations
We briefly discuss the recently proposed formulations for denoising based on
online and mini-batch transform learning.
4.1.1 Signal or Image Denoising by Online Transform
Learning
The goal in denoising is to recover an estimate of a signal u from the mea-
surement y = u + e, corrupted by additive noise e. Here, we consider a
time sequence of measurements {yt}, with yt = ut + et, and et ∈ Rn being
the noise. We assume et whose entries are independent and identically dis-
tributed (i.i.d.) Gaussian with zero mean and variance σ2t . The goal of online
denoising is to recover estimates of yt ∀ t. We model the underlying signals
as approximately sparse in an (unknown) transform domain.
In prior work [85], we proposed a denoising methodology based on online
sparsifying transform learning, where the transform is adapted based on se-
quentially processed data. For time t = 1, 2, 3, ..., the problem of updating
the adaptive transform and sparse code (i.e., the sparse representation in the
adaptive transform domain) to account for the new noisy signal yt ∈ Rn is
(P1)
{
Wˆt, xˆt
}
= arg min
W,xt
1
t
t∑
τ=1
{‖Wyτ − xτ‖22 + λτν(W )}
+
1
t
t∑
τ=1
α2τ ‖xτ‖0 s.t. xτ = xˆτ , 1 ≤ τ ≤ t− 1
where ν(W ) = − log |detW |+‖W‖2F is a transform learning regularizer [12],
λτ = λ0 ‖yτ‖22 with λ0 > 0, and the weights ατ ∝ στ . The ‖·‖0 operation
counts the number of non-zeros in a vector or matrix. Matrix Wˆt in (P1)
is the optimal transform at time t, and xˆt is the optimal sparse code for yt.
Note that at time t, only the latest optimal sparse code xˆt is updated in
(P1),2 along with the transform Wˆt. The condition xj = xˆj, 1 ≤ τ ≤ t−1, is
therefore assumed. For brevity, we will not explicitly restate this condition
(or, its appropriate variant) in the formulations in the rest of this chapter.
2This is because only the signal yt is assumed to be stored in memory at time t for the
online scheme.
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The regularizer ν(W ) in (P1) prevents trivial solutions and controls the
condition number and scaling of the learned transform [12]. In the limit λ0 →
∞ (and assuming the yτ , 1 ≤ τ ≤ t, are not all zero), the condition number of
the optimal transform in (P1) tends to 1. In practice, the transforms learned
via (P1) are well conditioned for finite λ0 [85]. The specific choice of λ0 (and
condition number) depends on the application.
A simple least-squares denoised signal estimate is obtained using (P1) at
each time t as uˆt = Wˆ
−1
t xˆt. Problem (P1) can also be used for patch-based
denoising of large images [85]. The overlapping patches of the noisy images
are processed sequentially, and the denoised image is obtained by averaging
the denoised patches at their respective image locations.
For non-stationary data, it may not be desired to fit a single transform W
to yt for all t. We previously proposed [85] to address this case by introducing
a forgetting factor ρt−τ (with a constant 0 < ρ < 1), that scales the terms
in (P1). Such a forgetting factor diminishes the influence of “old” data. The
objective function in (P1) is then modified as
1
t
t∑
τ=1
ρt−τ
{‖Wyτ − xτ‖22 + λτν(W ) + α2τ ‖xτ‖0} (4.1)
Another useful variation of Problem (P13) involves mini-batch learning,
where a block, or group, or mini-batch of signals is processed at a time
[85]. Assuming a fixed block size M , the Lth (L ≥ 1) block of signals is
YL =
[
yLM−M+1 | yLM−M+2 | ... | yLM
]
. For L = 1, 2, 3, ..., the mini-batch
sparsifying transform learning problem is
{
WˆL, XˆL
}
= arg min
W,XL
1
LM
L∑
j=1
{‖WYj −Xj‖2F + Λj v(W )}
+
1
LM
L∑
j=1
M∑
i=1
α2jM−M+i ‖xjM−M+i‖0 (P14)
where the regularizer weight is Λj = λ0 ‖Yj‖2F , and the matrix XL =[
xLM−M+1 | xLM−M+2 | ... | xLM
]
contains the block of sparse codes cor-
responding to YL. A simple denoised estimate of the noisy block of signals in
YL is obtained for each L as UˆL = Wˆ
−1
L XˆL. The mini-batch transform learn-
ing Problem (P2) is a generalized version of (P1), with (P2) being equivalent
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Figure 4.1: A simple illustration of the proposed online video denoising
scheme by 3D sparsifying transform learning.
to (P1), for M = 1. Mini-batch learning can provide potential speedups over
the M = 1 case in applications, but this comes at the cost of higher memory
requirements and latency [85].
4.1.2 Online Video Denoising Framework
Prior work on adaptive sparsifying transform-based image denoising [17, 62,
85] learned the transform matrix from 2D image patches. However, in video
denoising, exploiting the sparsity and redundancy in both the spatial and
temporal dimensions typically performs better than denoising each frame
separately [95, 5]. We therefore propose online video denoising by sparsifying
transform learning on 3D spatio-temporal patches.
Figure 4.1 illustrates the framework of our proposed online video denois-
ing scheme. The frames of the noisy video (assumed to be corrupted by
additive i.i.d. Gaussian noise) denoted as zτ ∈ Ra×b arrive at τ = 1, 2, 3,
etc. At time τ = t, the newly arrived frame zt is added to a fixed-size
FIFO (first in first out) buffer that stores a block of m consecutive frames
{zi}ti=t−m+1, and the oldest frame zt−m is dropped. We denote this spatio-
temporal tensor data of frames stacked along the temporal dimension as
Gt =
[
zt−m+1 | zt−m+2 | ... | zt
]
, with Gt ∈ Ra×b×m. (For t < m, the un-
available frames are replaced by all-zero frames.) The partially overlapping
n1 × n2 × n3 3D patches of Gt are extracted sequentially in a spatially and
temporally contiguous order, and a spatio-temporal sparsifying transform is
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adapted in an online manner, and used to denoise the patches. The denoised
estimates of the set of noisy frames within each Gt are estimated by aver-
aging the overlapping parts of the denoised 3D patches at their respective
locations in 3D. Each noisy frame zt arises once in each of the tensors in the
set {Gj}t+m−1j=t . Therefore, the denoised estimates of zt computed based on
each of these m tensors are further averaged together to generate the final
denoised version (output) of zt. So, there is (at least) an m− 1 frame delay
between the arrival of zt and the generation of its final denoised estimate.
In Fig. 4.1, Gˆt stores the most up-to-date denoised estimates of the noisy
frames in Gt. Only the leftmost frame zˆt−m+1 in Gˆt is output, since all other
frame estimates will be updated further based on future Gτ ’s (τ > t).
We now discuss the formulation for sequentially denoising the 3D spatio-
temporal patches in each Gt (for t = 1, 2, 3, etc.). Let RiGt ∈ Rn (with
n = n1n2n3, n3 ≤ m) denote the vectorized form of the ith 3D patch extracted
from Gt (a total of P partially overlapping patches are assumed), with Ri
being a patch-extraction operator. We process a group, or mini-batch, of M
3D patches at a time from Gt. Let N be the total number of mini-batches
in each Gt (N = P/M). Then, for a particular time t, we solve the following
transform learning problem for each k = 1, 2, 3, ..., N , to adapt the transform
and sparse codes based on the kth mini-batch in Gt:
{
WˆLk , XˆLk
}
= arg min
W,XLk
1
LkM
Lk∑
j=1
ρLk−j
{‖WYj −Xj‖2F}
+
1
LkM
Lk∑
j=1
ρLk−j
{
Λj ν(W ) +
M∑
i=1
α2j,i ‖Xj,i‖0
}
(P15)
where Lk , N × (t − 1) + k. In (P3), Yj =
[
RlM−M+1Gq+1 | ... | RlMGq+1
]
∈ Rn×M , with q , bj/Nc and l , j−qN , indexes the mini-batches processed
from the various Gτ , 1 ≤ τ ≤ t. The matrix Xj ∈ Rn×M denotes the sparse
codes corresponding to the mini-batch Yj, and Xj,i denotes the i
th column of
Xj, whose sparsity weight in (P3) is α
2
j,i. Note that the factor LkM in (P3)
denotes the total number of 3D patches processed from all Gτ , 1 ≤ τ ≤ t. We
use a forgetting factor ρLk−j in (P3) to diminish the influence of old frames
or old mini-batches. Once (P3) is solved, the denoised version of the current
mini-batch of noisy signals is computed simply as UˆLk = Wˆ
−1
Lk
XˆLk .
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4.2 Algorithms and Properties
We refer to our video denoising methodology by solving (P3) as VIDOLSAT
(VIdeo Denoising by Online Learning of SpArsifying Transforms). Our pro-
posed method for (P3) involves a sparse coding step and a transform update
step [85]. We perform another extra sparse coding step here for improved
accuracy.
4.2.1 Sparse Coding
In the sparse coding step, we solve for XˆLk in (P3) with fixed W = WˆLk−1,
as follows:
XˆLk = arg min
XLk
‖WYLk −XLk‖2F +
M∑
i=1
α2Lk,i ‖XLk,i‖0 (4.2)
A solution to XˆLk of (4.2) is given as XˆLk,i = HˆαLk,i(WYLk,i) ∀ i [85]. Here,
the hard thresholding operator Hˆα(·) is defined as
(
Hˆα(b)
)
p
=
{
0 , |bp| < α
bp , |bp| ≥ α
(4.3)
where b ∈ Rn, and the subscript p indexes vector entries. This simple hard
thresholding operation for sparse coding is similar to traditional techniques
involving analytical sparsifying transforms [87].
4.2.2 Transform Update
In the transform update step, we solve Problem (P3) for W with fixed Xj =
Xˆj, 1 ≤ j ≤ Lk, as follows:
min
W
1
LkM
Lk∑
j=1
ρLk−j
{‖WYj −Xj‖2F + Λjν(W )} (4.4)
This problem has a closed-form solution (similar to Section III-B2 in [85]).
Define bk = LkM . Let PLk ∈ Rn×n be the square root of b−1k
∑Lk
j=1 ρ
Lk−j(YjY Tj +
ΛjI). Denoting the full singular value decomposition (SVD) of P
−1
Lk
ΘLk as
85
QLkΣLkU
T
Lk
, with ΘLk = b
−1
k
∑Lk
j=1 ρ
Lk−jYjXTj , we then have that the closed-
form to (4.4) is
WˆLk = 0.5ULk
(
ΣLk +
(
Σ2Lk + 2βLkI
) 1
2
)
QTLkP
−1
Lk
(4.5)
where I denotes the identity matrix, and (·) 12 denotes the positive definite
square of a positive definite matrix. The quantities ΓLk , b−1k
∑Lk
j=1 ρ
Lk−jYLkY
T
Lk
,
ΘLk , and βLk ,
∑Lk
j=1 b
−1
k Λj are all computed sequentially over time [85].
4.2.3 Multi-pass Denoising
In order to further enhance the denoising performance, we perform multiple
passes of denoising for each Gt in our framework [62]. In each pass, we
construct the Yj’s in (P3) using the 3D patches extracted from the latest
denoised estimates of the Gt’s from the previous pass. As the sparsity penalty
weights αj,i ∝ σ, the noise level σ in each such pass is set to an estimate of
the remaining noise in the denoised Gt’s from the previous pass.
4.2.4 VIDOLSAT Properties
The per-frame computational cost of the proposed VIDOLSAT algorithms
is O(n2PK), where W ∈ Rn×n, P is the number of partially overlapping
patches in Gt, and K is the number of passes in the multi-pass scheme.
Assuming J  nM/m (large videos), the proposed algorithms have memory
cost scaling as O(Jm), where m is the number of frames in Gt, and J is the
number of pixels in each frame.
4.3 Numerical Experiments
In this section, we present preliminary results for our VIDOLSAT algorithm.
We work with the standard gray-scale videos Salesman (288 × 352 × 50),
Miss America (288 × 360 × 150), and Coastguard (144 × 176 × 300) (avail-
able at [96]), and simulate i.i.d. Gaussian noise at 5 different noise levels
(σ = 5, 10, 15, 20, 50) for each video. We compare the denoising results ob-
tained by our VIDOLSAT algorithm to those obtained by popular methods
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Table 4.1: Comparison of video denoising PSNR values for several methods.
Top Left: Patch-based 3D DCT denoising; Top Right: sparse K-SVD [5];
Middle Left: VBM3D [6]; Middle Right: VBM4D [7]; Bottom Left:
VIDOLSAT with n = 512; Bottom Right: VIDOLSAT with n = 768. For
each video and noise level, the best denoising PSNR is marked in bold.
σ Salesman Miss America Coastguard
5
40.87 41.03 42.03 41.99 38.47 38.55
40.43 40.82 41.51 41.88 38.32 39.12
41.55 41.69 42.30 42.33 39.60 39.53
10
36.92 37.02 39.46 39.72 34.61 34.75
37.29 37.12 39.64 39.85 34.82 35.35
37.84 38.02 40.31 40.34 35.73 35.67
15
34.66 34.73 37.66 38.35 32.52 32.70
35.53 34.95 38.70 38.65 33.03 33.24
35.59 35.82 39.19 39.22 33.67 33.65
20
33.07 33.21 36.21 37.25 31.07 31.33
34.14 33.33 37.97 37.79 31.73 31.72
34.02 34.26 38.32 38.40 32.23 33.26
50
27.84 28.37 30.60 33.41 26.56 27.06
28.33 28.32 34.55 34.28 26.90 27.05
29.34 29.72 35.15 35.28 27.99 28.12
such as VBM3D [6], VBM4D [7], sparse K-SVD denoising [5], and patch-
based 3D DCT denoising (this is the same as the VIDOLSAT method, but
using 3D DCT instead of the learned transform). We used the publicly avail-
able implementations of the sparse K-SVD [97], VBM3D and VBM4D [96]
algorithms.
For our VIDOLSAT algorithms, we work with 8 × 8 × 8 (n = 512) and
8 × 8 × 12 (n = 768) overlapping 3D patches, with m = 8 (m = n3) and
12 respectively. We set spatial overlap stride v = 1 for the 3D patches,
λ0 = 1.0 × 10−2, M = 15 × n, and αj,i = 1.9σ. Other parameters such
as ρ, K (number of passes) and the estimated noise levels in each pass of
the multi-pass scheme were tuned empirically [85, 62]. For (fixed) 3D DCT
denoising, the setting αj,i = 2.45σ is used which was found to work optimally
in our experiments.
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Figure 4.2: Frame-by-frame PSNR(dB) of the video (a) Miss America with
σ = 15, and (b) Salesman with σ = 50 denoised by the proposed scheme
VIDOLSAT (n = 512 and n = 768), VBM3D and VBM4D.
To evaluate the performance of the various schemes, we measure the de-
noised peak signal-to-noise ratio (PSNR) computed between the noiseless
reference and the denoised video. Table 4.1 lists the denoised PSNRs ob-
tained by 3D DCT denoising, sparse K-SVD denoising, VBM3D, VBM4D,
and VIDOLSAT with two different temporal patch sizes. The VIDOLSAT
algorithm with n = 512 provides average PSNR improvements in Table 4.1
of 1.35 dB, 0.89 dB, 0.66 dB, and 0.63 dB respectively over the 3D DCT,
sparse KSVD, VBM3D, and VBM4D denoising methods. The correspond-
ing improvements provided by VIDOLSAT with n = 768 are 1.45 dB, 0.99
dB, 0.76 dB, and 0.72 dB respectively. With either patch size, VIDOLSAT
clearly provides better PSNRs than any of the competing methods for all
videos and noise levels. Thus our proposed method demonstrates promising
performance in video denoising compared to popular competing methods.
Figure 4.2 illustrates the frame-by-frame denoised PSNRs obtained using
the VIDOLSAT algorithm for the videos Miss America and Salesman at σ =
15 and σ = 50, respectively, along with the corresponding PSNR values for
VBM3D and VBM4D. It is clear that VIDOLSAT outperforms the competing
methods for most of the frames. Figure 4.3 shows one frame of the denoised
video Salesman at σ = 50. Comparing 4.3(c) and (d), the denoising result
using VIDOLSAT clearly shows better reconstruction than the result using
VBM4D from the highly noisy measurements.
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Figure 4.3: One frame of Salesman denoising result: (a) Noisy frame
(PSNR = 14.13 dB). (b) Denoised frame using the proposed VIDOLSAT
scheme with n = 768 (PSNR = 30.97 dB). (c) Magnitude of error in (b).
(d) Magnitude of error in the denoised frame using VBM4D (PSNR =
27.20 dB).
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CHAPTER 5
CONCLUSION
In this thesis, we focused on the transform model learning for sparse represen-
tations and its applications. We first presented a novel union of sparsifying
transforms model. We showed that this model can also be interpreted as
an overcomplete sparsifying transform model with an extra block cosparsity
constraint (OCTOBOS) on the sparse code. The sparse coding in the pro-
posed model can be interpreted as a form of clustering. We presented a
novel problem formulation and algorithm for learning the proposed OCTO-
BOS transforms. Our algorithm involves simple closed-form solutions, and
the theoretical analysis established global convergence of the algorithm to the
set of partial minimizers of the non-convex learning problem. For natural im-
ages, our learning scheme gives rise to a union of well-conditioned transforms,
and clustered patches or textures. It is also usually insensitive to initializa-
tion. The adapted model provides better sparsification errors and recovery
PSNRs for images compared to learned single square transforms, and analyt-
ical transforms. In the application of image denoising, the proposed scheme
typically provides better image reconstruction quality compared to adaptive
(single) square transforms, and adaptive overcomplete synthesis dictionaries.
These results suggest that the proposed OCTOBOS learning produces effec-
tive models adapted to the data. The usefulness of our OCTOBOS learning
scheme in these applications merits detailed study and extensive evaluation.
Likewise, other applications, e.g., inverse problems such as MRI [16] and CT
[18, 19], and classification, merit further study.
We then presented the problem formulation for online learning of square
sparsifying transforms. The formulation is to sequentially update the spar-
sifying transform and sparse code for signals that arrive, or are processed,
sequentially. The proposed algorithm involves a sparse coding step and a
transform update step per signal. Each of these steps is implemented effi-
ciently. We also presented a mini-batch version of our online algorithm that
90
can handle blocks of signals at a time. The proposed schemes were shown to
be computationally much cheaper (in terms of cost per signal) than online
synthesis dictionary learning. In practice, the online/mini-batch sparsifying
transform learning converges quickly. We presented experiments demonstrat-
ing the usefulness of online transform learning in sparse signal representation
and denoising.
To further demonstrate the usefulness of the proposed online transform
learning framework, we extended to learning 3D sparsifying transform learn-
ing for online video denoising. The proposed method uses a temporally slid-
ing window strategy to extract a small set of noisy video frames at each
time instant, and then generates an instantaneous denoised estimate of these
frames using an efficient 3D (overlapping) patch-based denoising scheme.
Specifically, the 3D patches of the set of noisy frames are extracted sequen-
tially, and a sparsifying transform is adapted in an online manner, and used
to denoise the patches. The denoised set of frames within each temporal win-
dow is estimated by averaging the denoised 3D patches at their respective
locations in 3D. Each video frame arises in multiple overlapping temporal
windows, and its denoised estimates computed in each of those windows
are further averaged together to generate the final denoised version of that
frame. Our numerical results demonstrate the promising performance of the
proposed method as compared to well-known alternatives such as adaptive
overcomplete dictionary-based denoising, VBM3D, VBM4D, or 3D DCT-
based denoising. In future work, we plan to extend to online learning of an
overcomplete transform, or other applications such as the denoising of 4D
medical imaging data.
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APPENDIX A
APPROXIMATION ERROR IN ONLINE
ALGORITHM
Here, we calculate the error introduced by the approximation (3.10) in the
transform update step of our online learning algorithm. Let us denote L−1t Θt,
t−1L−1t ytx
T
t , and
(
L−1t − L−1t−1
)
Θt−1 by Mt, zt, and Υt, respectively. Then,
by (3.9), we have
Mt = (1− t−1)Mt−1 + (1− t−1)Υt + zt (A.1)
Equation (3.10) introduces an approximation to Mt, and then computes the
SVD of the approximate matrix. Let us denote the approximate matrix
as Mˆt. The SVD of Mˆt is computed via a rank-1 update to the SVD of
(1− t−1)Mˆt−1. Thus, we have by (3.10) that
Mˆt = (1− t−1)Mˆt−1 + zt (A.2)
Subtracting (A.2) from (A.1) and denoting Mt − Mˆt by Et yields
Et = (1− t−1)(Et−1 + Υt) (A.3)
Assuming E1 = 0, equation (A.3) implies that Et =
∑t
j=2
j−1
t
Υj. 
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