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Abstract
Kuzma characterized additive mappings on the space of all finite rank bounded linear operators on a real
or complex Banach space that decreases operators of rank one. In this note, we give a short proof of his result
in a slightly more general setting of the tensor product of a right and a left vector space over a division ring.
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1. Introduction
A mapping ψ from a space of matrices (operators) to another is called a rank-one preserver
if ψ sends rank-one elements to rank-one elements, and is called rank-one non-increasing if
rank(ψ(A))  1 whenever rank(A) = 1. In recent year there have been many investigations
concerning additive rank-one preservers and rank-one non-increasing additive mappings. For
example, Omladic and Semrl [12] characterized surjective additive rank-one preservers on the
space F(X) of all finite rank bounded linear operators on a real or complex Banach space X. Later,
Bell and Sourour [1] classified surjective additive rank-one preservers between block triangular
matrices over arbitrary fields and also additive mappings between those spaces preserving rank-
one matrices in both directions when the underlying fields have no isomorphic proper subfields.
Chooi and Lim [4] obtained a general form of additive rank-one preservers from block triangular
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matrix spaces to rectangular matrix spaces extending the results of Bell and Sourour. Kuzma [8]
generalized the result of Omladic and Semrl by characterizing rank-one non-increasing additive
mappings on F(X). In this note we give a short proof of his result in a slightly more general
setting of the tensor product of a right and a left vector space over a division ring. Zhang and Sze
[15] characterized additive rank-one preservers between rectangular matrix spaces over arbitrary
fields. Characterizations of linear rank-one non-increasing mappings between tensor products of
two vector spaces over arbitrary fields was obtained in [9] and classifications of weakly continuous
linear rank-one non-increasing mappings on the algebra of all bounded linear operators on a com-
plex Banach space was given by Hou [5]. Recently, additive rank-one preservers on symmetric and
Hermitian matrices were studied in [2,6,13] and some generalizations to rank-one non-increasing
additive mappings between the corresponding matrix spaces were obtained in [10,11].
2. Rank-one non-increasing maps on tensor products
Let D be a division ring, U a right vector space over D, and V a left vector space over D. If H
is an additive abelian group, a mapping φ : U × V → H is said to be balanced if it is additive in
each variable and φ(ua, v) = φ(u, av), for all u ∈ U , v ∈ V and a ∈ D. A tensor product of U
and V consists of an additive abelian group T with a balanced mapping π : U × V → T , with
the property that every balanced mapping φ : U × V → H can be factored uniquely, φ = θπ ,
where θ is a homomorphism from T to H . Then T exists and is essentially unique. Usually T is
denoted by U ⊗ V and if u ∈ U , v ∈ V , π(u, v) is called a decomposable tensor and is denoted
by u ⊗ v. A non-zero decomposable tensor is also called a rank-one tensor. Let x1 ⊗ y1 and
x2 ⊗ y2 be decomposable tensors of U ⊗ V . We write x1 ⊗ y1 ∼ x2 ⊗ y2 if x1 ⊗ y1 + x2 ⊗ y2
is decomposable. Note that x1 ⊗ y1 ∼ x2 ⊗ y2 if and only if either x1, x2 or y1, y2 are linearly
dependent (cf. [7,14]). Using this fact, it is easily checked that if G is a non-empty subset of
U ⊗ V consisting of decomposable tensors such that the sum of any two elements in it is again
decomposable, then G is of one of the following forms: (i) x ⊗ M := {x ⊗ m : m ∈ M} for some
vector x ∈ U and some non-empty subset M of V ; (ii) N ⊗ y := {n ⊗ y : n ∈ N} for some vector
y ∈ V and some non-empty subset Nof U .
Let D1 be a division ring, U1 a right vector space over D1, and V1 a left vector space over D1.
An additive mapping f from V to V1 is said to be quasilinear with respect to a ring homomor-
phism σ (or more briefly σ -quasilinear) from D to D1 if f (λv) = σ(λ)f (v) for all λ ∈ D and
v ∈ V . Similarly one can define quasilinear mappings between U and U1. An additive mapping
h from V to U1 is said to be quasilinear with respect to an anti-homomorphism τ from D to D1
if h(λv) = h(v)τ(λ) for all λ ∈ D and v ∈ V . Similarly, one can define quasilinear mappings
between U and V1 with respect to an anti-homomorphism τ from D to D1. An additive mapping
ψ from U ⊗ V to U1 ⊗ V1 is called a preserver of decomposable tensors if it sends decomposable
tensors to decomposable tensors. An additive mapping ψ from U ⊗ V to U1 ⊗ V1 is said to be
induced by two quasilinear mappings if one of the following conditions holds true:
(i) there exist quasilinear mappings f : U → U1 and g : V → V1 with respect to a ring homo-
morphism σ from D to D1 such that
ψ(x ⊗ y) = f (x) ⊗ g(y) for all x ∈ U and y ∈ V ;
(ii) there exist quasilinear mappings f : U → V1 and g : V → U1 with respect to an anti-
homomorphism τ from D to D1 such that
ψ(x ⊗ y) = g(y) ⊗ f (x) for all x ∈ U and y ∈ V.
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Lemma 1. Let ψ be an additive preserver of decomposable elements from U ⊗ V to U1 ⊗ V1.
If ψ(x1 ⊗ y1 + x2 ⊗ y2) is not a decomposable tensor, then ψ |〈x1,x2〉⊗〈y1,y2〉 is induced by two
quasilinear mappings.
Proof. Let ψ(x1 ⊗ y1) = w1 ⊗ z1 and ψ(x2 ⊗ y2) = w2 ⊗ z2. Then both w1, w2 and z1, z2 are
linearly independent. LetX = 〈x1, x2〉 andY = 〈y1, y2〉. Since x1 ⊗ y2 ∼ x1 ⊗ y1 and x1 ⊗ y2 ∼
x2 ⊗ y2, it follows that ψ(x1 ⊗ y2) ∼ w1 ⊗ z1 and ψ(x1 ⊗ y2) ∼ w2 ⊗ z2. Hence ψ(x1 ⊗ y2) =
w2 ⊗ λz1 or ψ(x1 ⊗ y2) = w1 ⊗ λz2 for some λ in D1.
Case 1. ψ(x1 ⊗ y2) = w2 ⊗ λz1 for some λ in D1. Since ψ(x2 ⊗ y1) ∼ w1 ⊗ z1 and ψ(x2 ⊗
y1) ∼ w2 ⊗ z2, we have ψ(x2 ⊗ y1) = w1 ⊗ µz2 or w2 ⊗ ηz1 for some µ, η ∈ D1. The latter
case is not possible since
ψ((x1 + x2) ⊗ (y1 + y2)) = w1 ⊗ z1 + w2 ⊗ (z2 + (λ + η)z1)
is not a decomposable element. This shows that ψ(x2 ⊗ y1) = w1 ⊗ µz2 and hence
ψ((x1 + x2) ⊗ (y1 + y2)) = w1 ⊗ (z1 + µz2) + w2 ⊗ (λz1 + z2).
Since this image is decomposable, we have λµ = 1. By putting u2 = w2λ, v2 = µz2, u1 = w1
and v1 = z1, we obtain that
ψ(xi ⊗ yj ) = uj ⊗ vi for 1  i, j  2.
Now for any c ∈ D, since x1 ⊗ cy1 ∼ x1 ⊗ y1, x1 ⊗ cy1 ∼ x1 ⊗ y2 and x1 ⊗ cy1 ∼ x2 ⊗ y1, it
follows thatψ(x1 ⊗ cy1) ∼ u1 ⊗ v1,ψ(x1 ⊗ cy1) ∼ u2 ⊗ v1 andψ(x1 ⊗ cy1) ∼ u1 ⊗ v2. Hence
ψ(x1 ⊗ cy1) = u1 ⊗ σ1(c)v1 for some σ1(c) ∈ D1. Similarly
ψ(x2 ⊗ cy2) = u2 ⊗ σ2(c)v2,
ψ(x1 ⊗ cy2) = u2 ⊗ σ3(c)v1,
ψ(x2 ⊗ cy1) = u1 ⊗ σ4(c)v2
for someσi(c) ∈ D1, i = 2, 3, 4. Clearly all theσi’s are additive mappings fromD toD1. Note that
ψ((x1 + x2) ⊗ (cy1 + y2)) is decomposable for any c ∈ D, and this implies that σ1(c) = σ4(c)
for any c ∈ D. Similarly we have σ2 = σ3 and σ1 = σ3. Hence all σi’s are equal and we denote
them by σ . Since for any a, b ∈ D,
ψ((x1a + x2) ⊗ (by1 + y2)) = u1 ⊗ σ(ab)v1 + u2 ⊗ σ(a)v1 + u1 ⊗ σ(b)v2 + u2 ⊗ v2
is decomposable, we have σ(ab) = σ(b)σ (a). Since σ(1) = 1, it follows that σ is a nonzero
anti-homomorphism from D to D1. Let f : X → V1 and g : Y → U1 be σ -quasilinear mappings
such that f (xi) = vi , and g(yi) = ui , i = 1, 2. Then we have
ψ(x ⊗ y) = g(y) ⊗ f (x) for any x ∈ X and y ∈ Y.
Case 2. ψ(x1 ⊗ y2) = w1 ⊗ λz2 for some λ in D1. Using the same arguments as in Case 1, we
can show that
ψ(x ⊗ y) = f (x) ⊗ g(y) for any x ∈ X and y ∈ Y,
where f : X → U1 and g : Y → V1 are quasilinear mappings with respect to some nonzero ring
homomorphism σ from D to D1. 
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It is easily checked that both quasilinear mappings f and g in the proof of the above lemma
send every two linearly independent vectors to two linearly independent vectors.
Theorem 2. A mapping ψ : U ⊗ V → U1 ⊗ V1 is an additive preserver of decomposable ele-
ments if and only if one of the following holds:
(i) ψ(A) = w ⊗ θ(A) for some nonzero vector w ∈ U1 and some additive mapping θ : U ⊗
V → V1;
(ii) ψ(A) = π(A) ⊗ z for some nonzero vector z ∈ V1 and some additive mapping π : U ⊗
V → U1;
(iii) ψ(x ⊗ y) = f (x) ⊗ g(y)wheref : U → U1 andg : V → V1 areσ -quasilinear mappings
for some ring homomorphism σ from D to D1;
(iv) ψ(x ⊗ y) = g(y) ⊗ f (x)wheref : U → V1 andg : V → U1 areσ -quasilinear mappings
for some anti-homomorphism σ from D to D1.
Proof. The sufficiency part of the theorem is clear and we now prove the necessity. Suppose that
Im ψ consists of decomposable elements. Since A + B is decomposable for any A,B ∈ Im ψ , it
follows that Im ψ is of one of the following forms: (i) w ⊗ M for some vector w ∈ U1 and some
additive subgroup M of V1; (ii) N ⊗ z for some vector z ∈ V1 and some additive subgroup N of
U1. It is clear that ψ is of the form (i) or (ii) of Theorem 2. We may now assume that Imψ contains
some non-decomposable tensors. This implies that ψ(x1 ⊗ y1 + x2 ⊗ y2) is not a decomposable
element for some non-zero x1, x2 ∈ U , y1, y2 ∈ V . LetX = 〈x1, x2〉 andY = 〈y1, y2〉. By Lemma
1, ψ |X⊗Y is induced by two σ - quasilinear mappings f and g. Suppose that f and g are quasi-
linear mappings associated with anti-homomorphism σ from D to D1 where f : U → V1 and
g : V → U1. Then we take a division ring D2 anti-isomorphic to D1, and make V1 into a right
D2-vector space U2, U1 into a left D2-vector space V2 in the obvious way. By composing ψ with
the canonical isomorphism φ from U1 ⊗ V1 onto U2 ⊗ V2 where φ : u ⊗ v → v ⊗ u, we may
assume without loss of generality that
ψ(x ⊗ y) = f (x) ⊗ g(y)
for all x ∈ X and y ∈ Y where f : X → U1 and g : Y → V1 are σ -quasilinear mappings for some
non-zero homomorphism σ from D to D1.
Step 1. Extend the mapping g as follows: For any y ∈ V ,
ψ(x1 ⊗ y) = f (x1) ⊗ g(y)
for some g(y) ∈ V1 since ψ(x1 ⊗ y) ∼ f (x1) ⊗ g(yi), i = 1, 2 and g(y1), g(y2) are linearly
independent. Let x ∈ X such that x, x1 are linearly independent. We shall show that ψ(x ⊗ y) =
f (x) ⊗ g(y) for any y ∈ V . We have the following two cases:
Case 1.ψ(x ⊗ y) = 0. We shall show thatg(y) = 0. Suppose the contrary. Then there exists v ∈ Y
such that g(y) and g(v) are linearly independent. Since ψ(x1 ⊗ y + x ⊗ v) is not decomposable,
it follows from Lemma 1 that ψ |〈x1,x〉⊗〈y,v〉 is induced by two injective quasilinear mappings
and hence ψ(x ⊗ y) /= 0, a contradiction. This shows that g(y) = 0 and hence ψ(x ⊗ y) =
f (x) ⊗ g(y).
Case 2. ψ(x ⊗ y) = w ⊗ z /= 0. Choose v ∈ Y such that z and g(v) are linearly independent.
Since ψ(x ⊗ y) ∼ ψ(x ⊗ v), it follows that w = f (x)a for some a ∈ D1\{0}. Note that ψ(x ⊗
y + x1 ⊗ v) is not decomposable, we have from Lemma 1 that ψ(x1 ⊗ y) = f (x1) ⊗ g(y) /=
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0. In view of the fact that ψ(x ⊗ y) ∼ ψ(x1 ⊗ y), we have z = bg(y) for some b ∈ D1\{0}.
Finallyψ((x + x1) ⊗ (y + v)) is decomposable implies thatab = 1. This proves thatψ(x ⊗ y) =
f (x) ⊗ g(y).
Since ψ(x2 ⊗ y) = f (x2) ⊗ g(y) for any y ∈ Y and x1c, x2 are linearly independent for
c ∈ D\{0}, it follows from the above arguments that ψ(x1c ⊗ y) = f (x1c) ⊗ g(y) for any y ∈ V .
This shows that ψ(x ⊗ y) = f (x) ⊗ g(y) for any x ∈ X and any y ∈ V .
Step 2. Extend the mapping f as follows: For any x ∈ U ,
ψ(x ⊗ y1) = f (x) ⊗ g(y1)
for some f (x) ∈ U1. Using similar arguments as in Step 1, we can show that ψ(x ⊗ y) = f (x) ⊗
g(y) for any x ∈ U and any y ∈ Y .
Step 3. Let x ∈ U\X and y ∈ V \Y . We shall show that ψ(x ⊗ y) = f (x) ⊗ g(y).
Case 1. ψ(x ⊗ y) = 0. Suppose that f (x) /= 0 and g(y) /= 0. Choose u ∈ X such that f (x),
f (u) are linearly independent and choose v ∈ Y such that g(y), g(v) are linearly independent.
Since ψ(u ⊗ y + x ⊗ v) is not decomposable, it follows from Lemma 1 that ψ(x ⊗ y) /= 0, a
contradiction. Hence f (x) = 0 or g(y) = 0. This shows that
ψ(x ⊗ y) = f (x) ⊗ g(y).
Case 2. ψ(x ⊗ y) = w ⊗ z /= 0. Choose u ∈ X such that f (u), w are linearly independent and
choose v ∈ Y such that z, g(v) are linearly independent. Since ψ(x ⊗ y + u ⊗ v) is not decom-
posable, it follows from Lemma 1, Steps 1 and 2 that
ψ(x ⊗ v) = f (x) ⊗ g(v) /= 0,
ψ(u ⊗ y) = f (u) ⊗ g(y) /= 0,
ψ(u ⊗ v) = f (u) ⊗ g(v).
Since ψ(x ⊗ y) ∼ ψ(x ⊗ v), ψ(x ⊗ y) ∼ ψ(u ⊗ y), w, f (u) as well as z, g(v) are linearly
independently, we have ψ(x ⊗ y) = f (x) ⊗ λg(y) for some λ ∈ D1. From the fact that ψ((x +
u) ⊗ (y + v)) is decomposable, we obtain that λ = 1. Therefore
ψ(x ⊗ y) = f (x) ⊗ g(y).
Combining Steps 1–3, we have ψ(x ⊗ y) = f (x) ⊗ g(y) for any x ∈ U and any y ∈ V . Since
ψ(xc ⊗ y1) = f (xc) ⊗ g(y1) = f (x) ⊗ g(cy1) = f (x) ⊗ σ(c)g(y1) and g(y1) /= 0,
it follows that f (xc) = f (x)σ (c). Since ψ is additive, it is easily seen that f is additive. Hence
f is a σ -quasilinear mapping from U to U1. Similarly g is a σ -quasilinear mapping from V to
V1. This completes our proof of this theorem. 
Remarks. (i) It was pointed out in [3] that one can use the same arguments of the proof of
Theorem 2.1 [8] of Kuzma to obtain the above result for tensor product of vector spaces over
arbitrary fields.
(ii) Let D be a finite dimensional division algebra over a field K . Then K can be identified with
a subfield of the center of D and U ⊗ V is a vector space over K , with scalar multiplication such
that c(u ⊗ v) = u ⊗ cv, c ∈ K . Let D = D1. Then Theorem 2 generalizes Theorem A in [14]
regarding semi-linear (with respect to an automorphism of K) rank-one preservers from U ⊗ V
to U1 ⊗ V1 .
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Let Mm,n(D) denote the additive group of all m × n matrices over D. Then Mm,n(D) is the ten-
sor product of the right D-vector space Mm,1(D) of all m-dimensional column vectors and the left
D-vector space Dn of all n-dimensional row vectors over D with u ⊗ v = uv where u ∈ Mm,1(D)
and v ∈ Dn. Let {e1, . . . , em} and {f1, . . . , fn} be the standard bases of Mm,1(D) and Dn respec-
tively. Let f : Mm,1(D) → Mp,1(D1) and g : Dn → Dq1 be σ -quasilinear mappings where σ
is a ring homomorphism from D to D1. Then there exist matrices P = (pij ) ∈ Mp,m(D1) and
Q = (qij ) ∈ Mn,q(D1) such that
f (ej ) = (p1j , . . . , ppj )t , j = 1, . . . , m,
g(fi) = (qi1, . . . , qiq), i = 1, . . . , n.
If ψ : Mm,n(D) → Mp,q(D1) is the additive mapping induced by f and g, then it is easily
checked that
ψ(u ⊗ v) = P(uσ )(vσQ) = P(uv)σQ
for all u ∈ Mm,1(D) and v ∈ Dn and hence ψ(A) = PAσQ for all A ∈ Mm,n(D). Similarly if
f : Mm,1(D) → Dq1 and g : Dn → Mp,1(D1) are σ -quasilinear mappings where σ is an anti-
homomorphism from D to D1, and ψ : Mm,n(D) → Mp,q(D1) is the additive mapping induced
by f and g, then there exist P ∈ Mp,n(D1) and Q ∈ Mm,q(D1) such that ψ(A) = P(Aσ )tQ for
all A ∈ Mm,n(D). Using the above facts and Theorem 2, we have the following corollary.
Corollary 3. Let ψ : Mm,n(D) → Mp,q(D1) be an additive mapping. Then ψ is rank-one non-
increasing if and only if ψ is of one of the following forms:
(i) ψ(A) = wθ(A) for some nonzero vector w ∈ Mp,1(D1) and some additive mapping θ :
Mm,n(D) → Dq1 ;
(ii) ψ(A)=π(A)z for some nonzero vector z ∈ Dq1 and some additive mappingπ : Mm,n(D)→
Mp,1(D1);
(iii) ψ(A) = PAσQ for all A ∈ Mm,n(D) where P ∈ Mp,m(D1), Q ∈ Mn,q(D1) and σ is a
ring homomorphism from D to D1;
(iv) ψ(A) = P(Aσ )tQ for all A ∈ Mm,n(D) where P ∈ Mp,n(D1), Q ∈ Mm,q(D1) and σ is
an anti-homomorphism from D to D1.
Remark. Corollary 3 is a slight extension of the finite dimensional version of [8, Theorem 2.1]
of Kuzma. Zhang and Sze [15] characterized additive rank-one preservers between rectangular
matrix spaces over arbitrary fields.
Let Yi , Zi be Banach spaces over K where K is either the real or complex field, i = 1, 2. Let
Y ′i be the algebraic dual of Yi , and Xi be a nonzero subspace of Y ′i , i = 1, 2. Let F(Xi, Zi) be
the linear span of {fi ⊗ zi : fi ∈ Xi, zi ∈ Zi} where fi ⊗ zi is the operator from Yi to Zi defined
by (fi ⊗ zi)yi = fi(yi)zi , where yi ∈ Yi . Then F(Xi, Zi) can be identified as the tensor product
space of Xi and Zi , i = 1, 2. When Xi is the dual Banach space of Yi , F(Xi, Zi) is exactly the
space of all finite rank bounded linear operators from Yi to Zi . In view of Theorem 2, we can
state Kuzma’s result in a slightly general form as follows:
Theorem 4. A mapping ψ : F(X1, Z1) → F(X2, Z2) is a rank-one non-increasing additive
mapping if and only if ψ is of one of the following forms:
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(i) ψ(A) = f ⊗ θ(A) for some nonzero vector f ∈ X2 and some additive mapping θ :
F(X1, Z1) → Z2;
(ii) ψ(A) = π(A) ⊗ z for some nonzero vector z ∈ Z2 and some additive mapping π :
F(X1, Z1) → X2;
(iii) ψ(f ⊗ x) = φ(f ) ⊗ ω(x) for all f ∈ X1 and x ∈ Z1 where φ : X1 → X2 and ω : Z1 →
Z2 are σ -quasilinear mappings for some nonzero ring homomorphism σ on K;
(iv) ψ(f ⊗ x) = ω(x) ⊗ φ(f ) for all f ∈ X1 and x ∈ Z1 where φ : X1 → Z2 and ω : Z1 →
X2 are σ -quasilinear mappings for some nonzero ring homomorphism σ on K.
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