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Abstract
We consider attractors Aη, η ∈ [0,1], corresponding to a singularly perturbed damped wave equation
utt + 2ηA 12 ut + aut + Au = f (u)
in H 10 (Ω)×L2(Ω), where Ω is a bounded smooth domain in R3. For dissipative nonlinearity f ∈ C2(R,R) satisfying |f ′′(s)|
c(1 + |s|) with some c > 0, we prove that the family of attractors {Aη, η  0} is upper semicontinuous at η = 0 in H 1+s (Ω) ×
Hs(Ω) for any s ∈ (0,1). For dissipative f ∈ C3(R,R) satisfying lim|s|→∞ f
′′(s)
s = 0 we prove that the attractor A0 for the
damped wave equation
utt + aut + Au = f (u)
(case η = 0) is bounded in H 4(Ω)×H 3(Ω) and thus is compact in the Hölder spaces C2+μ(Ω)×C1+μ(Ω) for every μ ∈ (0, 12 ).
As a consequence of the uniform bounds we obtain that the family of attractors {Aη, η ∈ [0,1]} is upper and lower semicontinuous
in C2+μ(Ω) × C1+μ(Ω) for every μ ∈ (0, 12 ).
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We study a singularly perturbed damped wave equation⎧⎪⎨
⎪⎩
utt + 2ηA 12 ut + aut + Au = f (u), t > 0, x ∈ Ω,
u(0, x) = u0(x), ut (0, x) = v0(x), x ∈ Ω,
u(t, x) = 0, t  0, x ∈ ∂Ω,
(1.1)
where Ω is a smooth bounded subdomain of R3, A denotes the negative Laplacian in L2(Ω) with the domain D(A) =
H 2(Ω) ∩ H 10 (Ω), a is a fixed positive number, f :R → R satisfies suitable regularity and growth conditions and
η ∈ [0,1] is a parameter.
It is known that for a dissipative f ∈ C2(R,R) with lim sup|s|→∞ |f
′′(s)|
1+|s| < ∞ there exists a C0 semigroup {T0(t)}
associated to the problem (1.1) with η = 0, which has a global attractor A0 in H 10 (Ω) × L2(Ω) (see e.g. [2,3,5,11]
and references therein). It is also known that for η > 0 problem (1.1) with dissipative f satisfying lim|s|→∞ |f
′(s)|
1+|s|4 = 0
defines a C0 nonlinear semigroup {Tη(t)} in H 10 (Ω) × L2(Ω), which has a global attractor Aη (see [6–8]).
In [5] it has been shown that, if a dissipative f satisfies lim|s|→∞ f
′(s)
s2
= 0 (N  3), and if
0 /∈ σ (−A + f ′(u0)) whenever u0 ∈ H 10 (Ω) and u0 = A−1f (u0) (1.2)
(which is known to be a generic property, see [4]), then the family of attractors for the semigroups {Tη(t)} is continuous
at η = 0; that is,
sup
aη∈Aη
inf
a0∈A0
‖a0 − aη‖H 10 (Ω)×L2(Ω) + supa0∈A0
inf
aη∈Aη
‖a0 − aη‖H 10 (Ω)×L2(Ω) → 0 as η → 0
+. (1.3)
The growth of f was limited in [5] to the one needed to obtain existence of the global attractor for the problem (1.1)
with η = 0 and, simultaneously, to the one needed to ensure compactness of the Nemytskii map f e :H 10 (Ω) → L2(Ω)
associated with f , which condition was essentially used in the proof of the lower semicontinuity property.
In the present work upper semicontinuity result of [5] is proved for critically growing nonlinearities. This is based
on the uniform bound on the approximating attractors in H 2(Ω) × H 1(Ω)-norm obtained with the aid of Alekseev’s
nonlinear variation of constants formula (see [2,7]).
The continuity of the attractors {Aη, η ∈ [0,1]} in appropriate norms serves as an important tool to transfer reg-
ularity properties from the problem (1.1) with η > 0 (which has parabolic structure) to the problem (1.1) with η = 0
(which has hyperbolic structure). In this procedure the study of (1.1) with η > 0 shows a resemblance to the Viscosity
Method. In particular, the family of problems (1.1) with η > 0, which is mostly of mathematical interest, is considered
as a useful tool allowing to achieve this goal.
Applying the above mentioned method we show in the present work that if f ∈ C2(R,R) is dissipative and
lim|s|→∞ f
′(s)
s2
= 0, then A0 is compact in C1+μ(Ω) × Cμ(Ω), μ ∈ (0, 12 ), since the approximating attractors Aη,
η ∈ (0,1], are proved to be uniformly bounded in H 3(Ω) × H 2(Ω) and compact in the space of Hölder functions
C1+μ(Ω)×Cμ(Ω), μ ∈ (0, 12 ). Additionally, if f ∈ C3(R,R), then in a similar manner we show that the attractor A0
is bounded in H 4(Ω) × H 3(Ω) and compact in C2+μ(Ω) × C1+μ(Ω), μ ∈ (0, 12 ).
In [12, Theorem 2.21] the Galerkin method was used to obtain sharp time and space regularity properties of A0.
In particular it has been proved in [12] that, if f (2)+μ satisfies a suitable growth assumption, then A0 is bounded in
H 3(Ω) × H 2(Ω).
In the present paper we prove that
lim|s|→∞
f ′′(s)
s
= 0 and f ∈ C1+j (R,R) imply A0 ⊂ H 2+j (Ω) × H 1+j (Ω), j = 1,2.
We remark that no Hölder continuity is required for f ′′ (or f ′′′) to obtain within our approach the above mentioned
regularity of A0.
The article is organized in the following way. In Section 2 we establish a suitable functional analytic framework
to study nonlinear semigroups associated to (1.1) and properties of their attractors. In Section 3 we show that in
the case when f ∈ C2(R,R) is dissipative and |f ′′(s)|  c(1 + |s|) for some c > 0, the approximating attractors
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at η = 0 in H 1+s(Ω) × Hs(Ω), s ∈ [0,1). Under the same assumptions as in Section 3, we obtain in Sec-
tion 4 a uniform H 3(Ω) × H 2(Ω)-bound for the approximating attractors and upper semicontinuity of the family
of attractors in H 2+s(Ω) × H 1+s(Ω), s ∈ [0,1). If, in addition, we assume that lim|s|→∞ f (2)(s)s = 0 we obtain
H 3(Ω)×H 2(Ω)∩C1+μ(Ω)×Cμ(Ω)-regularity of A0 (μ ∈ (0, 12 )) and continuity (upper and lower semicontinuity)
of the family of attractors in H 2+s(Ω)×H 1+s(Ω), s ∈ [0,1). In Section 5, assuming additionally that f ∈ C3(R,R),
we establish H 4(Ω)×H 3(Ω)∩C2+μ(Ω)×C1+μ(Ω)-regularity of A0 (μ ∈ (0, 12 )) and continuity (upper and lower
semicontinuity) of the family of attractors in H 3+s(Ω) × H 2+s(Ω), s ∈ [0,1).
2. Functional analytic framework and existence of attractors
In this section we establish the functional analytic framework to study (1.1) and indicate how one can obtain the
existence of attractors for the nonlinear semigroup associated to (1.1).
Let Xp = Lp(Ω), p ∈ (1,∞), and denote by {Xαp,α  0} the fractional power scale generated by (A,Xp). Recall
that, for suitably smooth Ω , A has bounded imaginary powers (see [15]) and spaces Xαp , α ∈ (0,1), p > 1, coincide
with [Lp(Ω),H 2p,{I }(Ω)]α = H 2αp,{I }(Ω) (see [16]).
Consider damped wave operators
Aη :D(Aη) ⊂ X
1
2
2 × X2 → X
1
2
2 × X2, Aη =
[ 0 −I
A 2ηA
1
2 +aI
]
, D(Aη) = X12 × X
1
2
2 , η 0,
and note that
A−1η :X
1
2
2 × X2 → X
1
2
2 × X2, A−1η =
[
2ηA−
1
2 +aA−1 A−1
−I 0
]
for η 0. (2.1)
Recall from [5] that there is a certain d > 0 such that
d−1
∥∥[ φ
ψ
]∥∥
X12×X
1
2
2

∥∥Aη[ φψ ]∥∥
X
1
2
2 ×X2
 d
∥∥[ φ
ψ
]∥∥
X12×X
1
2
2
, η ∈ (0,1], [ φ
ψ
] ∈ X12 × X 122 . (2.2)
Let Y 02 := Y2 be the extrapolated space (see [1]); that is, the completion of the normed space (X
1
2
2 × X2,
‖A−1η · ‖
X
1
2
2 ×X2
). For some d˜ > 0 (independent of η ∈ [0,1]), we have
d˜−1
∥∥A−1η [ φψ ]∥∥
X
1
2
2 ×X2

∥∥[ φ
ψ
]∥∥
X2×X
− 12
2
 d˜
∥∥A−1η [ φψ ]∥∥
X
1
2
2 ×X2
,
[ φ
ψ
] ∈ X 122 × X2. (2.3)
Thus
the completions of
(
X
1
2
2 × X2,‖A−1η · ‖
X
1
2
2 ×X2
)
and
(
X
1
2
2 × X2,‖ · ‖
X2×X
− 12
2
)
coincide (2.4)
with equivalent norms independent of η ∈ [0,1], which proves that Y2 = X2 × X−
1
2
2 .
The operator Aη has the closed extension to Y2 with the domain Y 12 and it generates (both in Y2 and in Y 12 ) a
compact C0-semigroup of contractions {e−Aηt : t  0} which is uniformly exponentially decaying; that means, there
are positive constants c and ω such that∥∥e−Aηt∥∥
L(X
1
2
2 ×X2)
 ce−ωt , t  0, η ∈ [0,1]. (2.5)
Furthermore, this semigroup is analytic for η ∈ (0,1] and the fractional power scale Yα2 , α  0, generated by (Aη, Y2)
with η > 0 is characterized as (see [6,9,10])
Yα2 = X
α
2
2 × X
α−1
2
2 , α  0. (2.6)
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consideration we remark that we have already proved in (2.2)–(2.4) that
Y 02 = X2 × X
− 12
2 , Y
1
2 = X
1
2
2 × X2, Y 22 = X12 × X
1
2
2 .
By definition of fractional power spaces (see [13, Definition 1.4.1]) we next have3
Y 32 =A−3η
(
Y 02
)=A−1η (Y 22 )= {[ φψ ] ∈ Y 02 : Aη[ φψ ] ∈ Y 22 }
= {[ φ
ψ
] ∈ Y 02 : ψ ∈ X12, φ + 2ηA− 12 ψ + aA−1ψ ∈ A−1(X 122 )}= X 322 × X12
and, similarly,
Y 42 =A−4η
(
Y 02
)=A−1η (Y 32 )= {[ φψ ] ∈ Y 02 : Aη[ φψ ] ∈ Y 32 }
= {[ φ
ψ
] ∈ Y 02 : ψ ∈ X 322 , φ + 2ηA− 12 ψ + aA−1ψ ∈ A−1(X12)}= X22 × X 322 .
As for the ‘intermediate spaces,’ we merely remark that they are characterized with the aid of complex interpolation
(see [6, Theorem 2] for details). As for the spaces X
3
2
2 , X
2
2 appearing above we obtain firstly with the aid of [13,
Definition 1.4.1] that
X
3
2
2 = A−
3
2
(
X02
)= A−1(X 122 )= {φ ∈ X02: Aφ ∈ X 122 }= {φ ∈ X 122 : Aφ ∈ X 122 }
and hence, via elliptic regularity theory,
X
3
2
2 =
{
φ ∈ H 10 (Ω): Aφ ∈ H 10 (Ω)
}= H 3{I,
}(Ω).
In a similar manner we show that
X22 = A−2
(
X02
)= A−1(X12)= {φ ∈ X02: Aφ ∈ X12}= {φ ∈ X12: Aφ ∈ X12}
and, consequently,
X22 =
{
φ ∈ H 2(Ω) ∩ H 10 (Ω): Aφ ∈ H 2(Ω) ∩ H 10 (Ω)
}= H 4{I,
}(Ω).
With this set-up we consider problem (1.1) in the form
d
dt
[ u
v
]+Aη[ uv ]= F ([ uv ]), t > 0, [ uv ]t=0 = [ u0v0 ], (2.7)
where η ∈ [0,1] and
F
([ u
v
])= [ 0
f e(u)
]
, f e(u)(x) = f (u(x)) for all u ∈ X 122 , x ∈ Ω.
Since we are working in space dimension N = 3, we assume that
f ∈ C2(R,R), ∣∣f ′′(s)∣∣ c(1 + |s|), s ∈ R, (2.8)
and
lim sup
|s|→∞
f (s)
s
< λ1, (2.9)
where λ1 is the first positive eigenvalue of A.
3 Note that Aφ + 2ηA 12 ψ + aψ ∈ X
1
2
2 = H 10 (Ω) is equivalent to A
1
2 φ + 2ηψ + aA− 12 ψ ∈ X12 = H 2(Ω) ∩ H 10 (Ω) and to φ + 2ηA−
1
2 ψ +
aA−1ψ ∈ X
3
2
2 = H 3I,
(Ω). Note also that A
1
2 ψ ∈ X
1
2
2 = H 10 (Ω) if and only if ψ ∈ X12 = H 2(Ω) ∩ H 10 (Ω); in particular, ψ ∈ X12 = H 2(Ω) ∩
H 1(Ω) implies that A
1
2 ψ has zero trace, which distinguishes A
1
2 ψ from first order differential operators.0
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of Y 12 . Hence, for each
[w0
z0
] ∈ Y 12 , there are constants r > 0 and τ = τ[w0z0 ] > 0 such that for any [ u0v0 ] in the ball
Br
([w0
z0
])⊂ Y 12 there is a unique mild solution
Tη(·)
[ u0
v0
] := [ u
v
](·, [ u0v0 ], η) ∈ C([0, τ ], Y 12 )
of (2.7) and the map
Br
([w0
z0
]) 
 [ u0v0 ] → Tη(·)[ u0v0 ] ∈ C([0, τ ], Y 12 )
is continuously differentiable.
If, in addition to (2.8), the condition (2.9) is satisfied, the solutions of (2.7) are defined for all t  0 and are bounded
uniformly in bounded subsets of Y 12 , which is a consequence of the properties of the functional L :Y 12 → R,
L([ w1w2 ])= 12‖w1‖2X 122 +
1
2
‖w2‖2X2 −
∫
Ω
w1∫
0
f (s) ds dx,
[ w1
w2
] ∈ Y 12 . (2.10)
Namely, for some ε > 0 and Cε > 0, L satisfies under the mentioned assumptions
L([ w1w2 ]) ε2λ1 ‖w1‖2X 122 +
1
2
‖w2‖2X2 − Cε,
[ w1
w2
] ∈ Y 12 , (2.11)
is decreasing along solutions
[ uη
vη
]= [ u
v
](
t,
[ u0
v0
]
, η
)
of (2.7) and∥∥[ uη
vη
]∥∥
Y 12
 cL
√
1 +L([ u0v0 ]) (2.12)
with a constant cL independent of η ∈ [0,1]. Consequently, all solutions of (2.7) are globally defined and bounded
uniformly for t  0 and
[ u0
v0
]
in bounded subsets of Y 12 .
Hence we have a nonlinear semigroup {Tη(t): t  0} associated to (2.7) and next we outline the proof that this
semigroup has a global attractor. In fact, to obtain the existence of attractor for {Tη(t): t  0}, we only need to prove
that the set of equilibria for (2.7) is bounded and that {Tη(t): t  0} is asymptotically compact.
The set of equilibria E = {[ u0v0 ] ∈ Y 12 : u0 = A−1f e(u0), v0 = 0} is bounded in Y 22 . Indeed, from (2.9) we have∥∥A 12 u0∥∥X2 ME0 , [ u0v0 ] ∈ E, (2.13)
and, since (2.8) ensures that f e takes bounded subsets of X
1
2
2 into bounded subsets of X2,
‖Au0‖X2 =
∥∥f e(u0)∥∥X2  sup‖φ‖
X
1
2
2
ME0
∥∥f e(φ)∥∥
X2
= ME1 . (2.14)
The asymptotic compactness property of {Tη(t): t  0} is proved in [2] for the case η = 0 and is an easy conse-
quence of compactness of the linear semigroup {e−Aηt : t  0} in the case η > 0 (see [7,8] for even faster growth).
Therefore, if η ∈ [0,1] and (2.8), (2.9) hold, then there exists a C1-semigroup {Tη(t)} of global solutions of (2.7)
in Y 12 , which has a global attractor Aη.
3. Upper semicontinuity result for f (u) growing like |u|3
In this section we obtain uniform Y 22 -bound on the attractors when f satisfies (2.8)–(2.9) and prove (under the
same assumptions on f ) upper semicontinuity of {Aη, η 0} at η = 0.
The proof of the Y 22 -bound for
⋃
η∈(0,1] Aη will be divided into several lemmas.
Lemma 3.1. If (2.8) and (2.9) are satisfied, then
sup
η∈[0,1]
sup
[u0ηv0η]∈Aη
L([ u0ηv0η ]) sup[u00 ]∈E L
([ u0
0
])
. (3.1)
Consequently,
⋃
Aη is bounded in Y 1-norm.η∈[0,1] 2
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Tη(t)
[ u0η
v0η
]
, t ∈ R} we observe that [ u0ηv0η ]= Tη(k)Tη(−k)[ u0ηv0η ] for arbitrary k ∈ N. The sequence {Tη(−k)[ u0ηv0η ]} has
a subsequence
{
Tη(−kl)
[ u0η
v0η
]}
convergent strongly in Y 12 to a certain element of the α-limit set αγη
([ u0η
v0η
])
of
[ u0η
v0η
]
.
Since αγη
([ u0η
v0η
])⊂ E , from (2.12) and (2.13) we have that
L([ u0ηv0η ]) L(Tη(−kl)[ u0ηv0η ]),
L([ u0ηv0η ]) lim
kl→∞
L(Tη(−kl)[ u0ηv0η ]) sup[u00 ]∈E L
([ u0
0
])
.
From this and (2.11) we obtain
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥[ φη
ψη
]∥∥
Y 12
 cL sup
[u00 ]∈E
√
1 +L([ u00 ])=: ζ (3.2)
and the result is proved. 
From (2.9), there exists Kf > max{0, f ′(0)} such that
s−1
(
f (s) − f (0))< Kf for each 0 = s ∈ R. (3.3)
Decompose f as f (s) = f˜ (s) + fˆ (s), where
f˜ (s) = f (s) − f (0) − Kf s, fˆ (s) = f (0) + Kf s, s ∈ R,
and
sf˜ (s) 0 for s ∈ R. (3.4)
Denote by T˜η(t)
[ u0
v0
]
the solution of
d
dt
[
u˜
v˜
]+ Aη[ u˜v˜ ]= [ 0f˜ e(u˜)]=: F˜ ([ u˜v˜ ]), t > 0, [ u˜v˜ ]t=0 = [ u0v0 ]. (3.5)
With this decomposition we write Alekseev’s nonlinear variation of constants formula (see [7, Lemma 7]; also [2]),
Tη(t)
[ u0
v0
]= T˜η(t)[ u0v0 ]+
t∫
0
(∂T˜η)
(
t − s, Tη(s)
[ u0
v0
])
F̂
(
Tη(s)
[ u0
v0
])
ds, t > 0, (3.6)
where ∂T˜η is partial derivative of the map (0,∞) × Y 12 
 (t,V0) → T˜η(t)V0 ∈ Y 12 with respect to V0 and
F̂
([ w1
w2
])= [ 0Kf w1+f (0)], [ w1w2 ] ∈ Y 12 .
We recall from [13, Theorem 3.4.4] that (∂T˜η)
(·, [ u0v0 ])F̂ ([ u0v0 ]) is a solution of
d
dt
W + AηW = F˜ ′
(
T˜η(t)V0
)
W, t > 0, W(0) = F̂ (V0). (3.7)
In what follows we will derive suitable estimates for the solutions of (3.5) and (3.7).
Lemma 3.2. If f˜ is as before, then for each r > 0 there are positive constants cr and ωr such that
sup
η∈(0,1]
sup∥∥[u0v0]∥∥Y12r
∥∥[ u˜
v˜
](
t,
[ u0
v0
]
, η
)∥∥
Y 12
 cre−ωr t , t  0, (3.8)
where
[
u˜
](
t,
[ u0], η) is the solution of (3.5).v˜ v0
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L˜δ
([ w1
w2
])= 1
2
∥∥A 12 w1∥∥2X2 + 12‖w2‖2X2 −
∫
Ω
w1∫
0
f˜ (s) ds dx + δ
∫
Ω
w1w2 dx, (3.9)
[ w1
w2
] ∈ Y 12 . The integral ∫Ω ∫ w10 f˜ (s) ds dx is nonpositive and from the Poincaré’s inequality λ1‖w1‖2X2  ‖A 12 w1‖2X2
we have
1
4
(∥∥A 12 w1∥∥2X2 + ‖w2‖2X2) L˜δ([ w1w2 ]), 0 < δ  δ0 := 12 min{λ1,1}, [ w1w2 ] ∈ Y 12 . (3.10)
Estimating in a standard way and using (3.4) we obtain, for a suitable choice of δ ∈ (0, δ0),
d
dt
L˜δ
([
u˜
v˜
])= −a‖v˜‖2X2 − 2η∥∥A 14 v˜∥∥2X2 + δ‖v˜‖2X2 + δ
∫
Ω
u˜
(−Au˜ − av˜ − 2ηA 12 v˜ + f˜ (u˜))dx
− δ
2
(∥∥A 12 u˜∥∥2
X2
+ ‖v˜‖2X2
)
, η ∈ (0,1]. (3.11)
In particular, for δ = 0 we get∥∥A 12 w1∥∥2X2 + ‖w2‖2X2  2L˜0([ w1w2 ]), [ w1w2 ] ∈ Y 12 , (3.12)
and
d
dt
L˜0
([
u˜
v˜
])
 0. (3.13)
Since |f˜ (s)| (c + Kf )|s|(1 + |s|2), we have∣∣∣∣∣
∫
Ω
u˜∫
0
f˜ (s) ds dx
∣∣∣∣∣ (c + Kf )(‖u˜‖2X2 + ‖u˜‖4X4).
Therefore, from (3.12), (3.13) and Sobolev embedding we infer that for some constant c0 > 1,∣∣∣∣∣
∫
Ω
u˜∫
0
f˜ (s) ds dx
∣∣∣∣∣ c0(1 + L˜0([ u0v0 ]))∥∥A 12 u˜∥∥2X2 . (3.14)
Following (3.9), (3.11), (3.14) we conclude that for each r > 0 there is a constant ρr > 0 such that
d
dt
L˜δ
([
u˜
v˜
](
t,
[ u0
v0
]
, η
))
−ρr L˜δ
([
u˜
v˜
](
t,
[ u0
v0
]
, η
))
, t  0, η ∈ [0,1], ∥∥[ u0v0 ]∥∥Y 12  r.
With the estimate (3.10) condition (3.8) now follows easily. 
We next estimate solutions of (3.7) uniformly for η ∈ (0,1] and V0 ∈⋃η∈(0,1] Aη .
Lemma 3.3. If [ φη
ψη
] ∈ Aη, η ∈ (0,1] and W = [ wχ ] is the solution of (3.7) with W(0) = F̂ ([ φηψη ])= [ 0Kf φη+f (0)], then
there are positive constants  and L such that∥∥[w
χ
]∥∥
Y 12
 Le−t , t  0. (3.15)
Proof. As a consequence of (3.2) we have
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥F̂ ([ φη
ψη
])∥∥
Y 12
 ζ˜ . (3.16)
We also remark that the equation for w can be rewritten as
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(
f ′(u˜η) − f ′(0)
)
w + (f ′(0) − Kf )w (3.17)
with
f ′(0) − Kf < 0. (3.18)
For δ  0 and
[ w1
w2
] ∈ Y 12 we define
L̂δ
([ w1
w2
])= 1
2
‖w2‖2X2 +
1
2
(
Kf − f ′(0)
)‖w1‖2X2 + 12
∥∥A 12 w1∥∥2X2 + δ
∫
Ω
w1w2 dx. (3.19)
Differentiating L̂δ
([ w
wt
])
and using (3.17) we get
d
dt
L̂δ
([w
χ
])= −L̂δ([wχ ])+ Rδ,, (3.20)
where
Rδ, = 2‖wt‖
2
X2
+ 
2
(
Kf − f ′(0)
)‖w‖2X2 + 2
∥∥A 12 w∥∥2
X2
+ δ
∫
Ω
wwt dx
+
∫
Ω
(
f ′(u˜η) − f ′(0)
)
wwt dx + δ
∫
Ω
(
f ′(u˜η) − f ′(0)
)
w2 dx
+ δ
∫
Ω
(
f ′(0) − Kf
)
w2 dx − δ∥∥A 12 w∥∥2
X2
− a‖wt‖2X2 − aδ
∫
Ω
wwt dx
− 2η∥∥A 14 wt∥∥2X2 − 2δη
∫
Ω
wtA
1
2 wdx + δ‖wt‖2X2 . (3.21)
Applying (2.8) we obtain from (3.21)
Rδ, 

2
‖wt‖2X2 +

2
(
Kf − f ′(0)
)‖w‖2X2 + 2
∥∥A 12 w∥∥2
X2
+ δ
2
‖w‖2X2 +
δ
2
‖wt‖2X2
+ a
2
‖wt‖2X2 +
c2
2a
‖w‖2X6‖u˜η‖2X6
(
1 + ‖u˜η‖X6
)2
+ δc2‖w‖2X6‖u˜η‖X6
(
1 + ‖u˜η‖X6
)+ δ(f ′(0) − Kf )‖w‖2X2 − δ∥∥A 12 w∥∥2X2
− a‖wt‖2X2 +
λ1δ
2
‖w‖2X2 +
a2δ
2λ1
‖wt‖2X2 + 4δη‖wt‖2X2 +
δη
4
∥∥A 12 w∥∥2
X2
+ δ‖wt‖2X2 .
From Lemmas 3.1 and 3.2, there are thus positive constants r , c¯r and ωr such that
Rδ, −
(
δ − 
2
)(
Kf − f ′(0)
)‖w‖2X2 −
(
δ − 
2
− δ
2λ1
− δ
2
− δη
4
)∥∥A 12 w∥∥2
X2
−
(
a
2
− 
2
− δ − δ
2
− δa
2
2λ1
− 4δη
)
‖wt‖2X2 + c¯r e−ωr t
∥∥A 12 w∥∥2
X2
, δ ∈ (0,1),  > 0. (3.22)
From (3.18), (3.20), (3.22) one can choose  > 0, δ > 0 to obtain with the aid of (3.8),
d
dt
L̂δ
([w
χ
])
−L̂δ
([w
χ
])+ c¯r e−ωr t L̂δ([wχ ]), t  0, η ∈ (0,1]. (3.23)
Solving differential inequality (3.23) and using (3.16), (3.19) we get the result. 
We will next strengthen (3.15) to X
1+α
2
2 × X
α
2
2 -estimate with α ∈ (0, 12 ). First, let us show that there is a constant
dˆ  1 such that
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X
1+α
2
2 ×X
α
2
2

∥∥Aαη ·∥∥Y 12  dˆ‖ · ‖X 1+α22 ×X α22 , ∀η ∈ (0,1]. (3.24)
For this we recall from [6, Proposition 1(vi)] that∥∥Aitη∥∥L(Y 12 )  e π2 |t |, t ∈ R, η ∈ (0,1]. (3.25)
As a consequence
D
(Aαη)= [Y 12 ,D(Aη)]α, α ∈ (0,1), η ∈ (0,1],
and
dˆ−1
∥∥Aαη ·∥∥Y 12  ‖ · ‖[Y 12 ,D(Aη)]α  dˆ∥∥Aαη ·∥∥Y 12 , α ∈ (0,1), η ∈ (0,1], (3.26)
where dˆ is independent of η ∈ (0,1] (see [1, §I.2.9 (2.9.9)]). Since (2.2) ensures that ‖Aη · ‖Y 12 and ‖ · ‖Y 22 are
equivalent norms uniformly for η ∈ (0,1], we infer that ‖ · ‖[Y 12 ,D(Aη)]α and ‖ · ‖[Y 12 ,Y 22 ]α are also equivalent uniformly
for η ∈ (0,1]. Recalling that [Y 12 , Y 22 ]α = X
1+α
2 × Xα2 := Y 1+α2 , α ∈ (0,1) (see [6, Proposition 3]), we get (3.24).
Lemma 3.4. If [ φη
ψη
] ∈ Aη , η ∈ (0,1], α ∈ (0, 12 ) and W = [ wχ ] is the solution of (3.7) with W(0) = F̂ ([ φηψη ]), then
there are positive constants d ′′ and ω′′ such that∥∥[w
χ
]∥∥
X
1+α
2
2 ×X
α
2
2
 d ′′e−ω′′t , t  0. (3.27)
Proof. For α ∈ (0, 12 ) and the solution W =
[ w
χ
]
of (3.7) with W(0) = F̂ ([ φη
ψη
])
we obtain
Aαη
[w
χ
]= e−AηtAαη F̂ ([ φηψη ])+
t∫
0
e−Aη(t−s)Aαη
[ 0
f ′(u˜η)w−Kf w
]
ds, t  0,
and from (2.5) we get
∥∥Aαη [wχ ]∥∥Y 12  ce−ωt∥∥Aαη F̂ ([ φηψη ])∥∥Y 12 + c
t∫
0
e−ω(t−s)
∥∥Aαη[ 0f ′(u˜η)w−Kf w ]∥∥Y 12 ds, t  0. (3.28)
As a consequence of (3.2) and (3.24), for each α ∈ (0, 12 ) there exists ζα > 0 such that
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥AαηF̂ ([ φηψη ])∥∥Y 12  dˆ∥∥Kf φη + f (0)∥∥X α22  ζα (3.29)
and ∥∥Aαη [ 0f ′(u˜η)w−Kf w ]∥∥Y 12  dˆ∥∥Aα2 (f ′(u˜η)w − Kfw)∥∥X2
= dˆ∥∥Aα−12 A 12 (f ′(u˜η)w − Kfw)∥∥X2 . (3.30)
From [1, Theorems 1.3.8 and 1.4.12], we have∥∥Aα−12 A 12 (f ′(u˜η)w − Kfw)∥∥X2 = ∥∥A 12 (f ′(u˜η)w − Kfw)∥∥
X
α−1
2
2
= ∥∥A 12 (f ′(u˜η)w − Kfw)∥∥
(X
1−α
2
2 )
∗
Kα
∥∥A 12 (f ′(u˜η)w − Kfw)∥∥X 6
5−2α
. (3.31)
As a consequence of (3.30), (3.31) we thus get
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 K˜α
∥∥f ′′(u˜η)∇u˜ηw + f ′(u˜η)∇w − Kf ∇w∥∥X 6
5−2α
. (3.32)
Since α ∈ (0, 12 ), from (2.8) we have∥∥f ′(u˜η)∇w − Kf ∇w∥∥X 6
5−2α

∥∥c(1 + |u˜η|2)∇w∥∥X 6
5−2α
+ Kf ‖∇w‖X 6
5−2α
 (c + Kf )‖∇w‖X 6
5−2α
+ c‖u˜η‖2X6‖∇w‖X 63−2α
K ′
(∥∥A 12 w∥∥
X2
+ ∥∥A 12 u˜η∥∥2X2∥∥A 1+α2 w∥∥X2) (3.33)
and ∥∥f ′′(u˜η)∇u˜ηw∥∥X 6
5−2α

∥∥c(1 + |u˜η|)∥∥X6‖∇u˜η‖X2‖w‖X 61−2α
K ′′
(
1 + ∥∥A 12 u˜η∥∥X2)∥∥A 12 u˜η∥∥X2∥∥A 1+α2 w∥∥X2 . (3.34)
By (3.8), (3.15) and (3.32)–(3.34) there are positive numbers d ′ and w′ such that∥∥Aαη[ 0f ′(u˜η)w−Kf w ]∥∥Y 12  d ′e−ω′t(1 + ‖w‖X 1+α22
)
, t  0. (3.35)
Inserting (3.29), (3.35) into the right-hand side of (3.28) and using (3.24) we then have
∥∥[w
χ
]∥∥
X
1+α
2
2 ×X
α
2
2
 cdˆ2e−ωtζα + cdˆd ′
t∫
0
e−ω(t−s)e−ω′s
(
1 + ∥∥[wχ ]∥∥
X
1+α
2
2 ×X
α
2
2
)
ds, t  0,
and therefore (3.27) follows from Gronwall’s inequality. 
As a consequence of Lemma 3.4 we obtain the following result:
Lemma 3.5. For every α ∈ (0, 12 ),
⋃
η∈(0,1] Aη is a bounded subset of X
1+α
2
2 × X
α
2
2 .
Proof. Following the proof of [5, Lemma 3.5] we have that any complete orbit γη
([ u0η
v0η
])
,
[ u0η
v0η
] ∈ Aη , is precompact
in Y 22 . Hence, a subsequence
{
Tη(−kl)
[ u0η
v0η
]}
exists, convergent in Y 22 to an element of the α-limit set αη
([ u0η
v0η
])⊂ E .
Then, letting Tη(t)Tη(−kl)
[ u0η
v0η
]=: [ uηvη ](t, Tη(−kl)[ u0ηv0η ], η), we have from (3.5)
[ u˜η
v˜η
](
t, Tη(−kl)
[ u0η
v0η
]
, η
)= e−AηtTη(−kl)[ u0ηv0η ]+
t∫
0
e−Aη(t−s)F˜
([ u˜η
v˜η
](
s, Tη(−kl)
[ u0η
v0η
]
, η
))
ds,
and (since E is bounded in Y 22 ; see (2.14)) choosing η > 0 we find certain Nη ∈ N such that for all kl Nη
([ u0η
v0η
])
,∥∥Tη(−kl)[ u0ηv0η ]∥∥Y 22 ME1 + 1. (3.36)
Therefore, we get∥∥Aη[ u˜ηv˜η ](t, Tη(−kl)[ u0ηv0η ], η)∥∥Y 12  ∥∥e−Aηt∥∥L(Y 12 )∥∥AηTη(−kl)[ u0ηv0η ]∥∥Y 12
+
t∫ ∥∥e−Aη(t−s)∥∥
L(Y 12 )
∥∥Aη(F˜ ([ u˜ηv˜η ](s, Tη(−kl)[ u0ηv0η ], η)))∥∥Y 12 ds
0
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(
ME1 + 1
)+
t∫
0
ce−ω(t−s)
∥∥Aη(F˜ ([ u˜ηv˜η ](s, Tη(−kl)[ u0ηv0η ], η)))∥∥Y 12 ds.
(3.37)
From (2.8), (2.2) and (3.8) we have, for η ∈ (0,1],∥∥AηF˜ ([ u˜ηv˜η ])∥∥Y 12 = ∥∥Aη[ 0f˜ (u˜η)]∥∥Y 12 
(
1 + 2η + a
λ1
)∥∥A 12 (f (u˜η) − f (0) − Kf u˜η)∥∥X2
 C
(∥∥(1 + |u˜η|2)∇u˜η∥∥X2 + ‖∇u˜η‖X2) (C + 1)‖∇u˜η‖X2 + C∥∥|u˜η|2∇u˜η∥∥X2
 (C + 1)cζ e−ωζ t + C‖u˜η‖2X6‖∇u˜η‖X6  (C + 1)cζ e−ωζ t + C˜
∥∥A 12 u˜η∥∥2X2‖Au˜η‖X2
 (C + 1)cζ e−ωζ t + dC˜c2ζ e−2ωζ t
∥∥Aη[ u˜ηv˜η ]∥∥Y 12 . (3.38)
Joining (3.37), (3.38), solving the resulting integral inequality and using (2.2) we conclude that a positive constant cˆ
exists such that
∀[ u0ηv0η ] ∈ Aη, ∀kl Nη([ u0ηv0η ]), ∥∥[ u˜ηv˜η ](t, Tη(−kl)[ u0ηv0η ], η)∥∥Y 22  cˆ, t  0, η ∈ (0,1]. (3.39)
We can now use (3.6) to conclude the proof. First note that, from Lemma 3.4, we have
sup
η∈(0,1]
sup
[u0v0]∈Aη
t∫
0
∥∥(∂T˜η)(t − s, Tη(s)[ u0v0 ])F̂ (Tη(s)[ u0v0 ])∥∥
X
1+α
2
2 ×X
α
2
2
ds

t∫
0
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥(∂T˜η)(t − s, [ φηψη ])F̂ ([ φηψη ])∥∥
X
1+α
2
2 ×X
α
2
2
ds
 d
′′
ω′′
(
1 − e−ω′′t) d ′′
ω′′
, t  0. (3.40)
Connecting (3.40), (3.39) and (3.6) we get the result. 
Using Lemma 3.5 we derive the uniform bound on the attractors in Y 22 -norm.
Theorem 3.1. If (2.8) and (2.9) hold, then ⋃η∈(0,1] Aη is a bounded subset of Y 22 ; that is, there is a positive constant
C such that
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥[ φη
ψη
]∥∥
Y 22
C. (3.41)
Proof. Since a complete orbit γη
([ u0η
v0η
])
,
[ u0η
v0η
] ∈ Aη , is precompact in Y 22 , a subsequence {Tη(−kl)[ u0ηv0η ]} exists, con-
vergent in Y 22 to an element of the α-limit set αγη
([ u0η
v0η
])⊂ E . Recall that E is bounded in Y 22 , let Tη(t)Tη(−kl)[ u0ηv0η ]=:[ uη
vη
]
and write the integral formula
[ uη
vη
]= e−AηtTη(−kl)[ u0ηv0η ]+
t∫
0
e−Aη(t−s)F
([ uη
vη
])
ds, t  0,
to obtain, with the aid of (2.5) and (3.36),∥∥Aη[ uηvη ]∥∥Y 12  ∥∥e−Aηt∥∥L(Y 12 )∥∥AηTη(−kl)[ u0ηv0η ]∥∥Y 12 + ∥∥(I − e−Aηt)F ([ 00])∥∥Y 12
+
t∫ ∥∥e−Aη(t−s)∥∥
L(Y 12 )
∥∥Aη(F ([ uηvη ])− F ([ 00]))∥∥Y 12 ds
0
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(
ME1 + 1
)+ (1 + ce−ωt)∥∥F ([ 00])∥∥Y 12
+
t∫
0
ce−ω(t−s)
∥∥Aη(F ([ uηvη ])− F ([ 00]))∥∥Y 12 ds. (3.42)
Then, for each η ∈ (0,1], we have∥∥Aη(F ([ uηvη ])− F ([ 00]))∥∥Y 12 = ∥∥Aη[ 0f (uη)−f (0)]∥∥Y 12
 C
∥∥∇(f (uη) − f (0))∥∥X2 + a∥∥f (uη) − f (0)∥∥X2
= C∥∥f ′(uη)∇uη∥∥X2 + a∥∥f (uη) − f (0)∥∥X2
so that, using (2.8) and Lemma 3.5 with α ∈ [ 13 , 12 ), we get∥∥Aη(F ([ uηvη ])− F ([ 00]))∥∥Y 12  C˜(∥∥(1 + |uη|2)∇uη∥∥X2 + 1)
 Ĉ
(∥∥|uη|2∇uη∥∥X2 + 1) Ĉ(‖uη‖2X 6
α
‖∇uη‖X 6
3−2α
+ 1)
 Ĉ′
(‖uη‖3
X
1+α
2
2
+ 1) C. (3.43)
From (3.42), (3.43) and (2.2) we obtain (3.41). The proof is thus complete. 
Theorem 3.2. Under the assumptions of Theorem 3.1 the family of attractors {Aη, η ∈ (0,1]} is upper semicontinuous
at η = 0 in Y 12 ; that is,
sup
aη∈Aη
inf
a0∈A0
‖a0 − aη‖Y 12 → 0 as η → 0
+.
Proof. If ηn → 0+ and
[ u0ηn
v0ηn
] ∈ Aηn , then as a consequence of Theorem 3.1 and compactness of the embedding
Y 22 ↪→ Y 12 a subsequence
{[ u0ηnk
v0ηnk
]}
exists, convergent in Y 12 to a certain
[ uˆ0
vˆ0
] ∈ Y 12 . Whenever [ φnψn ] → [ φψ ] in Y 12 ,
from [5, Lemma 3.1], for every τ > 0 we have
sup
t∈[0,τ ]
∥∥Tηn(t)[ φnψn ]− T0(t)[ φψ ]∥∥Y 12 → 0 as ηn → 0+.
Therefore, it is possible to construct a complete bounded orbit of the limit semigroup {T0(t)} through
[ uˆ0
vˆ0
]
. Since such
orbit is contained in A0, the proof is complete. 
As a consequence of the compact embedding Y 22 ↪→ Y 1+α2 , α ∈ [0,1), we have that
Corollary 3.1. The family of attractors {Aη, η ∈ (0,1]} is upper semicontinuous at η = 0 in X
1+α
2
2 × X
α
2
2 for each
α ∈ [0,1); that is, supaη∈Aη infa0∈A0 ‖a0 − aη‖
X
1+α
2
2 ×X
α
2
2
→ 0 as η → 0+, for each α ∈ [0,1).
4. H 3(Ω) × H 2(Ω) ∩ C1+μ(Ω) × Cμ(Ω)-regularity of A0 with μ ∈ (0, 12 )
In this section uniform H 3(Ω)×H 2(Ω)-bound for the attractors is established. We also obtain H 3(Ω)×H 2(Ω)∩
C1+μ(Ω) × Cμ(Ω)-regularity of the limit attractor A0 with μ ∈ (0, 12 ).
Consider
d
dt
[ z1
z2
]+Aη[ z1z2 ]= [ 00], t > 0, [ z1z2 ]t=0 = [ u0−A−1f (0)v0 ], (4.1)
and the solution
[ uη
vη
](
t,
[ u0
v0
])
of
d
dt
[ uη
vη
]+Aη[ uηvη ]= [ 0f (uη)], t > 0, [ uηvη ]t=0 = [ u0v0 ] ∈ Y 12 . (4.2)
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w2
]
(t, uη) :=
[ uη
vη
]− e−Aηt[ u0−A−1f (0)
v0
]− [A−1f (0)0 ]. (4.3)
Then
[ w1
w2
]
(t, uη) solves
d
dt
[ w1
w2
]+Aη[ w1w2 ]= [ 0f (uη)−f (0)], t > 0, [ w1w2 ]t=0 = [ 00], (4.4)
and fulfills the integral equation
[ w1
w2
]
(t, uη) =
t∫
0
e−Aη(t−s)
[ 0
f (uη(s))−f (0)
]
ds, t  0. (4.5)
From (2.5) we also have for all [ u0v0 ] ∈ Y 12 ,∥∥e−Aηt[ u0−A−1f (0)
v0
]∥∥
Y 12
 ce−ωt
∥∥[ u0−A−1f (0)
v0
]∥∥
Y 12
, t  0, η ∈ (0,1]. (4.6)
It is easy to see that there is a constant d1 > 0, independent of η ∈ (0,1], such that
d−11
∥∥[ φ
ψ
]∥∥
Y 32

∥∥A2η[ φψ ]∥∥Y 12  d1∥∥[ φψ ]∥∥Y 32 , [ φψ ] ∈ Y 32 . (4.7)
Lemma 4.1. If (2.8) and (2.9) hold, then A˜ := [−A−1f (0)
0
]+⋃η∈(0,1] Aη is a bounded subset of Y 32 and the union of
attractors
⋃
η∈(0,1] Aη is bounded in H 3(Ω) × H 2(Ω)-norm.
Proof. If
[ φη
ψη
] ∈ Aη, we infer from Theorem 3.1 that f (φη)− f (0) ∈ X12 = H 2(Ω)×H 10 (Ω). Following the charac-
terization of fractional power spaces in Remark 2.1 we then conclude that
[ 0
f (φη)−f (0)
] ∈ Y 32 . Next, recalling (4.7) we
have ∥∥Aη2[ 0f (φη)−f (0)]∥∥Y 12  d1∥∥[ 0f (φη)−f (0)]∥∥Y 32 = d1∥∥[ 0f (φη)−f (0)]∥∥X 322 ×X12
= d1
∥∥A(f (φη) − f (0))∥∥X2 = d1∥∥f ′′(φη)|∇φη|2 + f ′(φη)
φη∥∥X2,
and hence (via (3.41))
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥Aη2[ 0f (φη)−f (0)]∥∥Y 12  C˜. (4.8)
If
[ uη
vη
]
is a solution of (4.2) with [ u0v0 ]= [ φηψη ] ∈ Aη, then for [ w1w2 ](t, uη) in (4.5) we have4
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥A2η[ w1w2 ](t, uη)∥∥Y 12
 sup
η∈(0,1]
sup
[φηψη]∈Aη
t∫
0
∥∥e−Aη(t−s)∥∥
L(Y 12 )
∥∥A2η([ 0f (uη(s))−f (0)])∥∥Y 12 ds  cω C˜(1 − e−ωt), t  0.
This, together with (4.7), implies
sup
t0
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥[ w1
w2
]
(t, uη)
∥∥
Y 32
 cd1
ω
C˜. (4.9)
4 We remark that
[ uη
v
](
t,
[ φη ]) ∈ Aη for all t  0, η ∈ (0,1].η ψη
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ψη
] ∈ Aη and let γη = {Tη(t)[ φηψη ], t ∈ R} be the double-sided orbit through [ φηψη ]. If kn → ∞ and[ u0nη
v0nη
]= Tη(−kn)[ φηψη ], then (4.3) reads[ φη
ψη
]= Tη(kn)[ u0nηv0nη ]= [ unηvnη ](kn)
= [ w1w2 ](kn,unη)+ e−Aηkn[ u0nη−A−1f (0)v0nη ]+ [A−1f (0)0 ], n ∈ N,
where
[ unη
vnη
]
is a solution of (4.2) with [ u0v0 ]= [ u0nηv0nη ]. Since [ u0nηv0nη ]= Tη(−kn)[ φηψη ] ∈ Aη, from (3.2) and (4.6), taking
the limit in Y 12 we obtain[ φη
ψη
]− [A−1f (0)0 ]= limkn→∞
[ w1
w2
]
(kn,uη). (4.10)
With the aid of (4.9) we infer that [ φη
ψη
]− [A−1f (0)
0
]
is simultaneously a limit of a sequence convergent weakly in Y 32 ,
which translates into the bound
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥[ φη
ψη
]− [A−1f (0)
0
]∥∥
Y 32
 cd1
ω
C˜. (4.11)
This in the light of (2.6) and the elliptic regularity theory completes the proof.5 
Corollary 4.1. Under the assumptions of Lemma 4.1 the union of attractors ⋃η∈(0,1] Aη is precompact in C1+μ(Ω)×
Cμ(Ω) for each μ ∈ (0, 12 ).
Below we address the regularity properties of the limit attractor A0.
Theorem 4.1. Suppose that (1.2), (2.8), (2.9) hold and that lim|s|→∞ f
′(s)
s2
= 0. Then the attractor A0 for the semi-
group {T0(t)} associated to (2.7) with η = 0 in H 10 (Ω) × L2(Ω) is bounded in H 3(Ω) × H 2(Ω) and compact in
C1+μ(Ω) × Cμ(Ω), μ ∈ (0, 12 ).
Proof. As shown in [5], the family of attractors Aη is lower semicontinuous at η = 0 with respect to the Hausdorff
semidistance in Y 12 . Therefore, if
[ φ0
ψ0
] ∈ A0, then [ φ0ψ0 ] is a limit in Y 12 of a sequence {[ φηnψηn ]} as ηn → 0+, where[ φηn
ψηn
] ∈ Aηn . As a consequence of Lemma 4.1 the sequence {[ φηnψηn ]} is bounded in H 3(Ω)×H 2(Ω)-norm by a certain
positive constant D > 0 uniformly with respect to n ∈ N. The latter ensures that [ φ0
ψ0
]
is a weak limit of a subsequence
bounded in H 3(Ω) × H 2(Ω)-norm and thus is bounded by the same constant D. As a consequence, we get
sup
[φ0ψ0]∈A0
∥∥[ φ0
ψ0
]∥∥
H 3(Ω)×H 2(Ω) < ∞,
which completes the proof. 
Corollary 4.2. Under the assumptions of Theorem 4.1, the family of attractors {Aη, η ∈ (0,1]} is upper and lower
semicontinuous at η = 0 in C1+μ(Ω) × Cμ(Ω) for each μ ∈ (0, 12 ); that is,
sup
aη∈Aη
inf
a0∈A0
‖a0 − aη‖C1+μ(Ω)×Cμ(Ω) + sup
a0∈A0
inf
aη∈Aη
‖a0 − aη‖C1+μ(Ω)×Cμ(Ω) → 0 as η → 0+,
for each μ ∈ (0, 12 ).
5 The idea of decomposing the solution as in this proof comes back to [14, Theorem 2.4].
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In this section uniform H 4(Ω) × H 3(Ω)-bound for approximating attractors is derived and H 4(Ω) × H 3(Ω) ∩
C2+μ(Ω) × C1+μ(Ω)-regularity of the limit attractor A0 is concluded with μ ∈ (0, 12 ).
Lemma 5.1. Suppose that the assumptions of Lemma 4.1 hold and, in addition, f ∈ C3(R,R). Then, the union of
attractors
⋃
η∈(0,1] Aη is bounded in H 4(Ω) × H 3(Ω).
Proof. We differentiate (4.4) and substitute w3 = ddt w2 to get
d
dt
[ w2
w3
]+Aη[ w2w3 ]= [ 0f ′(uη)vη ], t > 0, [ w2w3 ]t=0 = [ 0f (u0)−f (0)]. (5.1)
We then have
[ w2
w3
]
(t, uη) = e−Aηt
[ 0
f (u0)−f (0)
]+
t∫
0
e−Aη(t−s)
[ 0
f ′(uη(s))vη(s)
]
ds, t  0, (5.2)
and from (2.5) (whenever an appropriate smoothness can be provided)∥∥A2η[ w2w3 ](t, uη)∥∥Y 12  ce−ωt∥∥A2η[ 0f (u0)−f (0)]∥∥Y 12
+
t∫
0
ce−ω(t−s)
∥∥A2η[ 0f ′(uη(s))vη(s)]∥∥Y 12 ds, t  0. (5.3)
For
[ φη
ψη
] ∈ Aη condition (4.11) ensures that ψη ∈ X12 and
sup
η∈(0,1]
sup
[φηψη]∈Aη
‖ψη‖X12 
cd1
ω
C˜, (5.4)
whereas Lemma 4.1 implies that φη ∈ X16 ∩ C1+μ(Ω) for μ ∈ (0, 12 ) and
sup
η∈(0,1]
sup
[φηψη]∈Aη
‖φη‖X16∩C1+μ(Ω) < ∞, μ ∈
(
0,
1
2
)
. (5.5)
Since norms ‖A2η · ‖Y 12 and ‖ · ‖X 322 ×X12
are equivalent uniformly for η ∈ (0,1] (see (4.7)) and
∥∥f ′(φη)ψη∥∥X12 = ∥∥
(f ′(φη)ψη)∥∥X2
= ∥∥f ′′′(φη)|∇φη|2ψη + f ′′(φη)
φηψη + (f ′′(φη) + f ′(φη))∇φη∇ψη
+ f ′(φη)
ψη
∥∥
X2
for
[ φη
ψη
] ∈ Aη,
then (5.4)–(5.5) lead to the estimate
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥f ′(φη)ψη∥∥X12 G. (5.6)
If
[ uη
vη
]
is a solution of (4.2) through [ u0v0 ]= [ φηψη ] ∈ Aη, then (4.8), (5.3) imply∥∥A2η[ w2w3 ](t, uη)∥∥Y 12  cC˜ + cω sups0
∥∥A2η[ 0f ′(uη(s))vη(s)]∥∥Y 12 , t  0,
which via (4.7), (2.6) and (5.6) leads to
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t0
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥[ w2
w3
]
(t, uη)
∥∥
X
3
2
2 ×X12
 cd1
(
C˜ + d1
ω
G
)
=: D. (5.7)
For any fixed t  0, η ∈ (0,1]), function z := w1(t, uη) can be viewed as the solution of
Az = −w3(t, uη) − aw2(t, uη) − A 12 w2(t, uη) +
(
f (uη) − f (0)
)=: H(t, uη). (5.8)
As a consequence of (5.5), (5.7),
sup
t0
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥H(t, uη)∥∥X12 < ∞.
Hence
sup
t0
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥w1(t, uη)∥∥X22  D˜,
which together with (5.7) proves that
sup
t0
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥[ w1
w2
]
(t, uη)
∥∥
Y 42
 D̂. (5.9)
As in the proof of Lemma 4.1 for η ∈ (0,1] and [ φη
ψη
] ∈ Aη let γη = {Tη(t)[ φηψη ], t ∈ R} be the orbit through [ φηψη ].
If kn → ∞ and
[ u0nη
v0nη
]= Tη(−kn)[ φηψη ], then (4.3) leads to (4.10) with the limit taken in Y 12 (for details see the proof
of Lemma 4.1). Thanks to (5.9) and weak convergence property we then obtain
sup
η∈(0,1]
sup
[φηψη]∈Aη
∥∥[ φη
ψη
]− [A−1f (0)
0
]∥∥
Y 42
 D̂, (5.10)
which completes the proof. 
Theorem 5.1. If the assumptions of Theorem 4.1 hold and, in addition, f ∈ C3(R,R), then A0 is bounded in H 4(Ω)×
H 3(Ω) and compact in C2+μ(Ω) × C1+μ(Ω) for each μ ∈ (0, 12 ).
Proof. The result follows from property (1.3), Lemma 5.1 and Sobolev type embedding. 
Corollary 5.1. Under the assumptions of Theorem 5.1, the family of attractors {Aη, η ∈ (0,1]} is upper and lower
semicontinuous at η = 0 in C2+μ(Ω) × C1+μ(Ω) for each μ ∈ (0, 12 ); that is,
sup
aη∈Aη
inf
a0∈A0
‖a0 − aη‖C2+μ(Ω)×C1+μ(Ω) + sup
a0∈A0
inf
aη∈Aη
‖a0 − aη‖C2+μ(Ω)×C1+μ(Ω) → 0 as η → 0+,
for each μ ∈ (0, 12 ).
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