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1. INTRODUCTION 
A very useful tool for the study of the qualitative nature of solutions of 
ordinary linear differential equations of the second order is the fact that if 
y(t) is a real-valued absolutely continuous function on [a, b], with q’(t) of 
integrable square and ~(a) - 0 = 7(b), then for s E (a, b) we have 
I 
b 
(l-1) 
Moreover, if q(t) + 0 on [a, b] the equality holds only if s = (u + b)/2 and 
r](t) = q(s){1 - /(2t - a - b)/(b - u)/}. In particular, with the aid of this 
inequality one may show that if p(t) is a real-valued continuous function 
such that the differential equation 
d(t) +pp> u(t) = 0 (1.2) 
has a nonidentically vanishing real-valued solution possessing two distinct 
zeros on [a, b], thenp+(t) = $[p(t) + Ip(t must satisfy the integral condition 
s b a p+(t) dt > A. (1.3) 
The result is due originally to Liapunov [3], and various proofs have been 
given. In particular, the reader is referred to Hartman [2; Corollary 5.1 of 
Chapter XI] for a proof of this result. 
A number of years ago the author [4; Ths. 2.3,4.2] gave matrix generaliza- 
tions of (1.1) and (1.2). The purpose of the present paper is to present still 
further matrix generalizations of these inequalities, with applications to 
self-adjoint differential systems of a generality which includes systems 
equivalent to self-adjoint scalar differential equations of higher order. 
* This research was supported by the Air Force Office of Scientific Research, 
Office of Aerospace Research, United States Air Force, under Grant AF-AFOSR- 
68-1398. 
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Matrix notation is used throughout; in particular, matrices of one column 
are called vectors, and for a vector y = (yJ, (a = l,..., n), the norm ( y ] is 
given by (I y1 I2 + a.. + ] y,, ls)l/z; the linear vector space of ordered n-tuples 
of complex numbers, with complex scalars, is denoted by C, . The n x n 
identity matrix is signified by E, , or by merely E when there is no ambiguity, 
while 0 is used indiscriminately for the zero matrix of any dimensions; the 
conjugate transpose of a matrix M is denoted by M*. If M is an 12 x 71 matrix 
the symbol v[M] is used for the maximum of I My 1 on the unit ball 
{y : / y I < I} in C, . The notation M >, N, {M > N} is used to signify that 
M and N are hermitian matrices of the same dimensions, and M - N is a 
non-negative, (positive}, definite hermitian matrix. If M is an hermitian 
matrix, the greatest and least proper values of M will be denoted by X,&M] 
and Amin[M], respectively. Moreover, for a given hermitian matrix the symbol 
1 M I will denote the non-negative definite hermitian square root matrix of 
M2, and M+, N- will denote the corresponding Mf = &[I M I + M], 
M- = &[[ M 1 - M]. As is well known (see, e.g., Riesz-Nagy [9, Sec. lOS]), 
M+ and M- are non-negative definite hermitian matrices such that M+ > M 
and M > -M-. If the elements of a matrix M(t) are a.c. (absolutely con- 
tinuous) on an interval [a, b], then M’(t) signifies the matrix of derivatives 
at values where these derivatives exist, and the zero matrix elsewhere; 
correspondingly, if the elements of M(t) are Lebesgue integrable on [a, b], 
then jl M(t) dt denotes the matrix of integrals of respective elements of M(t). 
If M(t) and N(t) are equal a.e. (almost everywhere) on their domain of 
definition, we write simply M(t) = N(t). A matrix function is called 
continuous, integrable, etc., when each of its elements possesses the specified 
property. 
For a given compact interval [a, b] on the real line, the symbols -LP,Ja, b], 
2ir[u, b], P~r[u, a] are used to denote the classes of 71 x r matrix functions 
M(t) = [MorB(t)], (a = l,..., n; /3 = l,..., r), which on [u, b] are respectively 
integrable, measurable with I Mao( integrable, measurable and essentially 
bounded, where in each case measure and integral is understood to be in the 
sense of Lebesgue. 
2. PRELIMINARY RESULTS ON HAMILTONIAN VECTOR DIFFERENTIAL SYSTEMS 
In the following we shall be concerned with a vector differential system 
(a) L,[u, w](t) E -w’(t) - P(t) u(t) - A*(t) w(t) = 0, 
(24 
(b) L,[u, w](t) ES u’(t) - A(t) u(t) - B(t) et(t) = 0, 
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where u(t) = (u%(t)) and v(t) =: (v=(t)) are n-dimensional vector functions, 
and on a given compact interval [a, b] on the real line the coefficient matrix 
functions satisfy the following hypothesis: 
A(t), B(t) and P(t) are of class T”,“,[a, 61, 
and B(t), P(t) are hermitian for t E [a, 61. 
W) 
The solutions of (2.1) are to be understood in the Caratheodory sense; i.e., 
u(t) and v(t) are a.c. and equations (2.1) hold a.e. on [a, b]. If y = (y,), 
(o = l,..., 2n), with yj = ZQ 9 yn+j = vui , (j = l,..., n), then (2.1) may be 
written as the 2n-dimensional vector differential equation 
aYl(t) = fY’@) - JWYW = 0, (2.1’) 
where $ and d(t) are the 2n x 2n matrices 
f=[jn -?I, p(t) A”(t) Wt) =[A(t) B(t) . 1
As d(t) is hermitian, and3 is skew-hermitian, the vector differential operator 
Z[y](t) is identical with its formal Lagrange adjoint 
Y*[y](t) = -g*y’(t) - d*(t)y(t). 
If U(t) and V(t) are n x r matrix functions, then corresponding to (2.1), we 
have the matrix differential system 
L,[U, V](t) = -V’(t) - P(t) U(t) - A*(t) V(t) = 0, 
L,[lJ, v](t) Cz v,(t) - A(t) U(t) - B(t) V(t) = 0. 
(2. L4) 
Also, if we denote by Y = (I’,,& (u = l,..., 2n; k = l,..., r), the 2n x r 
matrix with YiTc = Ui, , Y,+j,l, = Vj, , (j = l,..., n; k = l,..., r), then 
analogously to (2.1’), the system (2.1,) may be written as 
Z[Y](t) = $Y’(t) - d(t) Y(t) = 0. (2.1,‘) 
If y=(t) = (am; v,(t)), (IX = 1, 2) are solutions of (2.1’), it follows readily 
that the function {ut ; vi 1 us ; 4 = 3*(t) 6) - us*(t) v&) = yz*Yyl is 
constant on [a, b]. In particular, if the constant value of {ur ; vi / ua ; va) is 
zero then (ui(t); vi(t)) and (us(t); va(t)) are said to be mutually conjoined 
sohtions of (2.1’). If Y(t) = (U(t); V(t)) . is a solution of (2.1,‘) whose column 
vectors are n linearly independent solutions of (2.1’) which are mutually 
conjoined, then for brevity we say that Y(t) is a conjoined basis for (2.1’) or 
for (2.1). For properties of conjoined solutions the reader is referred to 
Reid [4; Section 21. 
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If 1s is a nondegenerate subinterval of [a, b], then (2.1) is said to be norma 
on I,, if the only solution r(t) = (u(t); s(t)) of this system with u(t) s 0 on 
I,, is the identically vanishing solution u(t) = 0, o(2) = 0. 
Let Z(t) be a fundamental matrix solution of the matrix differential 
equation Z’(t) + A*(t) Z(t) = 0; that is, Z(t) satisfies this differential equation 
and is nonsingular for at least one, and consequently for every, value t E [a, b]. 
Then u(t) z 0, e(t) is a solution of (2.1) on a nondegenerate subinterval 
[c, d] of [a, b] if and only if there exists a constant vector 5 such that 
r~(t) = Z(t)e on [c, d], and B(t) Z(t)6 = 0 on [c, d]. 
In particular, if B(t) 3 0 for t a.e. on [a, b], then B(t) Z(t)6 = 0 on [c, d] 
if and only if t*[Z*(t) B(t) Z(t)]6 = 0 on this subinterval, and we have the 
following result. 
LEMMA 2.1. If B(t) > 0 for t a.e. on [a, 61, and Z(t) is a fundamental 
matrix solution of Z’(t) + A*(t) Z(t) = 0, then for [c, d] a nondegenerate sub- 
interoul of [c, d] the system (2.1) is normal on [c, d] if and only if 
f 
’ Z*(Y) B(Y) Z(Y) dr > 0. 
c (2.2) 
Two distinct points t, and t, on [a, b] are said to be mutually conjugate 
with respect to (2.1) if there exists a solution y(t) = (u(t); v(t)) of this 
differential system with u(t) f 0 on the subinterval with endpoints t, and t, , 
while u(tl) = 0 = u(tJ. The system is called disconjugute on a nondegenerate 
subinterval I of [a, b] provided no two distinct points of this subinterval are 
conjugate. 
The symbol 9[u, b] will denote the linear space of n-dimensional vector 
functions v(t) which are a.c. on [u, b], and for which there exists a corre- 
sponding t;(t) E Sn2[u, b] such that L,[7, g(t) = 0 on [a, b]. The subspace of 
B[u, b] on which 7(a) = 0 = 7(b) will be denoted by g,,[u, b]. The fact that 
q(t) belongs to 9[u, b], or LSO[a, b] with an associated t(t), will be indicated 
by the respective symbol 7 E 9[u, b] : 5 or 7 E Ba[u, b] : 4. 
For 7,, E 9[u, b] : f;, , (01 = 1,2), we shall denote by J[7i , 72 ; a, 61 the 
functional 
b 
lh , s ; a, bl = a t12*w w r;,(t) - 72*(t) w 7l(t)) d4 (2.3) 
and write J[7i ; a, b] for J[7i , 71 ; u, b]. It is to be noted that if 7 E B[a, ZJ] : 5 
and 7 E 9[u, b] : %, then B(t) t(t) = B(t) l(t) on [a, b]; in particular, the 
value of the integral in (2.3) is independent of the choice of the corresponding 
5, belonging to &@[a, b] with the respective rlll . In view of the hermitian 
character of the matrix functions B(t), P(t), clearly J[711, 72 ; u, b] is an 
409/32/2-13 
428 REID 
hermitian form on g[a, b] x B[a, b]; in particular, J[T; a, b] is real-valued 
for 77 E ZG@[a, b].
The basic results concerning disconjugacy on [a, b] and positive definiteness 
of the functional (2.3) on a,,[~, b], are given in the following theorem. 
THEOREM 2.1. The functional J[q a, b] is positiwe de$nite on 9Ju, b] if 
and only if B(t) > 0 for t ae. on [a, b], und one of the following conditions holds: 
(a) (2.1) is disconjugute on [a, b]. 
(b) There exists no point s E (a, b] which is conjugate to t = a. 
(c) There exists a conjoined basis Y(t) = (U(t); V(t)) for (2.1) with U(t) 
nonsingular on [a, b]. 
If (2.1) is normal on arbitrary subintervals of I, then the proof of the 
results of the above theorem are particularly simple, and can be established 
by methods which are essentially classical for the second order vector 
differential equation to which (2.1) is equivalent when A(t), B(t), P(t) are 
continuous and B(t) is nonsingular. For a discussion of this case the reader is 
referred to Reid [4; Section 21; for the relation of such differential systems 
to the calculus of variations see Bliss [ 1; Sections 89-911. For the proof of the 
above results when no assumptions of normality are made, reference is made 
to Reid [6; Theorem 5. I] and [7; Theorem 5.11. 
If [c, d] is a nondegenerate subinterval of [a, b], we shall signify by g[c, d] 
and g,,[c, d] the corresponding linear spaces of n-dimensional vector functions 
7. Similarly, the corresponding functionals for this subinterval will be 
denoted by /h ,712 ; c, 4 and .J[T~ ; c, 4. 
If y(t) = (u(t); w(t)) is a solution of (2.1) on [c, d] C [a b], while 
7 E g[c, d] : 5 with q(c) = u(c), v(d) = u(d), then 
J[q c, d] = J[u; c, d] + J[T - u, u; c, d] + Jb, rl - u; c, 4 + Jh - u; c, 4, 
and appropriate integration by parts yields the result that 
J[v - u, u; c, d] = v*(~ - u) 1: = 0. 
Since J[u, 77 - u; c, d] is the complex conjugate of J[q - u, u; c, d], it is also 
equal to zero, and hence as a corollary to the above theorem we have the 
following result. 
COROLLARY. Suppose that J[T; a, b] is positive definite on 9Ju, b], and 
B(t) > 0 for t u.e. on [a, b]. If y(t) = (u(t); v(t)) is a solution of (2.1) on 
[c, d] C [u, b], and 7 E 9[c, d] : [ with y(c) = u(c), q(d) = u(d), then 
Jh; c, 4 >, Jbu; c, 4, 
with the equality sign holding on2y if q(t) = u(t) on [c, d]. 
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3. A MATRIX LIAPUNOV INEQUALITY 
The principal result of this note is contained in the following theorem. 
THEOREM 3.1. Suppose that hypothesis (H) holds, with B(t) 3 0 for t 
ae. on [a, b], and (2.1) is normal on every subinterval [a, s] and [s, b] of [a, b], 
where a < s < b. If Z(t) = Z(t; s) is the fundamental matrix for 
Z’(t) + A*(t) Z(t) = 0 
satisfying Z(s) = E, and 
N(t; s) = j” Z*(r; s) B(r) Z(r; s) dr, t E [aa, 4, (3.1) 
a 
then for 7 E 9Ju, b] : 5 and s E (a, b) we have 
s b I;*(t) B(t) t-(t) dt 3 47*(s) N-l@, 4 y(s). (3.2) a 
It is to be noted that both the hypotheses and conclusion of the theorem 
are independent of the matrix coefficient P(t), and thus the conclusion is 
valid for the differential system (2.1) with P(t) = 0. Moreover, in view of 
Lemma 2.1, the hypothesis of normality in the above theorem is equivalent 
to the condition that the matrix function N(t; s) defined by (3.1) is such that 
if s E (a, b) then N(s; s) and N(b; s) - N( s s are positive definite hermitian ; ) 
matrices. 
Consider now the differential system 
-v’(t) - A*(t) v(t) = 0, 
u’(t) - A(t) u(t) - B(t) v(t) = 0, 
(2.1,) 
to which (2.1) reduces when P(t) is chosen as the zero matrix. The corre- 
sponding functional J[q; c, d] for this system is simply st c*(t) B(t) r;(t) dt, 
and it is seen readily that for [c, d] a nondegenerate subinterval of [u, b], this 
functional is positive definite on the associated linear space 9Jc, d]. Now if 
Z(t) = Z(t; s) is the fundamental matrix solution of Z’(t) + A*(t) Z(t) = 0 
satisfying Z(s) = E, then Q(t) = Q(t; s) = Z*-l(t; s) is the fundamental 
matrix solution of Q’(t) - A(t) 52(t) = 0 satisfying Q(s) = E. Consequently, 
if (u(t)); v(t)) is a solution of (2.1,) then there is a constant vector 5 such that 
v(t) = Z(t; s)f, and by the method of variation of parameters it follows 
readily that if c E [a, b] then u(t) is the form 
u(t) = L’(t; s) [F(c, s) u,, + (j” Z*(r; s) B(r) Z(Y, s) d’) .$] (3.3) 
c 
4Q9/32/2-13* 
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where I(~ = U(C). In particular, if 77 E 9,,[a, b] : 5 and s E (a, b), let 
us(t) = Q(t; s) N(t; s) 8, , wa(t) = Z(t; s) 5, , where 6, = N-l(s; s) v(s), 
%(q = Q(c ww; 4 - iv; @I 5b , Q(t) = qt; s> 6 > 
where .$ = -[N(b; s) - N(s, s)]-‘q(s). 
Then (4)); v&)) is a solution of (2.1,) on [a, s] with u,(a) = ~(a) = 0, 
us(s) = r](s) and by the Corollary to Theorem 2.1 it follows that 
Jh; a, $1 3 I[% ; 4 sl = %7*(s) %x(s) = &*w; 4 6, = T*(s) N-‘(s; s) 3(s), 
(3.4) 
and the equality sign in (3.4) holds if and only if q(t) = us(t) on [a, s]. 
Similarly, (ub(t); r+(t)) is a solution of (2.1,) on [s, b] with u#) = q(b) = 0, 
u&) = q(s), and we have the corresponding inequality 
J[q; s, bl >, A% ; -5 4 = -%*(4 %(f) 
= 5,*[N(k s) - w; Wb 
= ~*(ww; 4 - w; W7(4, (3.5) 
with the equality sign in (3.5) holding if and only if 7(t) = ZQ,(~) on [s, b]. 
Consequently, J[T, a, b] = J[T; a, s] + l[~; s, b] satisfies the inequality 
J[T, u, b] 3 q*(s){N-ys; 4 + [W; s) - w; W>d~), (3.6) 
and the equality sign in (3.6) holds if and only if v(t) = u,(t) on [u, s] and 
7(t) z us(t) on [s, b]. Inequality (3.2) then follows from the fact that if H 
and K are hermitian matrices such that H > 0, K - H > 0, then the 
hermitian matrix H-1 + (K - H)-1 - 4K-l is non-negative definite. In 
turn this property of hermitian matrices is readily reducible to the case of 
K = E, and if H and E - H are positive definite hermitian matrices, then 
the corresponding result follows from the equation 
H[H-l + (E - H)-l - 4][E - H] = (E - 2H)*, 
which implies 
H-l + (E - H)-l - 4E = H-l(E - 2H)2(E - H)-I, 
together with the fact that (E - 2H)2, H-1 and (E - H)-1 are individually 
non-negative definite hermitian matrices which are mutually commutative 
under multiplication. 
Corresponding to the inequality (1.3) of Liapunov for linear second order 
real scalar differential equations (1.2), we have the following result. 
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THEOREM 3.2. Suppose that hypothesis (II) holds, with B(t) > 0 for t a.e. 
on [a, b], und (2.1) is normal on arbitrary &intervals of [a, b]. If there exists 
on [a, b] a pair of distinct values which are mutually conjugate, then 
J’ b h&+(t)] dt > 4/{=L+g,~max[~(b; s)]). a 
(3.7) 
Under the hypothesis that there exists on [a, b] a pair of distinct values 
which are mutually conjugate, it follows that there exists a pair c, d with 
a < c < d < b such that c and d are conjugate with respect to (2.1) and this 
system is disconjugate on every subinterval [c, s] and [s, d] with c < s < d. 
We shall assume that c = a and d = b, and establish the inequality (3.7) in 
this case. If not both c = a and d = b, then in view of the monotoneity 
properties of the involved functions, the inequality (3.7) is a consequence of 
the corresponding inequality for the subinterval [c, d]. 
Let (u(t); v(t)) b e a solution of (2.1) which determines t = b as a point 
conjugate to t = a. Then u(a) = 0 = u(b), and u(t) + 0 on [a, b]; indeed, 
in view of the assumption of normality on arbitrary subintervals, we have 
that / u(t)1 > 0 for t E (a, b). Then J[u; a, b] = v*(b) u(b) - v”(a) u(u) = 0, 
and if s E (a, b) it follows from Theorem 3.1 that 
0 = J[u; a, b] = 
s 
F {v*(t) B(t) v(t) - u*(t) Z’(t) u(t)> dt 
a 
3 4u*(s) N-l(b; s) u(s) - j” u*(t) P(t) u(t) dt. 
a 
Moreover, the equality sign holds in (3.8) if and only if 
(3.8) 
u(t) = Qn(c s) NC 4 La , for tE[a,s], 
u(t) = f+; s)[N(t; s) - N(b; s)] tb , for t E [s, b], 
(3.9) 
where 5, = N-l(s; s) u(s), &, = -[N(b; s) - N(s; s)]%(s). Now if equations 
(3.9) hold then u(t) E 5?,,[u, b] : v,(t), where vO(t) = Z(t; s)ta for t E [a, s] and 
v,(t) = Z(t; s) tb for t E (s, b]. Since we have u(t) E QO[a, b] : v(t), it then 
follows that B(t)[v(t) - v,,(t)] = 0 on [a, b], and we may also write 
0 = J[u; a, b] = 1” {v,,*(t) B(t) v,,(t) - u*(t) P(t) u(t)} dt. 
a 
Now the fact that t = b is conjugate to t = a with respect to (2.1), while 
this system is disconjugate on the open interval (a, b), implies that 
j[~; II, b] 3 0 for 7 E: gs[u, b]. When (2.1) is the accessory system for a 
variational problem of Bolza type, this property follows from the result of 
Section 89 of Bliss [l], and for the general system (2.1) considered herein it 
may be established in a similar fashion. In view of the normality of (2.1) 
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on [a, b], we have that the non-negativeness of J[?; a, b] on 9s[u, b], together 
with the fact that J[u; a, b] = 0 and u E g,,[u, b] : oO, imply that u = u(t), 
z, = o,(t) is a solution of (2.1). Now u = n(t), zi = v,(t) is a solution of the 
system (2.1,), obtained from (2.1) p u on replacing P(t) by the zero matrix. 
Consequently P(t) u(t) = 0 on [a, 61, and (3.8) implies the contradictory 
result 0 > 4u*(s) N-l(b; s) U(S) > 0. That is, a contradiction has been 
reached under the assumption that the equality sign holds in (3.8). Therefore, 
under the assumptions that (u(t); v(t)) is a solution of (2.1), which determines 
t = b as a point conjugate to t = a, we have that 
s 
b u*(t) P(t) u(t) dt > 4u*(s) N-l(b; s) u(s), for s E (a, 6). (3.10) 
Since h :ax[N(b, s)] is the norm of the positive definite hermitian matrix 
N(b, s), it follows that n-*N-l(b; s), > (l/hmax[N(b; s)]}i rr I2 for arbitrary 
~EC,, and consequently 
I b u*(t) p(t) u(t) dt > 4 I ~(~)12/hrmx[N(b; s)],
for SE(U, b). (3.11) 
a 
Now P+(t) 3 P(t) and &JP+(t)] j rr I2 3 rr*P+(t)r for arbitrary rr E C, . 
Moreover,(see, e.g., Reid [8; Section3]), the function&,&P+(t)] is integrable 
on [a, b]. Consequently, (3.11) implies the inequality 
I b h&-‘+(t)1 I @)I2 dt > 4 I ~(~)12/knax[N(b; 41, for s E (a, b). (3.12) a 
Finally, inequality (3.7) is derived from (3.12) by choosing s such that j u(t)12 
attains its maximum value at t = s. 
Now suppose that the system (1.2) is the Hamiltonian canonical form of a 
second order self-adjoint differential equation [R(t) u’(t)]’ + P(t)u(t) = 0, 
where R(t), P(t) are hermitian n x n matrix functions and R(t) > 0 on a 
given interval [a, b]. Aside from slight variations on the hypotheses satisfied 
by the matrix coefficient functions, the above Theorem 3.1 reduces to 
Theorem 2.3 of Reid [4], and the result of the above Theorem 3.2 is essentially 
that of Theorem 4.2 of Reid [4]. 
4. APPLICATION TO A SELF-ADJOINT SCALAR DIFFERENTIAL EQUATION 
OF HIGHER ORDER 
The results of the preceding section will be applied now to a self-adjoint 
scalar differential equation of the form 
go (-l)“-i[pj(t)r’j’(t)]‘i’ = 0, (4.1) 
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where for j = 0, l,..., TZ the coefficient function pi(t) is real-valued, con- 
tinuous, and has continuous derivatives of the first j orders on a given compact 
interval [a, b]. Moreover, it will be supposed that p,(t) > 0 for t E [a, b]. 
Now under the substitution 
u,(t) = y(=-l)(t), (a = l,..., n), 
%2(t) = A(9 r’“‘(th (4.2) 
%(4 = f%(t) Y%) - 4+&h (p = l,..., n - l), 
it follows readily that y(t) is a solution of (4.1) on [a, b] if and only if the 
n-dimensional vector functions u(t) = (am), v(t) = (v=(t)) are solutions of 
a differential system (2.1) with 4) = [&(t>l, B(t) = [R&)1, J’(t) = 
P&l, (a, B = l,..., n), defined as follows: 
(a) A,,(t)=O,for~#ol+l;A,,(t)=l,for~=ol-+I, 
a = l,..., n - 1; 
(b) &,(t) = l/p&>; %(t) = 0, for (0~~ 8) f (a, a); (4.3) 
(c) PEE(t) = -pmpl(t), for OL = l,..., n; PUB(t) = 0, for 01 # fi. 
Clearly the coefficient matrices A(t), B(t), P(t) satisfy hypothesis (H), 
and B(t) > 0 on the interval [a, b]. Moreover, relative to this associated 
vector system (2.1) a pair of distinct points t, , t, on [a, b] are mutually con- 
jugate if and only if there is a nonidentically vanishing real-valued solution 
r(t) of (4.1) such that tr and tz are zeros of y(t) of order at least n. 
One may verify that the fundamental matrix solution Z(t) = Z(t; S) of the 
involved equation Z’(t) + A*(t) Z(t) = 0 satisfying the initial condition 
Z(S) = E has elements .ZJt) = (S - tp-B/(a - /I)! for 1 < p < 01 < n, and 
Z&t) = 0 for 01 < fi. In particular, the matrix N(b; s) = [NJ& s)] has 
elements given by 
%3(b; 4 = fp$j @(:;);;-l-“,)! dry (a!, /3 = 1, . ..) n). (4.4) 
and X,,[N(b; s)] is equal to th e maximum value of the hermitian form 
(4.5) 
on the unit ball (6 1 .$ EC, , 1 5 / < l}. Moreover, for P(t) the diagonal 
matrix defined by (4.3-c) we have that P+(t) is the corresponding diagonal 
matrix [k&(t)] with M,,(t) = p,,(t), (a = l,..., n), and consequently 
X,&P+(t)] = max{p;-r(t) ] 01 = l,..., n}. 
In particular, if 1z = 1, pr(t) ~2 1, and p(t) = -p,(t), then N(b, s) is the 
scalar b - a for s E [a, b], and ps-(t) = p+(t), so that the inequality (3.7) 
reduces to the original inequality (1.3) of Liapunov. 
Finally, it is to be remarked that the restriction of the discussion of this 
section to higher order equations of the form (4.1) has been for simplification 
of details of presentation. The same method may be used to obtain corre- 
sponding results for self-adjoint scalar quasidifferential equations of even 
order of the generality considered in Section 4 of Reid [5]. 
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