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Abstract
Previously predicted by the S-matrix bootstrap of the excitations over the GKP quantum vacuum,
the appearance of a new particle at strong coupling – formed by one fermion and one anti-fermion
– is here confirmed: this two-dimensional meson shows up, along with its infinite tower of bound
states, while analysing the fermionic contributions to the Operator Product Expansion (collinear
regime) of the Wilson null polygon loop. Moreover, its existence, free 1 and bound, turns out
to be a powerful idea in re-summing all the contributions (at large coupling) for a general n-gon
(n ≥ 6) to a Thermodynamic Bethe Ansatz, which is proven to be equivalent to the known one
and suggests new structures for a special Y -system.
∗E-mail: bonini@bo.infn.it, fioravanti@bo.infn.it, piscagli@to.infn.it, rossi@cs.infn.it
1This term is used here as opposite to bound, thus as unbound.
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1 Introduction and purposes
In the recent time, maximal supersymmetric quantum field theory N = 4 SYM (Super Yang-Mills)
– in the multi-colour limit Nc → ∞ with ’t Hooft coupling Ncg2YM parametrised as λ = 16π2g2 –
revealed itself as the stage of a large scientific progress of understanding: unveiling integrability [1]
and its developing (cf., e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]2) has led to enormous progress towards a
better comprehension and proof of its duality (at large coupling) with a gravity theory, the so-called
AdS/CFT correspondence [14, 15, 16]. Although, these references concern mainly the spectrum of local
operators, even more recently some approach based on integrability have been devised and pursued for
the 4D scattering amplitudes or, which is the same [17, 18, 19], polygonal Wilson loops (WLs), namely
operators among the simplest ones of non-local nature.
A specific integrability-based approach has proposed to expand (in the collinear limit) the expecta-
tion value of a null polygonal Wilson loop in a sort of Operator Product Expansion (OPE) [20, 21, 22]3,
very much resembling the Form Factor (FF) Infra-Red (IR) spectral series of two-point correlation func-
tion in integrable quantum field theories (for an overview on the literature, cf. the reviews [24] and
[25]). More in an integrability perspective, this point of view is severely based on the dispersion laws of
the excitations over the GKP [26] string vacuum [27] and the 2D scattering factors [28, 29, 30], exactly
as in the aforementioned FF bootstrap approach (e.g. [24] and [25] and references therein). In fact, in
the last two years a series of papers by Basso, Sever and Vieira (BSV) [31, 32, 33, 34, 35, 36, 37, 38] has
been making more and more precise the series and its single terms, so that to reconstruct expectation
values of null polygonal Wilson loops, especially at weak coupling. Actually, this series is perturbative
in the exponential of the cross ratios (of the polygon)4 in the collinear limit (IR limit r → ∞ of
FFs) of the sides, but each term could be in principle determined exactly in the coupling λ (like the
multi-particle FFs). Of course, very much interest is attracted by virtue of the fact that the very same
results yield Maximum Helicity Violating (MHV) 4D gluon scattering amplitudes.
Naturally, for specific tests one has to expand each term of the series 5 at either weak (see, for
instance, [32, 38, 39, 40, 41] and references therein) or strong coupling [33, 34, 42], and compare
respectively against gauge or string theory computations. Of course there are also serious hints that this
method is more efficient than both perturbative theories, and also shall give results in the unexplored
intermediate region. Actually, string theory has so far given only the (classical) leading order (LO)
at large g by means of a rather sophisticated mathematical minimisation of the bubble insisting on
the AdS polygon [20, 21, 22, 43]. In view of the one-loop corrections to the Nekrasov-Shatashvili [44]
prepotential [45, 46] (cf. [42] for the similarity with the present series), we shall hope that this method
should give the next-to-leading order (NLO) soon and easily; we will be glad to comment on this point
in section 7, Conclusion and outlook.
Already in the paper [42], we have computed the single terms and re-summed, at (LO) large
coupling, the OPE for the hexagon [22], as proposed by BSV [31], but with an important modification,
thanks also to our previous results on the scattering [29] over the GKP vacuum [26]. In specific, we
deliberately inverted the order of collinear limit (the series) with the large coupling one in a educated
manner: in fact, motivated by a pole in the fermion-antifermion S-matrix at generic coupling, we
have performed a bootstrap on the (asymptotic) Bethe Anstaz equations of [42] and thus shown the
existence of a new mass 2 particle in two dimensions (cf. the discussion below and [47, 48, 27, 49, 33]), a
meson, along with its infinite bound states, only at strong coupling. Correspondingly we have modified
the BSV series at large coupling by adding the contributions of these particles (whilst initially they
2The reader interested in condensed matter consequences of this rapid expansion might look at [13] and its references.
3For an alternative, physical interpretation in terms of wave functions of the open GKP spin chain and their scalar
products, we wish to refer the reader to the intriguing approach of Belitsky [23].
4These are the analogue of the adimensional renormalisation time r = mR of the two-point FF series with m the
mass scale and R the distance between the two fields.
5The attentive reader may already notice the arising of order of limits issues: as for the strong coupling regime, this
shall actually be the main core of the present work.
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were not in the spectrum).
This mass 2 boson was originally noticed by [47, 48] as classical AdS3 transverse fluctuation of
the AdS5 × S5 string world-sheet. In fact, several authors (e.g. [22, 27, 49]) have supposed that this
particle (allegedly formed by two mass 1 fermions) may exit the physical domain at finite values of the
coupling constant, or, in other words, become virtual . In the context of the BSV series, it was shown
in [33] that, in the infinite coupling limit, a mass 2 contribution arises from a pole in the state of a
small fermion and a small antifermion (similar phenomena are also said to happen for more fermions).
Actually, the Bethe Ansatz equations of [42] are ideal to understand the nature of the alleged
bound state, the meson, as it is represented, at generic coupling, by a string of a small fermion, a
small anti-fermion and a triad of (massless) ’isospin carriers’ (opportunely arranged so to give rise to
an SU(4) R-symmetry singlet):
1 = eiRpf (uf,1)
uf,1 − uf¯ ,1 + 2i
uf,1 − uf¯ ,1 − 2i
S(ff)(uf,1, uf¯ ,1) · . . . ,
1 = eiRpf (uf¯ ,1)
uf¯ ,1 − uf,1 + 2i
uf¯ ,1 − uf,1 − 2i
S(ff)(uf¯ ,1, uf,1) · . . . , (1.1)
where the fermions (f) or the anti-fermions (f¯) have scattering prefactor S(ff)(u, v) = S(f¯ f¯)(u, v) =
S(f¯f)(u, v) = S(ff¯)(u, v) in terms of rapidities u, v. Yet, the momentum of the fermion or anti-fermion,
respectively pf (uf,1) and pf(uf¯ ,1), have the wrong sign of imaginary part which do not compensate,
as R → +∞, the pole of the scattering factor to give something ∼ 1 [42]. Nevertheless, without any
further problem the meson enjoys the following bootstrap formula for the scattering of two of them
[42]:
S(MM)(u, v) =
u− v + i
u− v − iS
(ff)(u+ i, v + i)S(ff)(u− i, v + i)S(ff)(u+ i, v − i)S(ff)(u− i, v − i) .
(1.2)
Moreover, analogous arguments and formulæ hold when binding two or more mesons. Eventually, all
this compels these states to live in the unphysical domain of the S-matrix as long as the coupling is
finite, namely, to be virtual particles. But, when it becomes infinite, interestingly in the classical string
regime6, all these acquire the ’dignity’ of genuine scalar particles in that the above reasoning on the
momentum does not hold any more [42].
Furthermore, we confirm here accurately that the fermion and anti-fermion do not contribute at
the LO as free (or unbound) particles (they are somehow confined at this order, albeit they start
contributing at NLO, cf. Conclusion and outlook 7). And also the scalars allow a subdominant
contribution7. In this way, we have found the MHV six gluon amplitude/expectation value of null
hexagonal Wilson loop in terms of a set of coupled saddle-point equations of Thermodynamic Bethe
Ansatz form (TBA-like) [42]. These are equivalent to those of the string minimal area [20, 21, 22], and
have been supposed to generalise to general null polygon. In summary, we have shown evidence that
the excitations of the GKP string which give contributions in the (LO) large coupling regime are:
• gluons (with two polarisations) and their bound states;
• mesons and their bound states.
At generic values of the coupling constant, the bound states of gluons enjoy a standard behaviour,
whereas the meson [33, 42] and their bound states [42] live in the wrong domain, so that they are
virtual. But the meson acquires the status of (real) particle in the infinite coupling limit [33, 42],
6In this context a prediction of this scalar was given by [47].
7In fact, for scalars the situation is more interesting. Nonperturbative dynamics of scalars on S5 generates a contri-
bution [34] proportional to
√
λ; being a purely quantum effect, this term is missed by the minimal area procedure of
[20, 21, 22], which is obtained in the framework of classical strings.
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and on the same footing its infinite bound states [42]. Besides, we may say, a posteriori 8 that the
assumption of their existence perfectly reproduces the string TBA of the hexagon.
These results call for a better mathematical justification and understanding of the fermionic contri-
butions at large coupling9, within the BSV series only, without S-matrix bootstrap. We have promised
this analysis in [42], and in the present paper we want to fulfil the promise: we will show that the
strong coupling limit of the contribution from the (small) fermions and anti-fermions in the hexagon
BSV series is indeed equivalent to our modified series with the presence of a mass 2 meson and of
all its n bound states of mass 2n, n = 1, 2, 3, . . . . In addition, relying on the effective presence of
mesons and their bound states, we extend to a general polygon the re-summation at strong coupling
of the (modified) BSV series as in Section 11 of [42] as for the hexagon. Up to some subtleties on the
integrations contours (cf. below), we can reproduce the minimal area results [21, 22].
The paper is organised as follows. In Section 2 we show how, in the BSV series over the spectrum,
the 1-fermion plus 1-antifermion state gives rise to a (string) classical contribution which can be
interpreted as that of a mass 2 state in 2D, the so-called meson. Then, we study a state made up of
two fermions and two anti-fermions, and prove that it reproduces two classical terms: one is interpreted
as a two unbound mesons state, the other as a single particle of mass 4, arising as a bound state of two
mesons. Now, having better understood the mechanism of formation of meson and meson bound states
within the BSV series, we generalise to a general polygon the methodology of [42] which re-sums the
series with a modified spectrum, including all these particles (the aforementioned pattern of excitations
in the strong coupling regime). This is the topic of Section 4 where we first work out the heptagon,
then the general case. And this is preceded by Section 3 where we summarise the TBA description
of Wilson loop expectation values as in [20, 21, 22] and put it in a form suitable for comparison
with our outcomes of Section 4. This detailed comparison of the two approaches happens in Section
5: we find agreement, after a simple redefinition of pseudoenergies (and some better specification of
the integration contours which inevitably makes the final expressions more involved). In conclusion,
this agreement is a fundamental signal in favour of the presence of the meson and its bound states as
excitations of the classical GKP string. As for the integrability properties, we find useful in Section 6 to
derive new forms of the elegant functional equations, the so-called Y-system, corresponding to the TBA
equations, and realising a sort of discretised integrable dynamics in the rapidity space. At the very
end, in two appendices we collect many useful formulæ which facilitate reproducing the computations
in the main text.
2 The birth of a meson (and its bound states)
In [42], as well as in the subsequent sections, for re-summing the BSV series of the hexagonal Wilson
loop, an educated guess is assumed, namely that at LO strong coupling the fermionic excitations
contribute only via their bound states, while the unbound fermion contributions are suppressed [33, 42].
In what follows, we are going to give evidence in favour of this claim, by showing how a couple of a
small fermion and a small anti-fermion at large coupling forms a bound state, a so-called ’meson’;
subsequently, a general picture is provided to enlighten the formation of mesons and bound states
thereof, out of couples of fermions and anti-fermions.
In general, the hexagonal Wilson loop at generic coupling receives contributions from the intermediate
state of all particles: scalars, gluons and fermions. With restriction on the latter fermionic sector, the
8We could also say ex juvantibus in the sense that we have cured or corrected the spectrum on which the BSV series,
plainly assumed, runs.
9Apparently, this need was expressed in [33] as well.
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Small fermion sheet
Large fermion sheet
+2g-2g
Real axis
CS
Figure 1: The integrations on fermionic rapidities are performed along the path depicted in the figure
above, going through the branch cut [−2g,+2g]; at strong coupling, the contribution due to large
fermions (corresponding to the red section) is negligible, with respect to small fermion contribution.
Therefore, throughout this section the integrations will be restricted to the path CS , corresponding to
the blue section of the curve, completely lying in the small fermion sheet.
contribution comes from n small fermions plus n small anti-fermions10 in the form
W({f}{f¯})hex =
1
n!n!
∫
CS
n∏
k=1
[
duk
2π
dvk
2π
µf (uk)µf (vk) e
−τEf (uk)+iσpf (uk)+imf,kφ× (2.3)
×e−τEf(vk)+iσpf (vk)+imf¯ ,kφ
]
P (0|u1 . . . un, v1 . . . vn)P (−vn · · · − v1,−un · · · − u1|0) ,
where the pentagonal transitions in the last line are factorised into a product of a dynamical and a
matrix part [34, 36, 37]
P (0|u1 . . . un, v1 . . . vn)P (−vn · · · − v1,−un · · · − u1|0) = Π(n)dyn({ui}, {vj})Π(n)mat({ui}, {vj}) . (2.4)
As also proposed by [38], we write here an expression for the matrix part for n fermions (ui) and n
antifermions (vi), which reflects the SU(4) R-symmetry, as encoded in the Y -system depicted in [50],
Π
(n)
mat({ui}, {vj}) =
1
n!n!n!
∫ +∞
−∞
n∏
k=1
(
dakdbkdck
(2π)3
)
n∏
i<j
g(ai − aj)g(bi − bj)g(ci − cj)
n∏
i,j
f(ai − bj)f(ci − bj)
n∏
i,j
f(ui − aj)f(vi − cj)
,
(2.5)
where f(x) ≡ x2 + 14 and g(x) ≡ x2(x2 + 1). Of course, this procedure, as recalls the view on Dynkin
diagrams of [50], should be fully general (cf. also the proposal of [34] for the scalars) and deserves
further investigation.
10A perfectly analogous contribution would come from the large fermions, but it is exponentially suppressed at strong
coupling; we refer to [27, 29, 32, 42] for exhaustive explanations. Therefore, throughout all this section the integrations
are performed on a path CS in the small fermion sheet, as portrayed in Figure 1; analogous path can be devised for large
fermions.
6
For a couple of one fermion and one anti-fermion, formula (2.5) reduces to a very simple shape
(upon use of [51]):
Π
(1)
mat(u, v) =
∫ +∞
−∞
da db dc
(2π)3
1
(u− a)2 + 14
1
(v − c)2 + 14
1
(a− b)2 + 14
1
(c− b)2 + 14
=
=
4
(u− v)2 + 4 ; (2.6)
on the other hand, the dynamical factor of (2.4) for n = 1 enjoys the form
Π
(1)
dyn(u, v) =
1
Pff¯ (u|v)Pf¯ f (v|u)
. (2.7)
Taking into account both the dynamical and the matrix factors, a small fermion-antifermion couple
contributes to the hexagonal Wilson loop with the amount
W(ff¯)hex =
∫
CS
du
2π
∫
CS
dv
2π
µf (u)µf (v)e
−τEf (u)+iσpf (u)e−τEf(v)+iσpf (v) × (2.8)
× 4
(u− v)2 + 4
1
Pff¯ (u|v)Pf¯ f (v|u)
.
Small fermion sheet
Large fermion sheet
+2g-2g
Real axis
CHM
I
-I
Figure 2: Adding and subtracting the open interval I = [−2g,+2g] depicted in figure, the integration
contour CS can be seen as a sum of a closed curve CHM , with half-moon shape, and an interval I in
the small sheet just below the branch cut (which involves unphysical values of the rapidity).
Before performing the integration over the variable v, it is better to write our contour CS in two
parts, CHM and I = [−2g,+2g], according to Figure 2, to highlight the different contributions. Now,
we suppose on physical and mathematical grounds that in the small sheet Pff¯ (u|v) is free from zeroes
and poles, while Pff (u|v) is free of zeros and its only pole is the one for coinciding rapidities, which
gives rise to the existence of the fermion itself (cf. Appendix A.1 and [33]). Then, the integration of
v on CHM is evaluated by the residue theorem considering the only pole at v = u− 2i. We obtain
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W(ff¯)hex =
∫
CS
du
2π
∫
I
dv
2π
µf (u)µf (v)e
−τEf (u)+iσpf (u)e−τEf(v)+iσpf (v) × (2.9)
× 4
(u− v)2 + 4
1
Pff¯ (u|v)Pf¯f (v|u)
−
−
∫
CS
du
2π
µf (u)µf (u − 2i)
Pff¯ (u|u− 2i)Pf¯f (u− 2i|u)
e−τEf (u)+iσpf (u)e−τEf(u−2i)+iσpf (u−2i) .
The second addendum (denoted W(M)hex ) corresponds to the one meson contribution, which dominates
the strong coupling limit, since the first contribution is suppressed by a factor g−2 coming from the
matrix part11 and will contribute to one-loop. The identification becomes even more evident upon
introducing the center of mass coordinate uM = u− i and the mesonic measure
µM (uM ) = − µf (uM + i)µf (uM − i)
Pff¯(uM + i|uM − i)Pf¯f (uM − i|uM + i)
, (2.10)
as well as the mesonic energy and momentum
EM (uM ) = Ef (uM + i) + Ef (uM − i) , pM (uM ) = pf (uM + i) + pf (uM − i) . (2.11)
In fact, all these notations allow us to rewrite the previous addendum as a genuine one particle
contribution
W(M)hex =
∫
CS−i
duM
2π
µM (uM )e
−τEM(uM )+iσpM (uM ) , (2.12)
although we shall stress the meson is not, strictly speaking, a proper particle at finite coupling, rather
a virtual one, as it does not live in the physical domain. Yet, it acquires the status of actual real
particle in the string regime, i.e. at infinite coupling. Importantly, this procedure confirms the validity
– assumed in [42] – of the usual S-matrix fusion in this peculiar context of the Wilson loop OPE. In
details, we can enter the strong coupling regime (so far, everything was for any coupling g), recall that
at LO
W(ff¯)hex ≃ W(M)hex (2.13)
and neglect the shift −i in the integration contour of (2.12), as the modulus of the integration variable is
bigger that 2g. Then, we reasonably assume that the leading contribution to (2.12) will come from the
natural (string) domain,which is obtainded by first re-scaling the integration variable uM = 2g coth 2θ,
then going to the limit g → ∞. In this regime, at LO the mesonic measure µM (u) ≃ −1, and,
consequently, (2.12) becomes
W(M)hex ≃
√
λ
2π
∫ +∞+iǫ
−∞+iǫ
dθ
π
e−2τ cosh θ+2iσ sinh θ
sinh2 2θ
, (2.14)
which confirms the m = 1 contribution in the second line of (11.13) in [42]. Note that we may also
perform the integration in (2.12), because of absence of poles, over I−i (see Figure 3) and thus we may
write W(M)hex as an integral over the gluon-like hyperbolic variable u = 2g tanh 2θ. This corresponds to
shifting the integration contour of (2.14) by +iπ/4 and amounts to
W(M)hex = −
√
λ
2π
∫ +∞
−∞
dθ
π
e−
√
2τ(cosh θ+i sinh θ)+
√
2iσ(sinh θ+i cosh θ)
cosh2 2θ
. (2.15)
11Since u and v vary on non intersecting domains, after rescaling u = 2gu¯, v = 2gv¯ the quantity (u − v)2 is always
large and scales with g2.
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Small fermion sheet
Large fermion sheet
+2g-2g
Real axis
I
Figure 3: Since no pole is any longer present in the lower half plane, the path CS depicted in Figure 1
can be deformed with continuity by shrinking the half circumference to the straight segment I, right
below the branch cut. This is equivalent to say that we have no contribution from CHM .
Now, we pass on to the next case with two small fermions, whose rapidities are called u1, u2,
and two small antifermions with rapidities v1, v2, as we wish to obtain a bound state of two mesons.
Referring to (2.4), the dynamical factor reads
Π
(2)
dyn(u1, u2, v1, v2) =
1
Pff (u1|u2)Pff (u2|u1)
1
Pff¯ (u1|v1)Pf¯ f (v1|u1)
× (2.16)
× 1
Pff¯ (u1|v2)Pf¯ f (v2|u1)
1
Pff¯ (u2|v1)Pf¯ f (v1|u2)
1
Pff¯ (u2|v2)Pf¯f (v2|u2)
1
Pf¯ f¯ (v1|v2)Pf¯ f¯ (v2|v1)
,
while the matrix factor takes the form
Π
(2)
mat(u1, u2, v1, v2) =
1
8
∫ +∞
−∞
da1db1dc1da2db2dc2
(2π)6
g(a1 − a2)g(b1 − b2)g(c1 − c2)
f(a1 − b1)f(a1 − b2)f(a2 − b1)f(a2 − b2)
× 1
f(c1 − b1)f(c1 − b2)f(c2 − b1)f(c2 − b2)
1
f(u1 − a1)f(u1 − a2)f(u2 − a1)f(u2 − a2) ×
× 1
f(v1 − c1)f(v1 − c2)f(v2 − c1)f(v2 − c2) . (2.17)
Π
(2)
mat in (2.17) can be worked out by residue method so that it can be given the following structure
(cf. also the independent work [52] with the caveat that we are here considering the same number of
fermions and antifermions):
Π
(2)
mat(u1, u2, v1, v2) = 4
24+3[(u1−v1)2+6][(u2−v2)2+6]+3[(u1−v2)2+6][(u2−v1)2+6]+[(u1−u2)2+4][(v1−v2)2+4]
[(u1−u2)2+1][(v1−v2)2+1][(u1−v1)2+4][(u1−v2)2+4][(u2−v1)2+4][(u2−v2)2+4] .
(2.18)
Once (2.18) is plugged into the four fermion contribution to the hexagonal Wilson loop (2.3), the latter
can be compactly recast into the shape
W(fff¯ f¯)hex =
1
4
∫
CS
du1du2dv1dv2
(2π)4
Φ(u1, u2, v1, v2)Π
(2)
mat(u1, u2, v1, v2) . (2.19)
The function Φ is given by
Φ(u1, u2, v1, v2) ≡
µˆf (u1)µˆf (u2)µˆf¯ (v1)µˆf¯ (v2)
Pff (u1|u2)Pff (u2|u1)Pff (v1|v2)Pff (v2|v1)Pff¯ (u1|v1)Pff¯ (v1|u1)
×
× 1
Pff¯ (u1|v2)Pff¯ (v2|u1)Pff¯ (u2|v1)Pff¯ (v1|u2)Pff¯ (u2|v2)Pff¯ (v2|u2)
, (2.20)
where we used the shorthand notation µˆf (u) = µf (u)e
−τEf(u)+iσpf (u). It is an important remark that
(2.20) is endowed with double zeroes, due to the presence of a simple pole in the amplitudes Pff (u|v)
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for coinciding rapidities v = u:
Φ(u, u, v1, v2) = Φ(u1, u2, v, v) = 0 . (2.21)
As in the case before, upon adding (and subtracting) integrations of v2 and v1 over −I, the leading
contribution to
W(fff¯ f¯)hex ≃ W(MM)hex (2.22)
is obtained by performing the integration in v2 and v1 over the closed contour CHM : what is left over
is sub-dominant. Hence, the leading part reads
W(MM)hex =
1
2
∫
CS
du1du2
(2π)2
Φ(u1, u2, u1 − 2i, u2 − 2i)
(u1 − u2)2[(u1 − u2)2 + 1] .
The fusion relation (A.14) can be set formally at any coupling and thus entails
Φ(u + i, v + i, u− i, v − i) = (u− v)2[(u − v)2 + 1] µˆM (u)µˆM (v)
P (MM)(u|v)P (MM)(v|u) , (2.23)
where µˆM (u) = µM (u)e
−τEM(u)+iσpM (u). Therefore, at LO we are able to trade the presence of
fermionic quantities for mesonic measures and amplitudes, and hence we are left with the expression
W(MM)hex =
1
2
∫
CS
du
2π
∫
CS
dv
2π
µˆM (u− i)µˆM (v − i)
P (MM)(u − i|v − i)P (MM)(v − i|u− i) . (2.24)
Formula (2.24) is the starting point for our search of bound states of mesons, alternatively to the fusion
procedure of S-matrices which brought to (A.14) in [42]. In fact, the integrand has zeroes and poles,
as we can make more manifest if we single out explicitly the simple zero and simple pole of P (MM)
(according to Appendix A.1), by separating them from the regular part P
(MM)
reg (which instead never
vanishes nor diverges),
P (MM)(u|v) = u− v + i
u− v P
(MM)
reg (u|v) . (2.25)
This entails
1
P (MM)(u|v)P (MM)(v|u) =
[
1− 1
(u− v)2 + 1
]
1
P
(MM)
reg (u|v)P (MM)reg (v|u)
. (2.26)
As a result, (2.24) can be split into a sum of two parts
W(MM)reg =W(MM)reg +W(MM)sing , (2.27)
where in the first one
W(MM)reg =
1
2
∫
CS
du
2π
∫
CS
dv
2π
µˆM (u− i)µˆM (v − i)
P
(MM)
reg (u − i|v − i)P (MM)reg (v − i|u− i)
=
=
1
2
∫
CS−i
duM
2π
∫
CS−i
dvM
2π
µˆM (uM )µˆM (vM )
P
(MM)
reg (uM |vM )P (MM)reg (vM |uM )
, (2.28)
the integrand is free of poles, so that it can be interpreted as the contribution of two free (i.e. not
bound) mesons, whilst the second part
W(MM)sing = −
1
2
∫
CS
du
2π
∫
CS
dv
2π
µˆM (u− i)µˆM (v − i)
P
(MM)
reg (u− i|v − i)P (MM)reg (v − i|u− i)
1
(u− v)2 + 1 , (2.29)
exhibits the presence of two simple poles in the integrand for v = u± i . Now, we notice the similarity
of this formula with (2.8) and can employ the same procedure to obtain W(MM)sing (2.29) at LO by
evaluating the residue in v = u− i:
W(2M) = 1
4
∫
CS
du
2π
µˆM (u− i)µˆM (u− 2i)
P
(MM)
reg (u − i|u− 2i)P (MM)reg (u− 2i|u− i)
. (2.30)
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A simple redefinition of the integration variable u2M = u − 3i2 suggests us to give (2.30) a natural
interpretation as a composite state of two mesons, characterised by energy and momentum defined
respectively by
E2M (u2M ) = EM (u2M+i/2)+EM (u2M−i/2) , p2M (u2M ) = pM (u2M+i/2)+pM(u2M−i/2) , (2.31)
and, then, we are induced to define the measure of this particle in the following way:
µ2M (u2M ) = µ2M
(
u− 3i
2
)
=
1
4
µM (u− i)µM (u − 2i)
P
(MM)
reg (u− i|u− 2i)P (MM)reg (u − 2i|u− i)
. (2.32)
Eventually, it is straightforward to rewrite (2.30) in the single particle contribution form
W(2M) =
∫
CS−3i/2
du2M
2π
µ2M (u2M )e
−τE2M(u2M )+iσp2M (u2M ) . (2.33)
Again, we must stress how, as in the case of the meson, this composite particle shall not be intended
as a genuine one at finite value of the coupling12, but at infinite g. In this limit, the particle becomes
real and contributes by passing to the scaled variable u = 2g coth 2θ, as we argued in discussing the
one meson case. In fact, we find
P (MM)reg (θ|θ′)P (MM)reg (θ′|θ) = exp
[
− 2π√
λ
sinh 2θ sinh 2θ′
cosh(θ − θ′)
]
, (2.34)
and, putting all pieces together, we obtain
W(2M) = −
√
λ
2π
∫ +∞+iǫ
−∞+iǫ
dθ
4π sinh2 2θ
e−4τ cosh θ+4iσ sinh θ (2.35)
W(MM)reg =
1
2
(√
λ
2π
)2 ∫ +∞+iǫ
−∞+iǫ
dθ
π sinh2 2θ
∫ +∞+iǫ
−∞+iǫ
dθ′
π sinh2 2θ′
[
1 +
2π√
λ
sinh 2θ sinh 2θ′
cosh(θ − θ′)
]
×
× e−2τ(cosh θ+cosh θ′)+2iσ(sinh θ+sinh θ′) , (2.36)
in agreement with the corresponding formulæ of [42]: (2.35) matches the m = 2 term of the sum in
the second line of (11.13), (2.36) the term m1 = m2 = 1 of formula below (11.23).
Note that in both formulæ (2.28) and (2.33), since the integrands have no poles in the small fermion
sheet (see the discussion in Appendix A.1), we can shrink the integration contour to I in place of CS ,
so that W(2M) and W(MM)reg can be rewritten as integrals over gluon-like hyperbolic variables
W(2M) =
√
λ
2π
∫ +∞
−∞
dθ
4π cosh2 2θ
e−2
√
2τ(cosh θ+i sinh θ)+2
√
2iσ(sinh θ+i cosh θ) (2.37)
W(MM)reg =
1
2
(√
λ
2π
)2 ∫ +∞
−∞
dθ
π cosh2 2θ
∫ +∞
−∞
dθ′
π cosh2 2θ′
[
1− 2π√
λ
cosh 2θ cosh 2θ′
cosh(θ − θ′)
]
×
× e−
√
2τ(cosh θ+i sinh θ+cosh θ′+i sinh θ′)+
√
2iσ(sinh θ+i cosh θ+sinh θ′+i cosh θ′) . (2.38)
Some comments and comparisons with earlier paper [42] are now due. The above splitting
W(MM)hex = W(MM)reg +W(MM)sing is very natural if performed at generic coupling. It becomes trickier
when we have to deal with the strong coupling regime. In fact, a safe path to follow is first to integrate
over the pole in (2.29) and then to go to the strong coupling limit as last step. This was illustrated at
the end of this section and the final answer – formulæ (2.35, 2.36) – correctly contains two terms, one
12Nevertheless, energy, momentum and the complete set of scattering phases associated to mesons and their bound
states can be formally formulated even at finite coupling, as in [42].
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coming from the singular, the other from the regular part. In [42] on the other hand, the strong cou-
pling limit was performed at an earlier stage – at the level of formulæ (2.24, 2.26) – hence the singular
term is apparently negligible and one is left with the regular part only. Actually, the contribution from
the missing singular part is recovered by directly introducing bound states of mesons at strong coupling
(by S-matrix fusion or bootstrap): in that picture, the term (2.35) appears as coming from a bound
state of two mesons. It is worth pointing out the structural difference between the fermion-antifermion
(2.8) and the meson-meson (2.24) parts: the former has only the singular part which at the leading
order, without the regular one, do not yield an unbound fermion contribution. In other words, the
fermions show a sort of confinement mechanism at infinite coupling.
The whole two meson term (2.24), once taken into account the splitting (2.26) to highlight the
singular and the regular parts of the integrand, closely resembles the contribution coming from two
particles (the instantons) in the Nekrasov partition function in some N = 2 theories with an Ω-
background parametrised by ǫ1 and ǫ2 [44]. The entire partition function is a sum over the number, N ,
of instantons, each interacting with the others and an external potential. In the so-called Nekrasov-
Shatashvili (NS) limit ǫ2 → 0, which corresponds to our strong coupling limit, the leading contribution
was worked out extensively by [53, 54] and resulted in a sum over instantons and their bound states so
to give rise to a TBA-like equation. In a nutshell, the limiting series shares the spirit of the meson sector
with the hexagonal Wilson loop in [42]. In fact, the short-range interaction part [46] of the partition
function shares exactly the very same shape with the polar part in (2.29), provided ǫ2 ∼ ig−1: as a
consequence it originates the two-instanton bound state once we integrate by residues and then send
ǫ2 to zero
13. Despite the formation of the bound states of two particles (two instantons on one hand,
or two mesons in our present case) follows the same pattern, there is a fundamental difference between
the two cases: in the NS one the integration contour is closed; in the present case, instead, the contour
is open, and, becomes closed upon introducing the additional curve I (see Figure 2); the latter brings
a subleading contribution to the integral14. In connection with this issue, another main difference
with respect to the Nekrasov partition function is that the meson is a composite object appearing as
a bound state of more fundamental particles in the strong coupling limit and, if we are interested in
the subleading corrections, we shall consider also the effect of the unbound fermions (which do confine
differently from the instantons or mesons).
In this section we have brought additional evidence to the claim that at infinite coupling mesons
and bound states thereof shall be taken into account in the BSV series. We have found that the terms
in the fermion/antifermion sector when evaluated at strong coupling acquire the form of contributions
coming from a mass two excitation and its bound states. The results just achieved thus confirm the
assumptions made in [42], on the basis of which we re-summed at strong coupling the OPE series
for the hexagon, finding agreement with the classical string results (TBA). It is natural to complete
this work by re-summing the OPE series for a general polygon: a successful comparison with TBA
[20, 21, 22] will be a further confirmation of the picture of the meson [33, 42] and its bound states
presented in [42]. This will be done in the following: in next Section we review TBA results and in
Section 4 we sum the OPE series for a polygon at strong coupling. Comparisons between the two
approaches are discussed in Section 5.
3 Revisiting the classical string results
The main aim of this section is to recast the TBA-like integral equations and the critical Yang-
Yang functional, which represent the results of the classical string minimisation and may be found in
13The inverse order would have made this part subleading as it was in [42].
14In the NS partition function, on the other hand, additional subleading terms are generated by the presence of poles
in the potential, see Conclusions and outlook.
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[21, 22], into a more suitable shape (formulæ (3.25, 3.26, 3.27) and (3.31)) for comparison with the
strong coupling re-summation of the OPE series of next Section 4.
3.1 TBA equations
Our study moves its first step from equations (47) of [21] (or equivalently equations (F.1) of [22]). For
our present purpose, we are compelled to write explicitly the integration paths (missing in aforemen-
tioned paper formulæ), which are different for each term appearing in the right hand sides and coincide
with straight lines parallel to the real axis, i.e. R+ iϕs; hence the TBA equations read, for clarity:
lnY2,s(θ) = −|ms|
√
2 cosh(θ − iϕs)−
∫
Imθ′=ϕs
dθ′
[
K2(θ − θ′)Ls(θ′) +
+ 2K1(θ − θ′)L˜s(θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K2(θ − θ′)L˜s−1(θ′) +
+ K1(θ − θ′)Ls−1(θ′)
]
+
∫
Imθ′=ϕs+1
dθ′
[
K2(θ − θ′)L˜s+1(θ′) +
+ K1(θ − θ′)Ls−1(θ′)
]
, (3.1)
lnY1,s(θ) = −|ms| cosh(θ − iϕs)− Cs −
∫
Imθ′=ϕs
dθ′
[
K2(θ − θ′)L˜s(θ′) +
+ K1(θ − θ′)Ls(θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K1(θ − θ′)L˜s−1(θ′) +
+
1
2
K2(θ − θ′)Ls−1(θ′)− 1
2
K3(θ − θ′)Ms−1(θ′)
]
+
+
∫
Imθ′=ϕs+1
dθ′
[
K1(θ − θ′)L˜s+1(θ′) + 1
2
K2(θ − θ′)Ls+1(θ′) +
+
1
2
K3(θ − θ′)Ms+1(θ′)
]
, (3.2)
lnY3,s(θ) = −|ms| cosh(θ − iϕs) + Cs −
∫
Imθ′=ϕs
dθ′
[
K2(θ − θ′)L˜s(θ′) +
+ K1(θ − θ′)Ls(θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K1(θ − θ′)L˜s−1(θ′) +
+
1
2
K2(θ − θ′)Ls−1(θ′) + 1
2
K3(θ − θ′)Ms−1(θ′)
]
+
+
∫
Imθ′=ϕs+1
dθ′
[
K1(θ − θ′)L˜s+1(θ′) + 1
2
K2(θ − θ′)Ls+1(θ′)−
− 1
2
K3(θ − θ′)Ms+1(θ′)
]
, (3.3)
where, along with the kernels [21, 22]
K1(θ) =
1
2π cosh θ
, K2(θ) =
√
2 cosh θ
π cosh 2θ
, K3(θ) =
i
π
tanh 2θ , (3.4)
the following short notations for nonlinear functions of lnY ’s were introduced:
Ls(θ) = ln(1 + Y1,s(θ))(1 + Y3,s(θ)) , L˜s(θ) = ln(1 + Y2,s(θ)) , Ms(θ) = ln (1 + Y1,s(θ))
(1 + Y3,s(θ))
. (3.5)
Equations (3.1, 3.2, 3.3) depend on the three set of constants |ms|, ϕs, Cs, s = 1, ..., n − 5, which
eventually will be related to the 3n−15 conformal ratios of a polygonal Wilson loop with n null edges.
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The simplest case is offered by the hexagonal Wilson loop, for which the label s sticks to the
value s = 1, so that (3.1, 3.2, 3.3) coincide with equations (3.6) of [20], provided one performs the
identifications 2Z = |m|, µ = e−C , in addition to
ǫ(θ − iϕ) = − lnY1,1(θ)− C , ǫ˜(θ − iϕ) = − lnY2,1(θ) , (3.6)
together with the relation between the Y -functions lnY1,1(θ) = lnY3,1(θ) − 2C.
Moving now to the most general case of a polygon with n edges, the label s takes values from 1 to
n− 5. Let us define the symbol
bs =
1+ (−1)s
2
, (3.7)
i.e. bs = 1 for even values of s, while bs = 0 if s is odd; moreover it turns out convenient to introduce
the hatted Y-functions Yˆα,s(θ),
Yˆα,s(θ) = Yα,s
(
θ − iπ
4
bα+s+1
)
, (3.8)
which can be put directly into relation with the physical cross-ratios when evaluated at θ = 0
yα,s = Yˆα,s(0) , (3.9)
and also to define the tilded kernels [22]:
K˜1(θ, θ
′) = − 1
2π
sinh 2θ
sinh 2θ′ cosh(θ − θ′) , K˜3(θ, θ
′) =
i
π
sinh 2θ
sinh 2θ′ sinh(2θ − 2θ′)
K˜
(s)
2 (θ, θ
′) = −
√
2
π
sinh
(
θ − θ′ + iπ
4
(−1)s
)
sinh 2θ
sinh 2θ′ sinh(2θ − 2θ′) . (3.10)
In doing so, from (3.1, 3.2, 3.3) we may obtain the integral equations for the hatted Y functions, which
read
ln Yˆ2,s(θ)− Es(θ) = −
∫
Imθ′=ϕs
dθ′
[
K˜
(s)
2
(
θ, θ′ +
iπ
4
bs
)
Ls(θ′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs+1
)
L˜s(θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K˜1
(
θ, θ′ +
iπ
4
bs+1
)
Ls−1(θ′) +
+ K˜
(s)
2
(
θ, θ′ +
iπ
4
bs
)
L˜s−1(θ′)
]
+
∫
Imθ′=ϕs+1
dθ′
[
K˜1
(
θ, θ′ +
iπ
4
bs+1
)
Ls+1(θ′) +
+ K˜
(s)
2
(
θ, θ′ +
iπ
4
bs
)
L˜s+1(θ′)
]
, (3.11)
ln Yˆ1,s(θ) + ln Yˆ3,s(θ)−
√
2Es
(
θ +
iπ
4
(−1)s+1
)
= −
∫
Imθ′=ϕs
dθ′
[
2K˜
(s)
2
(
θ, θ′ +
iπ
4
bs+1
)
L˜s(θ′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs
)
Ls(θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K˜
(s)
2
(
θ, θ′ +
iπ
4
bs+1
)
Ls−1(θ′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs
)
L˜s−1(θ′)
]
+
∫
Imθ′=ϕs+1
dθ′
[
K˜
(s)
2
(
θ, θ′ +
iπ
4
bs+1
)
Ls+1(θ′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs
)
L˜s+1(θ′)
]
, (3.12)
ln Yˆ1,s(θ) − ln Yˆ3,s(θ)− ln y1,s + ln y3,s = −
∫
Imθ′=ϕs−1
dθ′K˜3
(
θ, θ′ +
iπ
4
bs+1
)
Ms−1(θ′) +
+
∫
Imθ′=ϕs+1
dθ′K˜3
(
θ, θ′ +
iπ
4
bs+1
)
Ms+1(θ′) , (3.13)
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where the function Es(θ) is given by
Es(θ) = −i(−1)s
[√
2 sinh
(
θ +
iπ
4
(−1)s
)
ln y2,s − sinh θ ln y1,sy3,s
]
= (3.14)
= cosh θ ln y2,s + i(−1)s+1 sinh θ ln y2,s
y1,sy3,s
.
Keeping in mind the hexagon case, we define the pseudo-energies ǫa,s, upon relating them to the
Y -functions according to
ǫ1,s(θ − iϕs) = − lnY1,s(θ)− 1
2
ln
y3,s
y1,s
, (3.15)
ǫ3,s(θ − iϕs) = − lnY3,s(θ) + 1
2
ln
y3,s
y1,s
, (3.16)
ǫ2,s(θ − iϕs) = − lnY2,s(θ) . (3.17)
although it will turn out useful to express the ǫa,s functions also in terms of the hatted-Y
ǫ1,s(θ − iϕˆs) = − ln Yˆ1,s
(
θ − iπ
4
bs+1
)
− 1
2
ln
y3,s
y1,s
, (3.18)
ǫ3,s(θ − iϕˆs) = − ln Yˆ3,s
(
θ − iπ
4
bs+1
)
+
1
2
ln
y3,s
y1,s
, (3.19)
ǫ2,s(θ − iϕˆs) = − ln Yˆ2,s
(
θ − iπ
4
bs
)
, (3.20)
where we defined the quantity
ϕˆs = ϕs +
π
4
. (3.21)
Finally, we introduce the functions
Ls(θ) = ln
[(
1 +
√
y1,s
y3,s
e−ǫ1,s(θ−iϕˆs)
)(
1 +
√
y3,s
y1,s
e−ǫ3,s(θ−iϕˆs)
)]
= Ls
(
θ − iπ
4
)
, (3.22)
L˜s(θ) = ln
(
1 + e−ǫ2,s(θ−iϕˆs)
)
= L˜s
(
θ − iπ
4
)
, (3.23)
Ms(θ) = ln

1 +
√
y1,s
y3,s
e−ǫ1,s(θ−iϕˆs)
1 +
√
y3,s
y1,s
e−ǫ3,s(θ−iϕˆs)

 =Ms
(
θ − iπ
4
)
(3.24)
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and rewrite (3.11-3.13) in terms of the pseudo-energies ǫα,s:
ǫ2,s(θ − iϕˆs) = −Es
(
θ − iπ
4
bs
)
+ (3.25)
+
∫
Imθ′=ϕˆs
dθ
′
[
K˜
(s)
2
(
θ − iπ
4
bs, θ
′ − iπ
4
bs+1
)
Ls(θ
′) + 2K˜1
(
θ − iπ
4
bs, θ
′ − iπ
4
bs
)
L˜s(θ
′)
]
−
−
∫
Imθ′=ϕˆs−1
dθ
′
[
K˜
(s)
2
(
θ − iπ
4
bs, θ
′ − iπ
4
bs+1
)
L˜s−1(θ
′) + K˜1
(
θ − iπ
4
bs, θ
′ − iπ
4
bs
)
Ls−1(θ
′)
]
−
−
∫
Imθ′=ϕˆs+1
dθ
′
[
K˜
(s)
2
(
θ − iπ
4
bs, θ
′ − iπ
4
bs+1
)
L˜s+1(θ
′) + K˜1
(
θ − iπ
4
bs, θ
′ − iπ
4
bs
)
Ls+1(θ
′)
]
ǫ3,s(θ − iϕˆs)− ǫ1,s(θ − iϕˆs) = −
∫
Imθ′=ϕˆs−1
dθ
′
[
K˜3
(
θ − iπ
4
bs+1, θ
′ − iπ
4
bs
)
Ms−1(θ
′)
]
+ (3.26)
+
∫
Imθ′=ϕˆs+1
dθ
′
[
K˜3
(
θ − iπ
4
bs+1, θ
′ − iπ
4
bs
)
Ms+1(θ
′)
]
ǫ3,s(θ − iϕˆs) + ǫ1,s(θ − iϕˆs) = −
√
2Es
(
θ − iπ
4
bs
)
+ (3.27)
+ 2
∫
Imθ′=ϕˆs
dθ
′
[
K˜1
(
θ − iπ
4
bs+1, θ
′ − iπ
4
bs+1
)
Ls(θ
′) + K˜
(s)
2
(
θ − iπ
4
(−1)s − iπ
4
bs, θ
′ − iπ
4
bs
)
L˜s(θ
′)
]
−
−
∫
Imθ′=ϕˆs−1
dθ
′
[
2K˜1
(
θ − iπ
4
bs+1, θ
′ − iπ
4
bs+1
)
L˜s−1(θ
′) + K˜
(s)
2
(
θ − iπ
4
(−1)s − iπ
4
bs, θ
′ − iπ
4
bs
)
Ls−1(θ
′)
]
−
−
∫
Imθ′=ϕˆs+1
dθ
′
[
2K˜1
(
θ − iπ
4
bs+1, θ
′ − iπ
4
bs+1
)
L˜s+1(θ
′) + K˜
(s)
2
(
θ − iπ
4
(−1)s − iπ
4
bs, θ
′ − iπ
4
bs
)
Ls+1(θ
′)
]
.
3.2 Yang-Yang functional
We now turn our attention to the Yang-Yang functional: following [22], the equations (3.25, 3.26, 3.27)
can be compactly rewritten by introducing the functions Aˆα,s(θ) according to:
ǫ2,s(θ − iϕˆs) + Es
(
θ − iπ
4
bs
)
= −Aˆ2,s(θ) , (3.28)
ǫ3,s(θ − iϕˆs)− ǫ1,s(θ − iϕˆs) = Aˆ1,s(θ) − Aˆ3,s(θ) , (3.29)
ǫ3,s(θ − iϕˆs) + ǫ1,s(θ − iϕˆs) +
√
2Es
(
θ − iπ
4
bs
)
= −Aˆ3,s(θ)− Aˆ1,s(θ) . (3.30)
In doing so, we are able to reformulate the extremal value of the Yang-Yang functional, whose expres-
sion15 was originally given by [22], in terms of the functions ǫa,s(θ − iϕˆs) and Aˆa,s(θ):
Y Yc =
3∑
α=1
n−5∑
s=1
∫
Imθ=ϕˆs
dθ
π sinh2
[
2θ − iπ2 bα+s
][Li2
(
−e−ǫα,s(θ−iϕˆs)
(
y1,s
y3,s
)1−α2)
+
+
1
2
ln
(
1 + e−ǫα,s(θ−iϕˆs)
(
y1,s
y3,s
)1−α2)
Aˆα,s(θ)
]
. (3.31)
It is worth reminding that the critical value of the Yang-Yang potential is related to the strong coupling
limit of the conformally invariant finite ratio for null polygonal Wilson loops Wn [31] according to the
relation
Wn = e−
√
λ
2pi Y Yc . (3.32)
15We remark that, with respect to formula (F.8) of [22] in (3.31) we changed the sign of the second term in the square
bracket. We believe that there is a typographic error in (F.8), since subsequent relations (F.42-F.46) are compatible
with a plus sign in front of the second term in the square bracket.
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The aim of next two sections is to verify statement (3.32) for a general polygon. We start in next
section by computing the left hand side of (3.32) through the re-summation of the OPE series of Basso,
Sever and Vieira at strong coupling.
4 Re-summing the OPE series with mesons (and bound states)
As previously announced, we are now going to show how the OPE spectral series written in terms of
pentagon transitions [31]-[35], for an arbitrary null polygonal Wilson loops, can be re-summed at strong
coupling (λ −→ ∞) to the (exponential of) Yang-Yang functional given in [22], determined through
the solution of the TBA integral equations [20]-[22]. We regard as our pivotal hypothesis that the
relevant excitations to be taken into account are gluons and their bound states together with mesons
(and bound states thereof), which should be meant, as exhaustively argued in Section 2, as particles
corresponding to bound states of small fermions and antifermions. In this section and in the following
we thus recall and generalise what was done in [42]. In the first place, we wish to recollect some useful
results. An explanation on the notation adopted is due: the vectorial notation ~A = (A1, ..., AN ), where
Ai = aαi , indicates that the i-th excitation is a bound state of aαi particles of type αi, while the index
αi takes the values αi = 1, 3 when referred to gluons of positive and negative helicity, respectively,
while αi = 2 denotes mesons.
The pentagonal amplitude between an intermediate state of N excitations and an intermediate
state of M excitations P ~A~B(θ1, . . . , θN |θ′1, . . . , θ′M ) can be factorised in terms of transitions between
one particle states PAiBj (θi|θ′j) [31],[35]:
P ~A~B(θ1, . . . , θN |θ′1, . . . , θ′M ) =
∏
i,j
PAiBj (θi|θ′j)∏
i>j
PAiAj (θi|θj)
∏
i<j
PBiBj (θ
′
i|θ′j)
; (4.1)
it shall be pointed out that the simple form of the relation above stems from the fact that gluons and
mesons (and bound states), the only particles to be considered under the limit λ −→ ∞ coupling,
behave as singlets under the SU(4) R-symmetry, otherwise a further rational factor would appear.
Moreover, when the strong coupling regime is considered, the pentagonal amplitudes of bound states
of both gluons or mesons can be formulated in terms of their elementary components [42], according
to the relation
PAiAj (θ|θ′) = [Pαiαj (θ|θ′)]aαiaαj , (4.2)
where the ’fundamental’ Pαβ(θ|θ′) are listed in Appendix A.2. Analogously, energy and momentum of
bound states at strong coupling equal the sum of energy and momentum of their constituents, i.e.
EAi(θ) = aαiEαi(θ) , pAi(θ) = aαipαi(θ) , (4.3)
reminding the expressions
E1(θ) = E3(θ) =
√
2 cosh θ , E2(θ) = 2 cosh θ ; p1(θ) = p3(θ) =
√
2 sinh θ , p2(θ) = 2 sinh θ .
(4.4)
4.1 Heptagon
We are going to outline with some detail the case of the heptagonal Wilson loop (n = 7), in order to
explain the method employed before turning to the most general polygon. The properties discussed
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above allow us to write the OPE series for the heptagonal Wilson loop at strong coupling in the form
Whep ≡ W7 =
∞∑
N=0
∞∑
M=0
1
N !
1
M !
3∑
α1=1
...
3∑
αN=1
3∑
β1=1
...
3∑
βM=1
∑
aα1
...
∑
aαN
∑
bβ1
...
∑
bβM
∫ N∏
i=1
dθˆ
(1)
i (τ1, σ1, φ1)×
×
M∏
j=1
dθˆ
(2)
j (τ2, σ2, φ2)
N∏
i=1
M∏
j=1
[Pαiβj(−θ(1)i |θ(2)j )]aαi bβj
N∏
i,j=1
i6=j
[Pαiαj (θ
(1)
i |θ(1)j )]aαiaαj
M∏
i,j=1
i6=j
[Pβiβj (θ
(2)
i |θ(2)j )]bβi bβj
, (4.5)
where, for brevity, the measures
µ1(θ) = µ3(θ) = −
√
λ
2π
2
cosh2 2θ
, µ2(θ) =
√
λ
2π
2
sinh2 2θ
(4.6)
and the propagation phases have been gathered and merged into the differential, resulting in the
short-hand notation
dθˆ
(1)
i (τ1, σ1, φ1) = e
−τ1aαiEαi (θ
(1)
i
)+iσ1aαipαi (θ
(1)
i
)+iaαiφ1(2−αi)µαi(θ
(1)
i )
(aαi)
2 (−1)aαi−1
dθ
(1)
i
2π
, (4.7)
dθˆ
(2)
j (τ2, σ2, φ2) = e
−τ2bβjEβj (θ
(2)
j
)+iσ2bβj pβj (θ
(2)
j
)+ibβjφ2(2−βj)
µβj (θ
(2)
j )(
bβj
)2 (−1)bβj−1 dθ
(2)
j
2π
.
We are thus ready to show that the Wilson loop may be rewritten in the shape of a partition function.
In the first place, one can introduce the fields X
(s)
α (θ) by means of their propagator G
(s,s′)
α,β (θ, θ
′)
〈X(s)α (θ)X(s
′)
β (θ
′)〉 = G(s,s′)α,β (θ, θ′) , (4.8)
upon fixing its elements
G
(1,1)
α,β (θ, θ
′) = G(2,2)α,β (θ, θ
′) = − ln[Pαβ(θ|θ′)Pβα(θ′|θ)] , (4.9)
G
(1,2)
α,β (θ, θ
′) = G(2,1)β,α (θ
′, θ) = − ln[Pβα(θ′|θ)] ,
specifying that the kernels G
(s,s′)
α,β (θ, θ
′) have support on γs × γs′ , where γs is a curve defined by the
condition Imθ = ϕˆs − π4 bs. The symbol 〈· · ·〉 in (4.8) stands for a functional integration with respect
to basic fields X
(s)
α (θ), which means explicitly
〈O 〉 =
∫ 3∏
α,β=1
DX(1)α DX(2)β O[X(1), X(2)] e−S0[X
(1),X(2)] , (4.10)
evaluated by making use of an action involving a quadratic term
S0[X
(1), X(2)] =
1
2
∑
s,s′,α,β
∫
γs
dθ
∫
γs′
dθ′X(s)α (θ)T
(s,s′)
α,β (θ, θ
′)X(s
′)
β (θ
′) , (4.11)
with T the inverse of G. For our purposes it is convenient to introduce the currents J
(s)
α (θ), which
have support on the straight line γs and enjoy the form
J (1)α (θ) =
N∑
i=1
aαiδα,αiδ(θ − θ(1)i ) , J (2)β (θ) = −
M∑
j=1
bβjδβ,βjδ(θ + θ
(2)
j ) . (4.12)
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Then, on the one hand, if we work out (4.5) using definitions (4.9,4.12) and property Pαβ(−θ| − θ′) =
Pβα(θ
′|θ), we get the following relation for the multi-particle amplitude:
N∏
i=1
M∏
j=1
[Pαiβj(−θ(1)i |θ(2)j )]aαi bβj
N∏
i,j=1
i6=j
[Pαiαj (θ
(1)
i |θ(1)j )]aαiaαj
M∏
i,j=1
i6=j
[Pβiβj (θ
(2)
i |θ(2)j )]bβi bβj
= exp
[1
2
N∑
i,j=1
aαiaαjG
(1,1)
α
(1)
i
,α
(1)
j
(θ
(1)
i , θ
(1)
j ) + (4.13)
+
1
2
M∑
i,j=1
bβibβjG
(2,2)
βi,βj
(−θ(2)i ,−θ(2)j )−
1
2
N∑
i=1
M∑
j=1
(
aαibβjG
(1,2)
αi,βj
(θ
(1)
i ,−θ(2)j ) + aαibβjG(2,1)βj ,αi(−θ
(2)
j , θ
(1)
i )
)]
=
= exp

1
2
∑
s,s′,α,β
∫
γs
dθ
∫
γs′
dθ′J (s)α (θ)G
(s,s′)
α,β (θ, θ
′)J (s
′)
β (θ
′)

 . (4.14)
On the other hand, by coupling currents to fields via linear source terms
∑
s,α
∫
γs
dθ X(s)α (θ)J
(s)
α (θ) , (4.15)
the same quantity (4.14) can be obtained by performing functional (gaussian) integrations
〈exp
[∑
s,α
∫
γs
dθX(s)α (θ)J
(s)
α (θ)
]
〉 = exp

1
2
∑
s,s′,α,β
∫
γs
dθ
∫
γs′
dθ′J (s)α (θ)G
(s,s′)
α,β (θ, θ
′)J (s
′)
β (θ
′)

 . (4.16)
Hence, by means of (4.14, 4.16) and then (4.12), we find
N∏
i=1
M∏
j=1
[Pαiβj (−θ(1)i |θ(2)j )]aαi bβj
N∏
i,j=1
i6=j
[Pαiαj (θ
(1)
i |θ(1)j )]aαiaαj
M∏
i,j=1
i6=j
[Pβiβj (θ
(2)
i |θ(2)j )]bβi bβj
= 〈exp
[∑
s,α
∫
γs
dθX(s)α (θ)J
(s)
α (θ)
]
〉 =
= 〈exp

 N∑
i=1
aαiX
(1)
αi (θ
(1)
i )−
M∑
j=1
bβjX
(2)
βj
(−θ(2)j )

〉 . (4.17)
Therefore, the integrands in (4.5) can be factorised into products of functions of the integration vari-
ables θ
(1)
i , θ
(2)
j ,
Whep =
∞∑
N,M=0
(−1)N
N !
〈
∫
γ1
N∏
i=1
dθ
(1)
i
2π

∑
α
µα(θ
(1)
i )
∞∑
aα=1
(
−e−τ1Eα(θ(1)i )+iσ1pα(θ(1)i )+iφ1(2−α)+X(1)α (θ(1)i )
)aα
(aα)2

×
× (−1)
M
M !
∫
γ2
M∏
j=1
dθ
(2)
j
2π

∑
β
µβ(θ
(2)
j )
∞∑
bβ=1
(
−e−τ2Eβ(θ(2)j )−iσ2pβ(θ(2)j )+iφ2(2−β)−X(2)β (θ(2)j )
)bβ
(bβ)2

〉 ,
(4.18)
19
so that the sums over aαi and bβj can be easily performed. Reminding the definition of dilogarithm
Li2(z) =
∑∞
k=1
zk
k2 , we get
Whep =
∞∑
N,M=0
(−1)N
N !
〈
∫
γ1
N∏
i=1
dθi
2π
∑
α
µα(θi)Li2
(
−e−τ1Eα(θi)+iσ1pα(θi)+iφ1(2−α)+X(1)α (θi)
)
×
× (−1)
M
M !
∫
γ2
M∏
j=1
dθj
2π
∑
β
µβ(θj)Li2
(
−e−τ2Eβ(θj)−iσ2pβ(θj)+iφ2(2−β)−X(2)β (θj)
)
〉 =
= 〈exp
[
−
∫
γ1
dθ
2π
[∑
α
µα(θ)Li2
(
−e−τ1Eα(θ)+iσ1pα(θ)+iφ1(2−α)+X(1)α (θ)
)]]
×
× exp

− ∫
γ2
dθ
2π

∑
β
µβ(θ)Li2
(
−e−τ2Eβ(θ)−iσ2pβ(θ)+iφ2(2−β)−X(2)β (θ)
)

〉 :
(4.19)
this expression allows us to associate, in the strong coupling regime, the heptagonal Wilson loop to a
partition function
Whep =
∫ 3∏
α,β=1
DX(1)α DX(2)β e−S[X
(1),X(2)] , (4.20)
with an effective action
S[X(1), X(2)] =
1
2
∑
s,s′,α,β
∫
γs
dθ
∫
γs′
dθ′X(s)α (θ)T
(s,s′)
α,β (θ, θ
′)X(s
′)
β (θ
′) +
+
∑
s,α
∫
γs
dθ
2π
µα(θ)Li2
(
−e−τsEα(θ)+i(−1)s+1σspα(θ)+iφs(2−α)+(−1)s+1X(s)α (θ)
)
,(4.21)
which scales as S[X(1), X(2)] ∼ √λ. This latter observation entitles us to apply, as customary, the
saddle point technique: imposing that the action (4.21) be at an extremum leads us to a set of integral
’equations of motion’ describing the classical configuration for the fields X
(s)
α :
X(s)α (θ) +
2∑
s′=1
3∑
α′=1
(−1)s′ × (4.22)
×
∫
γs′
dθ′
2π
µα′(θ
′)G(s,s
′)
α,α′ (θ, θ
′) ln
[
1 + e−τs′Eα′(θ
′)+i(−1)s′−1σs′pα′ (θ′)+iφs′ (2−α′)+(−1)s
′+1X(s
′)
α′ (θ
′)
]
= 0 .
A fruitful redefinition of the fields in terms of ’pseudoenergies’
ε(s)α
(
θ − iϕˆs + iπ
4
bs
)
= τsEα(θ)− i(−1)s−1σspα(θ) + (−1)sX(s)α (θ) , (4.23)
recasts the equations of motion (4.22) into a shape that, once taken into account the relations in
Appendix A.3, makes manifest the agreement with the classical string result summarized in (3.25)-
(3.27)
ε(s)α (θ − iϕˆs) = τsEα
(
θ − iπ
4
bs
)
− i(−1)s−1σspα
(
θ − iπ
4
bs
)
−
−
2∑
s′=1
3∑
α′=1
(−1)s+s′
∫
Imθ′=ϕˆs′
dθ′
µα′
(
θ′ − iπ4 bs′
)
2π
G
(s,s′)
α,α′
(
θ − iπ
4
bs, θ
′ − iπ
4
bs′
)
×
× ln
(
1 + e−ε
(s′)
α′ (θ
′−iϕˆs′)eiφs′(2−α
′)
)
. (4.24)
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Finally, the classical contribution to the effective action may be obtained once the classical configuration
for the fields X
(s)
α is imposed by plugging the solution of (4.24) into (4.21): in doing so, the heptagonal
Wilson loop takes the form Whep = exp(−Sc), with Sc proportional to the extremal value of the
Yang-Yang functional (3.31)[22]:
Sc =
1
2
2∑
s,s′=1
3∑
α,α′=1
∫
Imθ=ϕˆs
dθ
2π
∫
Imθ′=ϕˆs′
dθ′
2π
(−1)s+s′µα
(
θ − iπ
4
bs
)
µα′
(
θ′ − iπ
4
bs′
)
×
× G(s,s′)α,α′
(
θ − iπ
4
bs, θ
′ − iπ
4
bs′
)
×
× ln
(
1 + e−ε
(s)
α (θ−iϕˆs)eiφs(2−α)
)
ln
(
1 + e−ε
(s′)
α′ (θ
′−iϕˆs′)eiφs′ (2−α
′)
)
+
+
2∑
s=1
3∑
α=1
∫
Imθ=ϕˆs
dθ
2π
µα
(
θ − iπ
4
bs
)
Li2
(
−e−ε(s)α (θ−iϕˆs)+iφs(2−α)
)
. (4.25)
4.2 General case
The procedure to sum the general n-edge polygonal Wilson loop goes through the very same steps as
the simplest heptagonal case, once some reasonable generalisations are carried out. In first place, the
multi-particle amplitude can be factorised by applying formula (4.1) [31], so to get
P ~A(1)(0|θ(1)1 , . . . , θ(1)N(1))P ~A(1) ~A(2)(−θ
(1)
N(1)
, . . . ,−θ(1)1 |θ(2)1 , . . . , θ(2)N(2)) . . .×
×P ~A(n−6) ~A(n−5)(−θ(n−6)N(n−6) , . . . ,−θ
(n−6)
1 |θ(n−5)1 , . . . , θ(n−5)N(n−5))P ~A(n−5)(−θ
(n−5)
N(n−5)
, . . . ,−θ(n−5)1 |0) =
=
n−6∏
s=1
N(s)∏
i(s)=1
N(s+1)∏
i(s+1)=1
P
A
(s)
i(s)
A
(s+1)
i(s+1)
(−θ(s)
i(s)
|θ(s+1)
i(s+1)
)
n−5∏
s=1
N(s)∏
i(s),j(s)=1
i(s) 6=j(s)
P
A
(s)
i(s)
A
(s)
j(s)
(θ
(s)
i(s)
|θ(s)
j(s)
)
. (4.26)
Then, when the strong coupling limit is concerned, the property (4.2) entails:
P ~A(1)(0|θ(1)1 , . . . , θ(1)N(1)) . . . P ~A(n−5)(−θ
(n−5)
N(n−5)
, . . . ,−θ(n−5)1 |0) =
=
n−6∏
s=1
N(s)∏
i(s)=1
N(s+1)∏
i(s+1)=1
[
P
α
(s)
i(s)
α
(s+1)
i(s+1)
(−θ(s)
i(s)
|θ(s+1)
i(s+1)
)
]a(s)
α
(s)
i
a
(s+1)
α
(s+1)
i
n−5∏
s=1
N(s)∏
i(s),j(s)=1
[
P
α
(s)
i(s)
α
(s)
j(s)
(θ
(s)
i(s)
|θ(s)
j(s)
)
]a(s)
α
(s)
i
a
(s)
α
(s)
j
. (4.27)
Mimicking what has been carried out for the heptagon case, we introduce a set of currents J
(s)
α , with
support on the straight line γs = {θ|Imθ = ϕˆs − π4 bs}
J (s)α (θ) = (−1)s+1
N(s)∑
i=1
a
(s)
α
(s)
i
δ
α,α
(s)
i
δ
(
θ + (−1)sθ(s)i
)
, s = 1, ..., n− 5 , (4.28)
as well as the propagators G
(s,s′)
α,β (θ, θ
′), with support on γs × γs′ , defined such that
G
(s,s)
α,β (θ, θ
′) = − ln[Pαβ(θ|θ′)Pβα(θ′|θ)] , s = 1, ..., n− 5 ,
G
(s,s+1)
α,β (θ, θ
′) = − lnPαβ ((−1)sθ|(−1)sθ′) , s = 1, ..., n− 6 , (4.29)
G
(s,s−1)
α,β (θ, θ
′) = − lnPαβ ((−1)sθ|(−1)sθ′) , s = 2, ..., n− 5 ,
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all other elements being zero. Therefore, according to the definitions above and recalling (4.16), the
multi-particle amplitude (4.26) can be conveniently reformulated as
n−6∏
s=1
N(s)∏
i(s)=1
N(s+1)∏
i(s+1)=1
[
P
α
(s)
i(s)
α
(s+1)
i(s+1)
(−θ(s)
i(s)
|θ(s+1)
i(s+1)
)
]a(s)
α
(s)
i
a
(s+1)
α
(s+1)
i
n−5∏
s=1
N(s)∏
i(s),j(s)=1
[
P
α
(s)
i(s)
α
(s)
j(s)
(θ
(s)
i(s)
|θ(s)
j(s)
)
]a(s)
α
(s)
i
a
(s)
α
(s)
j
= (4.30)
= exp

1
2
n−5∑
s,s′=1
3∑
α(s),α(s′)=1
∫
γs
dθ
∫
γs′
dθ′J (s)
α(s)
(θ)G
(s,s′)
α(s),α(s′)
(θ, θ′)J (s
′)
α(s′)
(θ′)

 =
= 〈exp
[
n−5∑
s=1
3∑
α(s)=1
∫
γs
dθJ
(s)
α(s)
(θ)X
(s)
α(s)
(θ)
]
〉 .
The procedure previously displayed for the heptagon can be adapted with no effort to the general
n-edge polygon case, so to re-sum the general OPE series at strong coupling, eventually obtaining an
expression suitable to be interpreted as a partition function
Wn = 〈exp
[
−
n−5∑
s=1
3∑
α(s)=1
∫
γs
dθ
2π
µα(s)(θ)Li2
(
−e−τsE(θ)+iσsp(θ)+iφs(2−α(s))+(−1)s+1X
(s)
α(s)
((−1)s+1θ)
)]
〉
=
∫ n−5∏
s=1
3∏
α(s)=1
DX(s)
α(s)
e−S[X
(1)...X(n−5)] , (4.31)
where the effective action (again of order ∼ √λ for λ→∞) has been introduced
S[X(1)...X(n−5)] =
1
2
n−5∑
s,s′=1
3∑
α(s),α(s′)=1
∫
γs
dθ
∫
γs′
dθ′X(s)
α(s)
(θ)T
(s,s′)
α(s),α(s′)
(θ, θ′)X(s
′)
α(s′)
(θ′) +
+
n−5∑
s=1
3∑
α(s)=1
∫
γs
dθ
2π
µα(s)(θ)Li2
(
−e−τsEα(s) (θ)+i(−1)s+1σspα(s) (θ)+iφs(2−α(s))+(−1)s+1X
(s)
α(s)
(θ)
)
.
(4.32)
Again, the minimisation of the functional S[X(1)...X(n−5)] (4.32) results in a set of equation of motion
for the fields X
(s)
α(s)
:
X
(s)
α(s)
(θ) +
n−5∑
s′=1
3∑
α(s′)=1
(−1)s′
∫
γs′
dθ′
2π
µα(s′)(θ
′)G(s,s
′)
α(s)α(s′)
(θ, θ′)× (4.33)
× ln
[
1 + e
−τs′Eα(s′) (θ
′)+i(−1)s′−1σs′pα(s′)(θ
′)+iφs′ (2−α(s
′))+(−1)s′−1X(s′)
α(s
′) (θ
′)
]
= 0 .
As explained before, by means of the pseudoenergies
ε(s)α
(
θ − iϕˆs + iπ
4
bs
)
= τsEα(θ)− i(−1)s−1σspα(θ) + (−1)sX(s)α (θ) , (4.34)
the equations of motion (4.33) closely resemble some TBA equations
ε
(s)
α(s)
(θ − iϕˆs) = τsEα(s)
(
θ − iπ
4
bs
)
− i(−1)s−1σspα(s)
(
θ − iπ
4
bs
)
−
−
n−5∑
s′=1
3∑
α(s′)=1
(−1)s+s′
∫
Imθ′=ϕˆs′
dθ′
µα(s′)
(
θ′ − iπ4 bs′
)
2π
G
(s,s′)
α(s),α(s′)
(
θ − iπ
4
bs, θ
′ − iπ
4
bs′
)
×
× ln
(
1 + e
−ε(s′)
α(s
′)(θ
′−iϕˆs′)eiφs′ (2−α
(s′))
)
, (4.35)
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although, if we perform the apparently obvious identification ǫa,s = ε
(s)
a , the equations of motion (4.35)
do not seem to actually coincide with the TBA equations retrieved by [20]-[22], though: in fact, unlike
the cases already examined, i.e. the hexagon and the heptagon, a further step is still required before
this task could be achieved, as in next section we will explain.
At last, formula (4.25) for the heptagon can be generalised too, since, as previously done, the solutions
of the equations (4.35), suitably plugged into (4.32) lead us to the expression for the classical (extremal)
value Sc of the action for the n-edge polygonal Wilson loop,
Sc =
1
2
n−5∑
s,s′=1
3∑
α,α′=1
∫
Imθ=ϕˆs
dθ
2π
∫
Imθ′=ϕˆs′
dθ′
2π
(−1)s+s′µα
(
θ − iπ
4
bs
)
µα′
(
θ′ − iπ
4
bs′
)
×
× G(s,s′)α,α′
(
θ − iπ
4
bs, θ
′ − iπ
4
bs′
)
×
× ln
(
1 + e−ε
(s)
α (θ−iϕˆs)eiφs(2−α)
)
ln
(
1 + e−ε
(s′)
α′ (θ
′−iϕˆs′)eiφs′ (2−α
′)
)
+
+
n−5∑
s=1
3∑
α=1
∫
Imθ=ϕˆs
dθ
2π
µα
(
θ − iπ
4
bs
)
Li2
(
−e−ε(s)α (θ−iϕˆs)+iφs(2−α)
)
, (4.36)
such that Wn = exp(−Sc). Before comparing (4.36) with the Yang-Yang functional provided by [22],
a redefinition of the pseudoenergies ε(s) is required, as Section 5 below will explain.
5 Comparisons
A last issue remains still unsolved from the previous Section 4: indeed, the equations of motion (4.33)
and the extremal action (4.36) for the general n-edge polygonal Wilson loop do not seem to coincide
with the TBA equations (3.25)-(3.27) and extremal Yang-Yang functional (3.31) provided by [20]-[22],
unlike the hexagon [42] and the heptagon, which instead manifest the desired agreement. We are
now going to show, step by step, how to smooth out this apparent discrepancy, by means of a simple
redefinition of the pseudoenergies and a re-parametrisation of the cross ratios.
Let us begin with the latter manipulation. For the cross ratios σs and τs, the simplest choice of a
parametrisation in term of the ya,s turns out to work properly
ln y2,s = −2τs , ln y2,s
y1,sy3,s
= 2σs , (5.1)
so that Es(θ) is led to the form
Es(θ) = −2τs cosh θ + 2i(−1)s−1σs sinh θ . (5.2)
Conversely for the last set of cross ratios, the φs, a more peculiar identification, depending on the value
of the index s, will prove itself the most suitable, that is
eiφs =
√
y1,s
y3,s
, s = 4k + 1, 4k + 2 ; eiφs =
√
y3,s
y1,s
, s = 4k + 3, 4k + 4 . (5.3)
Speaking about the measure and propagators appearing in (4.33) and (4.36), it is straightforward to
realise that
µα
(
θ − iπ
4
bs
)
=
√
λ
2π
2
sinh2
[
2θ − iπ2 bα+s
] , (5.4)
whereas a strict correspondence can be established between the components of the propagator
G
(s,s′)
α(s),α(s′)
(4.29) and the kernels K˜ (3.10), as may be observed by inspecting Appendix A.3. When cop-
ing with the pseudoenergies instead, the simplest identification ǫa,s = ε
(s)
a does not seem to reproduce
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the expected results, as already pointed out. On the contrary, if we hold the equality ǫ2,s = ε
(s)
2 valid
∀s for the index a = 2, but we ’intertwine’ the pseudoenergies for the the values a = 1, 3, according to
the values of s as follows (k ≥ 0 is an integer)
ǫ1,4k+1 = ε
(4k+1)
1 ǫ3,4k+1 = ε
(4k+1)
3
ǫ1,4k+2 = ε
(4k+2)
1 ǫ3,4k+2 = ε
(4k+2)
3 (5.5)
ǫ1,4k+3 = ε
(4k+3)
3 ǫ3,4k+3 = ε
(4k+3)
1
ǫ1,4k+4 = ε
(4k+4)
3 ǫ3,4k+4 = ε
(4k+4)
1 ,
then one can show that equations (4.35) do in fact coincide with (3.25)-(3.27). On the same footing,
the extremal action (4.36) matches the extremal Yang-Yang functional (3.31) when the identifications
(5.5) are taken into account, so that eventually the equality
Sc =
√
λ
2π
Y Yc (5.6)
holds.
6 Y-system
In the previous sections we showed how to match the TBA equations (3.25,3.26,3.27) to the relations
(4.35), arising from the minimisation of the action built out of the re-summation of the OPE series.
The interest now turns to the formulation, directly from the equations (4.35), of a set of functional
equations, the so called Y -system [55], in order to eventually show the agreement with the results by
[21]. This effort should be intended as a first attempt towards a deeper understanding of an unusual
feature of the scattering amplitude Y -system [21]
Y −3,sY
+
1,s
Y2,s
=
(1 + Y3,s+1)(1 + Y1,s−1)
1 + Y2,s
Y +2,sY
−
2,s
Y1,sY3,s
=
(1 + Y2,s−1)(1 + Y2,s+1)
(1 + Y1,s)(1 + Y3,s)
(6.1)
Y −1,sY
+
3,s
Y2,s
=
(1 + Y1,s+1)(1 + Y3,s−1)
1 + Y2,s
,
namely its crossed nature, which means the simultaneous presence in the left hand side of the first and
third equations (6.1) of two different nodes Ya,s: in fact, just a few examples [56] [57] [50] are known
to exhibit this variant from the customary form of Y -systems [55].
As a first step, we point out that the equations of motion (4.35) can be recast into a form resembling
(3.11)-(3.13), by introducing the functions Wˆa,s, according to the relations
ε
(s)
1 (θ − iϕˆs) = − ln Wˆ1,s
(
θ − iπ
4
bs+1
)
+ iφs (6.2)
ε
(s)
3 (θ − iϕˆs) = − ln Wˆ3,s
(
θ − iπ
4
bs+1
)
− iφs (6.3)
ε
(s)
2 (θ − iϕˆs) = − ln Wˆ2,s
(
θ − iπ
4
bs
)
, (6.4)
and also, by mimicking the definition (3.8)
Wˆα,s(θ) =Wα,s
(
θ − iπ
4
bα+s+1
)
, (6.5)
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so that, using the relations listed in Appendix A.3, the equations (4.35) turn to
ln Wˆ2,s(θ)− Es(θ) = −
∫
Imθ′=ϕs
dθ′
[
K˜
(s)
2
(
θ, θ′ +
iπ
4
bs
)
Λ+s (θ
′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs+1
)
Λ0s(θ
′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K˜1
(
θ, θ′ +
iπ
4
bs+1
)
Λ+s−1(θ
′) +
+ K˜
(s)
2
(
θ, θ′ +
iπ
4
bs
)
Λ0s−1(θ
′)
]
+
∫
Imθ′=ϕs+1
dθ′
[
K˜1
(
θ, θ′ +
iπ
4
bs+1
)
Λ+s+1(θ
′) +
+ K˜
(s)
2
(
θ, θ′ +
iπ
4
bs
)
Λ0s+1(θ
′)
]
, (6.6)
ln Wˆ1,s(θ) + ln Wˆ3,s(θ)−
√
2Es
(
θ +
iπ
4
(−1)s+1
)
= −
∫
Imθ′=ϕs
dθ′
[
2K˜
(s)
2
(
θ, θ′ +
iπ
4
bs+1
)
Λ0s(θ
′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs
)
Λ+s (θ
′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K˜
(s)
2
(
θ, θ′ +
iπ
4
bs+1
)
Λ+s−1(θ
′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs
)
Λ0s−1(θ
′)
]
+
∫
Imθ′=ϕs+1
dθ′
[
K˜
(s)
2
(
θ, θ′ +
iπ
4
bs+1
)
Λ+s+1(θ
′) +
+ 2K˜1
(
θ, θ′ +
iπ
4
bs
)
Λ0s+1(θ
′)
]
, (6.7)
ln Wˆ1,s(θ)− ln Wˆ3,s(θ)− 2iφs = (−1)s+1
[∫
Imθ′=ϕs−1
dθ′K˜3
(
θ, θ′ +
iπ
4
bs+1
)
Λ−s−1(θ
′) +
+
∫
Imθ′=ϕs+1
dθ′K˜3
(
θ, θ′ +
iπ
4
bs+1
)
Λ−s+1(θ
′)
]
, (6.8)
where the functions Λ±s (θ) and Λ
0
s(θ) stand for
Λ+s (θ) = ln(1 +W1,s(θ))(1 +W3,s(θ)) , Λ
0
s(θ) = ln(1 +W2,s(θ)) , Λ
−
s (θ) = ln
(1 +W1,s(θ))
(1 +W3,s(θ))
. (6.9)
The functions Wˆa,s in θ = 0 are related to the parameters τs, σs and φs through a set of equations
analogous to (5.1) and (5.3): they are
ln Wˆ2,s(0) = −2τs , ln Wˆ2,s(0)
Wˆ1,s(0)Wˆ3,s(0)
= 2σs , e
iφs =
√
Wˆ1,s(0)
Wˆ3,s(0)
. (6.10)
Moreover, equations (6.6)-(6.8) may be further rewritten in terms of relativistic kernels Ki and pa-
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rameters ms, Cs, ϕs appearing in equations (3.1)-(3.3):
lnW2,s(θ) = −|ms|
√
2 cosh(θ − iϕs)−
∫
Imθ′=ϕs
dθ′
[
K2(θ − θ′)Λ+s (θ) +
+ 2K1(θ − θ′)Λ0s(θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K2(θ − θ′)Λ0s−1(θ′) +
+ K1(θ − θ′)Λ+s−1(θ′)
]
+
∫
Imθ′=ϕs+1
dθ′
[
K2(θ − θ′)Λ0s+1(θ′) +
+ K1(θ − θ′)Λ+s−1(θ′)
]
, (6.11)
lnW1,s(θ) = −|ms| cosh(θ − iϕs)− Cs
(
sin
πs
2
− cos πs
2
)
−
∫
Imθ′=ϕs
dθ′
[
K2(θ − θ′)Λ0s(θ′) +
+ K1(θ − θ′)Λ+s (θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K1(θ − θ′)Λ0s−1(θ′) +
+
1
2
K2(θ − θ′)Λ+s−1(θ′) + (−1)s+1
1
2
K3(θ − θ′)Λ−s−1(θ′)
]
+
+
∫
Imθ′=ϕs+1
dθ′
[
K1(θ − θ′)Λ0s+1(θ′) +
1
2
K2(θ − θ′)Λ+s+1(θ′) +
+ (−1)s+1 1
2
K3(θ − θ′)Λ−s+1(θ′)
]
, (6.12)
lnW3,s(θ) = −|ms| cosh(θ − iϕs) + Cs
(
sin
πs
2
− cos πs
2
)
−
∫
Imθ′=ϕs
dθ′
[
K2(θ − θ′)Λ0s(θ′) +
+ K1(θ − θ′)Λ+s (θ′)
]
+
∫
Imθ′=ϕs−1
dθ′
[
K1(θ − θ′)Λ0s−1(θ′) +
+
1
2
K2(θ − θ′)Λ+s−1(θ′)− (−1)s+1
1
2
K3(θ − θ′)Λ−s−1(θ′)
]
+
+
∫
Imθ′=ϕs+1
dθ′
[
K1(θ − θ′)Λ0s+1(θ′) +
1
2
K2(θ − θ′)Λ+s+1(θ′)−
− (−1)s+1 1
2
K3(θ − θ′)Λ−s+1(θ′)
]
. (6.13)
It should be pointed out that all the differences between the set of equations (6.11)-(6.13) and (3.1)-
(3.3) are signs multiplying the kernel K3 and the constant Cs.
Now that equations (6.11)-(6.13) are available, the task of formulating the relative Y -system is
easily achieved, by taking into account the bootstrap relations (B.1). Unpleasantly, it turns out that
the result explicitly depends on the parity of the label s: if s is odd one has
[s odd]:
W−3,sW
+
1,s
W2,s
=
(1 +W3,s+1)(1 +W3,s−1)
1 + Y2,s
W+2,sW
−
2,s
W1,sW3,s
=
(1 +W2,s−1)(1 +W2,s+1)
(1 +W1,s)(1 +W3,s)
(6.14)
W−1,sW
+
3,s
W2,s
=
(1 +W1,s+1)(1 +W1,s−1)
1 +W2,s
,
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whereas even values of s lead to
[s even]:
W−3,sW
+
1,s
W2,s
=
(1 +W1,s+1)(1 +W1,s−1)
1 +W2,s
W+2,sW
−
2,s
W1,sY3,s
=
(1 +W2,s−1)(1 +W2,s+1)
(1 +W1,s)(1 +W3,s)
(6.15)
W−1,sW
+
3,s
W2,s
=
(1 +W3,s+1)(1 +W3,s−1)
1 +W2,s
.
Although apparently (6.14),(6.15) differ from the Y -system provided in [21], the agreement can be
easily recovered once an identification analogous to (5.5) is carried out:
Y2,s =W2,s (6.16)
Y1,4k+1 =W1,4k+1 Y3,4k+1 =W3,4k+1
Y1,4k+2 =W1,4k+2 Y3,4k+2 =W3,4k+2
Y1,4k+3 =W3,4k+3 Y3,4k+3 =W1,4k+3
Y1,4k+4 =W3,4k+4 Y3,4k+4 =W1,4k+4 .
In terms of Y ’s the system (6.14),(6.15) reads exactly the same as (6.1).
A further way to get the Y -system equations (6.14),(6.15) involves the pentagonal amplitudes and
bootstrap relations among them, rather than the relativistic kernels. Indeed, the alternative procedure
moves the first step directly from the equations of motion (4.33), which may be rewritten in a shape
more suitable for the present purpose
X(s)α (θ) +
n−5∑
r=1
3∑
β=1
(−1)r
∫
γr
dθ′
2π
µβ(θ
′)G(s,r)α,β (θ, θ
′)Lβ,r
(
θ′ − iπ
4
br+1
)
= 0 ,
where Lα,s(θ) ≡ ln[1 +Wα,s(θ)]. The W -functions are now introduced as
(−1)sX(s)α (θ) = − lnWα,s
(
θ − iπ
4
bs+1
)
− τsEα(θ)− i(−1)sσspα(θ) + (2− α) ln
√
y1,s
y3,s
, (6.17)
so that the integral equations
ln
(
W+α,s(θ)W
−
4−α,s(θ)
Wα+1,s(θ)Wα−1,s(θ)
)
=
n−5∑
r=1
3∑
β=1
(−1)r+s
∫
Imθ′=ϕr
dθ′
2π
µβ
(
θ′ +
iπ
4
br+1
)
Lβ,r(θ
′)×
×
[
G
(s,r)
α,β
(
θ +
iπ
4
bs+1 +
iπ
4
, θ′ +
iπ
4
br+1
)
+G
(s,r)
4−α,β
(
θ +
iπ
4
bs+1 − iπ
4
, θ′ +
iπ
4
br+1
)
−
−G(s,r)α+1,β
(
θ +
iπ
4
bs+1, θ
′ +
iπ
4
br+1
)
−G(s,r)α−1,β
(
θ +
iπ
4
bs+1, θ
′ +
iπ
4
br+1
)]
(6.18)
can be eventually driven to the set of functional equations (6.14),(6.15) by making use of the bootstrap
relations (B.3), involving the elements of the ’Green tensor’ (4.29).
Uncrossing the Y -system:
Finally, we can manipulate the TBA equations (6.11)-(6.13) written in terms of the relativistic kernels
K1, K2, K3, in order to turn the unusual (i.e. crossed) form of the Y -system (6.1) into a more
conventional one (i.e. uncrossed), by means of a set of bootstrap relations (B.1)(B.2). Once again the
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result depends on the value of the Y -system column index s; indeed, for s odd it is found
W++1,s W
−−
1,s =
(1 +W+3,s−1)(1 +W
+
3,s+1)(1 +W
−
1,s+1)(1 +W
−
1,s−1)
(W3,s)2 (1 +
1
W+2,s
)(1 + 1
W−2,s
)
W++3,s W
−−
3,s =
(1 +W+1,s−1)(1 +W
+
1,s+1)(1 +W
−
3,s+1)(1 +W
−
3,s−1)
(W1,s)2 (1 +
1
W+2,s
)(1 + 1
W−2,s
)
W+2,sW
−
2,s
W1,sW3,s
=
(1 +W2,s−1)(1 +W2,s+1)
(1 +W1,s)(1 +W3,s)
,
(6.19)
whereas an even value of s would lead us to
W++1,s W
−−
1,s =
(1 +W+1,s−1)(1 +W
+
1,s+1)(1 +W
−
3,s+1)(1 +W
−
3,s−1)
(W3,s)2 (1 +
1
W+2,s
)(1 + 1
W−2,s
)
W++3,s W
−−
3,s =
(1 +W+3,s−1)(1 +W
+
3,s+1)(1 +W
−
1,s+1)(1 +W
−
1,s−1)
(W1,s)2 (1 +
1
W+2,s
)(1 + 1
W−2,s
)
W+2,sW
−
2,s
W1,sW3,s
=
(1 +W2,s−1)(1 +W2,s+1)
(1 +W1,s)(1 +W3,s)
.
(6.20)
On the other hand, the same bootstrap relations (B.1)(B.2) may be employed to recast the Y -system
(6.1) to the uncrossed form:
Y ++1,s Y
−−
1,s =
(1 + Y +1,s−1)(1 + Y
−
1,s+1)(1 + Y
+
3,s+1)(1 + Y
−
3,s−1)
(Y3,s)2 (1 +
1
Y +2,s
)(1 + 1
Y −2,s
)
Y ++3,s Y
−−
3,s =
(1 + Y +3,s−1)(1 + Y
−
3,s+1)(1 + Y
+
1,s+1)(1 + Y
−
1,s−1)
(Y1,s)2 (1 +
1
Y +2,s
)(1 + 1
Y −2,s
)
Y +2,sY
−
2,s
Y1,sY3,s
=
(1 + Y2,s−1)(1 + Y2,s+1)
(1 + Y1,s)(1 + Y3,s)
.
(6.21)
7 Conclusions and outlook
As extensively illustrated in Section 1, Introduction and purposes, our previous paper [42] has proven
the existence, at very large coupling, of the meson and its infinite tower of bound states within the
S-matrix bootstrap approach (also named fusion in representation theory). Therefore, it has assumed
a modification of the spectrum to sum on in the BSV series, as the meson sector contributions revealed
their dominance (together with the gluon sector), and yet it has left behind the problem of verifying
the actual occurrence of this phenomenon in the BSV series when the coupling is becoming larger and
larger. In fact, besides being relevant in itself, this check may turn out to be useful for further (string)
one loop calculations, and also it strengthens, in virtue of its mathematical details, the idea of a liaison
with another series coming out of the blue in a different context – N = 2 SYM prepotential – and
by other means – path integral instanton localisation [58]. And especially a connection of the strong
regime g ≫ 1 with the Nekrasov-Shatashvili weak Ω-background ǫ2 ∼ 0 [44, 45, 46].
Therefore, upon analysing the behaviour of the hexagon BSV series when the coupling grows, we
have first shown how the 1-fermion and 1-antifermion contribution can be interpreted, in its dominant
g →∞ part as single particle (mass = 2) contribution (cf. also [33]). This particle is indeed what we
dubbed meson in [42]. Successively, we have shown how an intermediate state made up of two fermions
and two anti-fermions produces two contributions: the first one may be interpreted as a state of two
unbound or free mesons, the second one as a state of a mass 4 particle. The latter has received the
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interpretation of a bound state of two mesons. This pattern perfectly reproduces that used in [42] to
re-sum the series to a TBA-like system (with Yang-Yang functional in place of the usual free energy).
This mimics somehow the so-called Nekrasov-Shatashvili (NS) limit ǫ2 → 0 [44], which corresponds to
our strong coupling g ∼ i/ǫ2 → +∞: indeed, in NS limit the leading contribution is an infinite sum over
instantons and their bound states which gives rise to a TBA-like equation [53, 54]. In addition, we have
noticed that contributions from unbound fermions are sub-leading; in this sense fermions disappear
from the spectrum and give rise to a sort of confinement at infinite coupling. This phenomenon is
instead absent in NS limit, since as we will comment at the end, instantons are elementary (i.e. non
composite) particles.
The effective presence of mesons and their bound states has received evidence in their favour also
from this procedure adopted above: supposing their existence, we have extended to a general gluon
MHV amplitude the re-summation of the BSV series at large coupling which was performed in [42] only
for the six gluon case. Our results agree with the classical string theory minimisation [21, 22], upon
simple redefinition of the pseudoenergies, and thus they reinforce the success of the implementation of
the meson and its bound states as particles. Therefore, the latter would be genuine excitations of the
classical GKP string: it would be very interesting to find them as classical solutions. A latere, we may
notice that the only subtlety about the comparison with the string TBA equations [22] is that we have
needed different integration contours which appear mysteriously (to us) unified in that prolific paper.
Moreover, this methodology could make easier or more transparent the computation of the one-loop
contribution by benefitting of the progress concerning the corrections to the Nekrasov-Shatashvili limit
[45, 46]. To make this claim more explicit, it is worth to sketch the form of the Nekrasov instanton
partition function for N = 2 SU(Nc) SYM with Ω-background deformations ǫ1, ǫ2 (with positive
imaginary parts) [58]:
Z =
∞∑
N=0
ΛN
N !
ZN =
∞∑
N=0
ΛN
N !
(
1
ǫ1ǫ2
)N ∮
Γ
N∏
i=1
dφi
2πi
Q(φi)
N∏
i<j
K(φi − φj) , (7.22)
where Λ is the dynamical scale, the potential Q(φ) is a rational function, the integration contour Γ
encircles the upper half plane, including the real axis but avoiding possible singularities at the complex
infinity, and K(φ) is the interaction kernel. With respect to ǫ2, this interaction can be factorised into
a short-range part and a long-range one
K(φ) =
[
1 +
ǫ22
φ2 − ǫ22
]
eǫ2G(φ) . (7.23)
For instance, the two-instanton (N = 2) contribution to (7.22)
Z2 =
(
1
ǫ1ǫ2
)2 ∮
Γ
dφ1 dφ2
(2πi)2
Q(φ1)Q(φ2)
[
1 +
ǫ22
(φ1 − φ2)2 − ǫ22
]
eǫ2G(φ1−φ2) ,
resembles remarkably the two-meson expression (2.24), (2.26) provided the NS limit ǫ2 → 0 on the one
side and the strong coupling limit g →∞ on the other are considered.
Yet, a few important differences stand out, as mentioned in Section 2. In particular, the integration
contour Γ is closed and, remarkably, the potential Q(φ) and the long range kernel G(φ) are not analytic
within Γ: in fact, the residues of the former do give corrections to the leading NS limit. On the contrary,
the integration path Cs here is open, and the measure µˆM (u) and the kernel 1
P
(MM)
reg (u|v)P (MM)reg (v|u)
in
(2.24) (somehow playing the role of the potential Q(φ) and the long-range part eǫ2G(φ1−φ2) respectively)
are analytic in the small fermion sheet. Therefore, in order to get a close circuit, the path Cs needs to
be rearranged as a closed curve CHM plus an interval I (see Figure 2): therefore, in the strong coupling
expansion, some sub-leading corrections precisely arise from the integrations on I (instead of the closed
Γ). A further prominent difference between the Nekrasov partition function and the hexagonal Wilson
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loop concerns the physical objects involved. Instantons in the former case, as opposed to mesons: in
fact, the latter are not elementary particles, as they arise as bound states of fermions and antifermions.
In this respect, the contributions due to free (i.e. unbound) fermions (and antifermions) are already
neglected in (2.24) as subdominant. Nevertheless, they must be taken into account when looking for
the one-loop corrections to the classical string behaviour16.
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A P functions
A.1 All couplings
In this appendix, we review some useful all coupling formulæ regarding fermions and mesons (although
the latter are real (not virtual) only for infinite coupling), by recalling results and notations from [29].
In the first place, the fermionic scattering phases can be written as
−i lnS(ff)(u, v) = −i lnS(ff¯)(u, v) =
∫ +∞
−∞
dw
2π
χH(w, u)
d
dw
χH(w, v) −
−
∫ +∞
−∞
dw
2π
dz
2π
χH(w, u)
d2
dwdz
Θ(w, z)χH(z, v) , (A.1)
where Θ(u, v) is connected to the scattering factor S(ss) between two scalars (holes)
S(ss)(u, v) = −exp[−iΘ(u, v)]
and
χH(u, v) = −i ln

1− xf (v)x+(u)
1− xf (v)x−(u)

 , (A.2)
upon defining on the two sheets
x(u) =
u
2
(
1 +
√
1− 4g
2
u2
)
, xf (u) =
g2
x(u)
=
u
2
(
1−
√
1− 4g
2
u2
)
, (A.3)
with x±(u) = x(u ± i2 ). We can notice how the fermion-fermion S matrix can be formulated in
alternative shapes, as for instance
− i lnS(ff)(u, v) = −
∫ +∞
−∞
dw
2π
χH(w, u)
d
dw
F (f)(w, v) =
+∞∑
n=0
(xf (u))n+1
2g2
Q
(f)
n+2(v) , (A.4)
involving F (f) (which satisfies the equation (2.64) of [42]), or the (n+2)-th charge Q
(f)
n+2(v) for a small
fermion with rapidity v. In [33] the procedure is provided to obtain the mirror S-matrices involving
16We point out, for instance, the recent interesting papers [59, 60] towards this direction.
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fermions and antifermions; for clarity, we recall here S(∗ff), S(∗ff¯)
lnS(∗ff¯)(u, v) = lnS(∗f¯f)(u, v) = lnS(Ff)(u, v)− lnS(sf)(u− i
2
, v) , (A.5)
lnS(∗ff)(u, v) = ln
(
u− v
u− v + i
)
+ lnS(∗f¯f)(u, v) , (A.6)
where S(Ff) and S(sf) are scattering factors large fermion-small fermion and scalar-small fermion,
respectively. In terms of functions defined in [29] we have
−i lnS(∗f¯f)(u, v) = −
∫ +∞
−∞
dw
2π
[χF (w, u) + Φ(w)]
d
dw
χH(w, v) + (A.7)
+
∫ +∞
−∞
dw
2π
dz
2π
[χF (w, u) + Φ(w)]
d2
dwdz
Θ(w, z)χH(z, v)− χH(u− i
2
, v) +
+
∫ +∞
−∞
dw
2π
d
dw
Θ(u− i
2
, w)χH(w, v) ,
with
χF (u, v) + Φ(u) = i ln
x+(u)− x(v)
x(v) − x−(u) + i ln
(
−x
−(u)
x+(u)
)
. (A.8)
Eventually, the fermionic pentagonal amplitudes are expressed as [33]
[
P (ff)(u|v)
]2
=
fff (u, v)
(u − v)2
S(ff)(u, v)
S(∗f¯f)(u, v)
, (A.9)
[
P (ff¯)(u|v)
]2
= − S
(ff)(u, v)
fff(u, v)S(∗f¯f)(u, v)
, (A.10)
where it has been defined
fff(u, v) =
xf (u)xf (v)
g2
− 1 . (A.11)
Indeed, the first square above,
[
P (ff)(u|v)]2, can also be obtained from its representation (38) in [33]
upon use of (A.6); while our second square
[
P (ff¯)(u|v)
]2
differs by a sign from that in [33]. Now, some
comments are due on the analyticity of these two pentagonal amplitudes. In fact, it is reasonable to
think that S(∗ff¯), S(ff) and fff have no zeroes nor poles in the small fermion sheet because of their
representations above: in this direction, the analogous forms (257) and (143) of [61] could be the most
suited ones. Besides, physically a pole in S(∗ff¯) or S(ff) would signal the presence of a new particle.
This absence of poles and zeroes of S(∗ff¯) and S(ff) entails that P (ff¯) is analytic and non-zero in
the small fermion sheet, as stated by [33] and exploited in several computations therein17. Instead,
P (ff)(u|v) has (no zeroes and) only one single pole for coinciding rapidities u = v, and this fact allows
one to show the existence of a fermionic measure µf (u) 6= 0:
lim
v→u
(v − u)P (ff)(u|v) = i
µf (u)
. (A.12)
The S-matrix describing the scattering of two mesons can thus be obtained by fusing the S-matrices
of their fermion constituents, so to obtain the formal (all couplings) relation
S(MM)(u, v) =
u− v + i
u− v − iS
(ff)(u+ i, v+ i)S(ff)(u− i, v+ i)S(ff)(u+ i, v− i)S(ff)(u− i, v− i) . (A.13)
17However, it seems to us that a rigorous proof of the analytic-non-zero property of S(∗ff¯) and S(ff) is still lacking.
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Inspired by this relation, we make the proposal for the formal (all couplings) P factor between two
mesons
P (MM)(u|v) = −(u−v)(u−v+ i)P (ff)(u+ i|v+ i)P (ff)(u− i|v− i)P (ff¯)(u− i|v+ i)P (ff¯)(u+ i|v− i) ,
(A.14)
which evidently satisfies the Watson’s equation
S(MM)(u, v) =
P (MM)(u|v)
P (MM)(v|u) . (A.15)
and the other axioms. In terms of (fermionic) S-matrices, it can be re-written as
P (MM)(u|v) =
√
fff (u+ i, v + i)fff (u− i, v − i)
fff (u− i, v + i)fff (u+ i, v − i) × (A.16)
×
√
S(ff)(u+ i, v + i)S(ff)(u− i, v − i)S(ff)(u+ i, v − i)S(ff)(u− i, v + i)
S(∗ff)(u+ i, v + i)S(∗ff)(u− i, v − i)S(∗ff¯)(u+ i, v − i)S(∗ff¯)(u− i, v + i) .
Thanks to (A.6) the denominator of the second square root of (A.16) may be expressed in terms of
S(∗ff¯) only:
P (MM)(u|v) = u− v + i
u− v
√
fff(u + i, v + i)fff(u− i, v − i)
fff(u − i, v + i)fff(u+ i, v − i) × (A.17)
×
√
S(ff)(u+ i, v + i)S(ff)(u− i, v − i)S(ff)(u+ i, v − i)S(ff)(u− i, v + i)
S(∗ff¯)(u+ i, v + i)S(∗ff¯)(u− i, v − i)S(∗ff¯)(u+ i, v − i)S(∗ff¯)(u− i, v + i) =
=
u− v + i
u− v P
(MM)
reg (u|v) .
This expression shows that P (MM)(u|v) has only one simple pole for u = v and one simple zero for
u = v − i: no other poles or zeroes are present in the small sheet. As a consequence P (MM)reg does not
contain any pole or zero.
Our proposal (A.17) is confirmed by analysing the strong coupling limit. Indeed, when λ→∞ and
we turn to the hyperbolic variables u = 2g coth 2θ, v = 2g coth 2θ′, formula (A.17) reproduces (10.15)
of [42]
P (MM)(θ|θ′) = 1− i
2g
sinh 2θ sinh 2θ′
sinh(2θ − 2θ′)
√
2 cosh
(
θ − θ′ − iπ
4
)
+O(1/g2) , (A.18)
which we have obtained by solving the axioms for the mesonic pentagonal amplitudes directly at strong
coupling. To prove that, one can use (C.42) of [42] for the fermion-fermion phase and (C.50) of the
same paper for the mirror S-matrix between a fermion and an antifermion, which read
S(ff)(θ, θ′) = exp
{
− i
4g
sinh 2θ sinh 2θ′
sinh(2θ − 2θ′) (cosh(θ − θ
′)− 1) +O
(
1
g2
)}
, (A.19)
S(∗ff¯)(θ, θ′) = exp
{
sinh 2θ sinh 2θ′
8g cosh(θ − θ′) +O
(
1
g2
)}
, (A.20)
together with the (all couplings) expression of the factor fff (u, v) in terms of hyperbolic rapidities
fff(θ, θ
′) = tanh θ tanh θ′ − 1 . (A.21)
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The behaviour (A.18) can be also obtained from formula (A.14), after using the fermionic pentag-
onal transitions at strong coupling, formulæ (10.18) of [42]
[P (ff)(θ|θ′)]2 = − sinh θ sinh θ
′ sinh 2θ sinh 2θ′
2g2 sinh(θ − θ′) sinh(2θ − 2θ′)
[
1 +
i
4g
sinh 2θ sinh 2θ′
sinh(2θ − 2θ′) (1− cosh(θ − θ
′) + i sinh(θ − θ′))
]
[P (ff¯)(θ|θ′)]2 = cosh θ cosh θ
′
cosh(θ − θ′)
[
1 +
i
4g
sinh 2θ sinh 2θ′
sinh(2θ − 2θ′) (1− cosh(θ − θ
′) + i sinh(θ − θ′))
]
. (A.22)
A.2 Pentagonal amplitudes at strong coupling
Here is a collection of the functions Pαβ(θ|θ′):
P11(θ|θ′) = P33(θ|θ′) = 1 + iπ√
λ
cosh 2θ cosh 2θ′
sinh(2θ − 2θ′) [1 + cosh(θ − θ
′)− i sinh(θ − θ′)] = (A.23)
= 1 +
2π√
λ
K(gg)(θ, θ′) = 1 +
2π√
λ
K(g¯g¯)(θ, θ′) ,
P13(θ|θ′) = P31(θ|θ′) = 1 + iπ√
λ
cosh 2θ cosh 2θ′
sinh(2θ − 2θ′) [−1 + cosh(θ − θ
′)− i sinh(θ − θ′)] = (A.24)
= 1 +
2π√
λ
K(gg¯)(θ, θ′) = 1 +
2π√
λ
K(g¯g)(θ, θ′) ,
P22(θ|θ′) = 1− 2π√
λ
i sinh 2θ sinh 2θ′
sinh(2θ − 2θ′)
√
2 cosh
(
θ − θ′ − iπ
4
)
= (A.25)
= 1 +
2π√
λ
K(MM)(θ, θ′) ,
P21(θ|θ′) = P23(θ|θ′) = 1 + 2π√
λ
sinh 2θ cosh 2θ′√
2 cosh(2θ − 2θ′) [sinh(θ − θ
′) + i cosh(θ − θ′)] = (A.26)
= 1 +
2π√
λ
K(Mg)(θ, θ′) = 1 +
2π√
λ
K(Mg¯)(θ, θ′) ,
P12(θ|θ′) = P32(θ|θ′) = 1 + 2π√
λ
sinh 2θ′ cosh 2θ√
2 cosh(2θ′ − 2θ) [sinh(θ
′ − θ)− i cosh(θ′ − θ)] = (A.27)
= 1 +
2π√
λ
K(gM)(θ, θ′) = 1 +
2π√
λ
K(g¯M)(θ, θ′) .
A.3 Relations between kernels
From the definition (4.29) and the formulæ in Appendix A.2, at strong coupling we have the following
equalities
G
(s,s)
1,1 (θ, θ
′) = G(s,s)1,3 (θ, θ
′) = G(s,s)3,1 (θ, θ
′) = G(s,s)3,3 (θ, θ
′) , (A.28)
G
(s,s)
1,2 (θ, θ
′) = G(s,s)3,2 (θ, θ
′) , G(s,s)2,1 (θ, θ
′) = G(s,s)2,3 (θ, θ
′) , (A.29)
G
(s,s+1)
1,2 (θ, θ
′) = G(s,s+1)3,2 (θ, θ
′) , G(s,s+1)2,1 (θ, θ
′) = G(s,s+1)2,3 (θ, θ
′) , (A.30)
G
(s,s+1)
1,1 (θ, θ
′) = G(s,s+1)3,3 (θ, θ
′) , G(s,s+1)1,3 (θ, θ
′) = G(s,s+1)3,1 (θ, θ
′) , (A.31)
in addition with the obvious ones G
(s,s+1)
α,β (θ, θ
′) = G(s,s−1)α,β (θ, θ
′).
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We list also some of the relations between the kernels G and the tilded kernels K˜:
µ2(θ
′)
2π
G
(s,s)
2,2 (θ, θ
′) = −2K˜1(θ, θ′) , (A.32)
µ2(θ
′)
2π
G
(s,s+1)
2,2 (θ, θ
′) = −K˜(s)2 (θ, θ′) , (A.33)
µ1(θ
′)
2π
G
(s,s)
2,1 (θ, θ
′) = −K˜(s)2
(
θ, θ′ + i
π
4
(−1)s
)
, (A.34)
µ1(θ
′)
2π
G
(s,s+1)
2,1 (θ, θ
′) = −K˜1
(
θ, θ′ − iπ
4
(−1)s
)
, (A.35)
µ2(θ
′)
2π
G
(s,s)
1,2 (θ, θ
′) = −K˜(s)2
(
θ − iπ
4
(−1)s, θ′
)
, (A.36)
µ1(θ
′)
2π
G
(s,s)
1,1 (θ, θ
′) = −K˜1
(
θ + i
π
4
(−1)s, θ′ + iπ
4
(−1)s
)
, (A.37)
µ2(θ
′)
2π
G
(s,s+1)
1,2 (θ, θ
′) = −K˜1
(
θ + i
π
4
(−1)s, θ′
)
, (A.38)
µ1(θ
′)
2π
[
G
(s,s+1)
1,1 (θ, θ
′) +G(s,s+1)3,1 (θ, θ
′)
]
= −K˜(s)2
(
θ − iπ
4
(−1)s, θ′ − iπ
4
(−1)s
)
, (A.39)
µ1(θ
′)
2π
[
G
(s,s+1)
1,1 (θ, θ
′)−G(s,s+1)3,1 (θ, θ′)
]
= (−1)sK˜3
(
θ + i
π
4
(−1)s, θ′ − iπ
4
(−1)s
)
. (A.40)
B Bootstrap relations
Below, we display a list of bootstrap relations involving the relativistic kernels. We made use of the
shorthand notation Ka(θ
±) = K±a (θ) = Ka(θ ± iπ4 ) and also Ka(θ±±) = K±±a (θ) = Ka(θ ± iπ2 ).
K+1 +K
−
1 = K2 ,
K+2 +K
−
2 = 2K1 + δ(θ) , (B.1)
K−3 −K+3 = δ(θ) ,
K++1 +K
−−
1 = δ(θ) ,
K++2 +K
−−
2 = δ(θ
+) + δ(θ−) , (B.2)
K++3 +K
−−
3 = 2K3 − δ(θ+) + δ(θ−) .
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The bootstrap relations involving pentagonal amplitudes are:
K(MM)sym
(
θ++, θ′+
)
+K(MM)sym
(
θ, θ′+
)− 2K(gM)sym (θ+, θ′+) = 0 , (B.3)
K(Mg)sym
(
θ++, θ′+
)
+K(Mg)sym
(
θ, θ′+
)− 2K(gg)sym (θ+, θ′+) = π sinh2(2θ) δ(θ − θ′) ,
K(gM)
(
θ′, θ++
)
+K(gM) (θ′, θ)−K(gg) (θ′, θ+)−K(gg¯) (θ′, θ+) = 0 ,
K(MM)
(
θ′, θ++
)
+K(MM) (θ′, θ)− 2K(Mg) (θ′, θ+) = π sinh2(2θ) δ(θ − θ′) ,
K(gM)sym
(
θ++, θ′+
)
+K(gM)sym
(
θ, θ′+
)−K(MM)sym (θ+, θ′+) = −π cosh2(2θ) δ(θ − θ′) ,
K(gg)sym
(
θ++, θ′+
)
+K(gg)sym
(
θ, θ′+
)−K(Mg)sym (θ+, θ′+) = 0 ,
K(Mg)
(
θ′, θ++
)
+K(Mg) (θ′, θ)−K(MM) (θ′, θ+) = 0 ,
K(gg)
(
θ′, θ++
)
+K(gg¯) (θ′, θ)−K(gM) (θ′, θ+) = 0 ,
K(gg¯)
(
θ′, θ++
)
+K(gg) (θ′, θ)−K(gM) (θ′, θ+) = −π cosh2(2θ) δ(θ − θ′) ,
K(Mg)
(
θ+, θ′+
)
+K(Mg)
(
θ−, θ′+
)−K(gg¯) (θ, θ′+)−K(gg) (θ, θ′+) = 0 ,
K(MM)
(
θ+, θ′+
)
+K(MM)
(
θ−, θ′+
)− 2K(gM) (θ, θ′+) = −π cosh2(2θ) δ(θ − θ′) ,
K(Mg)sym
(
θ+, θ′
)
+K(Mg)sym
(
θ−, θ′
)− 2K(gg)sym (θ, θ′) = −π cosh2(2θ) δ(θ − θ′) ,
K(MM)sym
(
θ+, θ′
)
+K(MM)sym
(
θ−, θ′
)− 2K(gM)sym (θ, θ′) = 0 ,
K(gg¯)
(
θ−, θ′+
)
+K(gg)
(
θ+, θ′+
)−K(Mg) (θ, θ′+) = π sinh2(2θ) δ(θ − θ′) ,
K(gg)
(
θ−, θ′+
)
+K(gg¯)
(
θ+, θ′+
)−K(Mg) (θ, θ′+) = 0 ,
K(gM)
(
θ−, θ′+
)
+K(gM)
(
θ+, θ′+
)−K(MM) (θ, θ′+) = 0 ,
K(gg)sym
(
θ−, θ′
)
+K(gg)sym
(
θ+, θ′
)−K(Mg)sym (θ, θ′) = 0 ,
K(gM)sym
(
θ−, θ′
)
+K(gM)sym
(
θ+, θ′
)−K(MM)sym (θ, θ′) = π sinh2(2θ) δ(θ − θ′) ,
where the shifts shall be read as θ± = θ ± iπ4 and θ±± = θ ± iπ2 . In terms of the Green tensor (4.29),
the relations above can be summarised as:
G
(s,s)
α,β (θ
+, θ′) +G(s,s)4−α,β(θ
−, θ′)−G(s,s)α+1,β(θ, θ′)−G(s,s)α−1,β(θ, θ′) = −2πδα+β,odd
δ(θ − θ′)
µβ(θ′)
,
G
(2k±1,2k)
α,β (θ
++, θ′) +G(2k±1,2k)4−α,β (θ, θ
′)−G(2k±1,2k)α+1,β (θ+, θ′)−G(2k±1,2k)α−1,β (θ+, θ′) = −2πδ4−α,β
δ(θ − θ′)
µβ(θ′)
,
G
(2k,2k±1)
α,β (θ
+, θ′+) +G(2k,2k±1)4−α,β (θ
−, θ′+)−G(2k,2k±1)α+1,β (θ, θ′+)−G(2k,2k±1)α−1,β (θ, θ′+) = −2πδα,β
δ(θ − θ′)
µβ(θ′+)
,
(B.4)
where k = 1, 2, 3, . . . .
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