Abstract. As applications of the weighted transplantation theorems in Stempak and Trebels [16] we consider (i) the characterization of one-dimensional Hermite multipliers via Laguerre multipliers, (ii) extension theorems for Laguerre multipliers in the spirit of Coifman and Weiss [3, Theorem 6.5], and (iii) necessary conditions for Laguerre multipliers via backward differences. (ii) Coifman and Weiss [3, Theorem 6.5] related radial Fourier multipliers on L p (R n ) with those on L p (R n+2 ) via transference methods. We deduce an (improved) analog for Laguerre multipliers which is in the nature of best possible.
Introduction and Notations.
The purpose of this paper is to apply the weighted version [16] of Kanjin's transplantation theorem [12] for Laguerre expansions in the following three instances:
(i) We characterize the one-dimensional Hermite multipliers on L p , 1 < p < oo, via corresponding Laguerre multipliers. As a corollary of the results for Laguerre multipliers we obtain a sufficient criterion of Hormander type for Hermite multipliers which is slightly better than that in Thangavelu [17, p. 91] .
(ii) Coifman and Weiss [3, Theorem 6.5] related radial Fourier multipliers on L p (R n ) with those on L p (R n+2 ) via transference methods. We deduce an (improved) analog for Laguerre multipliers which is in the nature of best possible.
(iii) Necessary conditions for Laguerre multipliers are derived via backward differences. Though these are not sharp they nevertheless give the impression that necessary conditions of Kalnei-type (see [11] for the Jacobi series case, see [8] for the Laguerre series case) viewed till now as isolated in the framework of known necessary [5] (sufficient [16] ) criteria arise from backward differences.
The paper is of programmatic character: We can show in the integer case that transplantation theorems reflect the structure of corresponding multiplier spaces, but fail to extend the result indicated in (ii) to fractional differences at the moment. Also it is evident that a full range transplantation theorem with general power weights is needed (i.e. the analog of Muckenhoupt's result [14, Theorem 1.6] for Jacobi series).
To become more precise let us introduce some notation. Let L%(x), a > -1, n E No, be the classical Laguerre polynomials (see [18, p. ( 
-OO ^ J -oo By Holder's inequality, the /#(&) exist if 7 < p-1; for these 7 associate to / G L^H, ^ its Hermite expansion
We call a scalar-valued sequence m = {mk}ke^o a Hermite multiplier, m G M^ , if
if 7 = 0 write M|^0 = M^. Since the polynomials are dense in L^H. ^ , -1 < 7 < p -1, (see [15, Theorem 7] ) we restrict ourselves in the following to polynomial /. Now observe that #2n are even, i?2n+i are odd polynomials so that one can uniquely decompose / G 1^^ * into its even and its odd part, and for their Hermite coefficients we obtain From this it is clear (see [7] in the ultraspherical case) that the M# -multiplier norm of m is equivalent to the multiplier norm of m restricted to the subspace of even L^/^x-functions plus the multiplier norm of m restricted to the subspace of odd While for p -1 this result is best possible, it is of course not natural for p = 2 (recall M 2 (R fc ) = L 00 (R A; )). On account of Zafran's result [19] one cannot directly improve it via interpolation. Here we want to give an analog of the Coifman and Weiss result in the framework of Laguerre multipliers, an analog which is in the nature of best possible, thus indicating what to look for in the Fourier multiplier case. Having established the Laguerre multiplier result, on account of Guy's [10] transplantation theorem, the corresponding result for (modified) Hankel multipliers is obvious, thus a result for radial Fourier multipliers restricted to radial functions. On account of duality we will restrict ourselves to the case 1 < p < 2.
Let us start with the case 1 < p < 2; by (3) we have for finite sequences {ak}k£No that . In both types of conditions the smoothness of an M^-multiplier sequence is described by the quantities (2/3 + 1)(^ -|) and (2/3 + 2)(--|), resp.. Increasing the parameter from (3 to a, a and /? as in Corollary 3.1, should require an additional smoothness of 1 in the necessary conditions as well as in the sufficient ones; this being true is at once verified since 2a(^ -^) -2/3(^ -|) = 1. Thus the counterexamples showing that the necessary conditions and the sufficient ones just mentioned could not be improved within the setting of wbv-spaces can be taken to show that Corollary 3.1 is best possible.
2. It is clear that a full range transplantation theorem with general power weights would remove the restriction on /? -see also Corollary 3.2 below where the case p = 1 is discussed and for whose proof no transplantation theorem is needed.
Let us now turn to the case p = 1; consider again a finite sequence {&&} and assume without loss of generality that ao = 0. By [18, (5 3 . The additional assumption a > 0 arises from the circumstance that the boundedness of the generalized Laguerre translation, hence of the convolution, has only been proved for these a-values -see [9] ; but this property is used in the proof of (8) below.
Let us start with the "<"-direction. From (7) we have with the aid of (4) 
by (7) . For the converse we note that by [6] we have for a > 0 
But by [2, (3.30) ] and an interchange of the integration order the last term turns out to be dominated by a constant times || X^fc^fclli since {k/ik + a)} G M^ and the term with I^J can be estimated with the aid of (10) an<i an interchange of the integration order. 
Necessary conditions based on backward differences.
Here we want to indicate how backward differences can be used to deduce necessary multiplier criteria and how the transplantation theorem leads to improvements. Starting with (1) we have for A > 0 that
and hence for a finite sequence {a^}
or by the uniqueness property for Laguerre expansions
Holder's inequality gives, with a parameter S > 0 to be chosen later, |V*(a*l£(0))| < CII/IL^ jT WWe-ftfxW'dx) 1 " .
When estimating the last integral let us restrict to the case 1 < p < 4/3. Markett's [13] Lemma 1, 5th case, leads to the estimate
This inequality is very suited to derive a necessary multiplier criterion in a trivial way (in contrast to the procedure in [5] ). As in [5, 1,(9) ], which describes a necessary condition based on forward differences with increment 1, gives for this example the slightly better result 0((n + I) 1 / 7 ) (with the present backward differences one can still try to optimize 8 < p/6). There it is also shown that for p = 1 [5, Corollary 1.1] cannot be improved though it does not yield the correct divergence behavior of the partial sum operator. In [5, II] it is shown that via the use of differences with mixed increment 1 and 2 one can obtain the "right" divergence behavior 0((n + I) 3 / 14 ). The example just considered again makes clear the need for a transplantation theorem with full range power weights.
5. The value of Corollary 4.1 is more to be seen in the fact that it allows one to integrate the Kalnei-type necessary conditions, which looked a bit isolated in the framework of those conditions known till now (see [5] and [16] ). In [8] Intuitively it is clear that the left hand side is an upper bound for V a+1/2 (m n Ln +1/2 (0)), the type of condition occurring in Corollary 4.1. Unfortunately it is not clear to the authors why the difference order is 1/2 higher than in Corollary 4.1.
