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Rigorous proof of the Boltzmann-Gibbs distribution
of money on connected graphs
Nicolas Lanchier∗
Abstract Models in econophysics, i.e., the emerging field of statistical physics that applies
the main concepts of traditional physics to economics, typically consist of large systems of
economic agents who are characterized by the amount of money they have. In the simplest
model, at each time step, one agent gives one dollar to another agent, with both agents being
chosen independently and uniformly at random from the system. Numerical simulations of this
model suggest that, at least when the number of agents and the average amount of money per
agent are large, the distribution of money converges to an exponential distribution reminiscent
of the Boltzmann-Gibbs distribution of energy in physics. The main objective of this paper
is to give a rigorous proof of this result and show that the convergence to the exponential
distribution is universal in the sense that it holds more generally when the economic agents
are located on the vertices of a connected graph and interact locally with their neighbors
rather than globally with all the other agents. We also study a closely related model where,
at each time step, agents buy with a probability proportional to the amount of money they
have, and prove that in this case the limiting distribution of money is Poissonian.
1. Introduction
This paper is concerned with variants of one of the simplest models in the relatively new field of
econophysics [7, 8], the branch of statistical physics focusing on problems in economics and finance,
and also a subfield of sociophysics [5, 6]. Models in this field consist of systems with a large number
of interacting economic agents, and we refer to [9] for a review. The models we consider are simple
variants of the model introduced and studied via numerical simulations in [3]. See also [1, 2]. Their
model consists of a system of N interacting economic agents that are characterized by the number
of dollars they possess. The system evolves in discrete time as follows: at each time step, one agent
chosen uniformly at random gives one dollar to another agent again chosen uniformly at random,
unless the first agent has no money in which case nothing happens.
The main idea of econophysics, and more generally sociophysics, is to view human beings as
particles, and collisions between two particles as interactions between two individuals. The funda-
mental law of equilibrium statistical mechanics is the so-called Boltzmann-Gibbs distribution which
states that the probability pe that a particle has energy e is well approximated by the exponential
random variable. More precisely,
pe ≈ µ e
−µe where µ = 1/T = inverse of the temperature.
The numerical simulations in [3] suggest that this principle extends to the distribution of money
in the model above. More precisely, letting pd be the probability that an agent has d dollars at
equilibrium and letting T be the average number of dollars per agent,
pd ≈ µ e
−µd where µ = 1/T. (1)
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This holds when both the total number of agents and the average number of dollars per agent are
large. Note that the amount of money an agent has in the context of econophysics can be viewed as
the analog of the energy of a particle in physics. Also, by analogy with physics, the average number
of dollar per agent T is called the money temperature in econophysics.
As far as we know, the convergence to the exponential distribution has only been obtained via
numerical simulations. This paper gives in contrast a rigorous proof of this result and shows that
the convergence is universal in the sense that it holds regardless of the underlying network of
interactions, i.e., when each agent can only interact with a fixed set of neighbors. We also consider
a natural variant of this model where agents buy with a probability proportional to the amount of
money they have and prove that, in this context, the distribution of money converges instead to
the Poisson distribution. This again holds for fairly general networks of interactions.
2. Model description
To describe our models formally, let G = (V,E) be a finite connected graph.
• Each vertex represents an economic agent and we let N = card(V ) be the total number of
agents present in the system.
• The edge set E has to be thought of as an interaction network, thus modeling how the agents
interact with each other, and we call two agents nearest neighbors if the corresponding vertices
of the graph are connected by an edge.
• Each agent is characterized by the amount of money she owns, which we assume to be an
integer when measured in number of dollars, and we let M be the total number of dollars
present in the system at all times (conservative system).
The models we are interested in are discrete-time Markov chains that keep track of the amount of
money each of the agents owns. Under our assumption that this amount of money is integer-valued,
the state at time t ∈ N is a spatial configuration
ξt : V → N where ξt(x) = the number of dollars agent x has.
Since the total amount of money in the system is preserved by the dynamics, the state space of the
Markov chains consists of the following subset of spatial configurations:
AN,M = {ξ ∈ N
V :
∑
x∈V ξ(x) =M}. (2)
In both models, the dynamics consists in moving one dollar from a randomly chosen vertex to a
randomly chosen neighbor at each time step. In particular, thinking of the graph as a directed
graph where each edge {x, y} can have two different orientations
→
xy and
→
yx, at each time step, the
system jumps from configuration ξ to one of the configurations
ξ
→
xy(z) =
{
ξ(z)− 1{z = x}+ 1{z = y} when ξ(x) 6= 0
ξ(z) when ξ(x) = 0
(3)
for some {x, y} ∈ E. The only difference between the two models is that, in the first model, all the
pairs of neighbors are equally likely to trade at each time step whereas, in the second model, each
dollar is equally likely to be spent at each time step, meaning that agents buy with a probability
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proportional to the number of dollars they have.
Model 1 – At each time step, we choose an oriented edge, say
→
xy, uniformly at random and, if there
is at least one dollar at x, move one dollar from vertex x to vertex y. This is formally described by
the discrete-time Markov chain with transition probabilities
p(ξ, ξ
→
xy) =
1
2 card(E)
for all {x, y} ∈ E.
Note that the model introduced in [3] is simply the particular case obtained by assuming that the
connected graph G is the complete graph with N vertices.
Model 2 – At each time step, we choose one dollar uniformly at random from the system and move
it to one of the nearest neighbors chosen uniformly at random. This is now formally described by
the discrete-time Markov chain with transition probabilities
p(ξ, ξ
→
xy) =
ξ(x)
M deg(x)
for all {x, y} ∈ E
where the target configuration is again defined as in (3) and where deg(x) refers to the degree of
vertex x, i.e., the number of neighbors of that vertex.
3. Main results
For both models, we first study the limiting behavior for all values of the number N of individ-
uals as time goes to infinity and then simplify the probability that an individual has d dollars at
equilibrium in the large population limit. Recall also that M denotes the total amount of money
present in the system at all times.
Model 1 – Because the underlying network of interactions is a finite connected graph, the first
model is a finite irreducible discrete-time Markov chain. The process turns out to also be aperiodic
from which it follows that there is a unique stationary distribution to which the process converges
starting from any initial configuration. Using time-reversibility and combinatorial techniques, this
stationary distribution can be computed explicitly for all N . Taking the large population limit
as N →∞, some basic algebra allows to further simplify the expression of the stationary distribu-
tion. More precisely, we have the following theorem.
Theorem 1 (exponential distribution) – For model 1,
lim
t→∞
P (ξt(x) = d) =
(
M +N − d− 2
N − 2
)/(
M +N − 1
N − 1
)
.
In particular, for all fixed d,
lim
N→∞
lim
t→∞
P (ξt(x) = d) =
e−d/T
T
+ o
(
1
T
)
where T =M/N.
Note that the second part of the theorem implies that, when the money temperature, i.e., the
average number of dollars per individual, is large, the stationary distribution is well approximated
by the exponential distribution (1), which proves the result conjectured in [3] and shows that their
4 N. Lanchier
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Figure 1. Simulation results for Model 1 on the complete graph with 1000 vertices, each starting with $100. The
gray histograms represent the distribution of money after the number of updates indicated in the top-right corner of
the pictures. The black solid curve is the limiting exponential distribution found in Theorem 1.
result extends to spatially explicit models where the economic agents interact locally on a general
connected graph, rather than globally. See Figure 1 for simulation results showing the convergence
to the exponential distribution when G is the complete graph.
Model 2 – Like the first model, the second model is a finite irreducible discrete-time Markov chain.
This implies that there exists a unique stationary distribution and that the fraction of time a given
individual has a given amount of money converges in the long run to the corresponding coordinate
of the stationary distribution. The process, however, is not aperiodic in general but aperiodicity
holds for instance if the graph has an odd cycle. Using again time-reversibility, we prove that this
stationary distribution is binomial.
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Figure 2. Simulation results for Model 2 on the complete graph with 1000 vertices, each starting with $100. The
gray histograms represent the distribution of money after the number of updates indicated in the top-right corner of
the pictures. The black solid curve is the limiting Poisson distribution found in Theorem 2.
Theorem 2 (Poisson distribution) – For model 2,
lim
t→∞
1
t
t−1∑
s=0
1{ξs(x) = d} =
(
M
d
)(
deg(x)∑
z∈V deg(z)
)d(
1−
deg(x)∑
z∈V deg(z)
)M−d
.
In particular, on all regular graphs and for all fixed d,
lim
N→∞
lim
t→∞
1
t
t−1∑
s=0
1{ξs(x) = d} =
T d
d!
e−T where T =M/N.
The second part of the theorem shows that the fraction of time an individual owns d dollars
simplifies and converges to the Poisson distribution with mean T , the money temperature, in the
large population limit as N → ∞. See Figure 2 for simulation results showing the convergence to
the Poisson distribution when the graph G is the complete graph.
The rest of this paper is devoted to proofs, with Section 4 focusing on the first model and
Section 5 focusing on the second model.
4. Proof of Theorem 1 (exponential distribution)
To establish Theorem 1, we first prove that Model 1 has a unique stationary distribution to which
the process converges starting from any initial configuration and use time reversibility to show that
this distribution is the uniform random variable on the state space AN,M . The first part of the
theorem easily follows by also counting the total number of configurations with M dollars while
the second part can be deduced from the first part using some basic algebra.
For each ξ : V → N and x ∈ V , we let
ξx(z) = ξ(z) + 1{z = x}
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be the configuration obtained from ξ by adding one dollar at vertex x. Since each configuration
with M dollars can be obtained from a configuration with M − 1 dollars with the addition of one
dollar at a specific vertex, we have
AN,M = {ξ
x : ξ ∈ AN,M−1 and x ∈ V }
which we will use throughout the proofs. Note also that
(ξx)
→
xy = ξy ∈ AN,M for all ξ ∈ AN,M−1 and {x, y} ∈ E.
In the next lemma, we prove that Model 1 has a unique stationary distribution to which the process
converges starting from any initial configuration.
Lemma 3 – Model 1 has a unique stationary distribution pi and
limt→∞ P (ξt = ξ) = pi(ξ) for all configurations ξ, ξ0 ∈ AN,M .
Proof. To prove the result, the main objective is to show that the discrete-time Markov chain 1 is
both irreducible and aperiodic.
Irreducibility – Irreducibility follows from the fact that the graph G is connected. Indeed, for
each pair of vertices (x, y), there exist
x = x0, x1, . . . , xt = y such that {xi, xi+1} ∈ E for all i = 0, 1, . . . , t− 1.
In particular, for all ξ ∈ AN,M−1,
pt(ξ
x, ξy) = P (ξt = ξ
y | ξ0 = ξ
x)
≥ p(ξx0 , ξx1) p(ξx1 , ξx2) · · · p(ξxn−1 , ξxn)
= p(ξx0 , (ξx0)
→
x0x1) p(ξx1 , (ξx1)
→
x1x2) · · · p(ξxn−1 , (ξxn−1)
→
xn−1xn) > 0,
showing that the two configurations ξx and ξy communicate. Using a simple induction, we deduce
that, letting ξ ∈ AN,0 be the all-zero configuration and
(x1, x2, x3, . . . , xM ), (y1, y2, y3, . . . , yM ) ∈ V
M
the two configurations
(· · · ((ξx1)x2)x3 · · · )xM and (· · · ((ξy1)y2)y3 · · · )yM
also communicate. Since all the configurations in AN,M can be obtained from the all-zero configu-
ration by addingM dollars, we deduce that all the configurations communicate, which by definition
means that the process is irreducible.
Aperiodicity – For each ξ ∈ AN,M with ξ(x) = 0,
ξ
→
xy = ξ for all {x, y} ∈ E.
In particular, for ξ ∈ AN,M such that ξ(z) = 0 for some z ∈ V ,
p(ξ, ξ) =
∑
z∈V deg(z)1{ξ(z) = 0}/(2 card(E)) > 0,
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showing that configurations with at least one vertex with zero dollar have period one. Since the
process is also irreducible, all the configurations must have the same period one, from which it
follows that the process is aperiodic.
Irreducibility and the fact that the state space AN,M is finite imply the existence and uniqueness
of a stationary distribution pi. Aperiodicity also implies that, regardless of the initial configuration,
the probability that the process is in configuration ξ converges to pi(ξ). For a proof of these two
classical results, we refer to [4, Section 1.7]. 
The next lemma shows that the unique stationary distribution pi is the uniform distribution on
the state space AN,M of the process.
Lemma 4 – We have pi = Uniform (AN,M ).
Proof. Depending on whether the oriented edge selected at random starts from a vertex with zero
dollar or not, the configuration either remains unchanged or is obtained from the configuration at
the previous time step by moving one dollar along the oriented edge. In equations, this means that
if the transition probability p(ξ, ξ′) > 0 then we have the following alternative:
• ξ = ξ′ with ξ(z) = 0 for some z ∈ V in which case
p(ξ, ξ′) = p(ξ, ξ) =
∑
z∈V deg(z)1{ξ(z) = 0}/(2 card(E)),
• ξ = ηx and ξ′ = ηy for some η ∈ AN,M−1 and {x, y} ∈ E in which case
p(ξ, ξ′) = p(ηx, ηy) = 1/(2 card(E)).
This shows in particular that
p(ξ, ξ′) 6= 0 if and only if p(ξ′, ξ) 6= 0. (4)
Also, when p(ξ, ξ′) 6= 0 with ξ 6= ξ′ and pi = Uniform (AN,M ),
pi(ξ) p(ξ, ξ′) = 1/(2 card(E) card(AN,M )) = pi(ξ
′) p(ξ′, ξ).
The left and right-hand sides are trivially equal when ξ = ξ′ while (4) shows that the equality
also holds when p(ξ, ξ′) = 0. This implies that the process is time reversible and that the uniform
distribution pi is indeed a stationary distribution since
Ppi(ξ1 = ξ) =
∑
ξ′∈AN,M
pi(ξ′) p(ξ′, ξ) =
∑
ξ′∈AN,M
pi(ξ) p(ξ, ξ′)
= pi(ξ)
∑
ξ′∈AN,M
p(ξ, ξ′) = pi(ξ).
This completes the proof. 
It follows from the previous lemma that
pi(ξ) =
1
card(AN,M )
for all ξ ∈ AN,M .
In particular, to obtain a more explicit expression of the stationary distribution, it suffices to
compute the number of configurations. This is done in the next lemma.
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Lemma 5 – For all positive integers N,M ∈ N∗,
card(AN,M ) =
(
M +N − 1
N − 1
)
.
Proof. Write V = {x1, x2, . . . , xN} and, for each ξ ∈ AN,M , let
φ(ξ) = {ξ(x1) + 1, ξ(x1) + ξ(x2) + 2, . . . , ξ(x1) + · · · + ξ(xN−1) +N − 1}.
This defines a function φ : AN,M → BN,M where
BN,M = set of subsets of {1, 2, . . . ,M +N − 1} with N − 1 elements
and we now prove that this function is bijective.
Injectivity – Let ξ, ξ′ ∈ AN,M with φ(ξ) = φ(ξ
′). Then,
ξ(xi) = ξ
′(xi) for all i = 1, 2, . . . , N − 1.
Since both configurations contain M dollars, we also have
ξ(xN ) =M − ξ(x1)− · · · − ξ(xN−1) =M − ξ
′(x1)− · · · − ξ
′(xN−1) = ξ
′(xN )
showing that ξ = ξ′ and that φ is injective.
Surjectivity – Let B ∈ BN,M and write
B = {n1, n2, . . . , nN−1} with 1 ≤ n1 < n2 < · · · < nN−1 ≤M +N − 1.
Then, define the configuration ξ : V → N as
ξ(xi) =


n1 − 1 for i = 1
ni − ni−1 − 1 for i = 2, 3, . . . , N − 1
M +N − nN−1 − 1 for i = N.
We easily check that ξ ∈ AN,M and φ(ξ) = B, which shows surjectivity.
In conclusion, we have
card(AN,M ) = card(BN,M ) =
(
M +N − 1
N − 1
)
where the first equation follows from the bijectivity of φ, while the second equation is obvious in
view of the definition of the set BN,M . 
Using Lemmas 3–5, we can now prove Theorem 1.
Proof of Theorem 1. It follows from Lemmas 3–4 that
limt→∞ P (ξt(x) = d) = pi({ξ ∈ AN,M : ξ(x) = d})
= card {ξ ∈ AN,M : ξ(x) = d}/ card(AN,M ).
(5)
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for all (x, d) ∈ V ×{0, 1, . . . ,M}, regardless of the initial configuration. In addition, the number of
configurations with exactly d dollars at vertex x is given by
card {ξ ∈ AN,M : ξ(x) = d} = card(AN−1,M−d). (6)
Combining (5)–(6) and using Lemma 5, we get
lim
t→∞
P (ξt(x) = d) =
card(AN−1,M−d)
card(AN,M )
=
(
M +N − d− 2
N − 2
)/(
M +N − 1
N − 1
)
(7)
which proves the first part of the theorem. To deduce the second part of the theorem, we first
rewrite the right-hand side of (7) as
(M +N − d− 2)!
(N − 2)!(M − d)!
(N − 1)!M !
(M +N − 1)!
=
(N − 1)!
(N − 2)!
M !
(M − d)!
(M +N − d− 2)!
(M +N − 1)!
=
M (M − 1) · · · (M − d+ 1)(N − 1)
(M +N − 1)(M +N − 2) · · · (M +N − d− 1)
.
Letting T = M/N be the average number of dollars per vertex, which by analogy with classical
physics is called the money temperature, and observing that both the numerator and the denomi-
nator are the product of d+ 1 terms, for d ∈ N fixed,
lim
N→∞
lim
t→∞
P (ξt(x) = d) =
NMd
(M +N)d+1
=
(
1
T + 1
)(
T
T + 1
)d
=
(
1
T + 1
)
e−d ln(1+
1
T ).
In particular, for large money temperatures,
lim
N→∞
lim
t→∞
P (ξt(x) = d) =
(
1
T
+ o
(
1
T
))
e−d(
1
T
+o( 1T )) =
e−d/T
T
+ o
(
1
T
)
showing that, at least when the temperature is high and in the large population limit, the number
of dollars at a given vertex at equilibrium is well approximated by the exponential random variable
with parameter 1/T . This completes the proof. 
5. Proof of Theorem 2 (Poisson distribution)
To establish Theorem 2, which focuses on the second model, we again start by proving the existence
and uniqueness of the stationary distribution. The process, however, might not be aperiodic, so we
only have convergence of the fraction of time spent in each state rather than convergence of the
multi-step transition probabilities. For model 2, the stationary distribution is the multinomial
random variable, which can be guessed from the stationary distribution of the symmetric random
walk on the connected graph G. Both parts of the theorem easily follow.
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Lemma 6 – Model 2 has a unique stationary distribution pi and
lim
t→∞
1
t
t−1∑
s=0
1{ξs(x) = d} =
∑
ξ∈AN,M
pi(ξ)1{ξ(x) = d} for all ξ0 ∈ AN,M . (8)
Proof. Using again that the graph G is connected and following the same argument as in the proof
of Lemma 3, we prove that the process is irreducible. Since in addition the state space is finite,
there exists a unique stationary distribution pi and, by [4, Theorem 1.23],
lim
t→∞
1
t
t−1∑
s=0
f(ξs) =
∑
ξ∈AN,M
f(ξ)pi(ξ) for all ξ0 ∈ AN,M (9)
and all bounded functions f : AN,M → R. Taking
f(ξ) = 1{ξ(x) = d} for a fixed pair (x, d) ∈ V × {0, 1, . . . ,M},
equation (9) becomes (8). This completes the proof. 
Note that we have the stronger convergence
lim
t→∞
P (ξs(x) = d) =
∑
ξ∈AN,M
pi(ξ)1{ξ(x) = d} for all ξ0 ∈ AN,M
whenever the process is also aperiodic. This is not true for all connected graphs G but aperiodicity
holds for instance if the graph has an odd cycle. The next step is to find an explicit expression of
the distribution pi. Thinking of the money circulating in the system as a set of M one-dollar bills,
the process (Xt) that keeps track of the location of a given bill
• stays put at each time step with probability 1− 1/M and
• jumps according to the symmetric random walk on G with probability 1/M .
This process is known to be reversible with stationary distribution
p¯i(w) =
deg(w)∑
z∈V deg(z)
for all w ∈ V.
In particular, a good candidate for the stationary distribution pi is the distribution in which each
bill is independently at vertex w with probability p¯i(w), i.e.,
pi(ξ) =
(
M
ξ(1), . . . , ξ(N)
) ∏
w∈V
(p¯i(w))ξ(w) where p¯i(w) =
deg(w)∑
z∈V deg(z)
(10)
for all ξ ∈ AN,M . This is proved in the next lemma.
Lemma 7 – The distribution pi given in (10) is stationary for model 2.
Proof. First, we observe that, for all η ∈ AN,M−1 and {x, y} ∈ E,
p(ηx, ηy) = P (ξt+1 = η
y | ξt = η
x) =
ηx(x)
M deg(x)
=
η(x) + 1
M deg(x)
. (11)
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In addition, for all η ∈ AN,M−1 and x ∈ V ,
pi(ηx) =
(
M
ηx(1), . . . , ηx(N)
) ∏
w∈V
(p¯i(w))η
x(w)
=
(
M
η(1), . . . , η(N)
)(
1
η(x) + 1
)( ∏
w∈V
(p¯i(w))η(w)
)
p¯i(x).
(12)
Combining (11)–(12), we deduce that, for all {x, y} ∈ E,
pi(ηx)
pi(ηy)
=
η(y) + 1
η(x) + 1
p¯i(x)
p¯i(y)
=
η(y) + 1
η(x) + 1
deg(x)
deg(y)
=
p(ηy, ηx)
p(ηx, ηy)
while it is trivial that
p(ξ, ξ′) = 0 for all (ξ, ξ′) /∈ {(ηx, ηy) : η ∈ AN,M−1 and {x, y} ∈ E}.
This shows that the process is time reversible and, as in the proof of Lemma 4, that the distribution
given in (10) is indeed the stationary distribution of model 2. 
Using Lemmas 6–7, we can now prove Theorem 2.
Proof of Theorem 2. Fix a vertex x ∈ V and write
V = {x,w1, w2, . . . , wN−1}.
By Lemma 7, for all ξ ∈ AN,M such that ξ(x) = d,
pi(ξ) =
(
M
d, ξ(w1), . . . , ξ(wN−1)
)( ∏
w 6=x
(p¯i(w))ξ(w)
)
(p¯i(x))d
=
(
M
d
)(
M − d
ξ(w1), . . . , ξ(wN−1)
)(N−1∏
i=1
(p¯i(wi))
ξ(wi)
)
(p¯i(x))d.
(13)
By (13) and the multinomial theorem, the right-hand side of (8) becomes
∑
ξ∈AN,M
(
M
d
)(
M − d
ξ(w1), . . . , ξ(wN−1)
)(N−1∏
i=1
(p¯i(wi))
ξ(wi)
)
(p¯i(x))d 1{ξ(x) = d}
=
(
M
d
)
(p¯i(x))d
∑
ξ(w1)+···+ξ(wN−1)=M−d
(
M − d
ξ(w1), . . . , ξ(wN−1)
)(N−1∏
i=1
(p¯i(wi))
ξ(wi)
)
=
(
M
d
)
(p¯i(x))d
(N−1∑
i=1
p¯i(wi)
)M−d
=
(
M
d
)
(p¯i(x))d (1− p¯i(x))M−d.
Applying Lemma 6 and recalling (10), we deduce that
lim
t→∞
1
t
t−1∑
s=0
1{ξs(x) = d} =
(
M
d
)
(p¯i(x))d (1− p¯i(x))M−d
=
(
M
d
)(
deg(x)∑
z∈V deg(z)
)d(
1−
deg(x)∑
z∈V deg(z)
)M−d
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for all ξ0 ∈ AN,M . This proves the first part of the theorem. To deduce the second part, we simply
observe that, for all regular graphs with N vertices,
p¯i(w) =
deg(w)∑
z∈V deg(z)
=
1
N
for all w ∈ V.
In particular, taking the limit as N →∞ and recalling T =M/N , we get
lim
N→∞
lim
t→∞
1
t
t−1∑
s=0
1{ξs(x) = d} = lim
N→∞
(
NT
d
)(
1
N
)d(
1−
1
N
)NT−d
= lim
N→∞
(
NT (NT − 1) · · · (NT − d+ 1)
d!Nd
)(
1−
1
N
)NT
=
T d
d!
e−T .
This completes the proof. 
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