Development of a Portable Triple Silicon Detector Telescope for Beta Spectroscopy and Skin Dosimetry by Helt-Hansen, Jakob
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 19, 2017
Development of a Portable Triple Silicon Detector Telescope for Beta Spectroscopy
and Skin Dosimetry
Helt-Hansen, Jakob
Publication date:
2000
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
Helt-Hansen, J. (2000). Development of a Portable Triple Silicon Detector Telescope for Beta Spectroscopy and
Skin Dosimetry. Roskilde: Risø National Laboratory.
Risø-R-1216(EN)
Development of a Portable Triple
Silicon Detector Telescope for Beta
Spectroscopy and Skin Dosimetry
Jakob Helt-Hansen
Risø National Laboratory, Roskilde, Denmark
November 2000
Abstract
It is now recognized that beta radiation can be a signiﬁcant radiation problem
for exposure of the skin. There is thus a need for a portable and rugged active
beta dosemeter-spectrometer to carry out immediate measurements of doses and
energies of beta particles even in the presence of photon radiation. The main
objective of this report is to describe the development of such an instrument.
A beta-spectrometer has been developed consisting of three silicon surface bar-
rier detectors with the thickness: 50µm/150µm/7000µm covered by a 2 µm thick
titanium window. The spectrometer is capable of measuring electron energies from
50 keV to 3.5 MeV.
The spectrometer is characterized by a compact low weight design, achieved
by digital signal processing beginning at an early stage in the signal chain. 255
channels are available for each of the three detectors. The spectrometer is con-
trolled by a laptop computer, which also handles all subsequent data analysis. The
LabViewTM software distributed by National Instruments was used for all program
developments for the spectrometer.
By use of coincidence/anti-coincidence considerations of the absorbed energy in
the three detector elements, counts caused by electrons are separated from those
originating from photons. The electron energy distribution is folded by a set of
conversion coeﬃcients to obtain the dose at 0.07 mm tissue.
Monte Carlo calculations has been used to derive the conversion coeﬃcients and
to investigate the inﬂuence of noise and the design of detector assembly on the
performance of the spectrometer.
This report describes the development of the spectrometer and its mode of
operation, followed by a description of the Monte Carlo calculations carried out
to obtain the conversion coeﬃcients. Finally is the capability of the telescope
spectrometer to measure beta and photon spectra as well as beta dose rates in
pure beta and mixed beta/photon radiation ﬁelds described.
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1 Introduction
It is now recognized that beta radiation can be signiﬁcant radiation problem for
exposure of the skin [51]. For many decades photon dosimetry has been in focus
partly because adequate instrumentation for beta dosimetry has not been avail-
able, partly because beta radiation has been thought of as a minor problem due
to its limited range.
But beta radiation can be a serious problem. In step with the growing number
of applications where beta radiation contribute to the risk scenario (in physics,
biology, chemistry, medicine and technology) the awareness for beta dosimetry in
radiation protection increased. Today 1 000 000 workers are occupationally mon-
itored with personal dosemeters within the EU. To know the means for proper
shielding against beta radiation, or to identify beta radio-isotopes, it is necessary
to have information about the energy distribution of the source.
In accident situations where it may be necessary to work in intense beta ra-
diation ﬁelds, the need for beta dosimetry is obvious. A recent example is the
Chernobyl accident where workers received signiﬁcant beta doses to the skin. Skin
burns due to exposure from beta radiation often contributed to or caused their
death [49].
Two problems often accompany measurements of beta radiation ﬁelds: the dose
rate can be very uneven in space compared to strongly penetrating radiation [20]
and the beta radiation is often accompanied by a photon radiation ﬁeld, which can
make an accurate dose rate measurement impossible. Some types of beta radiation
are not accompanied by a photon radiation ﬁeld, and are therefore invisible to
detector systems, which can only measure photons.
There is thus a need for a portable and rugged active beta dosemeter-spectrometer
to carry out immediate measurements of doses and energies of beta particles even
in the presence of photon radiation.
Such an instrument did not exist, and the main objective of this Ph.D. project has
been to complete the construction of an operational beta dosemeter-spectrometer.
The spectrometer is based on a telescope conﬁguration, to enable the discrimi-
nation of electrons and photons. A couple of thin dE detectors is placed in front
of a detector thick enough to absorb any remaining energy of an electron passing
through. The determination of particle type is based on simple coincidence/anti-
coincidence considerations, utilizing that beta particles will leave energy in all
detectors they pass, while photons most likely only will interact with one detec-
tor.
The telescope construction is not new, and it has been exploited in many beta
spectrometers using diﬀerent types of detectors [24][25][27].
The skin dose at 0.07 mm tissue (Hp(0.07)) is calculated by folding the measured
electron energy distribution with a suitable set of conversion coeﬃcients. This
technique is not new either [27].
What is unique about the spectrometer developed at Risø, is the use of digital
signal processing at a very early stage implying a portable, compact and low weight
design, the use of spectrometer speciﬁc conversion coeﬃcients which incorporate
the detector noise, and the ﬂexibility in the data processing made possible by
modern programming technology.
During the project period, the leakage currents of the spectrometer have in-
creased steadily, due to poor intrinsic properties of the silicon surface barrier
detectors, malfunctioning ohmic contacts and properly also heat conduction paste
seeping into the detector assembly. This have resulted in an enhanced noise level
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rendering any serious use of the spectrometer. A new detector assembly was or-
dered six month before the closing of the Ph.D. project, but the delivery has been
postponed several times. The number of experimental results is therefore limited.
The report is structured in three parts: The equipment is described in chapter
3 to 5, chapter 6 to 8 deals with the theory of the Monte Carlo method and the
way the calculations are carried out and ﬁnally are the results from Monte Carlo
calculations and measurements presented in chapter 9 to 12.
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2 Basic quantities in skin dosime-
try
The fundamental physical quantity in dosimetry is absorbed dose, D, measured
as absorbed radiant energy, E, per unit mass, m, in the limit when the volume of
interest goes to zero. The unit is Gy, [J/kg].
D = lim
∆m→0
∆E
∆m
(1)
2.1 Dose equivalent
Two operational quantities are formed from the physical quantity, D: directional
dose equivalent, H ′(d,−→Ω ), and personal dose equivalent Hp(d,−→Ω ). Both have the
unit Sievert, Sv [J/kg]. The former is used for the characterization of radiation
ﬁelds, and the later for individual monitoring. The term ‘equivalent’ is used when
the dose is weighted with a radiation quality factor, which is one for electrons of
all energies. An overview of the quantities are given in [11][35].
Directional dose equivalent
H ′(d,−→Ω ) at a point in a radiation ﬁeld, free-in-air, is the dose equivalent that
would be present in an ICRU sphere at depth d, on a radius in a speciﬁed direction,−→Ω , when the radiation ﬁeld at the point is expanded over the whole sphere.
The ICRU sphere is made of tissue equivalent material, 30 cm in diameter. The
composition is listed in Table 24 on page 100. By expansion is meant that the
ﬂuence and angular- and energy distributions are the same over the volume of
interest as at the point of reference.
If the radiation ﬁeld only has one direction, i.e. its direction can be speciﬁed by
an angle, α, to the radius pointing to the reference point in the ICRU sphere, the
notation H ′(d, α) can be used. H ′(d) is used in the special case where α = 0.
H ′(d,−→Ω ) characterizes a radiation ﬁeld, and conversion factors are calculated
using this quantity. H ′(d,−→Ω ) is also suitable for calibration purposes.
Personal dose equivalent
Hp(d,
−→Ω ) is the dose equivalent at depth d, in the radiation ﬁeld with direction −→Ω
relative to the body surface, at a speciﬁc point on the body. Again the notation
Hp(d, α) can be used when the radiation ﬁeld is unidirectional, but Hp(d) just
speciﬁes the personal dose equivalent at the depth d regardless of −→Ω .
The quantity measured by personal dosemeters should be close to Hp(d).
To evaluate personal dose equivalent on the trunk of the body, it is recomended
that Hp(d) is measured on a 30×30×15 cm phantom of ICRU tissue [34]. For
dosemeters worn on extremities two rod-shaped phantoms are deﬁned [44]. Diﬀer-
ent phantoms are needed because Hp(d) is speciﬁc to the point on the body where
it is measured.
Tissue depth of interest
Considering stochastic eﬀects, the cells of interest are located in the basal layer,
placed under the epidermis, typically in a depth of 20-100 µm depending on the
location on the body [12][32]. The basal layer is one cell thick, and it is here the
Risø-R-1216(EN) 9
generation of new skin takes place. The creation of new skin involves an enhanced
rate of cell divisions where the DNA is more susceptible for radiation damage.
Considering deterministic eﬀects, some of these also occur at 20-100 µm depth,
but the most serious eﬀects arise in deeper layers (300-500 µm).
ICRP recommends that the dose equivalent is determined at a nominal depth
of 0.07 mm (7 mg/cm2), averaged over an area of 1 cm2, regardless of the area
exposed. The eﬀective dose limits provides suﬃcient protection for the skin against
stochastic eﬀects [32].
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3 Equipment
The spectrometer consists of three separate parts: a handhold detector probe, a
base unit and a host computer. The spectrometer is shown in Figure 1. The total
weight of the spectrometer is less than 10 kg.
Figure 1. Photo of the Risø telescope spectrometer. The hand held detector probe is
connected to the base unit in which batteries and electronics are located. The spec-
trometer is controlled by the laptop computer. [22] Photo: I. Gjerløv-Christensen
3.1 Detector probe
The detector probe consists of a 12 cm × 22 cm × 8 cm aluminum box containing
a detector assembly consisting of three silicon detectors, a thermoelectric cooling
element.
Detector assembly
Figure 2 shows a cross-section of the detector assembly. It consists of three sili-
con semiconductor detectors with dimensions speciﬁed in Table 1. The detector
assembly is manufactured by Q-Par Angus Ltd., UK.
The thick detector at the back consists of two detectors mounted very close
together with a common electrical connection. The two detectors are thus in par-
allel.
The total thickness of the detectors in the telescope arrangement is 7341 µm,
which enables the spectrometer to measure electron energies up to about 3.5 MeV.
This energy is also the decay energy of the ruthenium/rhodium-106 ﬁssion prod-
uct, which can be present at nuclear power stations. The lower detection limit is
about 50 keV. 70 keV is the minimum energy an electron needs to reach 0.07 mm
tissue depth.
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Figure 2. Cross-section of the detector assembly. All lengths in cm. Based on
graphics by IRS/NRC (Ionizing Radiation Standards. National Research Council
of Canada).
Table 1. Dimensions of the silicon detectors used in this work, as speciﬁed by the
manufacturer.
Position Name Thickness Area
[µm] [mm2]
Front Detector 1 52 50
Middle Detector 2 157 100
Back Detector 3 7132 300
Upper-back Detector 3a 3590 300
Lower-back Detector 3b 3542 300
The detectors are mounted on holders made of ceramics, using conducting epoxy
as glue. The whole detector construction is kept together in copper cylinder, 4 cm
in diameter and with a wall thickness of 5 mm, assuring that no electrons enters
from the side.
At the front side the detectors are shielded by a 0.9 mm thick platinum/iridium
(Pt/Ir) diaphragm with a 50 mm2 hole, which is covered by a light-tight 2 µm
thick (0.91 mg/cm2) titanium foil. In Figure 2 is the Pt/Ir diaphragm shown to
have a 45◦ conical shape with its largest diameter to the top. It has later been
revealed that the diaphragm has its largest diameter to the bottom.
Figure 3 shows two photographs of the detector assembly. The copper cylinder
with connectors is shown to the left, and to the right a view of the interior of the
cylinder.
The copper cylinder is attached by means of screws to a steel ﬂange, which is
mounted on the wall of the probe box.
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Figure 3. Photos of the detector assembly. Left: The copper cylinder containing the
three detectors. The Pt/Ir diaphragm is covered by a titanium foil. The connectors
to the detectors can be seen on the side of the cylinder. Right: The detector as-
sembly turned around and opened. Detector 3, consisting of to detector elements,
is taken out. Inside the copper cylinder an insulating teﬂon sheet is seen, and in
the center the back side of detector 2. The wire around the cylinder is a thermo-
element for measuring the temperature of the assembly. The copper cylinder is
mounted on a steel ﬂange.
To reduce the production of bremsstrahlung from high-energy electrons, a 10
mm thick PMMA plate with a 45◦ conical hole can be attached to the front side
of the detector probe. The PMMA plate can be seen in Figure 1.
Thermoelectric element
On the back side of the detector assembly a thermoelectric element (Peltier ele-
ment) is located. The thermoelectric element cools the detector assembly down to
a constant temperature (11◦C under normal conditions). Heat-conducting paste is
used on the contact surface between the thermoelectric element and the detector
assembly.
A solid copper cylinder leads the heat surplus to heat sink placed on the back
of the probe.
3.2 Base unit
The base unit is also called a processing and support unit. It holds the batteries
for the detector bias supply and the power for the signal processing. A major part
of the signal processing takes place in a programmable logic device placed in the
base unit (further described in chapter 5). The base unit also hosts a temperature
controller, a micro controller for general control with a IEEE488 (GPIB) interface,
and a battery charger.
3.3 Host computer
The host computer communicates with the base unit via the IEEE488 interface.
Normally a laptop computer will be the host, but also a stationary PC.
Operating program
The spectrometer is operated by a custom build software package. The software
is developed in the graphical programing environment ‘G’ using LabViewTM 4.1,
5.0 and 5.1 from National Instruments.
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LabView is a graphical programming language contrary to a text and line based
language. It is designed for development of computer based instruments i.e. graph-
ical user interfaces, and contains predeﬁned functions for communication with
external devices and graphical display of data.
The mathematical treatment of the received pulse heights are described in the
next chapter.
The software package consists of three diﬀerent programs:
Bias- and temperature settings The detector bias can be set either manually
or by servo-control, the latter facilitating the use of the instrument by non-
experts. In applications where silicon detectors are used, it can be diﬃcult
to apply the right detector voltage, since there is a temperature dependent
voltage drop over the output resistance of the preampliﬁer due to the leakage
current of the detector.
The leakage current from the three detectors are frequently monitored.
The program includes an automatic test-sequence to plot the relationship
between leakage current and detector bias. The test provides a tool to check
the quality of the detectors.
Acquisition and detector parameter settings Before an acquisition can start
parameters such as acquisition time, threshold settings etc. must be speciﬁed.
A ﬁle name for data storing must be selected. All commands can be executed
by a batch-ﬁle.
Pulse height data generated by the detectors and relevant information on
detector settings and leakage currents can be stored on disc for later analysis.
Each event recorded by the detector array is analyzed by a simple software
routine and characterized as an electron or photon event, following the scheme
in Table 2. An electron will certainly deliver some of its energy in detector 1,
and also in detector 2 and 3 depending on its energy. On the other hand will
photons most likely only interact with one detector and then probably with
detector 3 which makes up to 99% of the total detector volume.
Monte Carlo calculations shows that the event where energy is absorbed in
detector 1 and 3 at the same time is very unlikely, and coincidence pattern 5 is
therefore classiﬁed as a ‘not deﬁned’ event. Coincidence pattern 3 [-++] could
be caused by a photon creating a Compton electron in detector 2, followed
by an interaction in detector 3 either by the photon or the Compton electron.
Monte Carlo calculations predicts that this will happen in about 2% of the
events where a photon is registered by the spectrometer, but the calculations
also foresee that electrons are even more likely to generate this coincidence
pattern - it is therefore decided also to classify coincidence pattern 3 as an
undeﬁned event.
The total energy distribution in the spectrometer and the energy distribu-
tions for electron and photon events are displayed together with the energy
absorption in the three detectors, respectively.
The digital pulse heights are received from the base unit (values from 0 to
255), and can be stored as a binary ﬁle like this or in a calibrated format,
where the pulse heights are expressed in keV. It is also possible to store the
pulse height values in an ASCII-ﬁle.
Since the pulse height distributions cannot be displayed before the computer
has received and analyzed the data, an acquisition is usually broken into
smaller sub-acquisitions with a duration of e.g. one second, thereby enabling
immediate information on the measurement results.
On the basis of the measured electron energy distribution an estimate for
the dose rate from electrons at 0.07 mm tissue depth (H˙p(0.07)) is calculated
and displayed.
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Table 2. Coincidence patterns. Coincidence and anti-coincidence conditions of the
three detectors used to classify electron and photon events. ‘•’ indicates a registered
energy absorption above the noise threshold of the detector.
Detector 1 Detector 2 Detector 3 Classiﬁcation Coincidence
pattern number†
Label‡
- - • Photon 1 [--+]
- • - Photon 2 [-+-]
- • • Not deﬁned 3 [-++]
• - - Electron (low energy) 4 [+--]
• - • Not deﬁned 5 [+-+]
• • - Electron (medium energy) 6 [++-]
• • • Electron (high energy) 7 [+++]
† The number is based on a binary interpretation of the detectors entering the pattern.
‡ The label is used later to ease the interpretation of the coincidence pattern number.
In the following will the expression ‘dose at 0.07 mm tissue’ only be used
about dose caused by electron irradiation.
Log-ﬁles with relevant data about the acquisition - e.g. count- and dose
rates, threshold values, leakage currents and detector temperature - are writ-
ten at the start and end of an acquisition or at regular time intervals. These
data are also written in a global log ﬁle documenting the history of the spec-
trometer.
Figure 4 shows the user interface of the acquisition program.
Figure 4. An example of an LabView user interface used in the data acquisition
program. The histograms shows the separated electron and photon energy spectra
as well as the total spectrum from a Bi-207 source. [22]
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Analysis of data stored on disc This program has the functionality of the ac-
quisition program, except that data is read from a ﬁle.
Extra analysis tools are available. Histograms of the pulse height distri-
bution for any combination of detectors and coincidence patterns, in a given
energy interval, can be presented. It is possible to specify new noise thresholds
as long as they exceed those used in the original measurement.
Acquisition time and other information is automatically extracted form the
log-ﬁles belonging to the pulse height data.
Further documentation of the operating program is found in appendix E.
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4 Properties of silicon semiconduc-
tor detectors
This section describes some of the properties of silicon surface barrier detectors
which are used in the spectrometer.
4.1 Intrinsic properties
A silicon surface barrier detector typically consists of an n-type silicon wafer coated
with a thin gold or aluminum layer. The silicon is usually doped with phosphorus
to form an n-type material while the gold/aluminum interplay with silicon oxide
on the wafer to act as p-type material. The band gab, Eg, between the to materials
is in the order of 1 eV.
The n-p conjunction acts as a semiconductor. If a potential is applied in the n-p
direction (reverse bias) no current will ﬂow, but the electric potential will result
in a region where all free charges (electrons and holes) are swept away, due to
build up in the contact potential between the n- an p-type material. This region
of the silicon wafer is called the depletion layer, and the size is determined by the
speciﬁc resistance of the doped silicon and the applied bias voltage [48][43].
The n-p conjunctions used in the detectors for the spectrometer are of a type
called England-Hammer Au-Ge-Si contacts. The contacts are special since the
Ge-Si layer is constructed in a way so it acts as a barrier for both holes and
electrons. When reverse biased the contact behaves as a normal n-p conjunction,
and forward biased it acts as a non-injecting ohmic contact. The silicon wafer has
the same England-Hammer contacts on both sides, and can be operated with the
bias going either way. A thin gold layer is applied on top of the Ge-Si contact to
reduce surface resistance [15][16].
Information about the bias voltage needed to totally deplete a speciﬁc detector
is supplied by the detector manufacturer. If this bias is exceeded a dielectric break
through can cause permanently damage to the detector.
When electrons interacts with matter atoms will be ionized, i.e. electron-hole
pairs are created. This is also true when photons interacts with matter, since the
end-product is electrons in motion.
When an electron-hole pair is created they will usually re-combine, but sub-
jugated to the electric ﬁeld in the depletion layer, they will be swept apart in
opposite directions, and contribute to a small current across the semiconductor.
The lifetime of a free electron-hole pair is about 10−5 s.
The ionization energy needed to create an electron-hole pair, 
, is 3.62 eV in
silicon at room temperature. As a comparison it will require about 1 keV to create
a photo-electron in a scintillation counter. The low ionization energy gives a good
energy resolution compared to other detection systems, since more information
carriers are created and the statistical uncertainty therefore less.
The ionization energy is decreasing with decreasing temperature, but this does
not play a signiﬁcant role when the temperature diﬀerences are in the order of
tens of kelvins. A temperature drop from 20◦C to 5◦C has been measured to give
a 0.3% change in the energy calibration of a silicon semiconductor [21].
Unless otherwise mentioned the word detector will only be used meaning the
depleted part of the silicon wafer.
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Eﬀectiveness
The intrinsic eﬃciency, i.e. the number of particles registered compared to the
number of particles striking the detector with an energy above the noise threshold,
is essentially 100% [48].
Fano facor
Not all the absorbed energy is going to the creation of electron-hole pairs. A small
part of the energy is used to excitation of fonons, i.e. lattice vibrations, and this
may inﬂuence on the resolution of the detector.
If energy absorption through ionization and creation of fonons are uncorrelated
the variance in the number of electron-hole pairs would be governed by Poisson
statistics and equal the number of produced electron-hole pairs equal E/
, where
E is the absorbed energy. The Fano factor is deﬁned as the ratio between the
observed variance and the Poisson statistic variance [43]
F ≡ observed statistical variance
E/

(2)
To have a good resolution the fano factor should be as low as possible. The
fano factor for silicon at 77 K is 0.084 to 0.143 [43]. It is not surprising that the
fano factor is fairly small, since the ionization energy is far less than the absorbed
energy.
Collection of charge carriers
As mentioned above the life time of a free electron-hole pair is about 10−5 seconds,
so the mobility of electrons and holes is a key issue.
The transit time in an n-type material, i.e. the time for an electron to cross
the entire width of the depletion layer, can for detection of electron radiation be
described by the following equation [43]
tc =
0.53d2
µV
(3)
where
tc: Transit time in seconds
d: Depletion widths in cm
µ: Electron mobility for electrons in cm2/V-s
V : Bias voltage in volts
For silicon at room temperature µ=1350 cm2/V-s. Table 3 shows the transit
times for electrons in the three detectors used in this work.
It is seen that the transit times for electrons are at least two orders of magnitude
less than the life time of an electron-hole pair. The transit time for holes are about
tree times slower than for electrons, but this does not aﬀect the assumption that
all created pairs are expected to be collected.
Impurities in the silicon can cause electron and hole traps which can prolong
the transit time and annihilate some of the charge carriers.
4.2 Noise considerations
A 100 keV electron totally absorbed in a silicon detector will give rise to about
28 000 electron-hole pairs, which, with a collecting time of 100 ns, would result in
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Table 3. Transit times for electrons in the detectors used in the Risø Telescope
Spectrometer
Detector Thickness of
depletion
layer†
Bias Electrical ﬁeld
strength
Transit time, tc
(eq. 3)
[cm] [V] [V/cm] [s]
1 5.1950·10−3 7 1347 1.5·10−9
2 1.5695·10−2 47 2995 2.1·10−9
3a 3.5899·10−1 350 975 1.5·10−7
3b 3.5420·10−1 350 988 1.4·10−7
† The two 30 nm thick germanium layers in the England-Hammer contacts are
treated as silicon, since they only make up less than 1 per mille of the total thickness.
a current across the detector of 5 ·10−8 A. A silicon detector is thus very sensitive
to noise.
The term ‘noise’ refers to the factors that leads to a broadening of a measured
signal, i.e. that an energy absorption of a single energy is not registered as a Dirac-
delta function but rather as a peak characterized by a full-width-half-maximum
value.
The noise can be split into several sources which add in quadrature to form the
total noise [43]
(∆Etotal)2 = (∆E1)2 + (∆E2)2 + . . .+ (∆En)2 (4)
where ∆E represents the peak broadening due to each source term.
Below some of the major contributions to the total noise are described.
Fluctuations in leakage currents
The two most important contributions to the leakage current are: Thermal gener-
ation of electron-hole pairs (bulk leakage current) and surface leakage current.
Thermal generation of electron-hole pairs Electron-hole pairs will continu-
ously be created in the depletion layer due to thermal excitation. The prob-
ability per unit time for generation of an electron hole pair is [43]
p(T ) = CT 3/2 exp(−Eg/2kT ) (5)
where
C: Constant (dependent on the material)
T : Temperature in kelvin
Eg: Band gab matching the units of the Boltzmann constant
k: Boltzmann constant [1.28·10−23 J/K, 8.62·10−5 eV/K]
The bulk leakage current is proportional to the volume of the detector, and
the only way to reduce it is by cooling.
The Risø telescope spectrometer is usually operated at 11◦C. Compared to
operation at 20◦C this gives a reduction factor in the bulk leakage current of
about1
p(20◦C)
p(11◦C)
=
(
293
284
)3/2 exp(−1.117 eV/(2 · 8.62 · 10−5 eV/K · 293 K))
exp(−1.120 eV/(2 · 8.62 · 10−5 eV/K · 284 K)) = 2.2
(6)
1The energy band gab at 11◦C and 20◦C is calculated using a linear interpolation on values
given in [43] and [2].
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Cooling the detector assembly has shown to be an eﬃcient and necessary
tool to reduce the leakage current and thereby the noise level.
The temperature dependence of the bulk leakage current is discussed in
[48][25][2].
Surface leakage current The surface leakage current originates from the edges
of the junctions to the detector, where there is a large voltage gradient. The
surface leakage currents are among other things dependent on the speciﬁc
way the detector is manufactured, and if the detector surface is contaminated
with dirt or humidity [43].
The detector should therefore be kept clean, and special care should be
taken if the detector is cooled, that humidity from the air is not condensed
on the surface. Condensed vapor may also cause extra energy absorption of
low energy beta radiation at the protection foil.
Electronic noise
The noise originating from the preampliﬁers depends among other things on the
capacitive load, which should be minimized.
The capacitance of the detector is proportional to the area and inverse propor-
tional to the thickness of the detector.
Capacitance from cables, connectors etc. must be included in the total capacitive
load, and cables between detector and preampliﬁer should therefore be as short
as possible.
It is important that the properties of the preampliﬁer match the capacitive load.
Johnson noise is associated with series resistance and poor electrical contacts.
If a detector is not totally depleted, the undepleted region will add to the Johnson
noise.
Miscellaneous noise
• Pick up of electro-magnetic noise can be a signiﬁcant problem, and special
emphasis should be taken to shield cables in the vicinity of the detector.
• Surface barrier detectors show an increase in noise and leakage current if
subjected to light. The detector should therefore be shielded from light.
• Fluctuations in the energy absorption in the dead layer may add to the total
noise, but this is not signiﬁcant for beta-radiation [43].
• Since the fano factor is small the resolution is not believed to be aﬀected by
fonon production in the silicon lattice.
4.3 Noise properties of the Risø telescope spec-
trometer
The detector elements are manufactured by Q-Par Angus Ltd. Herefordshire, UK,
in the spring of 1997. The pulser resolution FWHM was at 18◦C speciﬁed to
17/17/40 keV (detector 1, 2 and 3 respectively), and the leakage current was
speciﬁed to 0.40/0.56/5.69 µA. Preliminary measurements showed agreement with
these values for detector 1 and 3, and about 0.3 µA for detector 2.
Leakage current of detector 3
Placed in the detector probe the detectors showed similar leakage currents as
those speciﬁed by the manufacture, but it became clear that the leakage current
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of detector 3 was rising with 4 µA per hour at 18◦C and 2 µA per hour at 15◦C.
After the detector had been turned oﬀ for several hours the original magnitude of
the leakage current was restored.
As times has passed on the lowest leakage current achievable has raised, and
it has been necessary to cool the detector assembly to 11◦C to keep the leakage
current in the range of 5 to 6 µA. Even at this level the pulser resolution full-
with-half-maximum value is 130 keV.
The electronics of the detector probe has been thorough investigated to make
sure that no component other than the detector causes the rising leakage current.
The rise in leakage current is believed to be caused by intrinsic solid state prop-
erties of the silicon wafer, e.g. mobile impurities. Heating the detector assembly at
60◦C for 5 hours, as proposed by Q-Par Angus, did not lower the leakage current.
In the spring of 2000 the large leakage current of detector 3 was localized to
detector 3b, which is now detached. The measurements presented in this work
were all done prior to the detachment.
Noise properties of detector 1
The noise limit for detector 1 has increased to about 45 keV. Some of the noise
is believed to originate from the electronics. It has been noted that the surface of
detector 1 has been contaminated with a dried-up liquid, as seen in Figure 5, and
this may have led to an increased noise level. It is possible that the liquid is heat
conduction paste which has seeped in.
Figure 5. The detector assembly with the titanium foil removed. Beneath the foil
is the Pt/Ir diaphragm seen. Dried-up liquid can be seen on surface of detector 1.
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5 Signal trace
This chapter gives an overview of how the initial signal registered by a detector is
digitized, and how the digital pulse height values are manipulated by the laptop
computer, and ﬁnally displayed as energy histograms together with a calculated
value of the skin dose at 0.07 mm tissue.
The electronics is designed and build by Henning E. Larsen, Optics and Fluid
Dynamics Department, Risø.
For a comprehensive description of the electronics used in the Risø Telescope
Spectrometer see H.E. Larsen [45] or J. Helt-Hansen et. al. [22]. Figure 6 to 10
includes graphics by H.E. Larsen.
5.1 Analogue front end
The signal from a detector is ﬁrst ampliﬁed by a preampliﬁer with a high signal-
to-noise ratio to bring the signal into the dynamic range of the analogue-to-digital
converter (ADC), which is 255 levels over 1 V. Next the signal is shaped by a
CR, RC pre-shaper to give the pulse a quasi-Gaussian shape of the form v(t) =
1
τ exp(−t/τ), where t is time and τ a characteristic time constant.
5.2 Digital signal processing
The digital signal processing takes place in the base unit. The ampliﬁed pre-shaped
pulse is sampled by the ADC at a rate of 12 million samples per second. The length
of the quasi-Gaussian pulse is about 2 µs, and it is thus sampled in 15 to 25 points.
The 255 levels of the ADC results in a reduced energy resolution of the spec-
trometer compared to conventional analogue systems.
The signal is processed in a general-purpose programmable logic device (PLD).
The program code needed for the data processing is uploaded to the PLD when
the connection between the base unit and the host computer is established. This
takes about 30 seconds.
Digital pulse shaping
In the PLD the digitized pulse from the ADC is folded by a ﬁnite impulse response
(FIR) ﬁlter, which transform the quasi-Gaussian pulse into almost any desired
shape called a weighting function. Figure 6 shows as an example how two diﬀerent
FIR ﬁlters transform a quasi-Gaussian pulse into a singular or a bi-polar weighting
function.
The FIR ﬁlter works like an running average, except that the numbers have
diﬀerent weights, as illustrated in Figure 6. A FIR ﬁlter gives a weighting function
of a ﬁnite length, contrary to a inﬁnite impulse response ﬁlter, which gives a
weighting function, that goes to zero over a long period of time.
It is important to realize that the transformation is a purely mathematical
manipulation of the output from the ADC, and that the outcome of the FIR ﬁlter
also is an array of numbers.
The FIR ﬁlter used in the spectrometer is similar to the one giving a singular
pulse with a ﬂat top and straight slopes shown in Figure 6. The height of the
weighting function is proportional to the energy absorbed in the detector, and the
FIR ﬁlter is optimized for best amplitude resolution. The length of the weighting
function, called the shaping time (τs), is 15 sample periods, i.e. 15 ·82 ns = 1.25µs.
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Figure 6. Examples of how diﬀerent FIR ﬁlters can transform a quasi-Gaussian
pulse into diﬀerent weighting functions.
Threshold detection
The weighting function is compared against a user deﬁned noise threshold. The
time the weighting function is above the threshold is recorded, and the middle
of the time span is used as a time stamp for the event. Figure 7 illustrates the
time-over-threshold and the time stamp.
Figure 7. Illustration of ‘time-over-threshold’ and the position of the time stamp.
The pulse is rejected if the time-over-threshold is not within a predeﬁned time
range. If the time over threshold is too long it is a sign of pile-up, and a dead-time
counter is incremented.
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5.3 Dead-time estimation
The calculation of H˙p(0.07) depend on three things: The measured energy spec-
trum of electrons, an algorithm to convert the measured spectrum to Hp(0.07)
and ﬁnally a measurement of the time used to collect the measured spectrum in
order to calculate the dose rate, H˙p(0.07).
The time, Tm, used in a measurement is
Tm = Tacq − Tdead (7)
where Tacq is the acquisition time and Tdead the dead-time2.
Each accepted event above the threshold will give rise to a dead time equal to
the length of the weighting function, τs.
A rejected event, which usually is a superposition of two events, will give a
dead-time between 1 and 2 times τs. The precise value is statistical and as an
approximation 1.5 · τs is used [45].
The dead-time counter is incremented for each detector every time the time-
over-threshold is to long. For high energy electrons interacting with all three de-
tectors the number of rejected nuclear events is set to Nrej ≈ 13Ndt, where Ndt is
the value of the dead-time counter. For low energy electrons or photons which are
likely only to interact with one detector Nrej ≈ Ndt.
The dead-time for medium to high energy electrons is approximated by
Tdead,electron ≈ (0.5 ·Ndt +Nevent)τs (8)
and for low energy electrons and photons
Tdead,photon ≈ (1.5 ·Ndt +Nevent)τs (9)
where
Ndt: number of rejected counts read from the base unit
Nevent: number of registered nuclear events
τs: shaping time, 1.25 µs
Figure 8 shows the number of pulses rejected as a function of count rate for
a number of electron sources (Pm-147, Tl-204, Sr-90/Y-90) and photon sources
(Cs-137, Co-60, Rn-226).
It is evident that the number of rejected pulses per count rate is dependent
on the type of radiation measured, but instead of the expected factor of three in
the ratio of dead-time counts per count rate, there is a factor of ten in diﬀerence.
Further investigations are needed to explain this diﬀerence.
Fortunately the ratio of rejected pulses over count rate is very small, and the
diﬀerence in the pulse rejection rate does not inﬂuence much on the total dead-
time. Figure 9 shows the calculated dead-time for electron and photon sources
using both equation 8 and 9 in each case.
For electron count rates up to 35 000 counts/s and photon count rates up to
60 000 counts/s there is no signiﬁcant diﬀerence whether equation 8 or 9 is used
to calculate the dead-time.
For electron counts rates well above 35 000 counts/s a notable diﬀerence prob-
ably will be seen. In such cases the spectrometer could as a future development
2Since the detector signal is continuously digitized and likewise continuously evaluated after
the FIR ﬁlter, the dead-time of the spectrometer is not strictly equivalent to the term dead-time
used about a multi-channel analyzer, in which a certain amount of dead-time is associated to
each registered count. Then considering dead-time the spectrometer should be regarded as a
pile-up detector. Therefore equation 8 and 9 does not truly describe the way to calculate the
dead-time, but the uncertainty of the dose rate measurements presented later in this report is
not aﬀected notably by this observation, since the eﬀect is small.
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Figure 8. Number of rejected pulses as a function of count rate
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Figure 9. Percent dead-time as function of count rate.
Circle symbols: Electron sources. Square symbols: Photon sources.
Filled symbols: Dead-time calculated via equation 8 (i.e. optimized for electrons).
Open symbols: Dead-time calculated via equation 9 (i.e. optimized for photons).
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choose an equation for dead-time correction depending on an analysis of the mea-
sured electron to photon ratio.
As for now the dead-time is calculated using the equation
Tdead = (Ndt +Nevent)τs (10)
5.4 Coincidence logic
When a pulse is approved by threshold detection system, the heights of the weight-
ing functions from all three detectors are recorded at the time stamp belonging to
the detectors respectively.
There is a user deﬁned time window of 0.16 to 1.4 µs where triggers from
diﬀerent detectors are said to belong to the same event.
The height of the weighting function is called the digital pulse height (dp), and
pulse heights belonging to the same event are bundled together in what is called
a triplet, and stored in an array. The array of triplets are transferred to the host
computer at regular intervals (e.g. after an acquisition time of one second) or when
the buﬀer in which the array is stored is full.
The path of a pulse from a detector via preampliﬁer and digital signal processing
to the collection of triplets is sketch in Figure 10.
When the array of triplets arrives at the host computer, each triplet is computed
by itself, and ﬁnally energy absorption histograms are made and dose at 0.07 mm
tissue calculated.
5.5 Calibration
Each digital pulse height in the triplet is converted to energy in keV by use of a
ﬁrst order polynomial. The two coeﬃcients in each polynomial are described in
chapter 11, where the calibration of the spectrometer is discussed.
At this stage it is also possible to store the digitized pulse heights or the cali-
brated pulse heights on hard-disc for later analysis.
5.6 Determination of particle type
An important task for the spectrometer is to identify whether the detected particle
is an electron or a photon. The classiﬁcation of particles based on the coincidence
patterns shown in Table 4 (a similar table was shown on page 15). The ‘noise
threshold’ is deﬁned as the upper limit of the noise ﬂank, where the registered
counting rate due to noise is comparable to the counting rate due to nuclear
events.
Table 4. Coincidence patterns. ‘•’ indicates a registered energy absorption above
the noise threshold.
Coincidence
pattern
Detector 1 Detector 2 Detector 3 Classiﬁcation
1 - - • Photon
2 - • - Photon
3 - • • Not deﬁned
4 • - - Electron (low energy)
5 • - • Not deﬁned
6 • • - Electron (medium energy)
7 • • • Electron (high energy)
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Figure 10. The pathway of the signal in the detector probe.
Top: The pulse from the detector is ampliﬁed and shaped by a preampliﬁer and a
CR,RC ﬁlter, and then digitized by a analogue-to-digital converter.
Middle: In a programmable logic device, the digital values are transformed via a
FIR ﬁlter to a weighting function with a ﬂat top and straight slopes. The height of
the weighting function is measured, and this value is called the digital pulse height
(dp). The height of the weighting function is proportional to the energy absorbed
in the detector.
Bottom: If the digital pulse height is above the noise threshold, it is recorded to-
gether with the digital pulse heights from the two other detectors. The three values
are treated as a single object called a triplet. The triplets are stored in an array,
which is later send to the host computer.
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The classiﬁcation scheme is sensible to noise. If for example detector 1 is mis-
interpreted, an electron event will not be classiﬁed as an electron, and a photon
event not as a photon.
Especially the pulse height detection in detector 1 is problematic, since energy
absorption from high energy electrons is close to or below the noise threshold.
Coincidence pattern 5 is later reclassiﬁed as photon events due to noise in de-
tector 1 (see section 9.6).
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5.7 Introduction of particle threshold
Two features are noted about the noise properties of the telescope arrangement
• An electron event will almost certainly be registered by at least one detector.
Monte Carlo calculations show that an electron with energy up to 150 keV
will deposit its entire energy in the front detector, i.e. well above the noise
threshold.3
In the energy range from about 150 to 400 keV the energy deposition in de-
tector 1 is comparable to the noise level, but the energy registered in detector
2 is well above the noise threshold here.
Finally for electrons above 400 keV the energy deposited in detector 1 and
2 is fairly low, but is above the noise threshold in detector 3.
• The noise in the three detectors is uncorrelated, and especially uncorrelated
with the registration of a particle entering the spectrometer.
Based on the above considerations a so called particle threshold is introduced
[22]: If a pulse height above the noise threshold is registered in one of the three
detectors, the coincidence pattern will be decided on the basis of a new set of lower
noise thresholds called particle thresholds, which enable registration of electron
energy depositions located in the noise region of the two other detectors.
The particle thresholds for the front and the middle detector should be set so
low that the vast majority of high energy electrons are registered, but not so low
that the noise of the detector becomes predominant.
The particle threshold is also useful for detector 3. The noise threshold of 124
keV means that the total energy registered by the spectrometer in some cases will
be more than 100 keV lower than the actual particle energy. Particularly electrons
in the 200 to 400 keV range will be sensitive to this. By use of the particle threshold
the fraction of electrons being registered at too low an energy can be reduced.
If the particle thresholds are set too low, photons are likely to be registered
as electrons. The choice of particle thresholds is based on measurements of pure
beta- and photon radiation ﬁelds and is discussed in chapter 12.
5.8 Determination of particle energy
When the pulse height in at least one detector is above the noise threshold, the
energy of the registered particle was originally deﬁned as the sum of the absorbed
energy registered in the three detectors. This deﬁnition is used by [22], but leads
to an overestimation of absorbed energy for low energy particles.
The assumption that the energy of a particle is the sum of the absorbed energy
registered by three detectors, only works when no noise is present. Figure 11
illustrates the noise distribution in detector 3, approximated by a Gaussian curve
with a FWHM of 130 keV centered around 0 keV. The noise threshold (124 keV)
and the particle threshold (83 keV) is marked by vertical lines. Detector 2 is kept
out for reasons of clarity in the following example.
Imagine that the spectrometer is irradiated with an electron source so low in
energy, that the electrons only interacts with the front detector. When a particle
is registered in detector 1, the pulse height from the two other detectors will be
compared to the noise- and particle thresholds. In 6% of the events the noise in
detector 3 will be above the particle threshold, and the particle will be classiﬁed
as an coincidence pattern 5 event [+-+]. Since it is not classiﬁed as an electron it
will not change the mean energy of the registered electrons.
3For a graphical display of the energy absorption in the Risø telescope spectrometer see J.
Borg and J. Helt-Hansen [9].
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Figure 11. The noise distribution in detector 3, approximated by a gaussian curve
with a FWHM of 130 keV.
In 50% of the cases the noise in detector 3 will be negative and not registered
at all, but in 43% it will be between 0 keV and the noise threshold at 83 keV (the
dark shaded area of Figure 11). If the energy of the particle registered in detector
1 is taken to be the sum of the registered energy in all of the three detectors, it
will in average lead to an overestimation of 34 keV, i.e. the mean energy of the
Gaussian curve between 0 and 83 keV.
The solution is only to sum the registered absorbed energy from the detectors,
where the pulse height is above the particle threshold. This is also coherent with
the deﬁnition of the particle threshold i.e. the energy level where the noise level
becomes dominant even when coincidence between the detectors is taken into
consideration. The correct method for determination of particle energy is used in
this report.
Spectra of Pm-147, Tl-204 and Sr-90/Y-90 has been measured and the diﬀerence
between the two algorithms for determination of particle energy leads to shift in
the measured mean energy of 13%, 3% and 0.3% respectively.
The overestimation becomes less with increasing particle energy, because the
electrons starts to reach detector 3.
Even the correct way of deﬁning the particle energy leads to a slight overes-
timation. For a low energy particle only registered in detector 1, registration of
noise in detector 2 above the particle threshold, will still give a coincidence pattern
interpreted as an electron.
The noise in detector 2 is approximated by a Gaussian curve with a FWHM of
28 keV and the particle threshold for the detector is 26 keV.
The mean energy of the noise above the particle threshold in detector 2 is 30
keV, but this part of the noise is only coincident with detector 1 in 1% of the
events, giving an overall surplus of less than 1 keV.
Similar will a medium energy electron - leading to registration in detector 1 and
2 - be coincident with noise above the particle threshold in detector 3 in 7% of the
events. The mean energy of the registered noise is 107 keV leading to an average
surplus of energy for medium energy particles of 7 keV.
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5.9 Display of digitized spectra
A special problem arises due to the relatively large bin widths of the digitized
pulse heights [22].
If a histogram of the absorbed energy is to be made for a detector, it is important
that the ratio of counts per energy is equal to the original measurement. The
terminology used is, that the calibration of the histogram is the same as the
digital pulse heights.
Unless the distance between the digitized pulse heights are much smaller than
the binwidth of the histogram, special precautions have to be taken to meet this
requirement. For the Risø telescope spectrometer, the distance between the digi-
tized pulse heights are 3-20 keV depending on the detector, and this is considerably
more than for a conventional analogue system.
Figure 12a and 12b shows what happens if there is a mismatch between the
calibration of the digitized pulse heights and the histogram. Because the bins in
the histogram does not have the same weight, the depicted energy distribution
splits up in what looks like two or more curves.
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Figure 12. Display of digitized spectra. (a) All electrons with energies in the in-
terval between two vertical markers will be assigned the digital pulse height energy
shown with a cross. If the calibration of the digital pulse height values does not
match the calibration of the histogram, the depicted energy distribution will split
into several curves, since the bin of the histogram will have diﬀerent weights. (b)
Energy distribution in detector 1 for a Pm-147 point source placed 10 from the de-
tector surface. The digital pulse height values have a calibration of 2.6 keV/channel
and the histogram 4.0 keV/channel. (c) If white noise is added to the digitized en-
ergy value, the histogram will reﬂect the same ratio of counts per energy as the
digital pulse height values, thus avoiding the split-up artifact. The white noise
shall have an amplitude equal to the width of one channel. (d) Same data as in
(b). White noise with a peak-to-peak amplitude of 2.6 keV has been added to each
count. [22]
There are two ways to eliminate the split-up artifact. Either the binwidth of
the histogram can be made a whole multiple of the distance between the digitized
pulse heights, or noise can be added to the digital pulse heights.
If white noise with a peak-to-peak amplitude equal to the distance between
the digitized pulse heights is added to each count, the histogram will reﬂect the
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same number of counts per energy as the digitized pulse heights, and the split-up
artifact will disappear. This is shown in Figure 12c and 12d.
Summation of digitized spectra
Calculation of the energy distribution of electrons involves the summation of the
digitized energy from all of the three detectors.
The depicted energy distribution will not show the split-up artifact if the cali-
bration of the digitized pulse heights is the same for all tree detectors and equal to
the calibration of the histogram. This is not obtainable for the Risø telescope spec-
trometer since each detector has a diﬀerent hardware-determined ampliﬁcation,
which cannot easily be changed.
To avoid the split-up artifact noise is added to each of the digitized detector
outputs as described above. The noise is added by the software and a smooth
depiction of the energy distribution is achieved independent of the binwidth of
the histogram displaying the distribution.
By adding noise to the digitized pulse heights, the resolution of the instrument
is lowered by an amount roughly equal to the total amplitude of the noise added.
In the case of the Risø telescope spectrometer this is a minor component of the
total noise.
The method of applying white noise is used for all histograms except for the
ones showing an energy distribution in a single detector. In this case the method
of matching the calibration of the histogram to the digitized pulse heights is used.
5.10 Calculation of skin dose at 0.07 mm tissue
The scope of the instrument is not only to act at a spectrometer but also as a
dose-meter.
Conversion coeﬃcients from electron ﬂuence to dose-equivalent at 0.07 mm tis-
sue, H ′(0.07), is given in ICRU report 56 [35]. The coeﬃcients are based on Monte
Carlo calculations using six diﬀerent code systems. The results were collected in
the framework of EURADOS Working Group 4 ‘Numerical Dosimetry’, and pre-
sented in a report by B. Grosswendt and J.-L. Chartier [19].
Table 5 shows the conversion coeﬃcients from electron planar ﬂuence to dose-
equivalent at 0.07 mm in a ICRU tissue slab based on values from [19]. The
conversion coeﬃcients are also shown in Figure 13.
One way to calculate an estimate of Hp(0.07) from the measured energy distri-
bution of electrons, is to fold the measured spectrum with the ICRU conversion
factors for normal incidence. As a ﬁrst attempt this is what is done in the spec-
trometer.
Each bin in the unnormalized spectrum (i.e. measured counts per bin) is multi-
plied by the ICRU conversion factor for normal incidence, using a linear interpo-
lation to the midpoint energy of the bin. Since the area of the front detector is 0.5
cm2, the result is multiplied by a factor of two as an estimate for the ﬂuence per
cm2. The dose contribution from each bin is summed to get Hp(0.07). An estimate
for the dose rate, H˙p(0.07), is obtained by dividing Hp(0.07) by the acquisition
time.
An additional correction factor can be used to correct for an observed energy
dependence of the dose response of the spectrometer when the ICRU conversion
factors are used [22].
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Table 5. Values of absorbed dose/planar ﬂuence [nGy cm2] at 0.07 mm depth in
a slab of ICRU tissue, irradiated by mono-energetic electrons at various angles of
incidence. Based on [19]. Uncertainties over 100% are not displayed.
Energy Angle
[keV] 0◦ 15◦ 30◦ 45◦ 60◦ 75◦ 89◦
70 0.211± 16% 0.178 ± 16% 0.112 ± 29% 0.051 ± 30% 0.018± 80% 0.004 0.000
80 1.056± 5% 0.988 ± 6% 0.786 ± 9% 0.519 ± 16% 0.278± 42% 0.116 0.057
90 1.527± 5% 1.464 ± 9% 1.251 ± 11% 0.962 ± 18% 0.614± 40% 0.325 0.115
100 1.661± 3% 1.613 ± 5% 1.457 ± 7% 1.195 ± 10% 0.790± 21% 0.390± 82% 0.172
200 0.834± 5% 0.903 ± 4% 1.078 ± 4% 1.264 ± 6% 1.252± 7% 0.950± 13% 0.401
400 0.455± 4% 0.489 ± 3% 0.600 ± 3% 0.856 ± 4% 1.226± 9% 1.163± 9% 0.401
600 0.366± 4% 0.390 ± 2% 0.475 ± 4% 0.668 ± 9% 1.106± 10% 1.345± 16% 0.401± 73%
700 0.344± 4% 0.366 ± 3% 0.441 ± 5% 0.617 ± 8% 1.044± 11% 1.441± 17% 0.458± 61%
800 0.329± 4% 0.349 ± 2% 0.418 ± 2% 0.580 ± 6% 0.980± 9% 1.491± 23% 0.458± 55%
1000 0.312± 4% 0.328 ± 2% 0.391 ± 4% 0.542 ± 4% 0.916± 10% 1.576± 16% 0.516± 42%
1500 0.287± 3% 0.305 ± 8% 0.357 ± 2% 0.484 ± 4% 0.804± 7% 1.743± 13% 0.630± 25%
2000 0.279± 2% 0.295 ± 3% 0.343 ± 5% 0.458 ± 3% 0.746± 9% 1.781± 14% 0.859± 10%
3000 0.276± 2% 0.287 ± 3% 0.330 ± 3% 0.434 ± 2% 0.698± 7% 1.719± 11% 1.146± 7%
4000 0.272± 1% 0.283 ± 6% 0.326 ± 4% 0.429 ± 2% 0.688± 5% 1.692± 9% 1.432± 3%
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Figure 13. Conversion coeﬃcients from planar ﬂuence to dose-equivalent at 0.07
mm depth in a slab of ICRU tissue, irradiated with monoenergetic electrons at
various angles, based on [35][19]. Left: Normal incidence. Right: Incidence angles
from 15 to 75 degrees.
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6 Monte Carlo Analysis
The Monte Carlo method takes its name through the use of probability distri-
butions and random numbers, thus leading the thoughts to the famous casino in
Monaco. The structure of a Monte Carlo calculations is similar to that of a spot
test (e.g. a opinion poll) where a representative sample is drawn from the possible
outcomes. Just like an opinion poll, the Monte Carlo technique has the ability to
give an incorrect answer, if one is not careful how the method is applied. This
chapter gives an overview how the EGS4/EGSnrc Monte Carlo programs, used
for describing radiation transport, works, and focus on some of the parameters
which are essential for the calculations. In the following Monte Carlo will only be
used in the context of particle transport.
The essence of Monte Carlo calculations is described by D.W.O. Rogers and
A.F. Bielajew: [53]
In the context of radiation transport, Monte Carlo techniques are those
which simulate the random trajectories of individual particles by using
machine-generated (pseudo-)random numbers to sample from the prob-
ability distributions governing the physical processes involved. By sim-
ulating a large number of histories, information can be obtained about
average values of macroscopic quantities such as energy deposition.
The Monte Carlo technique is in general applied when no exact analytical solution
exist or if it is very time consuming to solve. Solving the transport equations for
photon- and electron transport analytically can be very complex if not impossible,
especially for non homogeneous media.
Section 1 of this chapter deals with algorithms used to simulate particle trans-
port. Section 2 and 3 focus on a special feature of the electron transport called
restricted stopping power and its inﬂuence on the calculations of the Risø tele-
scope spectrometer. Section 4 is addressing the speciﬁc user code used for the
calculations presented later in this report.
6.1 Particle transport
EGS4
EGS4 (Electron Gamma Shower version 4) [47][53] is a general purpose code pro-
viding subroutines used for Monte Carlo calculation of electron and photon trans-
port. The user can describe quantities to calculate (e.g. dose), and the geometry of
the problem, by writing subroutines in the transport code or by using a pre-written
code like DOSRZ (described later) to facilitate this process.
EGS4 is a so called analogue model, which means that it tries to simulate the
actual physical processes as closely as possible. As default EGS4 does not imply
any variance reductions techniques.
Cross sections. PESG4
A fundamental part of a Monte Carlo calculation is the cross sections describing
the interaction between particles and matter. In EGS4 these data are provided by
a stand-alone data preparation program called PEGS4 (Preprocessor for EGS4).
The user speciﬁes the composition of the materials used and energy thresholds for
creation of secondary particles.
In EGS4 terminology the lower energy threshold for secondary particle creation
is AE for electrons (knock-on electrons/delta-rays) and AP for photons (brems-
strahlung).
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PEGS4 produces a data set by piecewise linear ﬁtting, which can be used by
EGS4 directly.
Photon transport
A Monte Carlo calculation starts by setting up the phase-space for an initial
photon i.e. its position, direction and energy. The parameters can all be ﬁxed (a
mono energetic point source pointing in one direction), but have in general some
randomness build in (e.g. the direction can be sampled from a 4π sphere).
The phase-space parameters is placed on a ‘last-in ﬁrst-out’ stack, and the
photon is then transported to a point where a discrete event takes place. How
far the photon is transported is sampled from a probability distribution which is
governed by the appropriate cross sections. What kind of discrete event that takes
place and what direction and energy the primary photon, and maybe secondary
particles, will have, is likewise determined by a sample between the relevant cross
sections. If secondary particles are created their phase-space parameters are stored
on the stack, but always such that top particle on the stack has the lowest energy
to prevent stack-overﬂow.
If the photon has left the geometry it is discarded. If the particle energy falls
below a predeﬁned threshold the transport is stopped, and the rest of the kinetic
energy is absorbed in the material at this point.
When the stack is empty, a new primary photon may be started. The complete
transport of one initial particle and subsequent secondary particles is called a
history.
Figure 14 shows a simpliﬁed ﬂow diagram for EGS4 photon transport.
The cross sections for photoelectric eﬀect, free electron Compton scattering and
pair-production are obtained from Hubbell (1969) [28] and the Rayleigh data from
Hubbel and Øverbo (1979) [30]. See also [42].
Ignoring uncertainties arising from the ﬁtting procedure, the uncertainty for
the photon cross section regarding photo-electric eﬀect is 3-5%. For Compton
interactions 2-3% and less for low Z materials [57][29].
Electron transport
The question of CPU time is very important within the Monte Carlo technique.
An electron slowing down from 500 to 250 keV in gold makes about 7000 elastic
scatterings [4]. To simulate each interaction in an analytical fashion would take
an unacceptable amount of time.4 To overcome this problem condensed history
formalism is introduced for electron transport. The transport of photons involves
relatively few interactions and the technique is thus not needed.
The condensed history formalism speeds up the calculation by breaking up
the electron track in parts and grouping the eﬀect of the individual interactions
together along each section.
Deﬂections due to elastic scattering are modeled by using a multiple scatter-
ing theory. EGS4 uses a revised Molie`re theory [46][5]. Molie`re theory requires at
least 25 atoms to participate in a multiple scatter substep, thus limiting the min-
imum step size which can be taken [6][1]. This limitation can introduce artifacts
when a particle is crossing the interface between geometrical regions. The step
size restraint has been removed with the PRESTA II code (Parameter Reduced
Electron Step Transport Algorithm) included in the EGSnrc version of EGS4.
EGSnrc is a new version of EGS4 developed at the National Research Council
4There is no sign that this should change in the years to come, even with the present devel-
opment in CPU speed.
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Figure 14. Simpliﬁed ﬂow chart for photon transport in EGS4 [53]
of Canada [40][41][42][55], and is used for the calculation presented in this re-
port. The new boundary crossing algorithm models uses single scattering when a
particle approaches a boundary between two regions [37].
For large multiple scattering substeps there will be a discrepancy between the
length of the strait line taken in a substep, and the length of the curled path
the electron actually takes. There will also be a lateral displacement between the
end-point of the strait line and the actual end-point of the electron. Path-length
correction and lateral displacement correlation is taken care of by the PRESTA I
[7] in EGS4 and has been improved substantially in PRESTA II, by introducing
a new electron transport algorithm [38].
An advantage obtained by the use of PRESTA II and EGSnrc is, that the user
do not have to worry about choosing an appropriate maximum step-size, which in
the previous versions of EGS could be a delicate task.
6.2 Stopping power
Cross sections for knock-on electron collisions are based on the Møller cross section
given in ICRU Report 37 [33], radiative cross sections (production of bremsstrah-
lung) on standard Bethe-Heitler cross sections. Density eﬀects can be included
to make a better match between ICRU 37 and the collision cross sections and
integrated radiative cross sections [14]. See also [42].
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For the inelastic-scattering cross sections ICRU estimates an uncertainty of 1-
2% for low Z materials and 5-10% for high Z materials. For the radiative cross
section the estimated uncertainty is about 5% below 2 MeV and 2-5% above [33].
Restricted stopping power
The realization of the cross sections for electron interaction is more complicated
than for photons, due to the way EGS4/EGSnrc models the production of sec-
ondary particles.
EGS4/EGSnrc are a so-called class II models [3] in which the eﬀects of pro-
duction of secondary particles are split into two groups depending on whether the
energy of the secondary particle is below or above the production threshold values
AE (knock-on electrons/delta-rays) and AP (bremsstrahlung), i.e. a grouping in
continuous and discrete events.
Both AE and AP is given in units of total secondary particle energy, i.e. AE
includes the rest-mass of the electron (511 keV).
If a secondary particle is produced, this explicit changes the energy and the
direction of the primary electron at the place where the creation takes place. This
is contrary to a class I model, where the energy loss to secondary particles are
incorporated in a energy straggling distribution used in the multiple scattering
step.
The energy loss of the primary electron during the substep is calculated using a
continuous-slowing-down model taking into account the energy which would have
been lost to secondary particles with energies below AE and AP. The stopping
power used is called the restricted stopping power since it is restricted to the
creation of secondary particles below AE and AP. Lowering AE or AP gives a
lower value of the restricted stopping power.
In the case where AP is higher than and AE is more than half of the initial
electron energy5 the restricted stopping power becomes equal to the unrestricted
stopping power used in the continuous slowing down approximation (CSDA).
In the CSDA model no secondary particles are created, and all energy lost by
the primary electron is thus absorbed directly on its path. In a model including
production of delta rays the energy loss will be spread out on bigger area along
the path of the primary electron.
Ignoring other restraints which may be imposed, the length of a multiple scatter
step is picked from a probability distribution which is dependent on AE and AP.
After the electron has been transported the distance of a multiple scattering
step, the deﬂection angle the electron would have experienced, if the production
of all secondary particles below AE and AP had been calculated, is sampled from
a probability distribution using a multiple scattering theory. The primary electron
is then given this new direction.
The electron transport scheme (shown in Figure 15) is similar to that of photons
except for the extra multiple scatter loop.
6.3 Eﬀects of changing the thresholds for secondary
particle production
The mean energy loss per distance by a primary electron is independent of the
threshold values AE and AP, since the energy losses due creation of secondary
particles are exactly counterbalanced by the reduction in the continuous energy
loss. On the other hand the energy ﬂuence spectrum can change by altering AE
5Knock-on electrons has by convention a maximum of half the initial energy since the primary
and secondary particle is indistinguishable.
Risø-R-1216(EN) 37
Place phase-space
parameters of the
initial electron on stack
Pick up energy, position,
direction of current
particle from top of the
stack
Electron energy < cutoff
or has electron left the
geometry?
Sample distance to next
discrete interaction
Select multiple scatter
step size and transport
Sample deflection angle
and change direction
Calculate energy loss
using the restricted
stopping power
Is stack empty?
Terminate historyYes
No
No
Yes
Yes
No
Has electron left the
geometry or is the elec-
tron energy < cutoff?
Reached point of
discrete interaction?
Sample discrete
interaction
- Knock-on
- Bremsstrahlung
No
Sample energy and
direction of secondary
particles, store phase-
space parameters on
stack
Change energy and
direction of primary
electron as a result of
discrete interaction
Yes
M
ul
tip
le
sc
a
tte
r l
oo
p
Figure 15. Simpliﬁed ﬂow chart for electron transport in EGS4 [53]
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and AP, since energy straggling will be reduced for high values of AE and AP [53].
Very low threshold values (e.g. AE=512 keV i.e. 1 keV kinetic and AP=1 keV)
should be chosen if a precise calculation of the energy straggling is important for
the application studied, but if the main component of the Monte Carlo calculation
is electron transport this will slow down the calculation considerably.
Spectrometer calculations
For the spectrometer calculations shown in this report AE=521 keV (10 keV ki-
netic) and AP=1 keV.
Single electrons passing through thin regions are especially sensitive to the lack
of energy straggling when the thresholds for secondary particle production is raised
[47], and it is therefore worthwhile to illustrate the diﬀerences in calculated energy
absorption in detector 1 for diﬀerent thresholds for secondary particle production.
Figure 16 shows the calculated energy absorption of a 1.25 MeV pencil beam of
electrons hitting at normal incidence a 52 µm thick slab with the same composition
as detector 1, using CSDA, AE=521 keV and AE=512 keV respectively. AP=1 keV
for the last two calculations. 100 000 histories has been calculated in each case.
The CSDA stopping power for silicon has its lowest value at 1.25 MeV.
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Figure 16. Calculated energy absorption in a slab similar to detector 1 hit at normal
incidence by a pencil beam of 1.25 MeV electrons.
Left: CSDA model. Middle: AE=521 keV (10 keV kinetic). Right: AE=512 keV
(1 keV kinetic).
Table 6 shows the mass stopping power and the calculated energy loss for a
primary 1250 keV electron penetrating detector 1 at normal incidence.
Table 6. Mass stopping power and energy loss for primary electrons in detector 1
for 1250 keV electrons at normal incidence
Material Thickness CSDA AE=521 keV AE=512 keV
[µm] [MeV cm2/g]† [MeV cm2/g]‡ [MeV cm2/g]‡
Germanium 0.06 1.291 0.923 0.753
Silicon 51.89 1.529 1.151 0.959
Energy loss 18.5 keV 13.9 keV 11.6 keV
† From ICRU report 37 [33]
‡ Restricted mass stopping power from PEGS4
In the CSDA model all electrons are expected to loose 18.5 keV passing though
the slab. It is seen in Figure 16 that nearly all electrons looses this amount of
energy.
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For AE=521 keV the energy loss for a primary electron going straight through
the slab without producing secondary particles is 13.9 keV. In the middle his-
togram one can see that the main peak is shifted down to this value. At 24 keV
and above a small peak is observed. This is a token of the production of delta rays
with at least 10 keV. The mean absorbed energy per electron is 16.9 keV.
For AE=512 keV energy straggling becomes more evident. The energy loss for
primary electrons going trough the slab without discrete interactions is 11.6 keV.
Again a gab can be seen between the main peak and the events where secondary
particles are produced. This time the gab is 1 keV wide. The calculated mean
absorbed energy is 16.8 keV per primary electron.
That the mean absorbed energy per electron in the latter cases is about 2 keV
less than that for the CSDA model is thought to be caused by delta rays and
bremsstrahlung leaving the slab.
The angle distribution of the electrons leaving the slab has been calculated, and
does not change signiﬁcantly in the three models.
Simulation of noise thresholds
In the analysis of the Monte Carlo simulations of the spectrometer the noise thres-
holds will be taken into account. As described above can the choice of production
threshold for secondary particles inﬂuence on this analysis, by changing the ab-
sorbed energy distribution in the two thin front detectors.
If for example a noise threshold of 18 keV is assumed for detector 1 in the
calculations above, all incident electrons will be registered in the CSDA model,
10% will be registered in the AE=521 keV case and 20% when AE=512 keV.
This is only true if noise is not taken into consideration. If the noise of detector
1 is approximated with a Gaussian curve with a FWHM of 34 keV, and the above
spectra are folded with this curve, the diﬀerences between the calculations are
minimized.
Figure 17 shows the calculated energy absorption in detector 1 for the AE=512
and AE=521 keV calculation folded with the approximated noise distribution. The
two calculations diﬀers less than 2%.
Determination of incident angle
The absorbed energy at 0.07 mm tissue is dependent on the incident angle of
the electron, and it could therefore be advantageous if is was possible to obtain
information about the incident angle distribution of electrons registered by the
spectrometer.
As a ﬁrst order approximation the incident angle, θ, could be calculated by the
equation cos(θ) = l·S(E)∆E where l is the thickness of the front detector, S(E) the
stopping power and ∆E the energy of the electron loss registered in the front
detector.
Figure 16 and 17 shows that such a determination of the incident angle is
impossible, since ∆E is described by a broad distribution due to energy straggling
and noise.
6.4 DOSRZnrc
DOSRZnrc is a user program (interface) for EGSnrc, designed for calculation of
absorbed dose in cylindrical r -z geometries. The usercode is distributed together
with the EGSnrc software.
The user speciﬁes a geometry etc. by arguments in a input ﬁle, which is read by
DOSRZnrc. The geometry is described by regions (voxels) set up in a matrix style
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Figure 17. Calculated energy absorption in a slab similar to detector 1 hit at normal
incidence by a pencil beam of 1.25 MeV electrons. The calculated spectrum is folded
with a gauss curve with a FWHM of 34 keV to simulate the noise contribution.
(see appendix C for details). The particle source can be chosen from a collection
of predeﬁned geometries. The initial particles can either be mono energetic or be
described by a user deﬁned energy spectrum. Photons, electrons and positrons can
be modeled.
As default DOSRZnrc calculates the absorbed energy distribution for one set of
regions. Dose - calculated as energy absorbed in a region divided by the mass of
the region - can be displayed for one coherent disc or a ‘square’ torus.
Since the determination of a coincidence pattern requires information about
the energy deposition of individual electrons in the three detector elements, DOS-
RZnrc has been modiﬁed to accomplish this task. DOSRZnrc has also been modi-
ﬁed so the user code can identify a number of particle parameters as a particle is
crossing a given surface. The modiﬁed code is called ‘DOSRZnrc-rts’ and the new
input options and the code modiﬁcations are further described in appendix B.
Computing time
The description of the geometry inﬂuences on the CPU time used to complete a
computation. If the electron is in a region of the geometry, where it has little or no
chance of reaching the region of interest, its history might as well be terminated.
In the calculations shown later in this report the particle history is terminated if
it reaches the area behind the source (except for the Cl-36 calculations) or the
area beside target, as sketched in Figure 18.
To include electrons scattered in air above the target the radius of the modeled
geometry is extended outside the radius of the target.
Even though boundary crossing between two regions is done in single-scatter
mode, boundary crossing is only a small part of the total particle transport.
EGS4/EGSnrc is therefore not so sensitive to the number of regions in a given ge-
ometry [52]. EGS4/EGSnrc is likewise not very sensitive to the number of regions
where the dose is registered [36].
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Figure 18. Areas where the particle history is terminated, target being the detector
assembly or tissue plate.
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7 Monte Carlo conﬁguration
The Monte Carlo calculations presented in this report were all done at the Ionizing
Radiation Standards, National Research Council of Canada. The code used is
DOSRZnrc-rts which uses EGSnrc as Monte Carlo engine.
Two types of geometries has been modeled:
Telescope spectrometer Calculation of coincidence patterns and absorbed en-
ergy in the detector with various source sizes and distances between the source
and detector. These calculations are among other things used to analyze the
eﬀectiveness of the detector.
Tissue disc A central task for the spectrometer is to calculate skin dose at 0.07
mm tissue depth based on the measured energy spectrum. The tissue disc
geometry is used to provide information about the skin dose for diﬀerent
source geometries. By source geometry is meant the particle energy, the radius
of the source and the distance between the source and target.
This chapter deals with the setup of the two types of geometries. Examples of
the exact geometries are given in appendix C. Chapter 9 gives a discussion of the
data obtained with the Monte Carlo calculations.
Since Monte Carlo calculations simulates a physical situation, words used to de-
scribe a real experimental setup - like ‘irradiation’ etc. - are often used to describe
a calculation, even though everything takes place inside the CPU of the computer.
7.1 Geometries used in the Monte Carlo calcula-
tions
Description of materials
The cross sections data ﬁle for DOSRZnrc-rts is produced with PEGS4. The
threshold for secondary particle production is 521 keV (10 keV kinetic) for elec-
trons (AE) and 1 keV for photons (AP).
The upper energy bound for the data provided is 4.0 MeV kinetic energy
(UE=4.522 MeV, UP=4.0 MeV), since the spectrometer is not designed to measure
higher energies. Limiting the energy interval covered by PEGS4 as mush as pos-
sible can give better ﬁts, though the improvement is thought to be very small in
this case. Data for Rayleigh scattering is included. The Saltzer and Berger density
corrections are used. Appendix A gives further details on the input parameters
used for PEGS4 including composition of materials.
Selected input options
Calculations of the telescope spectrometer is done with maximum of 90 000 000
histories. The maximum number of registered counts in the detector is 200 000
when the source is placed on top of the Perspex shield and 100000 for larger
distances between source and detector. 200 000 counts are registered in the photon
calculations.
The tissue plate geometry uses the same number of histories as used for the
similar source geometry in the detector setup.
Particle parameters can be stored when particles are crossing the surface of
the front detector in the spectrometer calculations, and when crossing the tissue
surface with a distance less than 0.564 cm to the central axis in the tissue disc
calculations.
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Compton scattering is modeled using an impulse approximation i.e. the bind-
ing eﬀects and Doppler broadening is taken into account contrary to the pure
Klein-Nishina formalism which treats the electrons as free. Rayleigh scattering
is modeled. X-ray ﬂuorescence is modeled using helium for all regions, since the
materials used in the spectrometer (except the Pt-Ir diaphragm) have relatively
low Z values. PRESTA II and the exact boundary crossing algorithm is used.
Appendix B.2 gives an example of an DOSRZnrc-rts input ﬁle.
7.2 Source geometry
DOSRZnrc provides a list of predeﬁned source geometries. The direction of the
initial particle can e.g. be parallel, lie within a cone or a 4π sphere.
When a parallel beam is used, the top of the geometry is irradiated at a user
deﬁned angle. The maximum radius of the beam is equal to the radius of the
geometry.
The cone option is not used in this work, since the statistical weight of the parti-
cles becomes non-uniform and not equal to one, incompatible with the calculation
of coincidence patterns etc.
The most used option in this work is the 4π sphere simulating a diﬀuse source.
The source can be placed as a disc or a torus around the the central axis. Except
for the calculation of the Cl-36 source, the source is all ways placed at the very
top of the geometry as sketched in Figure 18 on page 42. The height of the source
is 0.01 cm. A point source is simulated by a disc with radius 0.01 cm.
When the source is placed at the top of the geometry essentially half of the
histories are immediately terminated, since they are leaving the geometry. These
histories does not take up much CPU time, because they are very short lived.
Electron sources
Each spectrometer and tissue disc geometry is irradiated with mono-energetic
electrons covering 22 energies in the range from 50 to 3500 keV.6
The energy spectrum for the Cl-36 source is calculated using a program made
by Len van der Zwan, NRCC, based on work by W.G. Cross et al [13]. Cl-36 is
2nd forbidden, and the calculated spectrum is shown in Figure 19.
0 100 200 300 400 500 600 700
Energy [keV]
0
2
4
6
8
10
In
te
ns
ity
[a.
u.
]
Figure 19. Unnormalized calculated spectrum for Cl-36
6The initial energies are: 50, 60, 70, 80, 90, 100, 125, 150, 200, 250, 300, 400, 500, 600, 800,
1000, 1200, 1500, 2000, 2500, 3000 and 3500 keV.
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Photon sources
The spectrometer has likewise been simulated with photons in the energy interval
from 50 to 3500 keV, and with the sources listed in Table 7.
Table 7. Energy and intensity per disintegration of photon sources used in this
work
Source Energy Intensity
[keV]
Co-60 1173 0.999
1332 1.000
Cs-137 661.7 1.000
Bi-207 569.7 0.978
1064 0.749
1770 0.0685
It is not possible to do a calculation with both electrons and photons as initial
particles, and it is also not possible to extract any time information from the
calculations.
7.3 Description of detector geometry
Figure 20 depicts the geometry of the telescope spectrometer used in the Monte
Carlo calculations. The geometry is based on information from the detector ma-
nufacturer Q-par Angus Ltd. [17].
After the Monte Carlo calculations were accomplished the detector house was
disassembled and three inconsistencies was discovered.
• The radius of detector 2 was 5.6 mm instead of 7.0 mm. (The detector was
originally ordered with a radius of 5.6 mm). The larger radius is not believed
to have a signiﬁcant eﬀect, since it is placed in the ‘shadow’ of the ceramics
holding detector 1.
• The position of detector 3a and 3b is about 2 mm further to the back. This
will ad an extra energy loss in air in the order of 1 keV.
• The diaphragm is turned so the minimum inner radius is at the top. This may
inﬂuence on the fraction of particles which are scattered from the diaphragm
into the active volume of the detector, and on the number of particles reaching
the active part of the detector at a high angle.
The detector geometry is very complicated and is composed of about 1300
regions. The geometry is ﬁrst sketched in spreadsheet, and then by a custom build
program transformed into the format of the DOSRZnrc-rts inputﬁle. At the same
time the active volume of the four detector elements are localized.
Due to a change of the number of elements in the height of detector 3a, the
localization of the active part of detector 3b failed, i.e. the energy deposition in
detector 3b has not been scored (detector 3a and 3b can be seen in Figure 20).
All electron calculations with an initial energy of 2000 keV or above has been
recalculated with a correct description of the active volume of detector 3b and
likewise for all photon calculations. Calculations of electrons with an initial energy
below 2000 keV will show a reduced number of ‘coincidence pattern 1’ events (i.e.
registration of bremsstrahlung in detector 3), by roughly a factor of two.
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Figure 20. Geometry of the Risø Telescope Spectrometer [17] used in
the Monte Carlo calculations. All lengths in cm. Graphics: IRS/NRCC
Step-like versus conical modeling of the diaphragm and the Perspex
shield
DOSRZnrc can not model conical surfaces, and the inner surface of the Pt/Ir di-
aphragm and the Perspex shield is instead described by step-like shape as depicted
in Figure 20.
One potential problem of this approach arise from the observation, that the
back scatter coeﬃcient for electrons is rising with incident angle. There is roughly
a factor of two diﬀerence in the back scatter coeﬃcient between a diﬀuse beam
and a beam with normal incidence to a surface [56].
In the step-like model the surface of the diaphragm or the Perspex shield will
be normal to the direction of a parallel beam of electrons along the central axis.
In the conical description the surfaces will be 45◦ to the beam, and the electrons
therefore have a greater probability of being back-scattered into the active part of
the detector. See ﬁgure 21.
To analyze the diﬀerence between the two descriptions, the top part of the
detector down to the surface of ﬁrst detector, is modeled with a Monte Carlo code
called BEAM, which is designed to facilitate the modeling of electron accelerators
[54]. Through a graphical user interface geometries can be setup by use of e.g.
cones and plates. A variety of source geometries are available as well. BEAM uses
EGS4 as Monte Carlo engine.
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NRC-CNRC
Figure 21. Shape of the Pt-Ir diaphragm and the Perspex shield.
Left: Conical surface. Right: Step-like surface. Graphics: IRS/NRCC
With the BEAM code a latch bit can be assigned to each individual history,
and this bit can be changed if the particle interacts with speciﬁed regions of the
geometry. In this case the latch bit is changed if the primary electron interacts
with the Perspex shield or the Pt/Ir diaphragm. A special program (BEAMDP)
is used to analyze the calculations taking the latch bit into account.
The calculations uses an maximum fractional energy loss per electron step of
0.01 (ESTEPE), maximum electron step size of 1.0 cm (SMAX), electron transport
cutoﬀ is 521 keV total energy (ECUT) and photon transport cutoﬀ is 10 keV
(PCUT). The detector is irradiated by a parallel beam of electrons with radius
1.645 cm i.e. the maximum inner radius of the hole in the Perspex shield. The beam
is either parallel to or at a 30 degree angle to the central axis. Each calculation
consists of 5 000 000 histories.
Table 8 lists the planar ﬂuence at the front of the active part of detector 1
normalized per history, together with the fraction of electrons which have been in
touch with the Pt-Ir diaphragm or the Perspex shield. The fraction of interacting
electrons increases with energy from almost nothing at 50 keV to about 8% at
3500 keV.
The diﬀerences between the step-like and the conical model is shown in Table
9. It is seen that the fraction of electrons interfering with the diaphragm or the
shield diﬀers a lot in the two models, but it should be kept in mind, that it is only
a small part of the particles which interacts at all. The total ﬂuence at the front
of detector 1 does not diﬀer signiﬁcantly in the two models except for very low
energies. The 7% diﬀerence at 50 keV is most likely due to the diﬀerent geometry
rather than the diﬀerent backscatter probabilities from the surfaces.
The diﬀerences between the two models cannot justify the extra time necessary
for a modelling of the conical surfaces.
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Table 8. Electron ﬂuence at the front face of detector 1.
Energy
[keV]
Fluence
per history
[cm−1]
Fraction of scat-
tered electrons
Fluence
per history
[cm−1]
Fraction of scat-
tered electrons
Conical model Step-like model
Normal incidence
50 0.060 ± 0.02% 0.005 ± 3.5% 0.064 ± 0.01% 0.009 ± 2.6%
100 0.100 ± 0.02% 0.027 ± 1.2% 0.098 ± 0.01% 0.006 ± 2.6%
300 0.116 ± 0.04% 0.029 ± 1.1% 0.119 ± 0.03% 0.020 ± 1.3%
500 0.118 ± 0.05% 0.029 ± 1.1% 0.121 ± 0.03% 0.023 ± 1.2%
1000 0.120 ± 0.06% 0.035 ± 1.0% 0.119 ± 0.05% 0.016 ± 1.4%
3500 0.125 ± 0.14% 0.066 ± 0.7% 0.125 ± 0.14% 0.057 ± 0.8%
30 degrees incidence
50 0.048 ± 0.03% 0.006 ± 3.8% 0.051 ± 0.02% 0.010 ± 2.8%
100 0.078 ± 0.03% 0.041 ± 1.1% 0.076 ± 0.02% 0.012 ± 2.1%
300 0.093 ± 0.10% 0.063 ± 0.8% 0.090 ± 0.10% 0.039 ± 1.0%
500 0.094 ± 0.10% 0.070 ± 0.8% 0.092 ± 0.10% 0.055 ± 0.9%
1000 0.096 ± 0.11% 0.077 ± 0.7% 0.092 ± 0.12% 0.058 ± 0.9%
3500 0.096 ± 0.17% 0.086 ± 0.7% 0.094 ± 0.17% 0.075 ± 0.8%
Table 9. Scattered electrons and total ﬂuence ratio between the step-like and conical
model.
Energy Ratio of scattered electrons Ratio of total ﬂuence
[keV] step-like modelconical model
step-like model
conical model
Normal incidence
50 1.70 ± 4.4% 1.07 ± 0.03%
100 0.22 ± 2.9% 0.99 ± 0.02%
300 0.70 ± 1.7% 1.02 ± 0.05%
500 0.78 ± 1.6% 1.03 ± 0.05%
1000 0.46 ± 1.7% 0.99 ± 0.08%
3500 0.87 ± 1.0% 1.00 ± 0.20%
30 degrees incidence
50 1.72 ± 4.7% 1.06 ± 0.03%
100 0.28 ± 2.4% 0.98 ± 0.03%
300 0.62 ± 1.3% 0.97 ± 0.14%
500 0.78 ± 1.2% 0.97 ± 0.15%
1000 0.76 ± 1.1% 0.96 ± 0.16%
3500 0.88 ± 1.0% 0.97 ± 0.24%
7.4 Description of tissue disc geometry
ICRU report 56 gives a list of conversion factors from incident ﬂuence to absorbed
dose at 0.07 depth in a slab of ICRU tissue irradiated by mono-energetic electrons
at various angles of incidence [35].
These values are based on Monte Carlo calculations of a 30 cm× 30 cm square
box of ICRU 4-element tissue 15 cm in height, consistent with that recommended
by the ICRU for use in the procedure for calibrating radiation protection doseme-
ters. The front of the slab is irradiated with a parallel beam of monoenergetic
electrons on the whole top surface [19].
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The tissue disc used in this work is a cylinder made by 4-component ICRU
tissue, 15 cm in radius and height.
Dose is scored in a 0.007 mm high region located from 0.06965 mm to 0.07035
mm depth similar to the approach of Hirayama [23].
The dose scoring region is in this work limited to a disc of 1 cm2 around the
central axis. Figure 22 shows an outline of the tissue disc geometry and the location
of the dose scoring region.
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Figure 22. Geometry of the tissue disc. All lengths in cm.
7.5 CPU time
The Monte Carlo calculations has been carried out on 200 MHz Pentium-Pro
machines. The CPU time used per calculation has been between 3 and 40 hours, in
average about 20 hours. No variance techniques has been used to reduce computing
time.
In total 2 Gb of binary data was produced covering the registration of more
than 50 million individual particles.
Risø-R-1216(EN) 49
8 Validation of Monte Carlo cal-
culations
Since the output of a Monte Carlo calculation is a statistical quantity, it can be
hard to determine whether a result is true to reality or not. To establish credibility
about the Monte Carlo calculation, a control calculation should be made. The
output of the control calculation should be a quantity which is measurable with a
high degree of accuracy, and quantities such as particle energy, materials and the
size of the regions where the dose is calculated should not diﬀer too much from the
calculations one wish to support - in this case the calculation of the spectrometer
and the tissue disc.
8.1 Comparison between calculation and measure-
ment of dose at 0.07 mm tissue
The original plan was to validate the Monte Carlo calculations by simulating a
Cl-36 source in front of an extrapolation chamber, calculating the absorbed dose
in the collector volume, and to compare this simulation with measurements made
with the extrapolation chamber. The extrapolation chamber measuring method is
the basic method for determination of dose rates in beta radiation ﬁelds with a
high degree of accuracy, and would thus be ideal for validation of the Monte Carlo
calculations.
A Cl-36 source was made for this purpose by evaporation of solutions with
approximately 3.7 MBq in 10 mm diameter, 1 mm deep depressions in a PMMA
holder using a 1 mg/cm2 mylar cover. The dry matter was 28 mg (approximately
36 mg/cm2), which meant that self-absorption in the source had to be taken into
account in the Monte Carlo calculations.
By visual inspection of the source it was found that the surface of the dry
matter was so uneven, that a reliable Monte Carlo calculation was thought to be
unattainable.
A new Cl-36 source with one tenth of the activity - and likewise one tenth of the
dry matter - was made. This source is not suitable for extrapolation chamber mea-
surements due to the low activity. Instead the comparison is made by use of thin
LiF thermoluminescence detectors (TLD) with responses to beta radiation expo-
sures traceable to the extrapolation chamber at Risø. The thermoluminescence
detectors are 7 mm in diameter and consists of a thin layer of LiF grains with a
thickness density of 1-2 mg/cm2 ﬁxed on a Kapton base. The thermoluminescence
detectors were manufactured by Corad, Montpellier, France.
In addition to the 1 mg/cm2 mylar cover the thermoluminescence detectors are
covered by 6 mg/cm2 tissue equivalent, to obtain dose at approximate 7 mg/cm2
tissue. Three thermoluminescence detectors are irradiated in each measurement.
Monte Carlo simulation of the 0.37 MBq source placed 10 cm above the tissue
disc has been made to calculate the dose at 0.07 mm tissue. The dose scoring
region is restricted to a disc with a diameter equal to the thermoluminescence
detectors. The dry matter is not included in the simulation, which will introduce
an error of a few percent. The geometry used in the Monte Carlo calculation is
shown in Figure 23. The energy thresholds for production of secondary particles
are AE=512 keV (1 keV kinetic) for electrons and AP=1 keV for photons.
Table 10 shows the calculated and measured dose rates at 0.07 mm tissue.
An uncertainty of 15% is acceptable considering the uncertainties linked to the
comparison. Especially the activity of the Cl-36 source is subject to an enlarged
uncertainty since it has not been conﬁrmed by other measurements.
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Figure 23. Geometry used to calculate the dose at 0.07 mm tissue, when a Cl-36
source is placed 10.0 cm above the tissue surface. The Cl-36 holder is made of
PMMA. All lengths in cm.
Table 10. Comparison between calculated and measured dose rate at 0.07 mm tis-
sue, from Cl-36 sources placed 10 cm from the tissue surface.
TLD
material
Measured dose
rate, H˙p(0.07)
Calculated dose
rate, H˙p(0.07)
Ratio
[mGy/h] [mGy/h] CalculatedMeasured
CaSO4:Dy 0.888± 1.2% 0.765± 1.8% 0.86± 0.02
LiF 0.913± 1.1% 0.765± 1.8% 0.84± 0.02
8.2 Calculation of ICRU conversion coeﬃcients
The ICRU conversion coeﬃcients from electron ﬂuence to dose at 0.07 mm tissue
depth are based on several Monte Carlo calculations, carried out by some of the
leading experts in the ﬁeld [19]. It is therefore nearby to do a calculation which
as a result is expected to have the same conversion factors as listed in the ICRU
report 56.
The top of the tissue disc geometry described in chapter 7.4 and also shown
in Figure 23 is irradiated with mono-energetic electrons at normal incidence, and
the dose is calculated at 0.07 mm depth for 1 cm2. The beam radius is 2.6 cm
and 1 100000 histories are calculated corresponding to a planar ﬂuence of 52 390
cm−2.
Table 11 lists the ICRU and the calculated conversion factors from electron
planar ﬂuence at normal incidence to dose at 0.07 mm tissue. It is seen that except
for the 70 keV calculation, the agreement between the two values are within the
uncertainty. The description of the geometry used to calculate skin dose is therefore
believed to be done correctly.
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Table 11. Dose at 0.07 mm tissue per planar ﬂuence for a normal incident electron
beam. Comparison between ICRU values and EGSnrc/DOSRZnrc calculations
Energy Calculated value ICRU value
[35][19]
Ratio
[keV] [nGy/cm2] [nGy/cm2] CalculatedICRU
70 0.113± 5.1% 0.211± 16% 0.536± 17%
80 1.027± 1.8% 1.056± 5.2% 0.973± 5.5%
90 1.474± 1.2% 1.527± 5.3% 0.965± 5.4%
100 1.615± 1.0% 1.661± 3.0% 0.972± 3.2%
200 0.868± 1.3% 0.834± 4.6% 1.041± 4.8%
300 0.574± 1.6% 0.644± 3.3%† 0.891± 3.7%
400 0.466± 0.7% 0.455± 4.1% 1.025± 4.2%
600 0.380± 1.1% 0.366± 3.8% 1.037± 4.0%
700 0.357± 1.1% 0.344± 4.1% 1.037± 4.2%
800 0.330± 0.9% 0.329± 4.1% 1.004± 4.2%
1000 0.321± 0.9% 0.312± 3.9% 1.029± 4.0%
1500 0.298± 1.2% 0.287± 3.4% 1.038± 3.6%
2000 0.287± 1.8% 0.279± 2.0% 1.028± 2.7%
3000 0.274± 1.6% 0.276± 1.8% 0.993± 2.4%
† Interpolated value
As an illustration the value for 300 keV is calculated as well, though it is not
mentioned in the ICRU report 56. It is seen that if a linear interpolation is used to
compute an ICRU value for 300 keV a fairly large error is made, and this should
be avoided. One calculation for 300 keV electrons is mentioned in [19] and the
calculated value is close to the value shown in table 11.
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9 Results of Monte Carlo calcula-
tions
This chapter deals with the analysis of the data obtained by the Monte Carlo
calculations. The chapter is structured like this:
Classiﬁcation of particles entering the spectrometer The ability of the spec-
trometer to discriminate between electrons and photons in the ideal case of
no noise is examined. A suggestion for an improved spectrometer design is
presented.
Spectrometer eﬃciency for measuring electrons The performance of the spec-
trometer to identify the correct energy of registered electrons, and the capa-
city of measuring planar ﬂuence of electrons is investigated.
Monte Carlo calculations including noise The spectrometer has an inherent
noise level due to detector noise and electronic noise from the signal process-
ing chain (preampliﬁers etc.). This and the following sections deals with the
calculated performance of the spectrometer when noise is taken into consid-
eration. The consequences of using particle thresholds are discussed, and the
spectrometer’s ability to discriminate between electrons and photons and to
register the correct electron energy distribution is investigated and compared
with measurements.
Rejection of photons The spectrometer’s ability to identify and reject photons
when irradiated with a photon beam is studied, and a theoretical estimate of
the photon rejection factor is established.
All results presented in this chapter are based on Monte Carlo calculations.
9.1 Classiﬁcation of particles entering the spec-
trometer
This section describes the spectrometer’s ability to classify electrons correctly and
to make a correct registration of the energy distribution when the spectrometer is
irradiated with an electron beam. To give a picture of the best results obtainable
with the given geometry of the spectrometer, the detector noise is not included
in the Monte Carlo calculations. By splitting up the calculations into two groups
with and without noise, eﬀects inherent to the detector design and to the noise
becomes separated, clarifying the ways to solve the problems.
Registration of electron events of an electron point source in the vicinity
of the detector surface
An electron point source irradiating in all directions is placed 1.34 cm from the
surface of detector 1, i.e. in level with the front of the PMMA shield. This corre-
sponds to a measurement of a hot particle as close as one can get with the PMMA
shield mounted.
The spectrometer is irradiated with mono-energetic electrons covering 22 ener-
gies in the range from 50 keV to 3500 keV.
Figure 24 shows the fraction of each of the 7 coincidence patters as function of
the mean energy registered by the spectrometer.
The uncertainty of the measured mean energy is not shown. The response func-
tion of the spectrometer is not normal distributed, in fact it is very asymmetric
due to the low energy tail, and using the standard deviation makes no sense. The
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low energy tail is the part of a detector response function which lies below the
main peak, and is caused by incomplete energy absorption due to back scattering,
escape of bremsstrahlung etc. The FWHM of the main peak is less than 5 keV in
all cases.
The uncertainty (1sd) in the calculated fraction is less than 1%, i.e. less than
the size of the symbols.
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Figure 24. Calculated fractions of coincidence patterns. Electron point source at
1.34 cm distance from the surface of detector 1.
The fractions of the coincidence patterns describing electrons are shown by solid
lines. For very low energies only coincidence pattern 4 [+--] (i.e. only detector 1)
is present. At about 100 keV the fraction of coincidence pattern 4 quickly drops,
and coincidence pattern 6 [++-] starts to build up, as electrons are now reaching
detector 2. Finally at about 250 keV detector 3 is reached and coincidence pattern
7 [+++] start to raise as coincidence pattern 6 goes down.
The sum of the coincidence patterns corresponding to electrons is shown with
triangles. It is seen that for energies over 400 keV less than 70% of the registered
counts are interpreted as electrons.
At 150 keV a peak of coincidence pattern 2 [-+-] is observed, and these counts
are interpreted as photons. At higher energies coincidence pattern 3 [-++] is ac-
counting for one third of the registered counts.
The reason for the very poor detection of electrons is explained by the way
detector 1 is mounted. Outside the active area with a radius of 0.4 mm is a 1 mm
strip where the silicon disc is covered by a thin epoxy layer (see for example Figure
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2 on page 12). There is no bias applied to this part of the detector and it is thus
inactive. The epoxy layer has an estimated thickness of 0.13 mm allowing electrons
with energies of at least 150 keV to pass through this part of the detector.
With the point source placed 1.34 cm from the detector, the active part of the
detector surface makes up 68% of the solid angle that covers the detector and the
epoxy strip, in good agreement with the fraction of counts registered as electrons
for high energies.
If the source is changed to a narrow pencil beam along the central axis the
fraction of counts registered as electrons is nearly 100% since only a limited part
reach the outer part of the detector. This is shown in Figure 25.
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Figure 25. Calculated fractions of coincidence patters. Narrow electron beam nor-
mal to the surface of detector 1 originating 1.34 cm from the detector.
Registration of electron events of electron sources further away from
the detector surface
Figure 26 shows the fraction of registered particles classiﬁed as electrons for dif-
ferent source geometries. Filled symbols are point sources and open symbols are
broad sources i.e. with a radius of 5 cm.
When the point source is moved to a distance of 10 cm from the detector surface
more than 85% of the counts are classiﬁed correctly as electrons. This behaviour
is retained at distances of 20 cm and 30 cm, and also when the point source is
replaced with a surface source of radius 5 cm - except when the broad source is
placed 10 cm from the detector surface, where a minimum of 75% of the measured
events are classiﬁed correctly.
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Figure 26. Calculated fraction of registered particles classiﬁed as electrons. The
spectrometer is irradiated a point source or a broad source with radius 5 cm, at
diﬀerent distances between the source and detector 1.
Suggestion for an improved detector design
It is obvious that the thin mounting of the front detector is hampering a correct
classiﬁcation of the incoming electrons, especially for oblique incidence.
There are several ways to overcome the problem. The most obvious is to forget
about coincidence pattern 2 and 3 ([-+-] & [-++]), and treat them as undeﬁned
events. The draw back from this approach is the unnecessary dead-time caused by
these events.
A more suitable solution is to make the epoxy layer thicker or by other means
assuring, that no electrons can bypass the front detector. The fraction of correctly
classiﬁed events in pure electron ﬁeld should then approach 100%, when noise is
not taken into consideration.
Another procedure is to re-classify coincidence pattern 2 and 3 as electrons,
instead of being interpreted as photons and ‘not deﬁned events’. As shown later
(Figure 37) such a re-classiﬁcation would only result in a 3% lower rejection factor
for low energy photons, and less for higher energies, and it could therefore be
natural to use this method to obtain a better eﬃciency for measuring electrons.
The re-classiﬁcation method has two major drawbacks. The assumed area of
the front detector will no longer be well deﬁned, and the electrons bypassing
the active part of detector 1 losses in the order of a 100 keV before they enter
detector 2. There will therefore be a signiﬁcant excess of electrons registered at
lower energies, where the conversion factor from measured energy to Hp(0.07) has
its largest weight. It is therefore not advisable to re-classify coincidence pattern 2
and 3.7
7It would in principle be possible - by software - to add extra energy to coincidence pattern 2
and 3 events, to compensate for the energy loss through the non active part of detector 1. This
method would make the calculation of skin dose more obscure, and a screening of the non active
part seems to be the best solution.
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9.2 Eﬃciency for measuring electrons
The spectrometer is used to measure energy distributions in electron radiation
ﬁelds. This section examines the spectrometer’s ability to identify the correct
electron energy and the ability to register the correct planar ﬂuence of electrons.
Ability to identify the correct energy An electron can be registered at too
low an energy due to
• Back-scattering from the detectors
• Scattering out from the side of the active part of the detectors
• Escape of bremsstrahlung
• Energy absorption in material above and between the detectors
These interactions will result in a ‘low energy tail’ in the spectrometer re-
sponse function. If the low energy tail is signiﬁcant there will be a surplus
of electrons registered with low energy and a shortfall of electrons registered
with high energy.
As an illustration Figure 27 shows a Monte Carlo calculation of the spec-
trometer irradiated with a broad parallel electron beam at normal incidence
until 350 000 counts has been registered. The source has a homogeneous inten-
sity in the range from 1 to 3500 keV. The energy distribution of the electrons
entering detector 1 is calculated at the same time.
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Figure 27. Dots: Calculated electron energy spectrum registered by the spectrometer
from a source with homogeneous intensity from 1 to 3500 keV (coincidence pat-
terns: 4,6,7). Line: Calculated energy distribution of electrons entering the active
part of detector 1.
It is seen that the energy distribution of electrons entering detector 1 (black
line) is fairly ﬂat except for low energies where the electrons are either ab-
sorbed in the air or in the titanium foil or scattered away from the detector.
It is also seen that even for high energies the number of electrons entering
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detector 1 is about 8% less than the expected 100 counts per keV. This is
believed to be caused by small angle scattering in air and in the thin titanium
foil in interplay with the Pt/Ir diaphragm.
Looking at the calculated energy spectrum of electrons measured by the
spectrometer (dots), one can see a surplus of about 10% of electrons registered
with energy less than 500 keV and a shortfall of electrons registered with
energies above 2.5 MeV. The number of electrons registered and the number
of particles entering detector 1 is the same.
The interpretation of the ﬁgure is not that only the response function for
electrons with high energy has a low energy tail, but rather that some of high
energy electrons registered at a lower energy are compensating for the low
energy tail occurrence there.
Figure 28 shows the calculated ratio between the mean energy registered
by the spectrometer and the mean electron energy at the same position but
with the spectrometer removed. The ratio is plotted as a function of the latter
mean energy. It is seen that in general the measured mean energy is about
10-15% less than the real mean energy.
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Figure 28. Calculated ratio between the mean energy registered by the spectrometer
(coincidence pattern: 4,6,7) and the mean electron energy at the same position but
with the spectrometer removed.
It is important to point out, that a correct measured spectrum cannot be
obtained by simply scaling the energy axis with 10%, since the low energy tail
in the response functions of the spectrometer, is described by a fairly broad
distribution. Instead the original spectrum can be reconstructed by unfold-
ing the measured spectrum with spectrometer response functions, which in
principle can be obtained from Monte Carlo calculations.
Ability to register the correct planar ﬂuence of electrons The planar ﬂu-
ence of electrons registered by the spectromter deviates from the planar ﬂu-
ence at the same position when the spectrometer is removed. Some particles
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are absorbed by the titanium foil or blocked by diaphragm, and some are
scattered into or away from the active part of the detector by parts of the
spectrometer. Knowing the eﬃciency for measuring planar ﬂuence can be an
important issue, if e.g. the measured energy distribution is used to calcu-
late skin dose using the ICRU conversion factors which is dependent on the
electron planar ﬂuence.
Figure 29 shows the ratio between the number of electrons registered by
the spectrometer and the number of electrons passing through an area of the
size of detector 1 placed at same position but with the spectrometer removed.
The ratio is plotted as a function of the mean energy of the latter calculation.
The uncertainty (1sd) is comparable with the height of the symbols.
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Figure 29. Calculated ratio between the number of electrons registered by the spec-
trometer (coincidence pattern: 4,6,7) and the number of electrons passing through
the same area but with the spectrometer removed.
The eﬃciency for measuring the electron planar ﬂuence is in general between
90 and 105% for high energies, and dropping rapidly as the measured mean
energy is going towards lower energies (below approximately 500 keV). The
eﬃciency for diﬀerent sources are within 20% from each other, when the
distance between the source and the front detector is 10 cm or more.
The correct spectrum can in principle be obtained by multiplying the num-
ber of counts in each bin with the inverse eﬃciency for measuring electron
planar ﬂuence corresponding to that bin, but it implies that a correct unfold-
ing of the energy spectrum is done, before the eﬃciency is calculated.
9.3 Simulation of noise
It is essential to include the inﬂuence of noise in the Monte Carlo calculation, if
the performance of the spectrometer is to be understood.
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As an example of the huge inﬂuence noise has on the results, it can be mentioned,
that if a particle threshold of 6 keV is used in detector 1, all high energy electrons
penetrating the detector will be registered in the no-noise situation, but when noise
is taken into account only 34% of the electrons will be registered as electrons.
The EGSnrc/DOSRZnrc Monte Carlo calculations does not include noise. In-
stead the noise is simulated in the subsequent data analysis by sampling from
Gaussian distributions with a full-width-half-maximum value equal to the mea-
sured noise of the three detectors. The noise is sampled for each detector for each
registered count. It is not enough just to fold the absorbed energy distributions
with Gaussian distributions, since information about the coincidence patterns can
not be obtained from the spectra alone.
The noise is approximated by Gaussian probability distributions with density
P (x) =
1
σ
√
2π
exp
(−x2
2σ2
)
(11)
where σ2 is the variance.
The noise contribution is sampled using the following algorithm which as output
has to numbers (x1 and x2) which are distributed according to equation 11 [39].
Let random(1) and random(2) be two random numbers between 0 and 1. Cal-
culate
r = σ
√
−2 · ln(1 − random(1)) (12)
ϕ = 2π · random(2) (13)
x1 = r · cos(ϕ) (14)
x2 = r · sin(ϕ) (15)
If the random number generator explicit exclude zero, ‘1− random(1)’ can be
replaced by ‘random(1)’ in equation 12.
The noise contribution from a detector is characterized by the full-width-half-
maximum value (FWHM) of the response to a single energy, and not by the
variance. The Gaussian distribution is easily scaled to the correct width by setting
σ = FWHM/
√
8 · ln(2) in the above equations.
The FWHM for the three detectors is set to 34/28/130 keV, measured by photo-
peaks (detector 1 and 2), by pulsar resolution widths and by comparison of mea-
sured Compton edges with Monte Carlo calculations folded with Gaussian distri-
butions (detector 3).8
The noise is added to each count, but the calculated energy registered by a
detector is not allowed to become negative.
In the following the Gaussian distributions will be denoted the detector’s noise
distributions, keeping in mind that they are only approximations to the real noise.
9.4 Monte Carlo calculations including noise
Some of the basic properties in the Monte Carlo calculations including noise and
also seen in the measurements, can be surprisingly well described by a simple
picture of the noise distributions in two extreme situations:
8The FWHM given here are measured at the time when most of the data presented in this
report were collected. The measurements used to make the energy calibration (Figure 44 and
45) were measured on a previous occasion where the noise levels were less.
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Figure 30. Approximations of noise distributions in the three detectors. Gaussian
distributions are used as approximations for the real noise distributions. FWHM
is 34 keV (detector 1), 28 keV (detector 2) and 130 keV (detector 3). Only the
part above 0 keV is depicted.
Upper row: No particles registered.
Lower row: 1.75 MeV electrons passing through the front detectors. The average
energy loss is 17 keV (detector 1) and 53 keV (detector 2).
• when no particles are registered by the detectors
• when high energy electrons are passing though detector 1 and 2, giving rise
to a well deﬁned minimum mean energy of absorption: 17 keV for detector 1
and 53 keV for detector 2.
If no particles are registered the noise distribution is centered around 0 keV,
but in the case where high energy electrons are passing through the distributions
are centered around 17 keV (detector 1) and 53 keV (detector 2).
The noise distributions are shown in Figure 30. The noise thresholds (45/45/124
keV) and particle thresholds (6/26/83 keV) are marked with vertical lines.
The presence of noise causes an interchange of some of the coincidence patterns
and to explain the magnitude of this interchange, it is useful to calculate the
fraction of the noise distributions below, between and above the noise- and particle
thresholds. These values are calculated by numerical integration of equation 11
and shown in Table 12. Note that the fraction below the particle threshold also
includes the distribution below 0 keV.
An example of what readily can be seen from Figure 30 and Table 12 is that
the concept of particle thresholds is necessary if high energy electrons are to be
detected as electrons. From Figure 1b it is seen that 97% of the high energy
electrons passing through detector 1 is detected below the noise threshold, and
thus not registered as electrons. If particle thresholds are used this fraction is
lowered to 23%.
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Table 12. Fraction of the noise distributions below, between and above the noise-
and particle thresholds
Percentage of the noise distribution. . .
Fig. Description
below particle
threshold
between particle-
and noise threshold
above noise
threshold
1a) Detector 1, no particles 66 34 0
1b) Detector 1, with 1.75 MeV electrons 23 74 3
2a) Detector 2, no particles 99 1 0
2b) Detector 2, with 1.75 Mev electrons 1 23 76
3a) Detector 3, no particles 93 5 1
9.5 Use of particle thresholds
Figure 31 shows the calculated fraction of coincidence patterns with and without
the use of particle threshold, for an electron point source placed 10 cm in front of
detector 1, as function of the mean electron energy measured by the spectrometer.
To the left both noise- and particle thresholds are 45/45/124 keV (i.e. the particle
threshold is not eﬀective). To the right the particle thresholds are lowered to
6/26/83 keV. Gaussian noise with FWHM 34/28/130 keV is added to each count.
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Figure 31. Calculated fraction of the registered coincidence patterns for an electron
point source at 10 cm distance. Gaussian noise added to each count.
Left: Without use of particle threshold. Right: With use of particle threshold.
In the original setup without the use of particle thresholds, the response of the
spectrometer is dominated by non-electron coincidence patterns, and for energies
above 400 keV less than 20% of the registered events are classiﬁed as electrons.
By the use of particle thresholds the fraction of registered electron events is
raised to 67% or more, which is comparable to the no-noise situation.
It is also seen that the calculated measured mean energy generally shifts to a
lower energy when the particle threshold is not invoked. This is because high en-
ergy electrons deposits a relatively small amount energy in detector 1 and therefore
have a greater possibility for not being registered as electrons.
62 Risø-R-1216(EN)
It is clear that the concept of particle thresholds is a necessary and powerful
tool in the situation where the noise levels are high, as is the case for the Risø
spectrometer.
The fraction of events registered as electrons for three electron sources for dif-
ferent settings of the particle thresholds are presented in Table 17 on page 82.
Table 13 compares these fractions with the calculated values (Figure 31). The cal-
culated values are obtained by folding the calculated fractions with the measured
spectrum.
Table 13. Fraction of events registered as electrons without and with the use of
particle threshold. Noise threshold settings: 45/45/124 keV.
Fraction of electron events
Particle threshold: 45/45/124 keV† 6/26/83 keV
Source Measured Calculated Measured Calculated
Pm-147 90% (92±1)% 98% (94±1)%
Tl-204 29% (61±2)% 85% (87±2)%
Sr-90/Y-90 12% (45±2)% 75% (78±2)%
† I.e. the particle threshold is not eﬀective.
There is good agreement between the calculated and measured fraction of counts
registered as electrons in the case when particle thresholds are used. This is con-
trary to the case where only the noise thresholds are used. A factor of 2 and 4 in
diﬀerence is obtained for Tl-204 and Sr-90/Y-90 respectively, and an explanation
for this disagreement has not been found.
9.6 Reclassiﬁcation of coincidence patterns
For Compton scattered photons coincidence pattern 1 [--+] is the most dominant,
but due to the noise in the front detector 34% of these events is registered as
coincidence pattern 5 [+-+]. This value is veriﬁed experimentally for Co-60 and
Cs-137 covered by a 4 mm PMMA ﬁlter. In both cases 63% of the events are
classiﬁed at coincidence pattern 1 and 32% as coincidence pattern 5.
The mean energy surplus for the coincidence pattern 5 events is theoretically 16
keV, (i.e. the mean energy of the noise distribution above the particle threshold
in detector 1) which is insigniﬁcant for Compton electrons registered in detector
3. It is therefore advantageous to reclassify coincidence pattern 5 as photons.
In the following coincidence pattern 5 will be regarded as a photon event instead
of a ‘not deﬁned event’, whenever noise is present.
9.7 Ability to identify electrons
Figure 32 shows the calculated fraction of the registered coincidence patterns
for an electron point source at 10 cm distance. The ﬁgure represents the typical
behaviour when noise is taken into consideration in the Monte Carlo calculation.
For comparison the equivalent calculation without noise is shown to the right.
It is seen that the noise has a signiﬁcant eﬀect on the classiﬁcation of electrons,
since the fraction of electrons for most energies is lowered by 20 percentage points.
For high electron energies a greater share of the electrons passing through de-
tector 1, are registered below the particle threshold, and coincidence pattern 3
[-++] makes up a considerable part of the registered events.
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Figure 32. Calculated fraction of the registered coincidence patterns for an electron
point source at 10 cm distance.
Left: Gaussian distributed noise added to each count. Right: No noise added.
Noise threshold: 45/45/124 keV. Particle threshold: 6/26/83 keV.
Interchange of coincidence pattern 3 and 7
The change in coincidence pattern 3 [-++] and 7 [+++] seen in Figure 32 can be
explained by simple considerations about the noise distribution.
From Table 12 (1b) it is found that 23% of the events originally registered as
coincidence pattern 7 will be registered as pattern 3 due to noise, and from (1a)
that 34% will ‘change’ from coincidence pattern 3 to 7.
A calculation of the expected fraction of coincidence pattern 7 when noise is
present, f ′CP7, is now straight forward
f ′CP7 = fCP7 − p(CP7→3)fCP7 + p(CP3→7)fCP3 (16)
where
fCP7: fraction of coincidence pattern 7, when noise is not included.
p(CP7→3): probability that a coincidence pattern 7 event is registered as coinci-
dence pattern 3. (Noise included).
fCP3: fraction of coincidence pattern 3, when noise is not included.
p(CP3→7): probability that a coincidence pattern 3 event is registered as coinci-
dence pattern 7. (Noise included).
The fractions of coincidence pattern 3 and 7 at about 1800 keV measured mean
energy, are used as an example: fCP7 = 0.89, p(CP7→3) = 0.23, fCP3 = 0.09,
p(CP3→7) = 0.34 which gives f ′CP7 = 0.72 in good agreement with the simulated
value of 0.68. This shows that mechanism behind the change in the distribution
of coincidence patterns due to noise is understood.
It is instructive to do a similar calculation for the case where a broad source
is placed right in front of the spectrometer. The calculated coincidence pattern
fractions are shown in Figure 33.
The coincidence pattern 3 is now pronounced because a large fraction of the
electrons bypass the active volume of detector 1.
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Figure 33. Calculated fraction of the registered coincidence patterns for a broad
electron source at surface of the spectrometer.
Left: Gaussian noise added to each count. Right: No noise added.
Noise threshold: 45/45/124 keV. Particle threshold: 6/26/83 keV.
The fractions of coincidence pattern 3 and 7 at about 1600 keV calculated mean
energy are fCP3 = 0.34 and fCP7 = 0.59.
A calculation using equation 16 gives f ′CP7 = 0.57 close to the simulated value
of 0.59. That f ′CP7 is similar to fCP7 means that the ﬂow from coincidence pattern
7 to 3 is counterbalanced by the ﬂow from 3 to 7.
It is notable that the change in the coincidence pattern 7 fraction due to noise is
dependent on amount of electrons bypassing detector 1, and thus by the geometry
of the source. This is especially evident in the analysis of the ability of measuring
planar electron ﬂuence as described later.
If the rim of detector 1 had been properly shielded the fraction of coincidence
pattern 7 for high energy electrons would be 77% only due to noise in detector 1.
It is therefore of great importance to reduce the noise in the front detector.
It can be seen from Figure 32 that the appearance of coincidence pattern 2
[-+-] is not aﬀected by the noise. Coincidence pattern 2 originates from electrons
bypassing the active volume of detector 1, and it can be shown that the fraction
remains more or less constant because the ﬂow from coincidence pattern 2 [-+-]
to 4 [++-] is counter balanced by a ﬂow in the opposite direction.
9.8 Inﬂuence of noise on the registration of elec-
tron energy
To the left in Figure 34 the calculated ratio between the mean energy measured
by the spectrometer and the calculated real mean energy is shown, when noise is
taken into consideration. To the right is the same setup but without the simulation
of noise.
It is seen that the two graphs have completely diﬀerent slops at low energy. In the
calculation including noise the ratio approaches one, but this should be regarded
as a coincidence caused by the noise. If other noise levels had been present the
ratio would have approached another value.
The apparent compensation for the energy loss in titanium foil etc. has two
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Figure 34. Calculated ratio between the mean energy registered by the spectrometer
and the mean electron energy at the same position but with the spectrometer re-
moved. The uncertainty is estimated to less than 5% for low energy and less than
2% for high energy electrons. Particle threshold: 6/23/80 keV. Noise threshold:
44/40/119 keV.
explanations.
• For low energy electrons the noise distributions in detector 1 and 2 will have
a part of the low energy side below the noise threshold, and the mean energy
is therefore slightly higher than the center value of the distribution.
• For low energy electrons registered in detector 1 and 2, the noise level in
detector 3 is above the particle threshold in 8% of the cases, causing an
average increase of the registered mean energy of 8 keV.
Figure 34 also shows that the calculated ratio between measured and real mean
energy, drops a few percent for high energy electrons when noise is present. This
is caused by coincidence pattern 3 events [-++] (electrons bypassing detector 1)
turning into coincidence pattern 7 [+++] due to noise in detector 1. These events
are approximately 150 keV less in energy.
9.9 Inﬂuence of noise on the registration of planar
ﬂuence
The fact that about 17% of the high energy electrons are classiﬁed as coincidence
pattern 3 [-++] is also reﬂected in the ability to register the correct planar ﬂuence.
Figure 35 shows the calculated ratio of the planar ﬂuence registered by the spec-
trometer and the calculated real planar ﬂuence, for diﬀerent electron sources. The
broad source is 5 cm in radius.
The loss in eﬃciency for measuring planar electron ﬂuence due to noise is in
general 10-20% for all electron energies, excluded the sources very close to the
spectrometer, where the change is less.
The drop is mainly caused by events, where the energy deposition in detector 1
is registered below the particle threshold due to noise, as discussed above (section
9.7).
The drop in eﬃciency for measuring planar ﬂuence is smallest when the fraction
of coincidence pattern 2 and 3 ([-+-] & [-++]) is high (generally for broad sources
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Figure 35. Calculated ratio between counts registered as electrons and the number
of electrons passing through an area of 0.5 cm2 placed at the position of detector
1, but with the spectrometer removed. The uncertainty is less than the symbols.
Particle threshold: 6/23/80 keV. Noise threshold: 44/40/119 keV. (The data point
for the broad source at 10 cm was corrupted, and thus not included).
Left: Gaussian noise added to each count. Right: No noise added.
and sources at close distance). As mentioned earlier this is because the ﬂow from
coincidence pattern 6 [++-] and 7 [+++] to 2 [-+-] and 3 [-++] is counteracted by
a ﬂow in the opposite direction.
This explains why the fraction of electrons is more or less unaﬀected by the
detector noise for the sources placed close to the detector, and why the spread
between broad and point sources is collapsing for high electron energies when
noise is applied.
In the no-noise situation the eﬃciency for registering planar ﬂuence is more
than one for some of the sources. This is caused by back-scatter from the sides of
the diaphragm and that the rim of the diaphragm is transparent to high energy
electrons.
9.10 Rejection of photons
As will be shown in the section about the energy calibration of detector 3 (section
11.3 on page 77) the Monte Carlo calculation of the photon response is not a true
simulation of the measurements made with the spectrometer at lower energies.
The uncertainty is therefore greater than otherwise indicated.
Just as the spectrometer should be able to identify electrons, the spectrometer
should also be able to identify and reject photons. Figure 36 shows the response
to a broad beam of photons hitting the spectrometer at normal incidence with
energies in the interval from 50 to 3500 keV. Note the broken and diﬀerent scaled
y-axis.
It is seen that about 97% registered events are classiﬁed correctly, in this ide-
alized case where noise does not inﬂuence. It is also seen that the theoretically
maximal rejection factor for photons (i.e. the fraction of counts not classiﬁed as
electrons) is about 99% for all energies.
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Figure 36. Calculated fraction of coincidence patters. Broad photon source with
parallel photon beam normal to detector 1 at distance 1.34 cm. The uncertainty
is less than the height of the symbols. Note the broken and diﬀerent scaled y-axis.
Coincidence patterns: Electrons: 4,6,7; Photons: 1,2.
Figure 37 shows the same source geometry, but includes the simulation of noise.
The distribution of the coincidence patterns can not readily be explained by
simple considerations about the noise distributions, since the center of the Gaus-
sian distributions can not easily be deduced - and in the case of Compton scattered
electrons, is not well deﬁned at all.
What is important for the performance of the dose meter, is that the fraction
of events classiﬁed as electrons is as low as possible, since these events will add to
the calculated dose, based on the measured electron spectra.
If only the noise thresholds are used (Figure 37 right) the fraction of registered
electrons is less than 1% for photon energies above 300 keV. Below the registration
of photo-absorption in detector 1 is apparent.
When particle thresholds are used it is apparent that a re-classiﬁcation of coin-
cidence pattern 5 [+-+] is necessary, since it, as expected, is expressed by a 30%
fraction (Figure 37 left).
In both cases there is an energy dependence of coincidence pattern 3 [-++],
but it is notable that coincidence pattern 7 [+++] is present with a similar energy
dependence when particle thresholds are used.
Coincidence pattern 6 [+--], which was totally missing in the no-particle thresh-
old calculation, is also present. If the noise of detector 1 is reduced, the fraction
of registered electron events in a pure photon ﬁeld, would be reduced.
That the events classiﬁed as electrons in photon ﬁelds above 300 keV accounts
for at least 2% is a serious drawback for the spectrometer, when measuring electron
doses in a mixed photon/electron ﬁeld. The mean energy of electrons set in motion
in detector 3 by Compton scattered 1 MeV photons is of the order of 400 keV. If
for example the photon ﬁeld is an order of magnitude stronger than the electron
ﬁeld in terms of count rate, the Compton scattered electrons will make up about
20% of the measured electrons, in most cases causing a measurable distortion of
the dose calculation. The inﬂuence of photons registered as electrons is further
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Figure 37. Calculated fraction of coincidence patters when noise is included. Broad
photon source with parallel photon beam normal to detector 1 at distance 1.34 cm.
The uncertainty is less than the height of the symbols. Note the broken and dif-
ferent scaled y-axis. Particle threshold: 6/23/80 keV. Noise threshold: 44/40/119
keV. FWHM of the noise distributions: 34/28/130 keV. Coincidence patterns:
Electrons: 4,6,7; Photons: 1,2,5.
Left: With the use of particle threshold. Right: Without the use of particle thresh-
old.
discussed in section 12.8.
9.11 Summary
Monte Carlo calculations of the performance of spectrometer when irradiated with
electrons and photons have been performed. The calculations suggest that the
spectrometer design needs to be improved by a better shielding of the rim of
detector 1.
To obtain comparable results between calculations and measurements a simu-
lation of the detector noise has to be included, and this is done by sampling from
Gaussian distributions with suitable widths.
Especially the noise level of the front detector is a problem, since it reduces the
fraction of correctly classiﬁed electrons signiﬁcantly.
The use of particle thresholds is shown to be a necessary and powerful tool to
reduce the destructive inﬂuence of noise. The spectrometer is unﬁt to measure
electron radiation ﬁelds if the concept of particle thresholds is not used. A draw-
back of the method is an enhanced fraction of events classiﬁed as electrons when
the spectrometer is working in a pure photon radiation ﬁeld.
The inﬂuence of noise on the behaviour of the spectrometer is generally well
understood, and can in many cases be explained by simple considerations with
Gaussian distributions.
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10 Conversion factors from elec-
tron measurement to H
p
(0.07)
The main objective of the Risø telescope spectrometer is to determine skin dose
- i.e. Hp(0.07) - based on the electron energy distribution measured by the spec-
trometer.
The original idea was to use ICRU conversion factors from electron ﬂuence (at
normal incidence) to H ′(0.07), but as shown later, this leads to unsatisfactory
results especially for low energy electrons.
Instead, Monte Carlo calculations are used to establish a new set of conversion
factors which are dependent of the speciﬁc spectrometer design.
An attempt is made to calculate the dose directly from the measured spectrum
i.e. without unfolding and correction for planar ﬂuence eﬃciency. This approach is
justiﬁed by the observation, that the unfolding procedure is very time consuming,
and that the unfolding procedure and planar ﬂuence correction in themselves may
introduce uncertainties to the dose calculation. This could for instance happen
if the response functions used in the unfolding procedure are dependent on the
source geometry.
If the measured energy distribution is needed for identiﬁcation of beta emitting
isotopes, it should be noted that leaving out the unfolding procedure and the pla-
nar ﬂuence correction will not alter the position of the maximal energy registered,
but will most likely change the position of the most probable energy, i.e. the peak
of the β-spectrum, to a lower energy.
10.1 Outline for Monte Carlo calculation
The spectrometer speciﬁc conversion factor is calculated by merging two Monte
Carlo calculations.
For a given source geometry the number of counts classiﬁed as electrons per
history and the registered mean energy are calculated.
For a similar geometry, but with the spectrometer replaced by a tissue disc,
the dose per history is calculated. The dose calculation is restricted to a 1 cm2
disc around the central axis in 0.07 mm depth, in accordance with the ICRP
recommendations for calculation of dose equivalent.
The spectrometer speciﬁc conversion factor, ηdet, is given as the inverse ratio
between the two calculations as a function of the mean electron energy registered
by the spectrometer.
ηdet(E) =
Calculated dose at 0.07 mm tissue|1 cm2 /Nt
Number of registered electrons /Ns
∣∣∣∣
<E
e->
(17)
where
Nt: Histories in tissue disc calculation
Ns: Histories in spectrometer calculation
< Ee- >: Mean electron energy registered by the spectrometer
A similar calculation is done but with the number of registered electrons re-
placed by the planar ﬂuence at the tissue surface right above the 1 cm2 disc and
with the registered mean electron energy replaced by the mean energy of the
electrons as they cross the tissue surface.
ηtissue(E) =
Calculated dose at 0.07 mm tissue|1 cm2
Planar electron ﬂuence
∣∣∣∣
<E
e- tissue>
(18)
70 Risø-R-1216(EN)
where
< Ee- tissue >: Mean electron energy at tissue surface
This simulates a ‘perfect’ detector measuring the energy and planar ﬂuence of
the electrons without disturbance from the detector geometry, and the conversion
factors should be close to the ICRU conversion factors folded by the angle dis-
tribution at the tissue surface. The results from this calculation will be discussed
ﬁrst.
This report only focus on the dose at 0.07 mm tissue, but the analysis could in
principle be extended to cover strongly penetrating beta radiation, by calculating
dose at 3 mm or 10 mm tissue.
10.2 Planar ﬂuence at tissue surface conversion
factors
There are two important diﬀerences in the setup between this work and the cal-
culations used to determine the ICRU conversion factors (Table 5 on page 33)
• In this work the dose scoring region is limited to a disc of 1 cm2 at the central
axis.
• The incident beam can in most cases not be described as parallel and normal
to the tissue surface, and the radiation ﬁeld is not homogeneous over the
target disc of 1 cm2. This also explains why it is decided to use the notation
of Hp(0.07) instead of H ′(0.07).
It is therefore expected that there will be deviations between the ICRU conver-
sion factors from planar ﬂuence to H ′(0.07), and the calculations presented here
from planar ﬂuence over the 1 cm2 disc to Hp(0.07).
Figure 38 and 39 shows the calculated conversion factor from planar ﬂuence
over the 1 cm2 disc to Hp(0.07) (equation 18), for diﬀerent source geometries. As
a guideline the ICRU conversion factor for normal incidence is plotted as well.
The calculated conversion coeﬃcients are also listed in appendix D.
It is seen that the calculated conversion factor, ηtissue, has a slightly higher value
than the ICRU conversion factor for high energy electrons at normal incidence.
Because the calculated electron radiation ﬁeld in general has an angle to the tissue
surface, the electrons will travel a greater distance in the dose scoring region at
0.07 mm depth (roughly as one over cosine to the angle), thus giving a greater dose
in this region per electron. This is particularly clear for the broad source at close
distance to the tissue surface. At the same time the calculated conversion factor
gets smaller for very low energy electrons, since a smaller part of these electrons
are reaching the dose scoring region. A nice illustration can be found in [23].
Figure 40 shows the normalized electron angle distribution of electrons at the
tissue surface, for a point source at diﬀerent distances from the surface, obtained
by Monte Carlo calculations. Backscattered electrons leaving the tissue are not
included. For electrons entering the tissue with energies below 1 MeV, it is clear
that an assumption of normal incidence can not be preserved. For this reason
alone the attempt to calculate personal dose equivalent with the use of the ICRU
conversion factors for normal incidence is believed to be inaccurate.
Figure 41 shows the normalized electron angle distribution of electrons at the
tissue surface, for a broad source 5 cm in diameter at diﬀerent distances from the
surface. The diﬀerences compared to the point source in Figure 40 are notable and
apparent at all distances. Recalling the ICRU conversion coeﬃcients which have
an angle dependence (Table 5 and Figure 13 on page 33), a dependence on the
source geometry for a given energy distribution at the tissue surface is expected.
Risø-R-1216(EN) 71
0 100 200 300 400 500 600 700 800 900 1000
Mean electron energy, keV
0.0
0.5
1.0
1.5
2.0
H p
(0.
07
)p
er
el
ec
tro
n
pl
an
ar
flu
en
ce
,
nG
yc
m
-
2
Conversion factor: Hp(0.07) per electron planar fluence
Point source. Source detector distance: 1.34 cm
Point source. Source detector distance: 10 cm
Point source. Source detector distance: 20 cm
Point source. Source detector distance: 30 cm
ICRU conversion factor
0 500 1000 1500 2000 2500 3000 3500
Mean electron energy, keV
0.0
0.5
1.0
1.5
2.0
H p
(0.
07
)p
er
el
ec
tro
n
pl
an
ar
flu
en
ce
,
nG
yc
m
-
2
Figure 38. Calculated conversion factor, ηtissue, from electron planar ﬂuence over
a 1 cm2 disc at the central axis to Hp(0.07) as a function of the mean energy of
the electrons at tissue surface within the 1 cm2 disc (equation 18). The electron
source is a point source placed at various distances from the tissue surface. The
Figure to the right is identical to the one to the left, except for a change in the
energy scale.
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Figure 39. Calculated conversion factor, ηtissue, from electron planar ﬂuence over
a 1 cm2 disc at the central axis to Hp(0.07) as a function of the mean energy of
the electrons at tissue surface within the 1 cm2 disc (equation 18). The electron
source is 5 cm in diameter and placed at various distances from the tissue surface.
The Figure to the right is identical to the one to the left, except for a change in
the energy scale.
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Figure 40. Calculated normalized angle distribution of electrons entering a tissue
surface, for a point source placed at diﬀerent distances from the surface: A) 1.34
cm. B) 10 cm. C) 20 cm. D) 30 cm.
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Figure 41. Calculated normalized angle distribution of electrons entering a tis-
sue surface, for a source 5 cm in diameter placed at diﬀerent distances from the
surface: A) 1.34 cm. B) 10 cm. C) 20 cm. D) 30 cm.
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Inadequate Monte Carlo calculations at low electron energy
The point of measurements in Figure 38 and 39 are connected by straight lines
matching the linear interpolation used by the algorithm, used in the spectrometer
to calculate skin dose.
Figure 38 and 39 points out an important shortcoming of the Monte Carlo cal-
culations for low energy. It is obvious that there is a rapid change in the conversion
factor in the energy range form 70 to 200 keV. At the same time it is clear that the
mesh of calculation points are too coarse in this region - particularly for sources
placed 10 cm or more away from the tissue surface. One would expect all the
conversion coeﬃcients to rise with a slope comparable to the ICRU coeﬃcients
but this is only obtained by the calculations with 1.34 cm distance between source
and tissue.
As shown below the lack of calculation points is also present in the spectrometer
dependent conversion factors, and is somewhat an obstacle for a correct dose
calculation. Additional Monte Carlo calculations in the low energy region have
not been performed, since the spectrometer soon will be replaced. An exception is
the case where a point source is placed 10 cm in front of the spectrometer, since
measurements are available for this type of source geometry. Four simulations with
an initial electron energy of 130, 135, 140 and 145 keV are calculated to make and
a comparison between measured and calculated dose rates possible.
10.3 Spectrometer speciﬁc conversion factors
Figure 42 and 43 shows the spectrometer speciﬁc conversion factor, ηdet, for a
number of diﬀerent source geometries. The calculated conversion factors are also
listed in appendix D.
Two times the ICRU conversion factor is shown as well. If the ICRU conversion
factor is used to calculate Hp(0.07) from the measured number of electrons, is has
to be multiplied by two, since the area of detector 1 is 0.5 cm2.
Except when a point source is placed at the surface of the spectrometer, it can
be seen from the ﬁgures that the use of the ICRU conversion factors for normal
incidence is expected to lead to an underestimation of Hp(0.07).
Dependence in the conversion factors on the distance between source
and spectrometer
Even when leaving out the extreme case when the source placed on the surface of
the spectrometer (open and ﬁlled circles), it is seen from Figure 42 and 43 that
for energies below 500 keV, there is a marked spread in the conversion values
for diﬀerent source distances. At 200 keV there is roughly a 30% diﬀerence in
the conversion factor between the sources placed at 10 and 30 cm. The diﬀerence
between the point and broad source at the same distance is 10% or less.
Depending on the desired accuracy of the spectrometer, information of the dis-
tance to the source need to be fed to the spectrometer before a dose calculation is
performed. It has not been possible to verify this experimentally. Certainly a sep-
arate set of conversion factors are needed for measurement of large contaminated
surfaces measured at close distance.
It is evident from the ﬁgures that rapid change in the conversion factor at low
energies is not well modelled with the current set of calculations. It is thus expected
that extra calculations are needed to optimize the dose calculations performed by
the spectrometer when irradiated with low to medium energy beta radiation.
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Figure 42. Calculated conversion factor, ηdet, from measured electron counts by the
spectrometer to Hp(0.07) as a function of the measured mean energy (equation 17).
The electron source is a point source placed at various distances from surface of
detector 1. The ﬁgure to the right is identical to the one to the left, except for a
change in the energy scale. By a dotted line two times the ICRU conversion factor
(H ′(0.07)) is shown. The conversion factor for 10 cm distance between source and
spetrometer has four extra data points shown by small triangles.
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Figure 43. Calculated conversion factor, ηdet, from measured electron counts by
the spectrometer to Hp(0.07) as a function of the measured mean energy (equation
17). The electron source is 5 cm in diameter and placed at various distances from
the surface of detector 1. The ﬁgure to the right is identical to the one to the
left, except for a change in the energy scale. By a dotted line two times the ICRU
conversion factor (H ′(0.07)) is shown.
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11 Energy calibration of the spec-
trometer
In this chapter is ‘channel number’ frequently used instead of ‘digital pulse height’.
11.1 Energy calibration of detector 1
Photon-absorption peaks from low energy gamma-rays are convenient to use for
energy calibration of the detectors, since they have a symmetric shape around a
well deﬁned midpoint energy.9 Table 14 shows the photon sources used for the
energy calibration of detector 1 and 2.
Table 14. Photon sources used for energy calibration of detector 1 and 2.
Source Photo-line [31]
[keV]
Am-241 59.5
Co-57 122.1
The activity of the Co-57 source is so low, that it only can be used for detector
2, which has a larger volume and better noise characteristics than detector 1.
Detector 1 has only been calibrated using the photo-absorption peak from Am-
241 (59.5 keV). A comparison between measured and Monte Carlo calculated
endpoint energy of C-14, was not useful, since detector 1 is transparent to the
high energy electrons of C-14.
Figure 44 shows the measurement of the 59.5 keV photo-absorption peak from
Am-241. The peak is asymmetric due to noise cutoﬀ at channel 16. The center
of the peak is estimated to channel 21. The ratio between channel number and
energy (keV) for detector 1 is set to 2.83.
It is indeed unsatisfactory to use only one point for an energy calibration, but
no other means has been found. The energy calibration of detector 1 is therefore
subject to an enlarged uncertainty.
11.2 Energy calibration of detector 2
Detector 2 is energy calibrated using photo-absorption peaks from Am-241 (59.5
keV) and Co-57 (122.1 keV), seen in Figure 45. An attempt to use the photo-
absorption peak from from Eu-152 (40 keV) was unsuccessful, since the peak lies
on the limit of the noise level of detector 2.
The photo-absorption peaks are located at channel number 16 (Am-241) and
33 (Co-57).
By linear interpolation the equation between channel number (i.e. digital pulse
height, dp) and absorbed energy (keV) in detector 2 is found to be
E(dp) = 3.68[keV/ch]dp+ 0.58[keV]
9If the detector is not totally depleted, an extra tail on the low energy side can occur, due to
incomplete charge collection.
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Figure 44. Energy calibration of detector 1. Photo-absorption of 59.5 keV photons
from Am-241. Background spectrum is subtracted.
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Figure 45. Energy calibration of detector 2. Left: Photo-absorption of 59.5 keV
photons from Am-241. Right: Photo-absorption of 122.1 keV photons from Co-57.
Background spectra are subtracted from both spectra.
11.3 Energy calibration of detector 3
Due to the high noise level of detector 3, photo-absorption peaks cannot be used to
energy calibrate this detector. Instead Compton edges from photon sources listed
in Table 15 are used.
Scattering of photons on electrons is called Compton scattering. The case of
unpolarized radiation scattered on free electrons at rest, is described by the Klein-
Nishina cross section, and the energy transfer to an electron integrated over all
angles is given by [18]
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Table 15. Photon sources used for energy calibration of detector 3.
Source Photo-line [31] Intensity Compton edge
[keV] [per disintegration] [keV]
Co-60 1173 0.999 963.2
1332 1.000 1117.6
Cs-137 661.6 0.946 477.4
Bi-207 569.7 0.978 393.3
1064 0.749 857.7
1442 0.002 -
1770 0.069 1547.0
eσ
dT
=
πr20
m0c2
1
α2
(
2 +
(
T
hν0 − T
)2( 1
α2
+
hν0 − T
hν0
− 2
α
(hν0 − T )
T
))
(19)
for T ≤ hν0 2α1 + 2α , otherwise zero.
where
r0: The classical electron radius, r0 = e2/m0c2 = 2.818 fm
α: hν0/m0c2
T : Kinetic energy of the electron
hν0: Photon energy
m0c
2: Electron rest mass
The energy where the cross section goes to zero, called the Compton edge, is only
dependent on the photon energy, and is therefore suited for calibration purposes.
Doppler-broadening
The electrons can generally not be considered as free and stationary, and Doppler-
broadening therefore inﬂuences the sharpness of the Compton edge. It can be
shown that the Doppler-broadening goes approximately like
√
b/T , where b is
the binding energy of the electron [18]. The Doppler-broadening has thus only a
signiﬁcant eﬀect when the binding energy of the electron is of the order of the
energy transferred to the electron in the Compton scattering process.
The binding energy of the K-shell electrons in silicon is about 1.8 keV, and
the Doppler-broadening does not inﬂuence the sharpness of the Compton edge
measured with silicon detectors. This has also been conﬁrmed by Monte Carlo
calculations.
Broadening by noise
When measuring a photo line with the thick third silicon detector, the Compton
edge will not appear sharp due to the detector noise. The precise position of the
Compton edge can therefore be hard to determine.
If the top of the Compton edge can be identiﬁed in the measurement, a possible
way to ﬁnd the position of the edge, is outlined in the following procedure based
on a method proposed by U. Ankerhold and J. Bo¨hm, PTB. A sketch is shown in
Figure 46.
The Compton edge described by equation 19, is folded by Gaussian distributions
with a FWHM equal to the detector noise. The position on the y-axis where the
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Figure 46. Calibration using Compton edge. A possible measured spectrum is
marked by the dotted line. The position of the Compton edge is found as the point
on the slope where the height is a certain fraction (χ2/χ1) of the total height of
the measured Compton edge.
folded spectrum crosses the unfolded spectrum is determined, and expressed as
a fraction of the total height of the Compton edge (χ2/χ1 in the ﬁgure). The
fraction can be used as a guideline in a measured spectrum. The fraction χ2/χ1
depends on the FWHM of the noise distribution and the energy of the photo line
or lines, but is typically in the range of 0.6 to 0.8.
The above procedure is not useful for calibration of detector 3, since the top
of the Compton edge can not be unambiguous identiﬁed in the measurements,
even though Monte Carlo calculations of photon beams incident on the detector
assembly shows that a top should be detectable (Figure 47).
That the top is not present in the measurements, and that the measured spec-
tra has a surplus of low energy electrons compared to the calculated spectra, is
believed to be caused by scattered radiation from the rest of the detector probe
which is not modeled in the Monte Carlo calculations. Measurements at PTB with
a similar detector assembly, which is not encapsulated in a chassis, are in line with
calculated spectra.
Instead the calibration of detector 3 is solely based on the position of the slopes
of the Compton edges. The response of the detector assembly when irradiated with
a broad beam of photons at normal incidence is calculated by Monte Carlo calcu-
lations for the sources listed in Table 15. The calculated response is folded with a
Gaussian distribution with FWHM=130 keV to simulate the noise in detector 3.
The measured spectrum is then scaled to get the best ﬁt between the measured
and calculated spectra. The measured spectrum is scaled under the assumption
that the energy is directly proportional to the channel number, i.e. there is no
oﬀset.
Figure 47 shows the calculated response, the calculated response folded with
the Gaussian distribution and the scaled measured spectra.
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Figure 47. Energy calibration of detector 3. Gray line: Monte Carlo calculations
of broad photon beams at normal incidence to the detector assembly. Note that
the rest of the detector probe is not included in the calculations. Dotted line: The
Monte Carlo calculation folded with a Gaussian distribution with FWHM=130
keV, simulating the noise contribution. Solid line: Measured energy spectrum scaled
to ﬁt the Monte Carlo calculation.
1) Cs-137 spectrum. 2) Co-60 spectrum. 3a) Bi-207 spectrum. 3b) Bi-207 spectrum
zoomed in on the Compton edge at 1547 keV. Characteristics of the spectra are
described in Table 15.
The ratio between channel number and energy (keV) is determined to 20.9 (Cs-
137), 20.6 (Co-60) and 20.7 (Bi-207). The good agreement for the three Compton
edges of the calculated and scaled Bi-207 spectrum is notable, since they cover a
large span of energies (393-1547 keV).
The ratio between channel number and energy (keV) for detector 3 is taken as
the average of the above mentioned values i.e. 20.73.
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To summarize are the coeﬃcients describing the relationships between digital
pulse height and absorbed energy listed in Table 16.
Table 16. Coeﬃcients of the ﬁrst order polynomials used to describe the relation-
ship between digital pulse heights and absorbed energy in the detectors
1st order coeﬃcient zero order coeﬃcient
Detector 1 2.83 0.00
Detector 2 3.68 0.58
Detector 3 20.73 0.00
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12 Measurements
This chapter examines some of the measurements done with the spectrometer. As
mentioned earlier the measurements are limited in number, due to the enhanced
noise levels. This means that questions like the dependence of the dose calculation
on the source geometry has not been investigated, and that it has not been possible
to do extra measurements to follow up on the data presented here.
12.1 Coincidence eﬃciency and photon rejection
capability
The eﬃciency of the spectrometer for counting electrons and photons are investi-
gated by measurements in pure beta and photon radiation ﬁelds. Ideally, a mea-
surement in a pure electron radiation ﬁeld should only lead to registration of
coincidence pattern 4, 6 and 7 ([+--], [++-] & [+++]), and for a measurement in a
pure photon radiation ﬁeld these patterns should not appear.
Table 17 indicates the percentage of counts registered as electrons (coincidence
pattern 4, 6 and 7) and as photons (coincidence pattern 1, 2 and 5 ([--+], [-+-]
& [+-+]).
The ﬁrst line in the table indicates that if particle thresholds are not used,
the eﬃciency for counting electrons is clearly unacceptable. When irradiated by
Sr-90/Y-90 only 12% of the counts are classiﬁed as electrons.
Table 17. Inﬂuence of particle thresholds on beta/photon indication. Noise thresh-
old settings: 45/45/124 keV. Electrons deﬁned as coincidence pattern 4,6 and 7.
Photons deﬁned as coincidence pattern 1,2 and 5.
Particle thresholds, Electrons (%)/Photons (%)
Detector 1/2/3
Pure beta radiation ﬁelds Pure photon
radiation ﬁeld
Energy (keV) Pm-147 Tl-204 Sr-90/Y-90 Co-60
45/45/124 91/9 30/38 12/29 1/97
17/34/124 98/2 67/16 45/11 2/96
17/17/124 98/2 67/16 46/7 2/93
9/26/83 99/1 82/8 68/5 3/95
9/19/83 99/1 82/8 69/4 3/93
9/8/83 99/1 82/8 69/3 9/70
6/26/83 99/1 87/6 75/4 3/95
6/19/83 99/1 87/6 76/3 4/95
3/26/83 99/1 90/5 80/3 4/95
3/19/83 99/1 90/5 82/2 5/93
3/8/83 99/1 90/4 82/2 15/70
By introducing the particle thresholds the eﬃciency is improved considerably,
although a 100% eﬃciency is never reached. This is due to electrons bypassing the
front detector and to interchange between coincidence patterns caused by noise.
These phenomena were discussed in the chapter about Monte Carlo calculations
of the spectrometer.
As the particle thresholds are lowered the share of counts registered as electrons
in a pure photon radiation ﬁeld is rising, which can be explained by increasing
involvement by the noise.
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As a compromise a particle threshold of 6/26/83 keV was chosen. With these
settings the spectrometer will have an eﬃciency for counting electrons in a beta
radiation ﬁeld of at least 75% depending on the electron energy. The price paid
for using particle thresholds is an increased registration of counts as electrons in a
pure photon radiation ﬁeld. With the chosen particle thresholds up to 3% of the
counts measured from photon radiation ﬁelds are registered as electrons.
12.2 Measurement of electron spectra from pure
beta emitters
C-14 source
The C-14 source is made of a circular PMMA disc 5 cm in diameter, 1 mm thick,
with C-14 nuclei uniformly distributed throughout the PMMA. The source is
mounted on a 11 mm thick PMMA disc. A measurement is done with the source
placed 50 mm from the surface of detector 1.
Monte Carlo calculations of the energy spectrum from the C-14 source in 50 mm
distance have been performed using EGS4 [8]. The calculated spectrum is folded
with a Gaussian distribution with a FWHM of 14 keV, to simulate the noise of
the front detector at the time the measurement of the C-14 source was done. The
eﬀect of the folding is in this case very small, and is basically just smoothing the
calculated spectrum.
Figure 48 shows the calculated and measured beta energy spectra of the C-14
source in 50 mm distance from the source. The calculated spectrum is scaled to
obtain parallel tails.
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Figure 48. Calculated and measured beta energy spectra of a C-14 source in 50 mm
distance from the source. The calculated spectrum [8] is scaled to obtain parallel
tails. Background spectrum is subtracted.
From the Monte Carlo calculation the measurable endpoint energy is found to
be 155 keV.
In the energy domain around 150 keV is the eﬃciency 93% (section 9.8, Figure
34), i.e. that the expected measured endpoint energy of the C-14 source is 144
keV, in good agreement with the measured value.
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PTB/Buchler secondary standard sources. Pm-147, Tl-204, Sr-90/Y-90
Results from measurement of beta spectra from the PTB/Buchler secondary stan-
dard sources measured at a distance 10 cm from the sources without use of beam-
ﬂattening ﬁlter are shown in Figure 49.
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Figure 49. Beta energy spectra obtained for three PTB/Buchler secondary standard
sources, measured at a distance of 10 cm from the sources without use of beam-
ﬂattening ﬁlter.
Left: Pm-147. Middle: Tl-204. Right: Sr-90/Y-90.
A dip can be seen at about 130 keV in the Sr-90/Y-90 energy spectrum. This
is caused by the diﬀerent noise thresholds for the three detectors.
PTB/Buchler secondary standard sources. Comparison with measure-
ments made by PTB
Energy spectra of the Pm-147 and Tl-204 PTB/Buchler secondary standard sources
has been measured with use of beam-ﬂattening ﬁlter at PTB using a two element
telescope spectrometer with silicon detectors of thickness 300 and 5000 µm, re-
spectively.
Figure 50 shows a comparison between the PTB measurement and a similar
measurement made with the Risø spectrometer. Both spectra are normalized to
the maximum number of counts per bin.
There is agreement between the measurements made at PTB and at Risø,
though the peak of the beta spectrum generally is measured at a lower energy
with the Risø spectrometer compared to the PTB measurement.
An attempt to unfold the spectra has not been made, since the response func-
tions of the PTB spectrometer is not known.
12.3 Measurement of electron and photon spec-
tra in mixed beta/photon radiation ﬁelds
Bi-207 source
Bi-207 is a conversion electron source with electron energies shown in Table 18,
and photon lines at 570, 1064 and 1770 keV (Compton edge energies: 393, 860
and 1547 keV).
The Bi-207 source is about 5 mm in diameter placed as a droplet between two
2.2 mg/cm2 polyester foils.
Bi-207 is a prime example of how the coincidence/anti-coincidence principle
works. Figure 51 shows energy spectra measured at 10 cm distance from the source.
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Figure 50. Comparison of beta energy spectra obtained for PTB/Buchler secondary
standard sources, measured with use of beam-ﬂattening ﬁlter at a distance of 20
cm from the Pm-147 source and 30 cm from the Tl-204 source.
Left: Pm-147. Right: Tl-204.
Table 18. Main conversion electrons lines for Bi-207. [31]
Line Intensity Energy Weighted average energy
[per disintegration] [keV] [keV]
Kγ2 1.56·10−2 481.7 491
L1γ2 2.29·10−3 553.8
Kγ4 7.26·10−2 975.6 987
L1γ4 1.42·10−2 1048
The upper row shows the energy distribution in the three detectors and the lower
row how electron and photon spectra are obtained from these distributions using
coincidence and anti-coincidence considerations.
It should be noted that the conversion electron lines are only resolved when the
coincidence patterns for electrons are used. The position of the conversion electron
peaks is in agreement with the weighted average energy listed in Table 18.
In the photon spectrum the Compton edges at 393 keV and 860 keV can easily
be seen. The edges are also dominant in the energy spectrum from detector 3, but
the presence of electrons are also evident.
Cs-137 source
Cs-137 has a beta-decay to Ba-137 (5.4%) with a maximum energy of 1.176 MeV
and a beta-decay to Ba-137m (94.6%) with a maximum energy of 0.514 MeV.
Ba-137m decays to Ba-137 and emits a gamma line at 662 keV (Compton edge:
477 keV), and conversion electrons with energies from 624 to 661 keV (weighted
mean energy: 630 keV).
Figure 52 shows a Cs-137 spectrum measured at 100 mm distance from the
source.
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Figure 51. Energy spectra obtained from a Bi-207 source measured at 10 cm dis-
tance from the source.
Upper row: Energy spectra from detector 1, 2 and 3.
Lower row: Energy spectra obtained using coincidence/anti-coincidence consider-
ations. Left: All coincidence patterns accepted. Middle: Coincidence pattern 4, 6
and 7 (electrons). Right: Coincidence pattern 1, 2 and 5 (photons).
Again the electron and photon spectra are clearly separated. The beta spectrum
with a endpoint energy of 514 keV can be seen together with the conversion lines
at 630 keV.
The diﬀerent lower cutoﬀ energy for the electron and photon spectra is explained
by the fact that photons are mainly registered in detector 3 with a high noise level,
while low energy electrons are registered in detector 1 and 2 with lower noise levels.
When the source is covered by 4 mm PMMA no electrons reaches the spectrom-
eter, while the photon spectrum remains.
Co-60 source
Co-60 has two photo lines at 1173 keV and 1332 keV (Compton edge: 963 keV
and 1118 keV). The two photon emissions follow a beta decay (99.9%) with a
maximum energy of 319 keV.
Figure 53 shows Co-60 electron and photon spectra measured at 100 mm dis-
tance from the source.
The beta energy spectrum is resolved together with Compton edge around 1
MeV.
In the spectrum where the source is shielded by PMMA, it is notable that a
residual electron spectrum is present. This spectrum is caused by photons regis-
tered in detector 3, but where the noise is above the particle threshold in detector
1 and 2, leading to a registration as an electron. The eﬀect can also be seen in
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Figure 52. Left: Beta and photon energy spectra of a 10 mm diameter, 3.7 MBq
Cs-137 source covered by a 1 mg/cm2 mylar foil measured at 100 mm distance
from the spectrometer.
Right: Same source but shielded by 4 mm PMMA.
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Figure 53. Left: Beta and photon energy spectra of a 10 mm diameter, 3.7 MBq
Co-60 source covered by a 1 mg/cm2 mylar foil measured at 100 mm distance from
the spectrometer.
Right: Same source but shielded by 4 mm PMMA.
the electron energy spectrum when the source is uncovered, where the spectrum
extends well above the beta endpoint energy.
12.4 Measurement of beta dose rates
The beta dose rate is calculated by folding the unnormalized measured electron
spectrum by a suitable conversion factor divided by the total acquisition time
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minus the dead-time.
The algorithm for calculation of skin dose works as follows:
Let −→H−→Ec be an array describing the conversion factor from measured electron
counts (or electron ﬂuence if the ICRU factor is used) to dose at 0.07 mm tissue
for a discrete number of energies, −→Ec.
Let H(E) be a function which for a given energy E by linear interpolation in−→
H−→Ec ﬁnds a conversion factor value.
Let −→N (E) be the measured energy spectrum, where N is the number of counts
for a given bin, and E is the midpoint energy of the bin. Assume there are n bins
in the spectrum. The dose at 0.07 mm tissue is calculated by
Hp(0.07) =
n∑
i=1
N(Ei) ·H(Ei) (20)
If the ICRU factor is used, the result should be multiplied by two since the area
of detector 1 is 0.5 mm2.
12.5 Calculation of H˙p(0.07) using ICRU conver-
sion coeﬃcients
The spectrum from three PTB/Buchler secondary standard sources (Pm-147, Tl-
204 and Sr-90/Y-90) is measured at a distance of 10 cm from the source without
beam-ﬂattening ﬁlter.
Table 19 shows a comparison between calculated beta dose rates using the con-
version factor from electron ﬂuence at normal incidence to H ′(0.07) described in
ICRU report 56 (Table 5 on page 33) and dose rates measured with an extrapola-
tion chamber. The uncertainty in the calculated dose is estimated to ±7%, mainly
based on the uncertainty in the ICRU conversion factors.
Table 19. Results from beta dose rate measurement obtained by the Risø telescope
spectrometer, using the ICRU conversion factor from electron ﬂuence at normal
incidence to H ′(0.07)[35]. Beta radiation ﬁelds from the PTB/Buchler standard
sources without beam-ﬂattening ﬁlter at a distance of 10 cm. Noise threshold set-
tings: 45/45/124 keV. Particle threshold settings: 6/26/83 keV. Electrons deﬁned
as coincidence pattern 4,6 and 7.
Source parameters Electron measurement results
Irradiation ﬁeld H˙p(0.07) Count rate Fraction Avg. energy H˙p(0.07) Ratio†
[mSv/h] [c/s] [%] [keV] [mSv/h]
Pm-147 14.5 996 99 96 6.5 0.45
Tl-204 7.9 1301 87 279 5.8 0.74
Sr-90/Y-90 95.6 30 372 75 742 74.7 0.78
† Calculated/true electron dose rate.
It is seen that there is a general under-response in the dose rate calculated by
the spectrometer, in the case of Pm-147 by more than a factor of two.
That only a fraction of counts are registered as electrons (column 4 in the table)
from exposure in a pure beta radiation ﬁeld leads to underestimation of the dose
rate. In a pure beta radiation ﬁeld 100% of the registered counts are caused by
electrons and a correction can easily be calculated. If this is done the calculated
dose rate becomes 6.6 mSv/h (Tl-204) and 93.4 mSv/h (Sr-90/Y-90), and the
ratio between calculated and true electron dose rate is 0.83 (Tl-204) and 0.98
(Sr-90/Y-90).
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The fact that the electron radiation ﬁeld is not normal to the tissue surface
when the source is at 10 cm distance, may also contribute to the underestimation
of the dose rate (Figure 38-40 on page 72-73).
12.6 Calculation of H˙p(0.07) using spectrometer
speciﬁc conversion coeﬃcients
One way to optimize the dose calculation performed by the spectrometer would
be to introduce a energy-correlated correction factor, as outlined in [22]. A more
direct method is to use Monte Carlo calculations to obtain a conversion factor
based on what the spectrometer actually measures, i.e. electron counts with a
given energy, as presented in the previous chapter. The immediate advantage
is, that the spectrometer eﬃciency, both regarding the measurement of electron
planar ﬂuence and electron energy, and the inﬂuence of detector noise, is directly
incorporated in the conversion factor.
Table 20 shows a comparison between the true dose rate from the three PTB/-
Buchler standard sources described above, and calculated dose using the spec-
trometer speciﬁc conversion factor for a point source 10 cm from the spectrometer.
The calculated conversion factor is shown in Figure 42 on page 75 and in Table 27
on page 118. The stated uncertainties are estimates based on the uncertainty of
the calculated conversion factor and of the calibration of the detectors (discussed
below).
Table 20. Results from beta dose rate measurement obtained by the Risø telescope
spectrometer, using the calculated conversion factor from electron counts measured
by the spectrometer to Hp(0.07) for a point source placed 10 cm from the surface
of detector 1 (Figure 42 on page 75 and Table 27 on page 118). Beta radiation
ﬁelds from the PTB/Buchler standard sources without beam-ﬂattening ﬁlter at a
distance of 10 cm. Noise threshold settings: 45/45/124 keV. Particle threshold
settings: 6/26/83 keV. Electrons deﬁned as coincidence pattern 4,6 and 7.
Source parameters Electron measurement results
Irradiation ﬁeld H˙p(0.07) H˙p(0.07) Ratio†
[mSv/h] [mSv/h]
Pm-147 14.5 10.5±10% 0.72
Tl-204 7.9 7.6± 5% 0.97
Sr-90/Y-90 95.6 81.5± 7% 0.85
† Calculated/true electron dose rate.
There are marked improvements for the Pm-147 and Tl-204 sources and rea-
sonable improvement for the Sr-90/Y-90 source. For low energy electrons the dose
rate calculation is within 30% of the true dose rate, and the accuracy is better for
higher energies. The uncertainty level is acceptable for routine survey purposes.
Keeping the high noise level of the detector assembly in mind, the results shown
in Table 20 are indeed satisfactory. Not only does the results indicate that the spec-
trometer is capable of measuring beta dose rates in pure electron radiation ﬁelds
with an acceptable precision, it also shows that the behaviour of the spectrometer
is well understood, and that Monte Carlo calculations is a powerful tool in this
regard.
With the obtained accuracy of the calculated skin dose it is also clear, that an
unfolding of the measured energy distribution is unnecessary.
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12.7 Dependence of skin dose calculation on the
energy calibration of the detectors
Chapter 11 dealt with the energy calibration of the three detectors. Due to the high
noise levels of the detectors only a few sources were usable for the determination of
the coeﬃcients in the ﬁrst order polynomials describing the relationship between
digital pulse height and absorbed energy in the detector elements.
To investigate whether an accurate calibration is decisive for the accuracy of
the skin dose calculation, Table 21 shows the relative change in the calculated
value of H˙p(0.07), then the ﬁrst order coeﬃcient of the calibration polynomial is
changed ±5% or ±10% (with reference to the values in Table 16 on page 81).
Table 21. Relative change in the calculated value of H˙p(0.07) when the ﬁrst order
coeﬃcient of the calibration polynomial is changed ±5% or ±10%. Noise thresh-
old settings: 45/45/124 keV. Particle threshold settings: 6/26/83 keV. Electrons
deﬁned as coincidence pattern 4,6 and 7.
Change in 1st order coeﬃcient Relative change in calculated H˙p(0.07)
Detector 1 Detector 2 Detector 3 Pm-147 Tl-204 Sr-90/Y-90
-5% -6% -4% -7%
+5% +5% 0% 0%
-10% -12% -5% -7%
+10% +9% 0% 0%
-5% 0% +2% +2%
+5% -1% -2% -2%
-10% 0% +5% +3%
+10% -1% -4% -3%
-5% 0% +1% +4%
+5% 0% 0% -3%
-10% 0% +2% +7%
+10% 0% -1% -5%
It is seen that the calculation of H˙p(0.07) is especially dependent on a correct
calibration of detector 1. This is also the calibration with the biggest uncertainty
since only one measurement is used to establish the calibration equation.
This illustrates again that it is very important that the thin front detector has
a low noise level, partly to ensure a low interchange rate of coincidence patterns,
partly to enable a precise energy calibration and thus an accurate determination
of H˙p(0.07).
The uncertainty in the ﬁrst order coeﬃcient for the calibration polynomial of
detector 1 and 2 is estimated to be between 5 and 10%, and less than 5% for
detector 3.
12.8 Calculation of H˙p(0.07) in mixed beta/photon
radiation ﬁelds
The capability of the spectrometer to calculate H˙p(0.07) in mixed electron/photon
radiation ﬁelds was tested by measurements in beta/photon beams from Co-60
and Cs-137 sources and also from Pm-147, Tl-204 and Sr-90/Y-90 (PTB/Buchler)
placed in the radiation ﬁeld from a 3.7·10−7 Bq (1 mCi) Co-60 calibration source.
The spectrometer speciﬁc conversion factor was used to calculate H˙p(0.07).
In all measurements the beta source was placed at a distance of 10 cm from
the spectrometer. The Co-60 and Cs-137 sources were prepared by evaporation of
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solutions with approximately 3.7 MBq in 10 mm diameter, 1 mm deep depressions
in a PMMA holder and using a 1 mg/cm2 mylar cover. The dose rates from
these sources were determined by use of thin LiF thermoluminescence detectors.
Separation of beta and photon dose rates was made by use of a 4 mm PMMA
ﬁlter. The results are shown in Table 22.
Table 22. Results from measurement in beta/photon and pure photon radia-
tion ﬁelds. Noise threshold settings: 45/45/124 keV. Particle threshold settings:
6/26/83 keV. Electrons deﬁned as coincidence pattern 4,6 and 7. Photons deﬁned
as coincidence pattern 1,2 and 5.
Source parameters Measurement results
Irradiation ﬁeld H˙p(0.07) Count rate Fraction Avg. energy H˙p(0.07) Ratio†
Electrons Photons Total Elec. Phot. Electrons Electrons
[mSv/h] [mSv/h] [c/s] [%] [%] [keV] [mSv/h]
Co-60 3.5 0.095 1397 29 55 209 3.1 0.88
Cs-137 7.1 0.034 1341 50 46 253 5.6 0.78
Pm-147 + γ(Co-60)‡ 14.5 2.39 16 445 8 91 204 13.2 0.91
Tl-204 + γ(Co-60) 7.9 2.39 16 129 9 90 320 10.7 1.36
Sr-90/Y-90 + γ(Co-60) 95.6 2.39 42 740 49 38 737 84.0 0.88
Co-60 + PMMA 0.0 0.095 1191 3 95 431 0.2
Cs-137 + PMMA 0.0 0.034 1191 2 99 200 0.1
γ(Co-60) 0.0 2.39 15 658 3 96 405 2.8
‡ γ(Co-60): Photon radiation ﬁeld from Co-60 calibration source † Calculated/true electron dose rate.
 PMMA: Electrons shielded by a 4 mm PMMA ﬁlter.
The last three rows in Table 22 shows that in a pure photon radiation ﬁeld about
3% of the counts will be registered as electrons due to noise mainly in detector 1.
This was also foreseen by Monte Carlo calculations (Figure 37 on page 69). The
photons registered as electrons will be called ‘false electrons’.
False electrons obviously aﬀects the accuracy of the calculated beta dose rate,
in the case of Tl-204 by 40%.
If the measured dose rate of 2.8 mSv/h due to false electrons is subtracted
from the calculated dose for the PTB/Buchler standard sources, the dose rates
becomes 10.4 mSv/h (Pm-147), 7.9 mSv/h (Tl-204) and 81.2 mSv/h (Sr-90/Y-90)
in agreement with the values measured in a pure beta radiation ﬁeld (Table 20).
Improved algorithm with reduced electron-contamination for calcula-
tion of H˙p(0.07)
The vast majority of false electrons is known to originate from photon events in
detector 3 wrongly classiﬁed as electrons due to noise. The energy distribution
of the false electrons is therefore similar to the energy distribution belonging to
photons, but with 3% of the intensity.
A correction for the dose caused by the false electrons can be made, by calculat-
ing the skin dose based on the photon energy distribution, taking 3% of this value
and subtract it from the skin dose calculated from the electron energy distribu-
tion. This is thus a dynamic correction, which is only dependent on the registered
photons and not on the measured electron spectrum.
Table 23 shows the calculated skin dose at 0.07 mm tissue, for pure photon
radiation ﬁelds, pure electron radiation ﬁelds and mixed photon/electron radiation
ﬁelds, using the correction for false electrons.
The method is quite successful. The dose rate calculation of Pm-147, Tl-204
and Sr-90/Y-90 is independent to a few percent, whether or not proton radiation
ﬁeld from the Co-60 calibration source is present.
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Table 23. Results from measurement in beta/photon radiation ﬁelds. Dose at 0.07
mm tissue is calculated using an improved algorithm correcting for false electrons.
Noise threshold settings: 45/45/124 keV. Particle threshold settings: 6/26/83 keV.
Electrons deﬁned as coincidence pattern 4,6 and 7. Photons deﬁned as coincidence
pattern 1,2 and 5.
Source parameters Measurement results
Irradiation ﬁeld H˙p(0.07) Count rate Fraction H˙p(0.07) Ratio†
Electrons Photons Total Elec. Phot. Electrons
[mSv/h] [mSv/h] [c/s] [%] [%] [mSv/h]
Co-60 3.5 0.095 1397 29 55 3.1 0.87
Co-60 + PMMA 0.0 0.095 1191 3 95 0.0
Cs-137 7.1 0.034 1341 50 46 5.4 0.76
Cs-137 + PMMA 0.0 0.034 611 2 97 -0.1
Pm-147 14.5 0.00 996 99 1 10.5 0.72
Pm-147 + γ(Co-60)‡ 14.5 2.39 16 445 8 91 10.4 0.72
Tl-204 7.9 0.00 1301 87 6 7.6 0.97
Tl-204 + γ(Co-60) 7.9 2.39 16 129 9 90 7.9 1.00
Sr-90/Y-90 95.6 0.00 30 372 75 6 81.6 0.85
Sr-90/Y-90 + γ(Co-60) 95.6 2.39 42 740 49 38 81.4 0.85
γ(Co-60) 0.0 2.39 15 658 3 96 0.1
 PMMA: Electrons shielded by a 4 mm PMMA ﬁlter. † Calculated/true electron dose rate.
‡ γ(Co-60): Photon radiation ﬁeld from Co-60 calibration source.
The calculated dose for the Co-60 and Cs-137 source is unchanged compared to
Table 22, because the photon count rate is low.
The false electrons caused by the photon radiation ﬁeld from the Co-60 calibra-
tion source is reduced by a factor of 20.
That the calculated dose is insensible to photon radiation, makes the spectrome-
ter suitable for routine survey purposes. Some work still has to be done, to improve
the eﬃciency for low energy electrons.
12.9 Future perspectives
Throughout this report focus has been set on one question: what would the skin
dose be, if a piece of tissue was placed at the point in space, where the spec-
trometer is located? Monte Carlo calculations, used to calculate a correspondence
between what the spectrometer measures and skin dose, has proven to be a strong,
successful and not least a ﬂexible tool, and there is no reason why the Monte Carlo
technique should be limited to the question above.
A future track could be to exploit the possibilities of uncoupling the location of
dose calculation and the location of measurement, e.g. by asking the question: if
the spectrometer measures the radiation ﬁeld above a contaminated surface (lets
say in a distance of a couple of centimeters), what would the skin dose be, if a piece
of tissue came in touch with the surface? The point where the dose is calculated is
thus moved a couple of centimeters in front the location where the measurement
takes place.
Another question similar to this could be: if the spectrometer measures the
radiation ﬁeld above a contaminated tissue surface, what is the skin dose? In this
case the point where the dose is calculated is moved to the other side of the source,
from where the measurement takes place. There will probably be complications
such as diﬀusion of radioactive material into the skin, which could render such a
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measurement, but this just to illustrate, that a dose measurement not necessarily
needs to take place where the detector is located.
There must of course be a correlation between the skin dose and the events
registered by the spectrometer. The spectrometer needs for example to be fairly
close to the contaminated surface, to register 70 keV electrons contributing to
Hp(0.07), in the above mentioned example. But Monte Carlo calculations can be
used to investigate if there is such a correlation, and one of the great advantages
of the technique is, that it can be done even before the detection system is built.
Monte Carlo calculations have in this report been used to calculate electron dose
rates at 0.07 mm tissue, but could as well have been used to calculate conversion
coeﬃcients for dose rates at other depths which are important for deterministic
eﬀects.
12.10 Summary
The coincidence/anti-coincidence principle works satisfactory, when the concept
of particle thresholds is used, and the spectrometer can resolve both electron and
photon spectra in mixed electron/photon radiation ﬁelds.
With noise thresholds of 45/45/124 keV and particle thresholds of 6/26/83 keV
is the eﬃciency for counting electrons in a pure beta radiation ﬁeld is between
75% and 99% depending on the electron energy. In a pure photon radiation ﬁeld
3% of the counts are registered as electrons.
Energy distributions from a number of pure beta emitters (C-14, Pm-147, Tl-
204, Sr-90/Y-90) and mixed beta/photon emitters (Bi-207, Cs-137, Co-60) has
been measured. Key features like beta endpoint energies, conversion electron peaks
and Compton edges can be identiﬁed in agreement with the physical properties of
the radio-isotopes.
Calculation of H˙p(0.07) has been performed for pure beta emitters (Pm-147, Tl-
204, Sr-90/Y-90) using the ICRU conversion coeﬃcients [35]. The ratio between
calculated and true dose rate was 0.45 (Pm-147), 0.74 (Tl-204) and 0.78 (Sr-90/Y-
90).
By using spectrometer speciﬁc conversion coeﬃcients based on Monte Carlo
calculations, the accuracy of the dose calculation is improved. The ratio between
calculated and true dose rate is in this case 0.72 (Pm-147), 0.97 (Tl-204) and 0.85
(Sr-90/Y-90). Taking the high noise level of the spectrometer into consideration
these results are indeed satisfactory.
Photons wrongly classiﬁed as electrons may contribute signiﬁcantly to the cal-
culated electron dose when the spectrometer is used in a mixed beta/photon ra-
diation ﬁeld. A correction factor based on the measured photon spectrum is used
to make the calculated dose rate to a few percent independent of the presence of
a photon radiation ﬁeld.
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13 Conclusion
Equipment
A portable telescope spectrometer with three silicon surface barrier detectors has
been developed. The spectrometer is characterized by digital signal processing
beginning at an early stage in the signal chain, ensuring a light and portable
instrument. 255 channels are available for each of the three detectors. The spectro-
meter is controlled by a laptop computer, which also handles all subsequent data
analysis, including calculation of electron dose rate at 0.07 mm tissue, H˙p(0.07).
By use of coincidence/anti-coincidence considerations counts are classiﬁed as
originating from electrons or photons.
Due to the large spacing between the digitized pulse heights, histograms of
energy distributions based on more than one detector (e.g. electrons) are likely
to split up in what looks like several curves. This artifact is prevented by adding
white noise to the digitized pulse heights.
Poor intrinsic properties of the silicon surface barrier detectors, malfunctioning
ohmic contacts and heat conduction paste seeping into the detector assembly,
have resulted in enhanced noise levels. Noise thresholds of 45/45/124 keV makes
the spectrometer unﬁt for use, because the absorbed energy in the front and
the middle detector often will be below the noise threshold. The eﬃciency for
registering electrons is less than 20% for electron energies above 400 keV.
To compensate for the loss of electrons, a second set of lower energy thresholds,
named particle thresholds, are introduced, allowing a search for lost electrons into
the noise area. With particle thresholds of 6/26/83 keV the eﬃciency for counting
electrons in a pure beta radiation ﬁeld is raised to at least 75% depending on the
electron energy.
Monte Carlo calculations
Monte Carlo calculations of particle transport through the spectrometer have been
performed to explain basic properties of the performance of the instrument.
Monte Carlo calculations show that even if the spectrometer was noise-free,
more than 10% of the electrons entering the spectrometer would bypass the front
detector in a 1 mm wide rim around the active area, and thus not be classiﬁed as
electrons. An improved detector design will include a better shielding of the area
around the front detector.
It is essential to include the detector noise in the simulation of the spectrometer
and this is done by sampling from Gaussian distributions. There are in general
good agreement between measurements and Monte Carlo calculations including
noise.
The calculated ratio between measured and real mean electron energy is about
0.9 for electron energies above 250 keV, and approaching 1 for lower energies. That
the ratio is rising for low electron energies is a phenomenon caused by detector
noise.
The calculated ratio between measured and real electron planar ﬂuence is in
general about 0.75. For electron energies below 300 keV the ratio is falling rapidly
due to absorption in material above the front detector.
The enhanced noise level of the front detector is identiﬁed to be the most im-
portant problem, for the performance of the spectrometer.
The noise originating from the front detector is:
• Rendering a reliable energy calibration of the detector. This is especially
important because an accurate calculation of Hp(0.07) depends on a precise
energy calibration of the front detector.
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• Causing coincidence patterns originally interpreted as electrons to be classi-
ﬁed as non-electrons.
• Causing photon events in the third detector to be interpreted as ‘not deﬁned’
events, because noise is registered in the ﬁrst detector. This problem is solved
by reclassifying the event, where detector 1 and 3 are in anti-coincidence with
detector 2, as a photon.
• Causing coincidence patterns originally interpreted as photons to be classiﬁed
as electrons. In a pure photon radiation ﬁeld 3% of the counts will be regi-
stered as electrons and this leads to an overestimation of the electron dose,
when the spectrometer measures in a mixed electron/photon radiation ﬁeld.
Monte Carlo calculations predict some dose dependence on the diameter of
the source and on the distance between source to detector, but this is caused
by diﬀerences in the electron angle distribution at tissue surface, and not by the
design of the spectrometer.
Measurements
Energy distributions from a number of radioactive sources have been measured.
The spectrometer can resolve both electron and photon spectra, and key features
like beta endpoint energies, conversion electron peaks and Compton edges can be
identiﬁed in agreement with the physical properties of the radio-isotopes.
Calculation of H˙p(0.07) has been performed for pure beta emitters (Pm-147,
Tl-204, Sr-90/Y-90) using the ICRU conversion coeﬃcients from electron ﬂuence
at normal incidence to H ′(0.07) [35]. The ratio between calculated and true dose
rate was 0.45 (Pm-147), 0.74 (Tl-204) and 0.78 (Sr-90/Y-90).
Monte Carlo calculations have been used to establish new conversion coeﬃcients
frommeasured electron counts to H˙p(0.07). The conversion coeﬃcients incorporate
the inﬂuence of detector noise and the eﬃciency for measuring electron ﬂuence and
electron energy.
Using spectrometer speciﬁc conversion coeﬃcients the ratio between calculated
and true dose rate is 0.72 (Pm-147), 0.97 (Tl-204) and 0.85 (Sr-90/Y-90). The
accuracy is notable, taking the high noise level of the spectrometer into consider-
ation.
In mixed electron/photon ﬁelds a correction is needed to compensate for photons
wrongly classiﬁed as electrons, but when the correction is used the calculated dose
is to a few percent independent of the presence of a photon radiation ﬁeld.
It is concluded that the spectrometer is suitable for routine survey purposes,
though some work still has to be done, to improve the accuracy of the dose rate
measurements for low energy electrons.
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Table of variables and expressions
The table below lists some of the important variables and expressions/terms used
in this report. Variables are printed in italic, expressions in typewriter and ar-
guments used in EGS4/EGSnrc/DOSRZnrc in sans serif.
Variable/expression Description
/ / Noise thresholds are speciﬁed by the notation e.g.
45/45/124 keV, meaning the threshold for detector 1, 2
and 3 respectively. The notation is also used to specify
FWHM values, leakage currents etc. for the detectors.
[±±±] Label to ease the interpretation of coincidence pat-
terns, showing which detectors enters into a pattern.
E.g. Coincidence pattern 6 has the label [++-] i.e. de-
tector 1 and 2 is included but not detector 3.
α Angle.
ηdet Spectrometer speciﬁc conversion factor from registered
electron counts to dose at 0.07 mm tissue restricted to
a 1 cm2 disc [nGy/count].
ηtissue Conversion factor from planar ﬂuence at tissue surface
to dose at 0.07 mm tissue restricted to a 1 cm2 disc
[nGy/electron].
σ2 Variance.
τs Shaping time. The length of the weighting function,
1.25µs.
A The ﬁrst order coeﬃcient used in the ﬁrst order poly-
nomial used to convert from digital pulse height to ab-
sorbed energy in a given detector.
ADC Analogue-to-digital converter.
AE Lower energy threshold for production of knock-on
electrons in units of total secondary particle energy, i.e.
AE includes the rest-mass of the electron (511 keV).
AP Lower energy threshold for production of bremsstrah-
lung in units of total secondary particle energy.
B The zero order coeﬃcient used in the ﬁrst order poly-
nomial used to convert from digital pulse height to ab-
sorbed energy in a given detector.
CSDA Continuous-slowing-down-approximation.
CP Abbreviation of ‘coincidence pattern’.
Coincidence pattern The detectors where a pulse height above the
noise/particle threshold has been recorded interpreted
in a binary fashion. See e.g. table 2 on page 15.
continued on next page
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Variable/expression Description
d Depth in tissue [mm].
Detector The depleted part of the silicon wafer.
Detector 1 The front detector.
Detector 2 The middle detector.
Detector 3 The back detector consisting of detector 3a and 3b.
Detector 3a The upper detector of detector 3.
Detector 3b The lower detector of detector 3.
Detector assembly The three detectors and the copper housing holding
the detectors.
Digital pulse height The height of the weighting function illustrated in ﬁg-
ure 10 on page 27.
DOSRZ(nrc) User code for EGS4/EGSnrc designed for calculation
of absorbed dose in cylindrical r -z geometries.
dp Digital pulse height value. Range: 0 . . . 255 digital
units.
E Energy.
Energy If not stated explicitly, ‘energy’ means the kinetic en-
ergy of a particle.
ECUT Lower energy threshold for transport of electrons.
Eg Band gab energy (solid state).
EGS4/EGSnrc Electron Gamma Shower version 4, is a general pur-
pose code providing subroutines used for Monte Carlo
calculation of electron and photon transport.
False electrons Notation used about the counts wrongly classiﬁed as
electrons, when the spectrometer is irradiated by a
pure photon radiation ﬁeld.
FIR filter Finite Impulse Response ﬁlter.
FWHM Full-width-half-maximum.
geometry The description of a setup (coordinates) used in a
Monte Carlo calculation.
H ′(0.07) Directional dose equivalent at 0.07 mm tissue depth.
Hp(0.07) Personal dose equivalent at 0.07 mm tissue depth.
history The complete transport of one initial particle and sec-
ondary particles created along its path, in a Monte
Carlo calculation.
IRS Ionizing Radiation Standards. National Research
Council of Canada, Ottawa, Canada.
Low energy tail The part of a detector response function which lies
below the main peak. The low energy tail is caused by
incomplete energy absorption due to back scattering,
escape of bremsstrahlung etc.
m Used as index.
n Used as index.
continued on next page
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Variable/expression Description
NRC / NRCC National Research Council of Canada, Ottawa,
Canada.
Noise threshold The upper limit of the noise ﬂank, where the registered
count rate due to noise is comparable to the count rate
due to nuclear events.
Particle threshold Lower energy limit used for registration of the coinci-
dence patterns.
PCUT Lower energy threshold for transport of photons.
PTB Physikalisch Technische Bundesanstalt, Braunschweig,
Germany.
r Radius.
sd Abbreviation of ‘standard deviation’.
Shaping time The length of the weighting function, 1.25µs.
Spectrometer Risø telescope spectrometer.
Triplet The digital pulse heights from the three detectors
treated as a single object.
Weighting function The analogue pulse from the detector is ﬁrst sampled
using an analogue-to-digital converter, and the digi-
tized values are then manipulated to form a ‘digital
pulse’ with a predeﬁned shape. This digital pulse is
called a weighting function (see ﬁgure 6 on page 23).
z z direction in DOSRZ geometry, going from top to bot-
tom.
Z Number of protons in a nuclei.
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A PEGS4 - Data preparation for
EGSnrc
Table 24 gives the composition of the materials used in the EGSnrc Monte Carlo
calculations. Except for MACOR the composition of the materials is from the
PEGS4 distribution (i.e. ICRU report 37 [33]). MACOR is form [9].
Table 24. Composition of materials used in the EGSnrc Monte Carlo calculations.
Material ID Density
[g/cm3]
Composition
fraction by weight
Air-STP 1.124 · 10−3 C (0.000124), N (0.755267), O (0.231781),
Ar (0.012827)
Au 19.3 Au (1.0)
C 2.00 C (1.0)
Cu 8.933 Cu (1.0)
Epoxy a 1.20 H (0.055491), C (0.755751), O (0.188758)
Ge (Ge-A) 5.36 Ge (1.0)
Macor b 2.52 B (0.021739), O (0.453026), F (0.04),
Mg (0.10252), Al (0.08468), Si (0.21502),
K (0.083015)
Mylar c 1.38 H (0.41959), C (0.625017),
O (0.333025)
PMMA d 1.19 H (0.0806376), C (0.600558),
O (0.319988)
Pt-Ir 21.56 Pt (0.1), Ir (0.9)
Si (Si-A) 2.33 Si (1.0)
Steel e 8.06 C (0.001), Si (0.007),
Cr (0.18), Mn (0.01),
Fe (0.712), Ni (0.09)
Teﬂon f 2.25 C (0.240183), F (0.759818)
Ti 4.54 Ti (1.0)
Tissue 1.0 H (0.101), C (0.111),
N (0.026), O (0.762)
a Polycarbonate, makrolon, lexan.
b Machineable glass ceramics:
46% Si2, 16% Al2O3, 17% MgO, 10% K2O, 7% B2O3, 4% F.
c Polyethyleneterephthalate.
d Plexiglas.
e Stainless steel type 302.
f Polytetraﬂuorethylene.
IAPRIM (normalization of bremsstrahlung cross sections), IRYL (Rayleigh scat-
tering data) and EPSTFL (ICRU report 37 density correction applied) has been
turned on for all materials except for Pt-Ir where EPSTFL=0. GASP=1 (Gas pres-
sure = 1 atm.) for AIR.
The lower threshold for secondary particle production was set to AE=521 keV
(10 keV kinetic) for electrons and AP=1 keV for photons. The upper energy bound
for the cross section data was set to 4.0 MeV kinetic energy for both electrons and
photons (UE=4.522 MeV, UP=4.0 MeV).
Two variants of silicon (Si & Si-A) and germanium (Ge & Ge-A) has been
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deﬁned. They both have the same composition, but enables the program which
transform the geometry from a spreadsheet to DOSRZnrc-rts input commands,
to distinguish between active parts of the detectors (Si-A and Ge-A) and inactive
parts (Si and Ge).
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B Modiﬁcations to DOSRZnrc
As default DOSRZnrc can only specify the absorbed energy distribution for one
set of regions. Dose - i.e. energy absorbed in a region divided by the mass of the
region - can be calculated for one coherent disc or a ‘square’ torus.
To make the DOSRZnrc useful for the calculations of the telescope spectrometer,
two new functions has been added to the code:
• Three sets of regions can be deﬁned as detector 1, 2 and 3 respectively. For
each history where energy has been absorbed in at least one of the detector
volumes, the absorbed energy energy in the three detector volumes can be
written to a ﬁle. It is therefore possible to identify the coincidence pattern
in a later analysis. It is also possible to write the history number (i.e. the
number of the initial particle) to the ﬁle at the same time.
• Then a particle is crossing the z = 0.0 plane in the geometry, within a speciﬁed
distance (r) from the central axis, the particle type, kinetic energy, distance
and angle to the central axis and history number can be written to a ﬁle.
Which way the particle is crossing the plane can be determined by the angle,
and multiple crossing can be revealed by the history number.
The modiﬁed code is called ‘DOSRZnrc-rts’ and the new input options are listed
in Table 25. A printout of the source code changes is available below.
Crossing the z = 0.0 surface
The way the DOSRZnrc-rts code detects if a particle is crossing the z = 0.0
surface is by checking whether the sign of the z variable in the particles position
parameters will change in the next step. The particle parameters are thus not read
at the z = 0.0 surface, but at the place where the last step before the crossing
starts.
A test was performed by calculating 100 keV and 2000 keV electrons going
though 10 cm air before hitting a tissue surface at z = 0.0 cm. 509 and 1054
electrons were registered in the 100 keV and 2000 keV case respectively. The
mean value of the electron z variable at the beginning of the crossing step was
−0.0077 cm and −0.028 cm. The values read out by the DORSZnrc-rts program
is thus very close to the actual values at the z = 0.0 surface.
B.1 Source code changes
Table 25 describes the new options available in DOSRZnrc-rts. The changes made
in the source code of DOSRZnrc is listed below. The source code is written i Mor-
tran, a modiﬁed version of Fortran, which is compiled into Fortran. The changes
was made to the version 26 (SID 1.9 26 Feb 1999) of the DOSRZnrc code. The line
numbers mentioned should only be used as a guideline; a search on the appropriate
text string should be used instead.
The SWAP routines listed are used to swap the byte order of numbers written
to a ﬁle, since UNIX and Windows uses the opposite byte order.
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Table 25. New options in the DOSRZnrc-rts inputﬁle
Option Description
In the ‘Monte Carlo inputs’ section:
MAX COUNTS Number of counts registered by the detector.
The calculation is terminated if MAX COUNTS
or NUMBER OF HISTORIES has been reached -
whatever happens ﬁrst.
COUNT RADIUS [cm] Particle information can be written to a ﬁle using
the IFULL option then the particle crosses z = 0.0
and its distance to the center axis is equal or less
than COUNT RADIUS. The registration of coinci-
dence patterns is not aﬀected by this parameter.
IFULL= triplets A binary output ﬁle (*.calib) will be made. Each
time energy is absorbed in at least one detector
a 3-tuple will be written containing the absorbed
energy in detector 1, detector 2 and detector 3.
IFULL= cross0 A binary output ﬁle (*.cross) will be made. Each
time a particle crosses z = 0.0 with r < COUNT
RADIUS a 5-tuple will be written. The 5-tuple con-
tains the history number, the particle type, the
distance to the central axis, the particle kinetic
energy and the angle to the central axis.
IFULL= trip+cross0 Two binary output ﬁles (*.cross and *.htrip)
will be made. The later ﬁle contains 4-tuples with
the history number and the absorbed energy in de-
tector 1, detector 2 and detector 3, and is written
each time radiant energy is absorbed in at least
one detector.
In the ‘pulse height distribution input’ section:
If IFULL= triplets or IFULL= trip+cross0
REGION OF DETECTOR 1 Comma separated string of region numbers for de-
tector 1.
REGION OF DETECTOR 2 Comma separated string of region numbers for de-
tector 2.
REGION OF DETECTOR 3 Comma separated string of region numbers for de-
tector 3.
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"FILE: egsnrc.macros
(in definition of $MXALINP line 2538)
REPLACE {$MXALINP} WITH {7}; "To make max IFULL=7"
"FILE: dosrznrc.environment
(Add text at about line 36)
if (-e $inputfile.calib) \rm $inputfile.calib
ln -s $inputfile.calib fort.47 # Triplet binary listing file
if (-e $inputfile.cross) \rm $inputfile.cross
ln -s $inputfile.cross fort.48 # Cross Z=0 binary listing file
if (-e $inputfile.htrip) \rm $inputfile.htrip
ln -s $inputfile.htrip fort.49 # hstry,triblet binary listing file
"FILE: dosrznrc.mortran
(in definition of $MXMED line 1085)
REPLACE {$MXMED} WITH {17} "MAX # OF MEDIA"
(in comman/score/ section line 1589)
(in E-section)
EDET(4),EDETSR(4),
MXCOUNT,
COUNTR,
(last in statement before })
REAL*8 EDET;
REAL*4 EDETSR;
INTEGER*4 TEMPINT,TEMPINT2;
INTEGER*4 SWAPI,SWAPII;
INTEGER SWAPDUMMY1,SWAPDUMMY2,SWAPYES;
REAL*4 SWAPA;
EQUIVALENCE(SWAPA,SWAPI);
(in "data declarations" line 1843)
REPLACE {$NVALUE} WITH {550} "max number of values per input"
(in "temporary variables for parallel post-processing" line 1872.
Would proberly be better in commin/sore)
INTEGER ITMPVAR1, ITMPVAR2, ITMPVAR3, ITMPVAR4, LOFREC5,LOFREC6,LOFREC7;
(just above "DO IBATCH=1,$STAT[" line 2245)
IF(IFULL.EQ.5) [
OPEN(UNIT=47,file=’fort.47’,FORM=’UNFORMATTED’,ACCESS=’DIRECT’,RECL=12);
]
IF(IFULL.EQ.6) [
OPEN(UNIT=48,file=’fort.48’,FORM=’UNFORMATTED’,ACCESS=’DIRECT’,RECL=20);
]
IF(IFULL.EQ.7) [
OPEN(UNIT=48,file=’fort.48’,FORM=’UNFORMATTED’,ACCESS=’DIRECT’,RECL=20);
OPEN(UNIT=49,file=’fort.49’,FORM=’UNFORMATTED’,ACCESS=’DIRECT’,RECL=16);
]
LOFREC5=0;
LOFREC6=0;
LOFREC7=0;
(just below "PHENER = 0.0;" line 2354)
/EDET(2),EDET(3),EDET(4)/=0.0; "ZERO TO KEEP TRACK OF ENERGY"
"DEPOSITED IN TRIPLET REGIONS"
(below "call shower", after "ifull.eq.2" statement. line 2378)
IF(((IFULL.EQ.5).OR.(IFULL.EQ.7)).AND.((EDET(2)+EDET(3)+EDET(4)).GT.0.0))[
LOFREC5=LOFREC5+1;
EDETSR(2)=EDET(2)*1000.0;
EDETSR(3)=EDET(3)*1000.0;
EDETSR(4)=EDET(4)*1000.0;
"WRITE(*,’(I12,3F10.2)’)IFULL,EDETSR(2),EDETSR(3),EDETSR(4);"
"Swap bytes to make single reals readable for Windows (LabView)"
"Byteswap: 4->1, 3->2, 2->3, 1->4"
SWAPA=EDETSR(2);
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
EDETSR(2)=SWAPA;
SWAPA=EDETSR(3);
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
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EDETSR(3)=SWAPA;
SWAPA=EDETSR(4);
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
EDETSR(4)=SWAPA;
"End of byteswap. Now write to (binary) file"
IF (IFULL.EQ.7)[
"do also write ihstry"
LOFREC7=LOFREC7+1;
SWAPI=IHSTRY;
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
TEMPINT=SWAPI;
WRITE(49,REC=LOFREC7)TEMPINT,EDETSR(2),EDETSR(3),EDETSR(4);
IF (LOFREC7.GE.MXCOUNT)[
close(48);close(49);
WRITE(*,’(A1)’)’ ’;
WRITE(*,’(A8,I12)’)’IHSTRY: ’,IHSTRY;
GO TO :END-SIM:;
] "Reached max counts"
]
ELSE
[
WRITE(47,REC=LOFREC5)EDETSR(2),EDETSR(3),EDETSR(4);
]
] "end of IFULL=5 or 7 and write triplet blok"
(just above ":END-SIM:;" line 2527)
IF(IFULL.EQ.5) [close(47);]
IF(IFULL.EQ.6) [close(48);]
IF(IFULL.EQ.7) [close(48);close(49);]
(one statement below "END OF IFULL=1" line 3138)
IF(((IFULL.EQ.5).OR.(IFULL.EQ.7)).AND.(IPHR(IRL).NE.0))[
"WE ARE IN THE TRIPLET SENSITIVE REGION AND WE MUST SCORE THE ENERGY "
"DEPOSITED. USE THE WEIGHT LATER RIGHT AWAY"
EDET(IPHR(IRL))=EDET(IPHR(IRL))+WT(NP)*EDEP;
] "end IFULL=5 or 7 and IPHR<>0 block"
IF((IFULL.GE.6).AND.(SIGN(1,Z(NP)).NE.(SIGN(1,(Z(NP)+USTEP*W(NP))))))[
"WE ARE CROSSING THE Z=0 BOUNDARY "
EDETSR(4)=SQRT(X(NP)*X(NP)+Y(NP)*Y(NP)); "radius"
IF (EDETSR(4).LE.COUNTR)[ "r<=COUNTR"
EDETSR(2)=E(NP)-RM; "particle kin. energy"
EDETSR(3)=ACOS(W(NP))*57.29577951; "angle to the z-axis in deg."
"a bit of a mess, but saves declaration of variables"
SWAPI=IHSTRY;
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
TEMPINT=SWAPI;
TEMPINT2=IQ(NP);
SWAPI=TEMPINT2;
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
TEMPINT2=SWAPI;
SWAPA=EDETSR(2);
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
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SWAPI=SWAPDUMMY2;
EDETSR(2)=SWAPA;
SWAPA=EDETSR(3);
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
EDETSR(3)=SWAPA;
SWAPA=EDETSR(4);
SWAPII=0;
SWAPDUMMY1=SWAPI;
SWAPDUMMY2=SWAPII;
CALL MVBITS(SWAPDUMMY1, 24, 8, SWAPDUMMY2, 0);
CALL MVBITS(SWAPDUMMY1, 16, 8, SWAPDUMMY2, 8);
CALL MVBITS(SWAPDUMMY1, 8, 8, SWAPDUMMY2, 16);
CALL MVBITS(SWAPDUMMY1, 0,8,SWAPDUMMY2, 24);
SWAPI=SWAPDUMMY2;
EDETSR(4)=SWAPA;
LOFREC6=LOFREC6+1;
WRITE(48,REC=LOFREC6)TEMPINT,TEMPINT2,EDETSR(2),EDETSR(3),EDETSR(4);
] "end of r<=COUNTR blok"
] "end of IFULL>=6 i.e. crossing Z=0 block"
(just above "Variables used to point to the inputs" line 3633)
INTEGER REG_D1,REG_D2,REG_D3,MAXCOUNT; "triplet region input, max counts"
REAL COUNTR; "count radius in cm"
(in "M-C Input" line 3659)
NUM_MXCOUNT, "Max counts and count radius"
NUM_COUNTR,
NUM_REG_D1, "Triplets regions"
NUM_REG_D2,
NUM_REG_D3,
(in the IFULL input section - "VALUES_SOUGHT(IVAL)=’IFULL’;" line 3902)
IVAL=IVAL+1;
NUM_MXCOUNT=IVAL;
VALUES_SOUGHT(IVAL)=’MAX COUNTS’;
NVALUE(IVAL)=1;
TYPE(IVAL)=1;
VALUE_MIN(IVAL)=0;
VALUE_MAX(IVAL)=999999999;
DEFAULT(IVAL)=200000;
IVAL=IVAL+1;
NUM_COUNTR=IVAL;
VALUES_SOUGHT(IVAL)=’COUNT RADIUS’;
NVALUE(IVAL)=1;
TYPE(IVAL)=1;
VALUE_MIN(IVAL)=0.001;
VALUE_MAX(IVAL)=999999999;
DEFAULT(IVAL)=999999;
IVAL=IVAL+1;
NUM_IFULL=IVAL;
VALUES_SOUGHT(IVAL)=’IFULL’;
NVALUE(IVAL)=1;
TYPE(IVAL)=3;
ALLOWED_INPUTS(IVAL,0)=’DOSE AND STOPPERS’;
ALLOWED_INPUTS(IVAL,1)=’ENTRANCE REGIONS’;
ALLOWED_INPUTS(IVAL,2)=’PULSE HEIGHT DISTRIBUTION’;
ALLOWED_INPUTS(IVAL,3)=’SCATTER FRACTION’;
ALLOWED_INPUTS(IVAL,4)=’OFMET Fricke’; "To score quantities of interest"
"for the OFMET Fricke experiments"
"e.g. brems loss, backscatter loss etc"
ALLOWED_INPUTS(IVAL,5)=’TRIPLETS’;
ALLOWED_INPUTS(IVAL,6)=’CROSS0’;
ALLOWED_INPUTS(IVAL,7)=’TRIP+CROSS0’;
(in "* CARD MC1 *" line 3957)
MXCOUNT=VALUE(NUM_MXCOUNT,1);
COUNTR=VALUE(NUM_COUNTR,1);
(above "IF (ERROR_FLAG=1)" line 3970)
OUTPUT NCASE,IXXIN,JXXIN,TIMMAX,MXCOUNT,COUNTR,IFULL,STATLM,IKERMA;
( / ’ # OF HISTORIES:’,T60,I12/
’ 1ST INITIAL RANDOM NUMBER SEED:’,T60,I12/
’ 2ND INITIAL RANDOM NUMBER SEED:’,T60,I12/
’ MAXIMUM CPU TIME ALLOWED:’ ,T60,F10.2,’HRS’/
’ MAXIMUM COUNTS (ONLY RTS):’,T60,I12/
’ RADIUS USED IN CROSSING-FILE:’,T60,F10.2/
’ SCORING OPTION IFULL (0,1,2,3):’ ,T60,I12/
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’ STATISTICAL ACCURACY DESIRED:’ ,T60,F10.4,’%’/
’ KERMA WILL(1) or WILL NOT(0) be scored:’,T60,I2);
(in PULSE HEIGHT DISTRIBUTION INPUT below "end of IFULL=2 block" line 4057.
just above "SOURCE CONFIGURATION INPUT")
IF ((IFULL.EQ.5).OR.(IFULL.EQ.7)) [
OUTPUT;(/’ INPUTS FOR TRIPLETS SCORING REGIONS (DETECTOR 1,2,3)’/);
"INITIALIZE FLAGS TO NO PULSE HEIGHT DISTRIBUTION IN EACH REGION"
DO J=1,NREG [IPHR(J)=0;]
IVAL=IVAL+1;
NUM_REG_D1=IVAL;
VALUES_SOUGHT(IVAL)=’REGION OF DETECTOR 1’;
TYPE(IVAL)=0;
VALUE_MIN(IVAL)=1;
VALUE_MAX(IVAL)=NREG;
IVAL=IVAL+1;
NUM_REG_D2=IVAL;
VALUES_SOUGHT(IVAL)=’REGION OF DETECTOR 2’;
TYPE(IVAL)=0;
VALUE_MIN(IVAL)=1;
VALUE_MAX(IVAL)=NREG;
IVAL=IVAL+1;
NUM_REG_D3=IVAL;
VALUES_SOUGHT(IVAL)=’REGION OF DETECTOR 3’;
TYPE(IVAL)=0;
VALUE_MIN(IVAL)=1;
VALUE_MAX(IVAL)=NREG;
DELIMETER=’PULSE HEIGHT DISTRIBUTION INPUT’;
$GET_INPUTS(NUM_REG_D1,NUM_REG_D3);
OUTPUT;(/’ *** SPECIAL INPUT CARD FOR WRITING TRIPLETS ***’/);
DO J=1,NVALUE(NUM_REG_D1) [
REG_D1=VALUE(NUM_REG_D1,J);
IPHR(REG_D1)=2;
OUTPUT REG_D1,MED(REG_D1); (/T10,’ REGION(D1)’,I4,’ HAS MEDIUM’,I3);
]
$SKIP-LINE;
DO J=1, NVALUE(NUM_REG_D2) [
REG_D2=VALUE(NUM_REG_D2,J);
IPHR(REG_D2)=3;
OUTPUT REG_D2,MED(REG_D2); (/T10,’ REGION(D2)’,I4,’ HAS MEDIUM’,I3);
]
$SKIP-LINE;
DO J=1, NVALUE(NUM_REG_D3) [
REG_D3=VALUE(NUM_REG_D3,J);
IPHR(REG_D3)=4;
OUTPUT REG_D3,MED(REG_D3); (/T10,’ REGION(D3)’,I4,’ HAS MEDIUM’,I3);
]
$SKIP-LINE;
] "end of IFULL=5 or 7 block"
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B.2 Example of an input ﬁle for DOSRZnrc-rts
This example of an input ﬁle for DOSRZnrc-rts is describing a 2.0 MeV electron
point source 10 cm from the surface of detector 1.
TITLE= Risoe Telescope Spectrometer. Energy=2000keV
# This DOSRZnrc inputfile describes the geometry of the RTS unit, including the
# PMMA shield. Source: point source. Distance: 10 cm. Particle: Electron.
# Energy: 2000 keV
########################################
:start I/O control:
IWATCH= off #off,interactions,steps,deposited,graph
STORE INITIAL RANDOM NUMBERS= no #no,last,all
IRESTART= first #first,restart,make,analyze,start-RNS
#parallel
OUTPUT OPTIONS= material summary #short, dose summary, material summary,
#material and dose summary, long;
STORE DATA ARRAYS= yes #no,yes
ELECTRON TRANSPORT= normal #normal, no interactions;
DOSE ZBOUND MIN= 1
DOSE ZBOUND MAX= 60
DOSE RBOUND MIN= 0
DOSE RBOUND MAX= 40
:stop I/O control:
########################################
:start Monte Carlo inputs:
NUMBER OF HISTORIES= 90000000
MAX COUNTS= 200000
COUNT RADIUS= 2.0
INITIAL RANDOM NO. SEEDS= 1, 3
MAX CPU HOURS ALLOWED= 90.000
# IFULL= pulse height distribution
# IFULL= triplets
IFULL= trip+cross0 #entrance region,
#pulse height distribution,
#dose and stoppers,scatter fraction;
STATISTICAL ACCURACY SOUGHT= 0.0000
SCORE KERMA= no #yes,no
:stop Monte Carlo inputs:
########################################
:start geometrical inputs:
# Geometry discriping the RTS unit
METHOD OF INPUT= individual
Z OF FRONT FACE= -1.34450000
DEPTH BOUNDARIES= -1.34350000, -1.21890000, -1.01130000, -0.92890000,
-0.80430000, -0.63310000, -0.51350000, -0.36350000,
-0.36330000, -0.34530000, -0.32730000, -0.30930000,
-0.29130000, -0.27330000, -0.14130000, -0.04000000,
-0.01000000, 0.00000000, 0.00000250, 0.00000550,
0.00519500, 0.00519800, 0.00520000, 0.00820000,
0.03220000, 0.03720000, 0.03720300, 0.03720600,
0.05289500, 0.05289800, 0.05290000, 0.05890000,
0.09090000, 0.09490000, 0.09490300, 0.09490600,
0.10090000, 0.10840000, 0.45389400, 0.45389700,
0.45390000, 0.45890000, 0.49090000, 0.49590000,
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0.49590200, 0.49590500, 0.84509400, 0.84509700,
0.84510000, 0.85010000, 0.88210000, 0.99670000,
1.49670000
RADII= 0.00100000, 0.40000000, 0.42500000, 0.45000000,
0.47500000, 0.50000000, 0.60000000, 0.70000000,
0.75000000, 0.76000000, 0.80000000, 0.81500000,
0.87500000, 0.92500000, 0.98000000, 1.03000000,
1.10000000, 1.11000000, 1.11500000, 1.13000000,
1.18000000, 1.38000000, 1.47500000, 1.48500000,
1.50000000, 2.00000000
MEDIA= AIR-STP,
TI,
GE,
AU,
SI,
CU,
PT-IR,
MACOR,
EPOXY,
MYLAR,
TEFLON,
STEEL,
PMMA,
GE-A,
SI-A
DESCRIPTION BY= regions
MEDNUM= 2, 4, 14, 15, 14, 4, 4, 14, 15, 14,
4, 4, 14, 15, 14, 4, 4, 14, 15, 14,
4, 6, 2, 4, 14, 15, 14, 4, 4, 14,
15, 14, 4, 4, 14, 15, 14, 4, 4, 14,
15, 14, 4, 6, 2, 7, 9, 4, 3, 5,
3, 4, 9, 4, 14, 15, 14, 4, 4, 14,
15, 14, 4, 4, 14, 15, 14, 4, 6, 2,
7, 9, 4, 3, 5, 3, 4, 9, 4, 14,
15, 14, 4, 4, 14, 15, 14, 4, 4, 14,
15, 14, 4, 6, 2, 7, 9, 4, 3, 5,
3, 4, 9, 4, 14, 15, 14, 4, 4, 14,
15, 14, 4, 4, 14, 15, 14, 4, 6, 2,
7, 9, 4, 3, 5, 3, 4, 9, 4, 14,
15, 14, 4, 4, 14, 15, 14, 4, 4, 14,
15, 14, 4, 6, 2, 7, 8, 9, 4, 3,
5, 3, 4, 9, 4, 14, 15, 14, 4, 4,
14, 15, 14, 4, 4, 14, 15, 14, 4, 6,
2, 7, 8, 9, 4, 14, 15, 14, 4, 4,
14, 15, 14, 4, 4, 14, 15, 14, 4, 6,
12, 2, 7, 8, 9, 9, 4, 3, 5, 3,
4, 9, 4, 14, 15, 14, 4, 4, 14, 15,
14, 4, 6, 12, 2, 7, 10, 9, 4, 3,
5, 3, 4, 9, 4, 14, 15, 14, 4, 4,
14, 15, 14, 4, 6, 12, 2, 7, 6, 9,
4, 3, 5, 3, 4, 9, 4, 14, 15, 14,
4, 4, 14, 15, 14, 4, 6, 12, 2, 7,
6, 9, 4, 3, 5, 3, 4, 9, 8, 4,
14, 15, 14, 4, 4, 14, 15, 14, 4, 6,
13, 12, 2, 7, 6, 9, 4, 3, 5, 3,
4, 9, 8, 4, 14, 15, 14, 4, 4, 14,
15, 14, 4, 6, 13, 12, 2, 7, 6, 9,
8, 4, 14, 15, 14, 4, 4, 14, 15, 14,
4, 6, 13, 12, 2, 7, 6, 8, 4, 14,
15, 14, 4, 4, 14, 15, 14, 4, 6, 13,
12, 2, 7, 6, 8, 9, 4, 3, 5, 3,
4, 9, 9, 4, 3, 5, 3, 4, 9, 6,
13, 12, 2, 7, 6, 8, 9, 4, 3, 5,
3, 4, 9, 8, 9, 4, 3, 5, 3, 4,
9, 8, 6, 13, 12, 2, 7, 6, 10, 9,
4, 3, 5, 3, 4, 9, 8, 9, 4, 3,
5, 3, 4, 9, 8, 6, 13, 12, 2, 7,
6, 9, 4, 3, 5, 3, 4, 9, 8, 9,
4, 3, 5, 3, 4, 9, 8, 6, 13, 12,
2, 7, 6, 9, 11, 9, 8, 9, 8, 6,
13, 12, 2, 7, 6, 11, 9, 8, 9, 8,
6, 13, 12, 2, 7, 6, 11, 8, 6, 13,
12, 6, 8, 6, 13, 12, 6, 10, 6, 13,
12, 6, 6, 13, 12, 6
START REGION= 10, 20, 21, 22, 23, 24, 28, 29, 30, 31,
32, 36, 37, 38, 41, 42, 46, 47, 48, 49,
50, 53, 63, 73, 74, 75, 76, 77, 81, 82,
83, 84, 85, 89, 90, 91, 94, 95, 99, 100,
101, 102, 103, 106, 116, 121, 125, 126, 127, 128,
129, 130, 131, 134, 135, 136, 137, 138, 142, 143,
144, 147, 148, 152, 153, 154, 155, 156, 159, 169,
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173, 178, 179, 180, 181, 182, 183, 184, 187, 188,
189, 190, 191, 195, 196, 197, 200, 201, 205, 206,
207, 208, 209, 212, 222, 225, 231, 232, 233, 234,
235, 236, 237, 240, 241, 242, 243, 244, 248, 249,
250, 253, 254, 258, 259, 260, 261, 262, 265, 275,
277, 284, 285, 286, 287, 288, 289, 290, 293, 294,
295, 296, 297, 301, 302, 303, 306, 307, 311, 312,
313, 314, 315, 318, 328, 329, 336, 337, 338, 339,
340, 341, 342, 343, 346, 347, 348, 349, 350, 354,
355, 356, 359, 360, 364, 365, 366, 367, 368, 371,
381, 382, 387, 390, 399, 400, 401, 402, 403, 407,
408, 409, 412, 413, 417, 418, 419, 420, 421, 424,
433, 434, 435, 440, 443, 451, 452, 453, 454, 455,
456, 457, 460, 461, 462, 465, 466, 470, 471, 472,
473, 474, 477, 486, 487, 488, 493, 504, 505, 506,
507, 508, 509, 510, 513, 514, 515, 518, 519, 523,
524, 525, 526, 527, 530, 539, 540, 541, 546, 557,
558, 559, 560, 561, 562, 563, 566, 567, 568, 571,
572, 576, 577, 578, 579, 580, 583, 592, 593, 594,
599, 610, 611, 612, 613, 614, 615, 616, 617, 619,
620, 621, 624, 625, 629, 630, 631, 632, 633, 636,
644, 645, 646, 647, 652, 663, 664, 665, 666, 667,
668, 669, 670, 672, 673, 674, 677, 678, 682, 683,
684, 685, 686, 689, 697, 698, 699, 700, 705, 716,
723, 725, 726, 727, 730, 731, 735, 736, 737, 738,
739, 742, 750, 751, 752, 753, 758, 759, 778, 779,
780, 783, 784, 788, 789, 790, 791, 792, 795, 802,
804, 805, 806, 811, 812, 830, 831, 832, 833, 836,
837, 838, 840, 841, 842, 843, 844, 845, 846, 848,
855, 857, 858, 859, 864, 865, 883, 884, 885, 886,
889, 890, 891, 892, 893, 894, 895, 896, 897, 898,
899, 900, 901, 907, 910, 911, 912, 917, 918, 936,
937, 938, 939, 942, 943, 944, 945, 946, 947, 948,
949, 950, 951, 952, 953, 954, 960, 963, 964, 965,
970, 989, 990, 991, 992, 995, 996, 997, 998, 999,
1000, 1001, 1002, 1003, 1004, 1005, 1006, 1007, 1013, 1016,
1017, 1018, 1023, 1042, 1046, 1047, 1051, 1052, 1059, 1060,
1066, 1069, 1070, 1071, 1076, 1099, 1100, 1104, 1105, 1112,
1113, 1118, 1122, 1123, 1124, 1129, 1152, 1153, 1166, 1170,
1175, 1182, 1206, 1219, 1223, 1228, 1235, 1259, 1272, 1276,
1281, 1288, 1325, 1328, 1334, 1341
STOP REGION= 10, 20, 21, 22, 23, 24, 28, 29, 30, 31,
32, 36, 37, 40, 41, 42, 46, 47, 48, 49,
50, 54, 63, 73, 74, 75, 76, 77, 81, 82,
83, 84, 85, 89, 90, 93, 94, 95, 99, 100,
101, 102, 103, 107, 116, 121, 125, 126, 127, 128,
129, 130, 131, 134, 135, 136, 137, 138, 142, 143,
146, 147, 148, 152, 153, 154, 155, 156, 160, 169,
174, 178, 179, 180, 181, 182, 183, 184, 187, 188,
189, 190, 191, 195, 196, 199, 200, 201, 205, 206,
207, 208, 209, 213, 222, 227, 231, 232, 233, 234,
235, 236, 237, 240, 241, 242, 243, 244, 248, 249,
252, 253, 254, 258, 259, 260, 261, 262, 266, 275,
280, 284, 285, 286, 287, 288, 289, 290, 293, 294,
295, 296, 297, 301, 302, 305, 306, 307, 311, 312,
313, 314, 315, 319, 328, 333, 336, 337, 338, 339,
340, 341, 342, 343, 346, 347, 348, 349, 350, 354,
355, 358, 359, 360, 364, 365, 366, 367, 368, 372,
381, 386, 389, 396, 399, 400, 401, 402, 403, 407,
408, 411, 412, 413, 417, 418, 419, 420, 421, 425,
433, 434, 439, 442, 443, 451, 452, 453, 454, 455,
456, 457, 460, 461, 464, 465, 466, 470, 471, 472,
473, 474, 478, 486, 487, 492, 495, 504, 505, 506,
507, 508, 509, 510, 513, 514, 517, 518, 519, 523,
524, 525, 526, 527, 531, 539, 540, 545, 546, 557,
558, 559, 560, 561, 562, 563, 566, 567, 570, 571,
572, 576, 577, 578, 579, 580, 584, 592, 593, 598,
599, 610, 611, 612, 613, 614, 615, 616, 617, 619,
620, 623, 624, 625, 629, 630, 631, 632, 633, 637,
644, 645, 646, 651, 652, 663, 664, 665, 666, 667,
668, 669, 670, 672, 673, 676, 677, 678, 682, 683,
684, 685, 686, 690, 697, 698, 699, 704, 705, 722,
723, 725, 726, 729, 730, 731, 735, 736, 737, 738,
739, 743, 750, 751, 752, 757, 758, 776, 778, 779,
782, 783, 784, 788, 789, 790, 791, 792, 796, 803,
804, 805, 810, 811, 829, 830, 831, 832, 835, 836,
837, 838, 840, 841, 842, 843, 844, 845, 846, 849,
856, 857, 858, 863, 864, 882, 883, 884, 885, 888,
889, 890, 891, 892, 893, 894, 895, 896, 897, 898,
899, 900, 902, 909, 910, 911, 916, 917, 935, 936,
937, 938, 941, 942, 943, 944, 945, 946, 947, 948,
949, 950, 951, 952, 953, 955, 962, 963, 964, 969,
970, 989, 990, 991, 994, 995, 996, 997, 998, 999,
1000, 1001, 1002, 1003, 1004, 1005, 1006, 1008, 1015, 1016,
1017, 1022, 1023, 1045, 1046, 1050, 1051, 1058, 1059, 1061,
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1068, 1069, 1070, 1075, 1094, 1099, 1103, 1104, 1111, 1112,
1114, 1121, 1122, 1123, 1128, 1151, 1152, 1165, 1167, 1174,
1181, 1204, 1218, 1220, 1227, 1234, 1257, 1271, 1273, 1280,
1287, 1310, 1326, 1333, 1340, 1379
:stop geometrical inputs:
########################################
# Only if IFULL= pulse height distribution or triplets
:start pulse height distribution input:
REGION OF DETECTOR 1= 21, 22, 23, 74, 75, 76
REGION OF DETECTOR 2= 29, 30, 31, 82, 83, 84, 135, 136,
137, 188, 189, 190, 241, 242, 243, 294,
295, 296, 347, 348, 349, 400, 401, 402
REGION OF DETECTOR 3= 37, 38, 39, 40, 41, 47, 48, 49,
90, 91, 92, 93, 94, 100, 101, 102,
143, 144, 145, 146, 147, 153, 154, 155,
196, 197, 198, 199, 200, 206, 207, 208,
249, 250, 251, 252, 253, 259, 260, 261,
302, 303, 304, 305, 306, 312, 313, 314,
355, 356, 357, 358, 359, 365, 366, 367,
408, 409, 410, 411, 412, 418, 419, 420,
461, 462, 463, 464, 465, 471, 472, 473,
514, 515, 516, 517, 518, 524, 525, 526,
567, 568, 569, 570, 571, 577, 578, 579,
620, 621, 622, 623, 624, 630, 631, 632,
673, 674, 675, 676, 677, 683, 684, 685,
726, 727, 728, 729, 730, 736, 737, 738,
779, 780, 781, 782, 783, 789, 790, 791
SLOTE= 0.01
DELTAE= 0.005
:stop pulse height distribution input:
########################################
:start source inputs:
INCIDENT PARTICLE= electron #electron,photon,positron,(all);
SOURCE NUMBER= 3 #0,1,2,3,4,10,11,12,13,14,20,21;
#---------------------------------------
SOURCE OPTIONS= 0.0, 0.001, -1.3445, -1.3435
#---------------------------------------
INCIDENT ENERGY= monoenergetic #monoenergetic,spectrum;
INCIDENT KINETIC ENERGY(MEV)= 2.000
# SPEC FILENAME= /usr/people/jhhansen/egs4/spec/Bi207.spec
# SPEC IOUTSP= include # none,include
:stop source inputs:
########################################
:start transport control:
ESTEPE= 0.0000
SMAX= 0.0000
ELECTRON CUTOFF(MeV)= 0.521 #ECUT
PHOTON CUTOFF(MeV)= 0.0100 #PCUT
RAYLEIGH SCATTERING= on #on,off; Special PEGS4 data needed if on
COMPTON SCATTERING= impuls approximation
#Klein-Nishina,Impuls Approximation
#---------------------------------------
ELECTRON RANGE REJECTION= off #off,on;
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ESAVEIN= 0.0 #Only used if range rejection is on but
# must always be input.
#---------------------------------------
X-RAY FLUORESCENCE= on; #on,off
FLUOR IZ= 2
FLUOR START REGION= 2
FLUOR STOP REGION= 1379
#---------------------------------------
PE ANGULAR DISTRIBUTION=on #on,off
#---------------------------------------
REDUCE CALLS TO HOWFAR= no #no,yes;
RUSSIAN ROULETTE DEPTH= 0.0000
RUSSIAN ROULETTE FRACTION= 0.0000
EXPONENTIAL TRANSFORM C= 0.0000
PHOTON FORCING= off #on,off;
START FORCING= 1
STOP FORCING AFTER= 1
#---------------------------------------
NESTEP= 0
NSMAX= 0
:stop transport control:
########################################
:start plot control:
PLOTTING= off #on,off;
# LINE PRINTER OUTPUT= On #on,off; if PLOTTING= on
# EXTERNAL PLOTTER OUTPUT= Off #on,off; if PLOTTING= on
# EXTERNAL PLOT TYPE= Histogram #histogram,point,both;
# if EXTERNAL PLOTTER OUTPUT= on
# PLOT RADIAL REGION IX= 0 # if PLOTTING= on
# PLOT PLANAR REGION IZ= 1, 2 # if PLOTTING= on
:stop plot control:
########################################
:start transport physics:
ESTEPE= 0.25
XIMAX= 0
ELECTRON-STEP ALGORITHM= PRESTA-II
BOUNDARY CROSSING ALGORITHM= exact
SKIN DEPTH FOR BCA= 0.0
:stop transport physics:
########################################
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C Geometry data used for DOSRZnrc-
rts
Examples of geometries used in the Monte Carlo calculations presented in this
report is outlined in the following ﬁgures. Since DOSRZnrc is used for cylindrical
geometries, only two coordinates (r & z) are needed to describe a geometry.
The geometries are originally ﬁrst described in a spreadsheet, and then by a
custom build program transformed into a format which can be inserted in the
DOSRZnrc-rts inputﬁle. The ﬁgures below are transcripts of the spreadsheets
modiﬁed so the materials are depicted in words instead of numbers.
Legend for spreadsheet ﬁgures
All lengths are given in cm. First column indicates the thickness of a given row.
Second column indicates the position of the row. The value just beside the row is
the position the lowest part of the voxel, and the value just above is the position
of the top part of the voxel. The top row indicates the outer radius of the regions.
Example: The air volume within the source holder made of PMMA in Figure
54 has a thickness of 0.215 cm and is positioned between -10.000 cm and -9.785
cm. Its outer radius is 0.5 cm.
Materials are described in Table 24 on page 100.
Thiskness Position Radius
-10.910000 0.35 0.50 2.50 15.00 30.00
0.910000 -10.000000 PMMA PMMA PMMA Vacuum Vacuum
0.215000 -9.785000 Air Air PMMA Vacuum Vacuum
9.785000 0.000000 Air Air Air Air Air
0.006965 0.006965 Tissue Tissue Tissue Tissue Vacuum
0.000070 0.007035 Tissue Tissue Tissue Tissue Vacuum
0.291465 0.298500 Tissue Tissue Tissue Tissue Vacuum
0.003000 0.301500 Tissue Tissue Tissue Tissue Vacuum
0.693500 0.995000 Tissue Tissue Tissue Tissue Vacuum
0.010000 1.005000 Tissue Tissue Tissue Tissue Vacuum
13.995000 15.000000 Tissue Tissue Tissue Tissue Vacuum
Figure 54. Tissue disc with Cl-36 source above it. Legend: See above.
Thickness Position Radius
-10.000000 0.56419 15 650
10.000000 0.000000 Air Air Air
0.006965 0.006965 Tissue Tissue Vacuum
0.000070 0.007035 Tissue Tissue Vacuum
0.291465 0.298500 Tissue Tissue Vacuum
0.003000 0.301500 Tissue Tissue Vacuum
0.693500 0.995000 Tissue Tissue Vacuum
0.010000 1.005000 Tissue Tissue Vacuum
13.995000 15.000000 Tissue Tissue Vacuum
Figure 55. Tissue plate geometry with 10 cm air above it. Legend: See above.
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Figure 56. Risø telescope detector with 10 cm air above it. Legend: See previous
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D Tables of conversion factors
This appendix lists the calculated conversion factors from planar ﬂuence over a 1
cm2 tissue disc or measured electron counts by the spectrometer to Hp(0.07).
Table 26. Calculated conversion factor, ηtissue, from electron planar ﬂuence over a
1 cm2 disc at the central axis to Hp(0.07) as a function of the mean energy of
the electrons at tissue surface within the 1 cm2 disc (equation 18). The electron
source is ether a point source or a broad source 5 cm in radius placed at various
distances from the tissue surface. The data are also shown in Figure 38 and 39 on
page 72.
Source
type
Distance from source
to tissue surface
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
Point 1.34 69.0 0.000 0.0E+0 0.0
72.6 0.325 2.3E-3 0.7
83.1 1.057 7.4E-3 0.7
93.5 1.409 5.6E-3 0.4
119.1 1.471 5.9E-3 0.4
144.5 1.281 5.1E-3 0.4
194.9 0.937 3.7E-3 0.4
245.1 0.739 4.4E-3 0.6
295.2 0.615 3.1E-3 0.5
394.9 0.492 3.9E-3 0.8
494.7 0.425 3.0E-3 0.7
594.5 0.389 1.9E-3 0.5
793.8 0.351 1.8E-3 0.5
993.2 0.326 1.6E-3 0.5
1191.5 0.314 1.9E-3 0.6
1491.3 0.298 1.5E-3 0.5
1988.9 0.287 1.7E-3 0.6
2487.1 0.279 1.4E-3 0.5
2984.4 0.278 1.9E-3 0.7
3482.3 0.277 1.7E-3 0.6
Broad 1.34 69.0 0.000 0.0E+0 0.0
70.1 0.132 1.8E-3 1.4
80.8 0.720 4.3E-3 0.6
91.4 1.102 5.5E-3 0.5
117.2 1.359 2.7E-3 0.2
142.7 1.309 3.9E-3 0.3
193.3 1.143 4.6E-3 0.4
243.5 0.998 4.0E-3 0.4
293.6 0.907 3.6E-3 0.4
393.5 0.765 3.1E-3 0.4
493.2 0.674 2.7E-3 0.4
592.7 0.615 3.1E-3 0.5
792.1 0.534 2.1E-3 0.4
991.0 0.493 2.5E-3 0.5
continued on next page
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Source
type
Distance from source
to tissue surface
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
1189.8 0.466 2.3E-3 0.5
1487.9 0.440 2.6E-3 0.6
1986.1 0.411 1.6E-3 0.4
2482.4 0.393 2.0E-3 0.5
2980.6 0.381 1.9E-3 0.5
3477.0 0.377 1.9E-3 0.5
Point 10.0 69.0 0.000 0.0E+0 0.0
109.6 1.350 1.5E-2 1.1
166.6 1.110 1.1E-2 1.0
219.9 0.844 8.4E-3 1.0
271.9 0.680 8.2E-3 1.2
372.5 0.519 5.7E-3 1.1
473.3 0.451 4.5E-3 1.0
572.5 0.407 6.9E-3 1.7
771.7 0.356 3.9E-3 1.1
970.1 0.327 4.6E-3 1.4
1166.4 0.314 4.4E-3 1.4
1463.4 0.303 3.9E-3 1.3
1957.1 0.288 4.0E-3 1.4
2450.7 0.287 3.7E-3 1.3
2943.9 0.273 4.9E-3 1.8
3436.1 0.281 2.2E-3 0.8
Broad 10.0 69.0 0.000 0.0E+0 0.0
106.9 1.300 1.7E-2 1.3
164.5 1.143 1.3E-2 1.1
218.1 0.925 8.3E-3 0.9
270.2 0.760 4.6E-3 0.6
371.3 0.578 6.9E-3 1.2
471.4 0.495 6.4E-3 1.3
572.1 0.447 4.5E-3 1.0
769.6 0.387 5.0E-3 1.3
967.8 0.370 5.2E-3 1.4
1165.2 0.350 8.1E-3 2.3
1461.1 0.329 2.3E-3 0.7
2448.8 0.311 4.0E-3 1.3
2941.0 0.300 2.4E-3 0.8
3437.1 0.303 3.3E-3 1.1
Point 20.0 69.0 0.000 0.0E+0 0.0
128.1 1.217 3.4E-2 2.8
188.0 1.024 1.6E-2 1.6
243.4 0.799 2.2E-2 2.7
348.7 0.605 1.3E-2 2.1
449.8 0.486 1.2E-2 2.4
550.5 0.446 9.4E-3 2.1
749.9 0.379 1.3E-2 3.3
947.0 0.327 7.2E-3 2.2
continued on next page
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Source
type
Distance from source
to tissue surface
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
1143.5 0.324 1.0E-2 3.2
1441.6 0.318 1.1E-2 3.4
1930.9 0.285 8.3E-3 2.9
2416.7 0.286 5.4E-3 1.9
2915.0 0.279 8.7E-3 3.1
3408.1 0.272 4.3E-3 1.6
Broad 20.0 69.0 0.000 0.0E+0 0.0
126.6 1.227 2.2E-2 1.8
187.3 1.041 3.0E-2 2.9
242.1 0.859 1.4E-2 1.6
347.7 0.596 1.4E-2 2.3
450.5 0.495 9.9E-3 2.0
550.0 0.439 9.6E-3 2.2
750.1 0.380 8.4E-3 2.2
946.9 0.352 1.0E-2 2.9
1142.4 0.315 8.8E-3 2.8
1439.5 0.319 1.0E-2 3.2
1930.4 0.313 5.6E-3 1.8
2421.3 0.301 7.2E-3 2.4
2912.3 0.281 7.9E-3 2.8
3395.6 0.282 7.1E-3 2.5
Point 30.0 69.0 0.000 0.0E+0 0.0
151.8 1.135 4.1E-2 3.6
211.0 0.913 1.8E-2 2.0
322.9 0.673 2.2E-2 3.2
425.5 0.559 2.4E-2 4.3
528.7 0.446 1.8E-2 4.1
725.9 0.388 1.6E-2 4.0
925.5 0.344 7.6E-3 2.2
1120.9 0.336 1.4E-2 4.1
1417.0 0.306 9.2E-3 3.0
1913.3 0.300 1.3E-2 4.2
2393.2 0.289 1.3E-2 4.4
2884.4 0.286 1.4E-2 4.9
3369.3 0.306 1.8E-2 6.0
Broad 30.0 69.0 0.000 0.0E+0 0.0
151.2 1.159 3.0E-2 2.6
211.4 0.981 1.9E-2 1.9
323.9 0.656 2.2E-2 3.3
425.3 0.536 1.5E-2 2.8
529.1 0.474 1.4E-2 3.0
729.4 0.398 1.2E-2 3.1
924.7 0.358 1.2E-2 3.4
1118.7 0.324 1.1E-2 3.3
1416.5 0.335 1.3E-2 4.0
1904.3 0.299 1.0E-2 3.4
continued on next page
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Source
type
Distance from source
to tissue surface
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
2399.3 0.292 9.9E-3 3.4
2875.1 0.295 1.1E-2 3.7
3374.4 0.275 8.0E-3 2.9
Table 27. Calculated conversion factor, ηdet, from measured electron counts by the
spectrometer to Hp(0.07) as a function of the measured mean energy (equation 17).
The electron source is ether a point source or a broad source 5 cm in radius placed
at various distances from the surface of detector 1. The data are also shown in
Figure 38 and 39 on page 75.
Source
type
Distance from source
to the surface of
detector 1
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
Point 1.34 67.0 0.000 0.0E+0 0.0
70.7 1.024 5.0E-3 0.5
79.6 2.961 1.6E-2 0.5
89.0 3.693 1.1E-2 0.3
112.2 3.444 1.1E-2 0.3
135.4 2.781 9.6E-3 0.3
178.0 1.853 6.8E-3 0.4
218.4 1.372 7.9E-3 0.6
258.5 1.118 5.5E-3 0.5
343.9 0.886 7.0E-3 0.8
431.0 0.776 5.3E-3 0.7
520.6 0.719 3.5E-3 0.5
704.9 0.661 3.1E-3 0.5
890.5 0.618 2.9E-3 0.5
1076.6 0.607 3.4E-3 0.6
1350.3 0.577 2.6E-3 0.5
1811.1 0.550 3.0E-3 0.5
2258.6 0.525 2.4E-3 0.5
2692.6 0.518 3.4E-3 0.6
3082.4 0.502 2.8E-3 0.6
Broad 1.34 67.0 0.000 0.0E+0 0.0
69.0 0.825 7.7E-3 0.9
77.9 3.930 1.7E-2 0.4
87.0 5.627 2.1E-2 0.4
109.6 6.176 9.8E-3 0.2
132.1 5.475 1.4E-2 0.2
173.3 4.259 1.5E-2 0.4
211.0 3.477 1.3E-2 0.4
248.5 3.031 1.1E-2 0.4
324.7 2.451 9.3E-3 0.4
402.7 2.095 8.1E-3 0.4
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Source
type
Distance from source
to the surface of
detector 1
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
481.2 1.875 9.2E-3 0.5
642.7 1.595 6.3E-3 0.4
808.7 1.452 7.2E-3 0.5
973.8 1.364 6.8E-3 0.5
1225.4 1.267 7.6E-3 0.6
1645.1 1.154 4.6E-3 0.4
2053.9 1.073 5.4E-3 0.5
2447.5 1.011 5.1E-3 0.5
2788.9 0.966 5.0E-3 0.5
Point 10.0 67.0 0.000 0.0E+0 0.0
84.6 4.659 7.9E-2 1.7
90.2 5.226 6.8E-2 1.3
95.5 5.420 5.4E-2 1.0
101.2 5.356 7.0E-2 1.3
106.3 5.245 4.6E-2 0.9
157.6 3.168 2.8E-2 0.9
203.2 2.152 2.0E-2 0.9
245.1 1.644 1.8E-2 1.1
332.5 1.219 1.2E-2 1.0
420.9 1.058 9.3E-3 0.9
512.7 0.972 1.4E-2 1.5
693.6 0.868 7.8E-3 0.9
879.8 0.811 9.0E-3 1.1
1066.1 0.778 8.6E-3 1.1
1342.4 0.767 7.7E-3 1.0
1798.0 0.724 7.8E-3 1.1
2251.3 0.710 7.0E-3 1.0
2688.4 0.671 9.2E-3 1.4
3110.6 0.670 4.1E-3 0.6
Broad 10.0 67.0 0.000 0.0E+0 0.0
104.0 5.582 5.7E-2 1.0
154.7 3.648 3.5E-2 1.0
199.1 2.551 2.1E-2 0.8
240.5 1.975 1.1E-2 0.6
323.9 1.441 1.6E-2 1.1
411.7 1.221 1.4E-2 1.2
498.9 1.103 9.9E-3 0.9
677.4 0.953 1.1E-2 1.1
857.3 0.925 1.1E-2 1.2
1037.9 0.903 1.8E-2 1.9
1307.3 0.846 5.0E-3 0.6
2206.6 0.770 8.4E-3 1.1
2651.9 0.740 5.0E-3 0.7
3048.3 0.745 6.9E-3 0.9
Point 20.0 67.0 0.000 0.0E+0 0.0
127.3 5.144 1.2E-1 2.3
continued on next page
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Source
type
Distance from source
to the surface of
detector 1
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
176.8 3.211 4.7E-2 1.4
222.0 2.189 5.5E-2 2.5
310.0 1.508 2.9E-2 1.9
398.5 1.204 2.5E-2 2.1
487.1 1.083 2.0E-2 1.8
675.0 0.939 2.6E-2 2.7
860.1 0.839 1.5E-2 1.8
1041.6 0.823 2.1E-2 2.5
1322.3 0.840 2.2E-2 2.6
1774.9 0.739 1.6E-2 2.2
2228.2 0.716 1.0E-2 1.5
2671.2 0.683 1.6E-2 2.4
3092.0 0.666 8.2E-3 1.2
Broad 20.0 67.0 0.000 0.0E+0 0.0
123.9 5.340 8.0E-2 1.5
176.7 3.431 9.0E-2 2.6
218.9 2.436 3.6E-2 1.5
310.4 1.522 3.2E-2 2.1
395.6 1.222 2.2E-2 1.8
486.4 1.092 2.1E-2 1.9
675.2 0.935 1.7E-2 1.9
853.1 0.917 2.2E-2 2.4
1041.3 0.803 1.8E-2 2.3
1312.3 0.834 2.1E-2 2.5
1759.9 0.808 1.1E-2 1.4
2215.3 0.782 1.5E-2 1.9
2653.3 0.708 1.6E-2 2.2
3067.8 0.701 1.4E-2 2.0
Point 30.0 67.0 0.000 0.0E+0 0.0
151.5 5.549 1.7E-1 3.1
201.2 3.141 5.8E-2 1.8
288.4 1.890 5.5E-2 2.9
375.5 1.490 5.9E-2 4.0
471.0 1.137 4.1E-2 3.6
649.9 1.007 3.4E-2 3.4
838.3 0.907 1.6E-2 1.8
1017.7 0.865 2.8E-2 3.3
1297.0 0.820 1.9E-2 2.3
1756.2 0.776 2.5E-2 3.2
2212.7 0.740 2.5E-2 3.3
2663.2 0.728 2.7E-2 3.7
3056.8 0.780 3.6E-2 4.6
Broad 30.0 67.0 0.000 0.0E+0 0.0
150.8 5.734 1.3E-1 2.3
202.8 3.666 6.3E-2 1.7
287.6 1.906 5.8E-2 3.1
continued on next page
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Source
type
Distance from source
to the surface of
detector 1
Mean electron
energy
Conversion factor Uncertainty Uncertainty
[cm] [keV] [nGy cm2] [nGy cm2] %
378.0 1.413 3.6E-2 2.6
471.2 1.275 3.4E-2 2.6
645.9 0.999 2.6E-2 2.6
843.1 0.898 2.5E-2 2.8
1023.9 0.854 2.3E-2 2.7
1290.3 0.886 2.8E-2 3.2
1739.1 0.747 2.0E-2 2.7
2201.9 0.753 2.0E-2 2.6
2633.6 0.725 2.1E-2 2.9
3051.8 0.686 1.5E-2 2.3
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E Description of software
This appendix gives a description of the software developed for control of the Risø
Telescope Spectrometer, data acquisition and data analysis. The outline followed
is inspired by PTB guidelines for software documentation [50].
1. Program Characteristics
(a) Program identiﬁcation
i. Program name
Control- and data acquisition: RTS control v24.exe
(Source code: RTSv24.llb > Bias and temperature control and monitoring.vi
Subsequent call to RTSv24.llb > Operate acquisition 2D.vi).
Data analysis: RTS analysis v24.exe
(Source code: RTSv24.llb > Data analysis.vi).
ii. Current version
This documentation is based on v24, December 1998.
iii. Program release
The data acquisition program is only to be used with the Risø Tele-
scope Spectrometer (RTS) model 1. No policy has yet been made
for the distribution of the program or its source code.
(b) Keywords
Detector control, test of detector functionality, data acquisition, deter-
mination of electron and photon spectra, calculation of dose rate.
(c) Program abstract
i. Program task
The control- and data acquisition program consist of two distinct
program tasks:
• Detector control. By servo-control to keep the bias of the tree de-
tectors at a constant level independent of detector temperature
and leakage currents. By servo-control to keep the temperature
of the detector unit at predeﬁned level. A separate task is to
perform a test sequence which plots the relationship between
bias and leakage current for each detector. The test provides a
tool to check the quality of the detector assembly.
• Data acquisition. To deﬁne noise levels, acquisition lengths etc.
Record accepted pulse heights and convert these to absorbed
energy. Discriminating between electrons and photons and dis-
playing their respective spectra. Calculation of absorbed dose
rate H˙p(0.07) in tissue at depth 0.07 mm.
The task of the data analysis program is similar to the acquisition
program except that recording of pulse heights from the detector
unit is disabled and data are instead read from a ﬁle. Extra analysis
tools are available.
ii. Program run
Detector control and acquisition. The newest shaping ﬁlters in the
RTS\system directory are automatically uploaded to the detector
base unit and initialization ﬁles with servo-control parameters, con-
version factors etc. are read. Detector bias can then be applied.
When the desired bias is reached acquisition is allowed. The acqui-
sition window is launched from the detector control window. Before
an acquisition can take place the user must specify a ﬁlename (with-
out extension) for data-logging. Diﬀerent types of log- and data ﬁles
122 Risø-R-1216(EN)
will be created with diﬀerent extensions. If the recorded data is to
be stored, the user must specify a format (digital pulse heights or
pulse heights in units of keV). Calculation of absorbed dose rate
H˙p(0.07) is performed by folding the energy spectra for electrons
with suitable conversion factors.
Data-analysis. The user must ﬁrst specify a ﬁlename for the data
ﬁle to analyze. If the data ﬁle exists in more than one format the
user must choose one of these formats. The data analysis can then
be performed in a similar way as in the acquisition program. An ex-
tensive analysis tool can be invoked. Statistical data and histograms
can be printed or written to a ﬁle.
(d) Device required
Minimum: Pentium or similar, 133 MHz, 32 Mb RAM, 15 Mb free space
on hard-drive, mouse. For data acquisition: GPIB card installed.
Recommended: Fast hard-drive, minimum 500 MHz, 128 Mb RAM.
(e) Program size for executables
Detector control and acquisition: 3.4 Mb
Data-analysis: 3.3 Mb
LabView runtime-engine: 3.2 Mb
(f) Program requirements
i. Operating system
Windows 9x, 2000, NT.
ii. Programming language
The programs are developed in the graphical programing environ-
ment ‘G’ using LabViewTM 4.1, 5.0 and 5.1 from National Instru-
ments. The current version is build under version 5.1. Executable
ﬁles can run without LabView, but the LabView runtime-engine
must be installed. The runtime-engine is free-ware and can for exam-
ple be downloaded from the National Instruments web-site (www.ni.com).
iii. Other requirements
For data acquisition: GPIB software installed. This software is bun-
dled with the LabView 5.1 distribution, but can also be downloaded
from the National Instruments web-site.
(g) Data organization
The program make use of 6 initialization ﬁles and produces 9 types data-
and log-ﬁles. These ﬁles are described in this paragraph. If an initializa-
tion ﬁle does not exist, a standard one will automatically be created.
Files for storing acquisition data can be arbitrary placed.
i. File structure
The ﬁle structures of the programs are sketched in ﬁgure 57 and
58.
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RTS control.exe
RTS startup.ini
Data acquisition
Detector control
Initialization
Run
*.rbf
RTS readme.doc
RTS tecdata.doc
RTS servo and coin.ini
*.dat
(Result from leakage
current vs. bias test)
Initialization h007.dat
RTS calib.ini
RTS detector.ini
RTS histogram.ini
RTS calib.ini
RTS detector.ini
RTS histogram.ini
*.input
*.raw
*.calib
*.ascii
*.done
*.log
history.log
*.hist
temp.input
Run
Figure 57. File structure of the detector control and acquisition program. Dotted
lines indicates that the read or write of a ﬁles is determined by the user.
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RTS analysis.exe
RTS startup.ini
Extended coincidence
analysis
Data analysis
Initialization
Run
RTS readme.doc
RTS tecdata.doc
h007.dat
RTS calib.ini
RTS detector.ini
RTS histogram.ini
RTS calib.ini
RTS detector.ini
Run
RTS histogram.ini
*.raw
*.calib
*.ascii
*.done
*.hist
RTS detector.ini
*.raw
*.calib
*.ascii
*.hist
*.statistics
Figure 58. File structure of the data analysis program. Dotted lines indicates that
the read or write of a ﬁles is determined by the user.
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Table 28. Coincidence patterns. ‘•’ indicates a registered energy absorption above
the noise/particle threshold.
Coincidence
pattern
Detector 1 Detector 2 Detector 3 Normal classiﬁcation
1 - - • Photon
2 - • - Photon
3 - • • Not deﬁned
4 • - - Electron (low energy)
5 • - • Redeﬁned as photon due to noise
6 • • - Electron (medium energy)
7 • • • Electron (high energy)
ii. File descriptions:
Initialization ﬁles
RTS startup.ini (Windows directory)
‘Use path=[Path]’: Path to the directory the user prefers to place
data ﬁles.
‘RTS ﬁle path=[Path]’: Path to the directory where initialization
ﬁles are placed, in the following called ‘RTS system directory’.
‘GPIB cable length=[{1,8}, meters]’: Length of the GPIB cable.
‘Temperature=[0 . . .30, degrees Celsius]’: Prefered temperature
of the detector assembly.
‘Sound=[on/oﬀ]’: Decides whether beebs should sound when the
speciﬁed detector bias is reached or left.
‘True exit=[on/oﬀ]’: Determines if the windows should close
when the exit button is pressed. The ‘oﬀ’ position is only rel-
evant for program development.
RTS servo and coin.ini (RTS system directory)
‘d1 up velocity, d1 down velocity, d1 down penalty, d2 velocity,
d3 velocity=[Real]’: Parameters used in the servo-control of the
bias voltage. These values should not be changed.
‘coinpattern electrons=[List of comma separated unsigned
bytes]’: List of coincidence patters to be interpreted as electrons.
See Table 28.
‘coinpattern photons=[List of comma separated unsigned bytes]’:
List of coincidence patters to be interpreted as photons.
‘correctionfactor a, correctionfactor b=[Real]’: Coeﬃcients for an
optional skin dose correction equation.
RTScalib.ini (RTS system directory)
The calibration of each detector is described by the equationEn(dp) =
An · dp + Bn, where n is the detector number {1,2,3} and dp the
digital pulse height measured in digital units {0 . . . 255}.
‘calib1a=[Real]’: A1, ‘calib1b=[Real]’: B1
‘calib2a=[Real]’: A2, ‘calib2b=[Real]’: B2
‘calib3a=[Real]’: A3, ‘calib3b=[Real]’: B3
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RTSdetector.ini (RTS system directory)
‘delay1, delay2, delay3=[0 . . .31]’: Delay between the three detec-
tors in units of 83.33 ns.
‘threshold1, threshold2, threshold3=[0 . . .255]’: The noise thresh-
old for the three detectors in units of digital pulshight.
‘p-threshold1, p-threshold2, p-threshold3=[0 . . .255]’: The partic-
le threshold for the three detectors in units of digital pulshight.
‘scew=[0 . . . 15, ×83.33 ns]’: Time window in which pulse hight
registerations from the detectors are said to be coincident. There
is an oﬀset of 160 ns.
‘streamtimeout=[Real, seconds]’: The same as frame timeout de-
scribed on page 135.
RTShistogram.ini (RTS system directory)
‘elecmin, elecmax=[Signed integer, keV]’: The minimum and
maximum value of the histogram showing the energy distribu-
tion of electrons in the Data acquisition window. The maximum
value displayed is however adjusted by software (but only to a
lower value) to make a nice looking histogram.
‘photmin, photmax=[Signed integer, keV]’: As above but for the
photon histogram.
‘bins=[Unsigned integer]’: Number of bins in the ‘electron’, ‘pho-
ton’ and ‘total’ histogram displayed in the Data acquisition win-
dow.
Other initialization ﬁles
*.rbf
Shaping ﬁlter (binary).
h007.dat
Comma separated ASCII ﬁle containing the ICRU conversion
factors from electron planar ﬂuence [cm−1] to absorbed dose at
0.07 mg/cm2 tissue [nGy] [35]. The ﬁle structure is sketched be-
low (Angle being the incident angle of the electron beam, Energy
the electron energy in keV, factor the conversion factor, <CR>
carriage return, <LF> line feed).
0, Angle1, . . . , Anglen <CR><LR>
Energy1, factor1,1, . . . , factor1,n <CR><LR>
...,
...,
. . . ,
... <CR><LR>
Energym, factorm,1, . . . , factorm,n <CR><LR>
Information ﬁles
RTS read me.doc, RTS tecdata.doc (RTS system directory)
ASCII text ﬁles with information about the software and the
detector. Can also be seen by pressing the ‘about’ button.
Input ﬁles
workfile.input (optional). ‘workﬁle’ should be read as an arbi-
trary ﬁlename.
User deﬁned batch ﬁle, which can control one or more data acquisi-
tions. The following commands are available with allowed arguments
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in brackets and square brackets. In the following ‘∞’ is used in a
very loose fashion, usually meaning the maximum value of a double
precision real - keeping in mind that numerical round-oﬀ errors may
inﬂuence on the programs functionality for very high values.
‘acq’ Starts the acquisition.
‘beep’ Makes a beep.
‘comment=[Text string]’ Comment.
‘counts=[0 . . .4.294.967.295]’ Maximum number of counts in an
acquisition. If zero this value is interpreted as 4.294.967.295.
‘delay(0 . . . 3)=[1 . . .31]’ Time delay of the detector. First argu-
ment: the detector number. Second argument the delay in units
of 83.33 ns.
‘display=[on/oﬀ]’ Toggles whether energy distributions should be
calculated and displayed.
‘frameﬁlecalib=[on/oﬀ]’ If [on]: Writes the acquired data in a
calibrated fashion (i.e. pulse heights in keV) in a binary ﬁle named
workfile.calib.
‘frameﬁleraw=[on/oﬀ]’ If [on]: Writes the acquired data in a
raw format (i.e. digital pulse heights) in a binary ﬁle named
workfile.raw.
‘frametimeout=[0.1 . . .∞]’ Maximum time in seconds of a sub-
acquisition. An acquisition is usually split into shorter acquisi-
tions and these are called sub-acquisitions.
‘maxframesize=[0 . . .∞/3]’ ‘∞’ being the computers free memory
in bytes. Maximum number of triplets (3 bytes) transferred from
the base unit to the computer per sub-acquisition.
‘nextﬁle’ Changes the name of the workﬁle. E.g. workfile to
workfile1 to workfile2 etc.
‘p-threshold(1 . . . 3)=[1 . . .255]’ Particle threshold. First argu-
ment: the detector number. Second argument the threshold value
in digital pulse height.
‘printgraph=[1,2,3,e,p,t,a]’ Prints the energy distribution his-
tograms on the default Windows printer. [1,2,3]: detector 1,2 and
3. [e,p,t]: electrons, photons, total. [a]: all.
‘readout=[0 . . .∞]’ If zero or argument is left out: Writes to the
ASCII ﬁle workfile.log. See ﬁle contents below. This opera-
tion can be repeated at regular time intervals speciﬁed by the
argument in seconds.
‘rem’ Remarks.
‘savegraph=[1,2,3,e,p,t,a]’ Saves the energy distribution his-
tograms to a ASCII ﬁle named workfile.hist. [1,2,3]: detector
1,2 and 3. [e,p,t]: electrons, photons, total. [a]: all.
‘scew=[0 . . . 15, ×83.33 ns]’ Time window in which pulse hight
registerations from the detectors are said to be coincident. There
is an oﬀset of 160 ns.
‘servo(%)=[0 . . .95]’ Percentage of the maximum allowed bias
voltage applied to all three detectors by the servo-control.
‘servo(1)=[0 . . .6.65]’ Bias voltage [V] applied to detector 1 by
the servo-control.
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‘servo(2)=[0 . . .44.65]’ Bias voltage [V] applied to detector 2 by
the servo-control.
‘servo(3)=[0 . . .332.5]’ Bias voltage [V] applied to detector 3 by
the servo-control.
‘sound=[on/oﬀ]’ Decides whether beebs should sound when the
speciﬁed detector bias is reached or left.
‘stop’ Sets detector bias equal zero and stops the program.
‘temperature=[0 . . . 30]’ Prefered temperature of the detector as-
sembly in degrees Celsius.
‘threshold(1 . . . 3)=[1 . . . 255]’ Noise threshold. First argument:
the detector number. Second argument the threshold value in
digital pulse height.
‘time=[0 . . .∞]’ Maximum time in seconds of an acquisition. If
zero this value is interpreted as inﬁnity.
‘voltage(1)=[0 . . .50.0]’ Voltage [V] applied to detector 1.
‘voltage(2)=[0 . . .100.0]’ Voltage [V] applied to detector 2.
‘voltage(3)=[0 . . .800.0]’ Voltage [V] applied to detector 3.
‘wait=[0 . . .∞]’ Seconds to wait.
‘waituntilready’ Wait until the speciﬁed detector bias is reached.
temp.input (RTS system directory)
When the start acquisition button is pressed the settings made in
the graphical user interface are compiled into a batch-ﬁle called
temp.input using the operators described above. This input ﬁle
is then read by the command interpreter.
Logﬁles
*.done
A copy of the temp.input ﬁle describing the commands used for
the acquisition. Acquisition time and number of counts registered
is also written in this ﬁle. Information about time of execution is
also written. An example of a *.done ﬁle is shown in Figure 74
on page 148.
*.log
File containing information about: Date [d:m:y], Time [h:m:s],
Time [seconds since 12:00 am, January 1, 1904], Detector bias [V],
Percent of maximum bias voltage [%], Temperature of detector
assembly [◦C], Leakage currents [µA], Last registered count rate
[s−1], Last registered dose rate [mSv/h], Frame timeout [s], Dead-
time in last sub-acquisition [ms].
history.log (RTS system directory)
Every time an acquisition starts and ends the following data is
written to the history.log ﬁle: Date [d:m:y], Time [h:m:s], Time
[seconds since 12:00 am, January 1, 1904], Detector bias [V], Per-
cent of maximum bias voltage [%], Leakage currents [µA], Tem-
perature of detector assembly [◦C]. The intention with this ﬁle is
to have a long term logging of the state of the detector.
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Output ﬁles
*.hist
Histograms (First column: x values; second column: y values).
*.statistics
ASCII ﬁle with information about the distribution of coincidence
patters, registered counts, mean energy etc.
Recording ﬁles
*.ascii
ASCII ﬁle with absorbed energy in keV. (First column: detector
1; second column: detector 2; third column: detector 3).
*.calib
Binary ﬁle with absorbed energy in keV. The pulse height in keV
from each detector is represented by single precision (4 bytes),
and each count is grouped in a triplet i.e. the value from detector
1 followed by the value from detector 2 followed by the value from
detector 3.
*.raw
Binary ﬁle with digital pulshights {0 . . .255}. Each detector is
represented by an unsigned byte, and each count as a triplet.
(h) Responsibilities
The routine for transferring data between the base unit and the com-
puter is written by Henning Larsen, Department for Optic and Fluid
dynamics, the rest by Jakob Helt-Hansen, Department for Radiation
Safety Research, both Risø National Laboratory. Neither the authors
nor Risø take any responsibility for damage this program may cause (di-
rect or indirect).
2. Program function
(a) Function
i. Brief description
The program acquire digital pulse heights from the three detectors
and converts these values to absorbed energy in keV. In the case of
the data analysis program digital pulse heights or calibrated values
has to be obtained from a ﬁle. The coincidence pattern for each
count is found and the energy distribution for electrons, photons, all
counts and the three detectors is calculated. The energy distribution
for electrons is folded by conversion factors to calculate the dose
rate at 0.07 mm tissue. White noise is added to the energy values
to facilitate the summation and display of digitized spectra [22].
ii. Units of measurements
All energy measurements are computed in keV. Histograms of energy
distribution is shown as counts per keV. Absorbed dose is computed
in nGy.
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(b) Task solutions
i. Algorithm for identiﬁcation of particles using particle thresholds.
Let NTn be the noise threshold for detector n, n ∈ {1, 2, 3}, and
PTn be the particle threshold. Let En be the energy registered in
detector n.
If En ≥ NTn for any n, let the equation En ≥ PTn determine the
value of the coincidence pattern following the scheme in Table 28 on
page 126.
ii. Algorithm for adding white noise to digital pulse heights.
Each detector is calibrated by the equation En(dp) = An · dp+Bn,
where n is the detector number {1,2,3} and dp the digital pulse
height {0 . . . 255}. Let Random(1) be a computer generated ran-
dom number between 0 and 1. For every count white noise is added
to the detectors where energy has been registered using the equa-
tion:
En,noise = En(dp) +An(Random(1)− 0.5)
iii. Algorithm for calculation of Hp(0.07).
Let −→H−→Ec be an array describing the conversion factor from measured
electron counts (or electron ﬂuence if the ICRU factors are used) to
dose at 0.07 mm tissue for a discrete number of energies, −→Ec.
Let H(E) be a function which for a given energy E by linear
interpolation in −→H−→Ec ﬁnds a conversion factor value.
Let −→N (E) be the measured energy spectrum, where N is the num-
ber of counts for a given bin, and E is the midpoint energy of the
bin. Assume there is n bins in the spectrum. (Note that the mea-
sured spectrum diﬀers from the displayed spectrum since the latter
is normalized per unit energy). The dose at 0.07 mm tissue is cal-
culated by
Hp(0.07)=
∑n
i=1N(Ei) ·H(Ei)
If the ICRU factors are used, the result should be multiplied by two
since the area of detector 1 is 0.5 mm2.
3. Program structure
The program structure is depicted in Figure 59 and 60.
4. Program run
This section describes the functionality of the diﬀerent windows in the detec-
tor control & acquisition program and data analysis program. All options are
identiﬁed by a name followed by a symbol showing how they interact.
: A tagbox
✷: A ﬁeld to enter text or numbers.
 : A button with two or more options.
Figures of screen prints are listed in section E.1 on page 143 ﬀ.
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Figure 59. Program structure of the detector control and acquisition program.
Detector control (Main window).
Figure 61.
[Manual voltage setting] .✷. Allows the user to set the voltage supply to
the detectors manually. Note that this voltage is higher than the actual bias
voltage due to leakage currents.
[Servo-controlled bias setting] .✷. Allows the user to specify the bias voltage
to the tree detectors. The voltage is speciﬁed as a percentage (usually 95%)
of the maximum bias speciﬁed by the detector manufacture.
[Servo-controlled bias setting. Key in] .✷. Allows the user to specify the bias
voltage individually for each detector.
[Reset bias] . Shifts to Manual voltage setting and sets the voltage to zero.
[Reset] . Only visible when detector bias is applied. If a detector bias be-
comes higher than the maximum allowed bias, the detector is automatically
shut down by hardware. To make the detector function again, a bias voltage
of 0 V must be speciﬁed, and this can be done by pressing this button.
[Exit] . Stops the program.
[Temperature] ✷. Sets the temperature of the detector unit in degrees Celsius.
[Bandwidth] ✷. Sets the interval in which the temperature is allowed diﬀer
from the user speciﬁed value before the servo-control interacts.
[Test sequence] . Launches a subroutine to map the relationship between
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RTS analysis.exe
Exit
Exit
Definition of coincidence patterns,
Display of energy histograms,
Calculation of doserate.
Windows Explorer
Run type
Calibration
Detector settings
Generate comment
Windows file bowser
Histogram parameters
Graph tools Zoom
File conversion
About RTS Show detector
cross-section
Extended coincidence analysis
Detector settings
Graph tools Zoom
Show statistics
Figure 60. Program structure of the data analysis program.
bias voltage and leakage current.
[Sound on/oﬀ] . Toggles whether one ‘beep’ is heard when the speciﬁed bias
is reached and two ‘beebs’ is heard if this state is left.
[Vgen/Vrail] . Displays the rail- and generator voltage.
[Change cable length] . Launches a window where the user is able to specify
a new GPIB cable length. The program needs to know this length for timing
proposes.
[Update period] ✷. How often the graphs in the ‘Detector control window’ are
updated. Note that the time constants in the servo-control are not aﬀected
by this value.
[Launch acquisition] . Launches the Data acquisition window.
[About] . (Available in menubar). Launches a window with information
about the Risø Telescope Spectrometer and the program.
Detector control > Test sequence.
Figure 62.
[Number of points to measure] ✷. The number of points between 0 and 95%
of maximal detector bias for which the leakage current should be measured.
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[Measure at temperature] ✷. The desired temperature of the detector unit in
degrees Celsius.
[Abort test sequence if leakage current exceeds] . Maximum allowed leakage
current in µA.
[Cancel] . Returns to the ‘detector control window’ without performing the
test.
[Start] . Begin the test sequence.
Detector control > Test sequence > Test sequence graphs (Show
test result window).
Figure 63.
[Print data as graphs] . Prints the test result (i.e. leakage current versus
bias voltage for each detector) to the default Windows printer.
[Write data to ﬁle] . Writes the data in an user speciﬁed ASCII ﬁle.
[Exit] . Returns to the ‘Detector control window’.
Detector control > About (About window).
Figure 64.
[Show information about] . Toggles whether the information displayed is
about the software or the detector unit.
[Show cross-section of the detector] . Launches a drawing of the detector
which can be printed out.
Detector control > Data acquisition (Data acquisition window).
Figure 65.
[Run from inputﬁle] ✷. All buttons etc. in the data acquisition window, can
be controlled by commands in a batch-ﬁle. If such a batch-ﬁle is used the ‘Run
from inputﬁle’ should be tagged and the ﬁlename speciﬁed in the ‘Inputﬁle’
box below.
[Write .done ﬁle when recording] . The *.done ﬁle is an ASCII ﬁle with all
the commands used in the data acquisition plus information about acquisition
time and number of registered counts. Some of this information is used by
the data analysis program described later. If the user is performing a large
number of test acquisitions it may be an advantage to un-tag this box.
[Press to save recorded counts raw/calibrated] . Pressing the ‘raw’ button
will save the registered digital pulse heights in a binary ﬁle named workfile.raw.
Pressing the ‘calibrated’ button will save the absorbed energy (in keV) regis-
tered in the three detectors in a binary ﬁle named workfile.calib. ‘workfile’
being the ﬁlename speciﬁed in the ‘workﬁle box’. Both buttons can be pressed
at the same time.
[Workﬁle] ✷. The name of the data acquisition session. Data- and logﬁles will
have this name, but with diﬀerent extensions. See also browse button below.
[Explorer] . Launches the Microsoft Windows Explorer.
[Next] . Changes the workﬁle name e.g. to workfile1, workfile2 etc.
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[Browse] . The only way to specify input- and/or workﬁles is by using the
standard Windows browser launched by pressing this button. This makes it
impossible to specify an illegal ﬁlename.
[File operation] . Toggles whether it is allowed to overwrite an existing ﬁle.
[Write status every] ✷. Information about leakage currents, detector tem-
perature etc. is written to a logﬁle (*.log) at the start and end of every
acquisition. By specifying a time interval diﬀerent than zero, this information
will be written at regular intervals.
[Time] ✷. Maximum acquisition time in seconds. If zero this value will be
interpreted as inﬁnity.
[Counts] ✷. Maximum counts to register. If zero, this value will be interpreted
as 4.294.967.295 i.e. the maximum value for an unsigned long.
[Wait] ✷. Seconds to wait for the acquisition to begin (after the ‘start’ button
has been pressed).
[Clear] . Sets the ‘Time’, ‘Count’ and ‘Wait’ values to zero.
[Wait until ready] . Holds the start of an acquisition to all detectors has
reached the desired bias voltage.
[Comment] ✷. Text string to be written in log ﬁles.
[Generate] . Launches a window where the user can choose from a variety
of predeﬁned text pieces (e.g. diﬀerent types of shielding) to ease the making
of a comment. Figure 66.
[Clear] . Clears the comment.
[Runtime], [Calibration], [Detector settings] . Launches setup windows for
data acquisition. See descriptions bellow.
[Max. framesize] ✷. A frame is amount of data (i.e. number of triplets) which
is transferred from the base unit to the computer at a time. If the base
unit receives more triplets from the detector than speciﬁed by the maximum
framesize, the acquisition will temporarily stop and the data is send to the
computer. The framesize is allocated in the memory of the computer. See also
‘Frame timeout’.
[Frame timeout] ✷. An acquisition is usually split up into smaller sub-acqui-
sitions of e.g. one second (frame timeout). This is done partly to reduce the
memory allocated for the framesize partly to give a more smooth operation
of the instrument.
[Flush] . It can sometimes be convenient to stop the analysis of triplets, e.g.
if one is hung in a very large frame. This button will skip the analysis of the
rest of the frame.
[Display detectors/particles] . Toggles the energy distributions shown in the
histograms between ‘detector 1, detector 2 and detector 3’ and ‘electrons,
photons and total’.
[Display frames/sum up] . Toggles between whether the energy distribu-
tions shown in the histograms are replaced for every frame or if the frames
are summed i.e. the distributions shown are the accumulated counts since the
start of the acquisition.
[Show . . . frame] . Since the analysis of the triplets is the most time con-
suming part of data acquisition (compared to the time used to write the data
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to a ﬁle for later analysis), one can skip the analysis of all or some of the
frames.
[Clear] . Clears the histograms.
[Histogram] . Launches a window where the user can specify the number of
bins and energy range for the electron and photon histograms. The energy
range for the ‘total’-histogram is taken as the maximum of the energy inter-
vals speciﬁed. Figure 70.
[Graph tools] . Launches a window showing absorbed energy distribution
histograms. See description below.
[Start] . Starts the acquisition.
[Exit] . Returns to the ‘Detector control window’.
[ ] . Under each histogram is a palette of tools to manipulate the histograms.
This is a standard LabView tool. The scaling of the x- and y-axis is disabled
in the ‘data acquisition window’, since the scaling is done by software to en-
sure a nice looking histogram.
Detector control > Data acquisition > Run type.
Figure 67.
[Data source] . For acquisition this button should be placed at ‘detector’.
The detector unit has and internal pulse generator which can be used for
testing purposes by switching to ‘test data’.
[Test source] . For acquisition this button should be placed at ‘internal’. The
detector probe has inputs for external pulse generators which can be used for
testing purposes by switching to ‘external’.
[Detector control feed] . In the ‘on-line’ position information about noise
thresholds, acquisition length etc. is passed to the detector unit in the begin-
ning of each sub-acquisition enabling the user to change e.g. noise thresholds
while a acquisition takes place. Passing this information takes time and the
user can make a faster acquisition by changing to ‘at acq. start’, where the
information is send only once. This may be an advantage if one have a low
count rate.
Detector control > Data acquisition > Calibration.
Figure 68.
[Detector {1,2,3},{A,B}] ✷. Each detector is calibrated using a ﬁrst order
polynomial, En(dp) = An · dp+ Bn, where n is the detector number {1,2,3}
and dp the digital pulse height {0 . . . 255}.
[Save] . Saves the speciﬁed values to an initialization ﬁle (RTScalib.ini).
[Load] . Loads the values last saved in the initialization ﬁle (RTScalib.ini).
[Digital units] . Sets An = 1.0 and Bn = 0.0 for all n, where n is the detector
number {1,2,3}.
[Ok] . Returns to the ‘data acquisition window’.
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Detector control > Data acquisition > Detector setting
Figure 69.
[Noise threshold] ✷. Noise threshold for the three detectors. The value is
inscribed in digital pulse heights, and shown in keV.
[Particle threshold] ✷. Particle threshold for the tree detectors.
[Detector delays] ✷. It is important that the pulses from a particle deposit-
ing energy in all three detectors are aligned in time. By changing the delay
one can displace the pulses relative to each other. The displacement time is
inscribed in units of 83.33 ns.
[Scew] ✷. Time window in which pulse height registrations from the detectors
are said to be coincident. In units of 83.33 ns. There is an oﬀset of 160 ns.
[Save] . Saves the speciﬁed values to an initialization ﬁle (RTSdetector.ini).
[Load] . Loads the last saved values from the initialization ﬁle (RTSdetector.ini).
[Ok] . Returns to the ‘data acquisition window’.
Detector control > Data acquisition > Graph tools
Figure 71.
[Electrons, photons, etc. ] . By tagging these boxes one can decide which
graphs to be printed if the [Print] button is pressed, or to be saved to an
ASCII ﬁle (*.hist) if the [Save] button is pressed.
[Particle, photons, all, clear] . Put tags in the boxes described above.
[Print this page] . Prints the screen on the default Windows printer.
[Ok] . Returns to the ‘data acquisition window’.
[Zoom] . Launches a window with the selected histogram, where it is possi-
ble to manipulate diﬀerent features. Figure 72.
Detector analysis (Main window).
Figure 73.
[Source ﬁle] ✷. The name of the ﬁle to analyze.
[Browse] . Launches Windows browser to locate the source ﬁle.
[Explorer] . Launches Windows Explorer.
[Select a ﬁlename . . . ] . To select the data type used for the analysis (if more
than one is present).
[Read . . . counts] . Specify how many counts to read before ending the ana-
lysis.
[If not ﬁnished] . If the ‘stop’ button is pressed before an analysis has ended,
the ‘make display’ button will ether restart the analysis or start from the point
it was stopped.
[Detector settings] . See similar button described above (page 137).
[Calibration] . See similar button described above (page 136).
Risø-R-1216(EN) 137
[Comment] ✷. Text string to be placed on printouts.
[Clear] . Clears the comment box.
[Load .done ﬁle] . Only visible when a workfile.done ﬁle is present. Loads
comments and acquisition time from the workfile.done ﬁle.
[Show .done ﬁle] . Only visible when a workfile.doneﬁle is present. Launches
a window showing the content of the workfile.done ﬁle. Figure 74.
[File Conversion] . Only visible when a source ﬁle has been selected. Launches
a window where the user is able to convert between the *.ascii, *.raw and
*.calib ﬁle formats. See description below.
[Random noise ﬁlter] . Only visible when a source ﬁle has been selected.
Enable white noise ﬁlter to eliminate artifacts in the energy distribution his-
tograms due to the large spacing between the digital pulse heights.
[Extended coincidence analysis] . Launches a window with extended analysis
tools. See description below.
[Display] . Toggles the energy distributions shown in the histograms between
‘detector 1, detector 2 and detector 3’ and ‘electrons, photons and total’.
[Coincidence patterns] ✷. Each coincidence pattern has a number described
in Table 28 on page 126. In these boxes the user can specify which patterns
should be assigned to electrons and photons respectively.
[Use H ′(0.07) conversion coeﬃcients] . In the case where the ICRU values
[35] is used for converting electron ﬂuence into dose at 0.07 mm tissue, this
button is used to choose the incident angle.
[Graph tools] . Launches a window showing energy distribution histograms.
See above (page 137).
[Histogram parameters] . Launches a window for setting up parameters for
the energy distribution histograms. See description below.
[Make display] . Starts the analysis.
[Exit] . Stops the program.
[Stop] . Only visible during an analysis. Stops the analysis. See also the ‘If
not ﬁnished’ button above.
Detector analysis > File conversion.
Figure 75.
[Workﬁle] . Name of the ﬁle to convert.
[Source ﬁle] . Name of the ﬁle to create.
[Browse] . Windows browser to select workﬁle and source ﬁle.
[Convert (workﬁle)] . To select a format if more than one is present.
[to (source ﬁle)] . To select one or two formats for the converted ﬁle.
[Include] . Include only the speciﬁed coincidence patterns in the converted
ﬁle.
[Detector settings] . See similar button described above (page 137).
[Calibration] . See similar button described above (page 136).
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[Number of counts to include] . Limit the converted ﬁle to this size.
[Make sourceﬁle] . Start the conversion.
[Automatic] . Convert all the ﬁles in the directory the workﬁle is placed.
[Exit] . Returns to the data analysis window.
Detector analysis > Histogram parameters.
Figure 70.
[From sourceﬁle] . Find minimum and maximum energy values in the his-
tograms by searching the sourceﬁle.
[From calibration] . Let En(dp) = An · dp + Bn, where n is the detector
number {1,2,3} and dp the digital pulse height, be the calibration for each
detector. Deﬁne the minimum of the energy interval in the histogram as:
Electrons, photons and total: min(B1, B2, B3). Detector n: Bn.
Deﬁne the maximum energy interval in the histogram as:
Electrons, photons and total:
∑3
n=1An · 255 +Bn. Detector n: An · 255 +Bn.
[Cancel] . Returns to data analysis window without any changes to the his-
tograms.
[Ok] . Returns to data analysis window.
[No. of bins] ✷. Number of bins in the speciﬁed histograms.
[Minimum/maximum] ✷. Minimum and maximum energy values for the spe-
ciﬁed histograms.
Detector analysis > Extended coincidence analysis.
Figure 76.
[Coincidence patterns to use] . Each coincidence pattern has a number de-
scribed in Table 28 on page 126. In these boxes the user can specify which
patterns to use.
[Electrons, photons, all, clear] . Presets the boxes described above.
[Detectors to sum] . If a triplet satisﬁes the coincidence patterns selected,
then sum the energy registered in these detectors.
[Histogram] ✷. Number of bins and energy interval to use in the energy dis-
tribution histogram.
[Adopt values from] . Adopt values for number of bins and energy interval
already set in the data analysis window.
[Read . . . counts] . Number of counts to use in the analysis.
[If not ﬁnished] . If the ‘stop’ button is pressed before an analysis has ended,
the ‘make display’ button will ether restart the analysis or start from the point
it was stopped.
[Random noise ﬁlter] . Enable white noise ﬁlter to eliminate artifacts in the
energy distribution histogram due to the large spacing of the digital pulse
heights.
[Detector settings] . See similar button described above (page 137).
[Focus] . By pressing this button two red lines will pop up in the histogram
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window. With these lines the user can select an energy interval to use for the
next analysis. Pressing the focus button will always place the two lines in the
middle of the histogram.
[Incl. all] . Include the whole energy interval in the analysis.
[Zoom/print] . Similar to the graph toll function described above (page 137).
[Histogram to ﬁle] . Saves the histogram in an ASCII ﬁle named workfile[ID].graph
where [ID] is the numbers shown under ‘Coincidence patterns to use’. The
ID is a binary interpretation of the coincidence patterns and the detectors
chosen.
[Statistics] . Launches a window with information about the distribution of
counts in the detectors and among the coincidence patterns. Figure 77.
[Make display] . Starts the analysis.
[Exit] . Returns to the main data analysis window.
[Stop] . Only visible when a analysis is running. Stops the analysis.
5. Program testing
This is a prototype program. It has been used for the Risø Telescope Spec-
trometer for a period of one and a half year, but has not been through a rigid
program testing as such.
6. Program installation
See program requirements in section 1d. The executables and initialization
ﬁles can be copied directly i.e. an installation program is not necessary. (Make
sure the initialization ﬁles are not marked as read-only if the ﬁles are copied
from a CD-Rom, and check the RTS startup.ini in the Windows directory.
7. Error messages and erroneous behaviour
(a) Error in ‘RTS location.ini.
The RTS startup.ini has properly not been found in the Windows di-
rectory. A default one has been created and the paths speciﬁed in the
ﬁle are not the right ones. Edit the RTS startup.ini ﬁle.
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(b) Rail voltage failed.
The voltage supply to the base unit failed. Turn on the base unit or the
transformer if such is used.
(c) Error 0 occurred at Send in GPIB.
Install the GPIB card and software.
(d) Communication error.
Install the GPIB card and software.
(e) Error 1 occurred at Write File.
The initialization ﬁles in the Windows and the RTS system directory are
properly copied from a CD-ROM. Make sure the ﬁles are not marked as
‘Read Only’.
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(f) Error 8 occurred at Open File.
Make sure the initialization ﬁles in the Windows and RTS system direc-
tory are not marked as ‘Read Only’. This error message will also appear
in the data analysis program, if a read only ﬁle is accessed.
(g) Servo-control does not work.
Calibration coefficients etc. are all zero.
Coeﬃcients for the servo-control, conversion from digital pulse height
numbers to energy etc. are loaded from a text ﬁle and converted to
numbers. If Windows is set to interpret ‘,’ as decimal separator the
conversion from text to numbers fails. In the Windows Control panel
chose International settings and change the decimal separator from ‘,’
to ‘.’.
(h) Servo-control works sporadic.
This is not an error. The bias voltage increases with decreasing leakage
current, and the leakage current decreases with decreasing temperature.
When the detector assembly is cooling the extra velocity in the bias volt-
age can cause the bias voltage to increase faster than expected by the
servo-control, and thus exceed the maximum bias voltage allowed. To
eliminate this problem the voltage settings are set on hold, if the mea-
sured temperature drops more than 0.1◦C over a period of one second.
A small square near the ‘Servo-controlled bias settings’ tagbox changes
from green to yellow when the voltage settings are set on hold.
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E.1 Screen prints
Figure 61. Detector control (Main window)
Figure 62. Detector control > Test sequence
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Figure 63. Detector control > Test sequence > Test sequence graphs (Show test
result window)
Figure 64. Detector control/Data analysis > About (About window)
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Figure 65. Detector control > Data acquisition (Data acquisition window)
Figure 66. Detector control > Data acquisition (Data acquisition window > Gen-
erate comment)
Figure 67. Detector control > Data acquisition > Run type
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Figure 68. Detector control > Data acquisition > Calibration
Figure 69. Detector control > Data acquisition > Detector setting
Figure 70. Detector control/Detector analysis > Histogram parameters
146 Risø-R-1216(EN)
Figure 71. Detector control > Data acquisition > Graph tools
Figure 72. Detector control > Data acquisition > Graph tools > Zoom graph
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Figure 73. Detector analysis (Main window)
Figure 74. Detector analysis > Show .done ﬁle
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Figure 75. Detector analysis > File conversion
Figure 76. Detector analysis > Extended coincidence analysis
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Figure 77. Detector analysis > Extended coincidence analysis > Show statistics
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