Abstract. We present a short introduction into general orthogonal p olynomials in the complex plane, with sp ecial attention for the real line and the unit circle. Most of the material is classical and available in di®erent textb ooks (see the references for relevant literature). This introduction brings together the analysis in the complex plane, the real line and the unit circle, which should b e useful for those initiating their research in this¯eld. The emphasis is on extremal properties, location of zeros, recurrence relation, and quadrature rather than on asymptotic results.
3
Our interest lies in the linearly independent system of monomials 1; z; z ; z ; : : :
and from this basis in the linear space of polynomials we want to obtain a system of orthogonal polynomials with respect to a given positive measure ¹. The system of orthonormal polynomials is then unique if we impose that the leading coe±cient is positive. We thus have a system of polynomials ' such that jf j · jf(z)j d¹(z) j' (z)j d¹(z) = kfk; n n so that all the Fourier coe±cients are¯nite. The partial sums of this Fourier series then have a very useful extremal property: the nth partial sum
is the best L (¹) approximation to f with polynomials of degree at most n.
Clearly this expression is minimal whenever a = f in which case the polynomial k k q becomes the nth partial sum of the Fourier series for f, and the minimum is n given by (1.3).
As a consequence we always have the inequality The case when the Bessel inequality becomes an equality for every f 2 L (¹) is 2 very important and occurs when polynomials are dense in L (¹).
2
If we use the formula (1.2) for the Fourier coe±cients, then the partial sum for the Fourier expansion becomes
n n where the kernel K (z; ») is given by
If f is a polynomial of degree at most n, then the partial sum f coincides with f n and we have the property that for every polynomial q of degree at most n n Z q (z) = K (z; »)q (») where' = ' =· is the monic orthogonal polynomial of degree n and r is n n n n¡1 some polynomial of degree at most n ¡1. We then have
The last term vanishes by orthogonality, hence and ¹ has at least n points in its support. Hence the minimum is attained when q (z) =' (z) and since ' (z) has norm one, we¯nd that the norm of q (z) is n n n n 1=· .
n Another way of expressing this theorem is as follows: the best L (¹)-approxi-2 n n mation to z by polynomials of degree < n is given by the polynomial z ¡' (z) n and the error is given by 1=· . Hence the leading coe±cient of the orthonormal n polynomial of degree n indicates how well a polynomial of degree n can be approximated in L (¹) by polynomials of lower degree.
The reproducing kernel K (z; ») also has an extremal property.
n Theorem 1.4 The minimum of the integral Z 2 jq (z)j d¹(z) n taken over all polynomials q of degree at most n for which q (») = 1 is attained n n for the polynomial
The minimum is equal to [K (»; »)] . Hence the maximum of jq (»)j taken over all polynomials q of degree at most n n n with kq k = 1 corresponds to the reciprocal of the minimum of kq k taken over all n n polynomialsq of degree at most n for whichq (») = 1. We already know that n n this minimum is attained forq (z) = K (z; »)=K (»; ») and is equal to 1=K (»; »), n n n n hence the required maximum is K (»; ») and is attained for q (z) = q (»)q (z) = n n n n p iµ e K (»; »)K (z; »)=K (»; »), which proves the theorem. n n n 1.3 Properties of the zeros. When studying polynomials, one of the most relevant quantities to consider are the zeros. The fundamental theorem of algebra asserts that any polynomial of degree n has exactly n zeros (counting multiplicities).
When dealing with orthogonal polynomials, one can say much more about their location. 
n which is in contradiction with the extremal property given in Theorem 1.3. Therefore we must conclude that there are no zeros outside Co(supp(¹)).
More turns out to be true (Sa® [1990] ): We will now show that most of the zeros of orthogonal polynomials are in the polynomial convex hull of the support of ¹ (Stahl and Totik [1992] , Thm. 2. We thus have¯Z
> 1 is in contradiction with the extremal property of Theorem 1.3, and thus we conclude that the number of zeros of ' (z) in K remains bounded. n 1 Let K be a compact set in the complex plane so that nK is connected, and f be an analytic function on , where is some open set containing K. Then there is a sequence of polynomials P such that P ! f uniformly on K. (see, e.g., Rudin [1978] , p. 290).
n n 1.4 Examples. contains in¯nitely many points. Also, without loss of generality, we assume that we are dealing with a probability measure so that ¹(R) = 1. Orthogonalizing the linear space of polynomials, we obtain a system of orthonormal polynomials on the real line which will be denoted by p (n = 0; 1; 2; : : : ). We are now dealing n with real-valued functions so that we do not need complex conjugation in the inner product, and so
and this system is unique if we impose the leading coe±cients, denoted in the real case by°, to be positive: with initial conditions p = 1 and p = 0. The recurrence coe±cients are given by
The monic orthogonal polynomialsp = p =°satisfy the three-term recurrence ;n n n;n n observe that c = c = a , then the three-term recurrence relation for n+1;n n;n+1 n+1 n+1 the orthonormal polynomials follows. By comparing the coe±cient of x on both sides of (2.2) we¯nd°= a°from which a =°=°follows. Comparing n n+1 n+1 n n¡1 n n the coe±cients of x gives ± = a ± + b°, which gives n n+1 n+1 n n ± ± n n+1
If we substitute p by°p then the recurrence relation for the monic orthogonal n n n polynomials follows.
This theorem also has a converse, known as Favard's theorem (Favard [1935] ), which says that a system of polynomials satisfying a three-term recurrence relation as in (2.2), with a > 0 and b 2 R for all n 2 N, will always be an orthogonal n+1 n system with respect to some positive measure ¹ on the real line. This measure will in general not be unique, but a su±cient condition for unicity is that the recurrence coe±cients are bounded. The result is much older than Favard's paper and was already known to Chebyshev when the measure ¹ has¯nite support.
From the recurrence relation we may obtain some formulas which will be useful.
If we multiply both sides of the recurrence relation (2.2) by p (y) then
n n n+1 n+1 n n n n n n¡1 n Interchanging x and y gives yp (x)p (y) = a p (y)p (x) + b p (x)p (y) + a p (y)p (x): n n n+1 n+1 n n n n n n¡1 n Now subtract both equations, then
n n n¡1 n¡1 n By summing over n, the right hand side becomes a telescoping series, so that
This formula is known as the Christo®el-Darboux identity. When y tends to x we obtain its con°uent form Theorem 2.3 Suppose x < x < ¢¢¢ < x are the zeros of p , then 1;n 2;n n;n n x < x < x : j;n j;n¡1 j+1;n Proof Since all the zeros of p are real and the leading coe±cient of p is n n 0 n¡j positive, we¯nd that the sign of p (x ) is (¡1) . By using (2.7) at the zeros j;n n 0 n¡j x we¯nd p (x )p (x ) > 0, so that the sign of p (x ) is also (¡1) . j;n j;n n¡1 j;n n¡1 j;n n The polynomial p thus changes sign when going from x to x , so there n¡1 j;n j+1;n has to be at least one zero in between these two zeros of p . This can be said for n j = 1 until j = n ¡1, and since p has n ¡1 zeros, we have therefore exactly one n¡1 zero of p between two consecutive zeros of p (x). Also it is not possible that n¡1 n P n 2 p and p have a common zero x , because then (2.7) gives p (x ) = 0, n n¡1 0 0 k k=0 which is impossible since p is a non-zero constant.
0
This interlacing property can also be proved by using the Jacobi matrix J . 
are known as associated polynomials and we denote them by p (n = 0; 1; 2; : : : ).
n They satisfy the shifted recurrence relation
xp (x) = a p (x) + b p (x) + a p (x); n+2 n+1 n+1 n n n+1 n¡1
(1) (2.9) n n+1 n+1 n n n n¡1
Multiply (2.8) by v and (2.9) by u and subtract both equations, then it follows n n that W(u ; v ) = W(u ; v ) so that this Wronskian is independent of n and n n n¡1 n¡1
(1) thus also equal to W(u ; v ). For the two solutions p (x) and p (x) we then¯nd 0 0 n n¡1
The Wronskian of these two solutions is di®erent from zero, hence these are two linearly independent solutions of the recurrence relation (2.2) and every solution of the recurrence relation can be written as a linear combination of these two (1) solutions. By taking x = x in (2.10) we see that the sign of p (x ) is equal to j;n j;n n¡1 n¡j ¡signp (x ) which by the interlacing property is equal to (¡1) , from which n+1 j;n we¯nd (1)
x < x < x ; j;n j+1;n j;n¡1
(1) Here the n nodes x (1 · j · n) and the n quadrature coe±cients¯(1 · j · n) j;n j;n have to be chosen properly so that the quadrature formula is correct for as many functions f as possible. We say that the degree of accuracy of the quadrature rule is k when all polynomials of degree k are integrated correctly but there is a polynomial of degree k + 1 which is not integrated correctly. If we¯x the n points x , then the equations j;n n j;n 0 q (x )(x ¡ x ) j;n j;n n j=1
Since each`has degree n ¡1 we see that L has degree n ¡1, and the property j;n ǹ (x ) = ± shows that this polynomial indeed interpolates: L (x ) = f(x ) j;n k;n k;j n j;n j;n
When f is a polynomial of degree n ¡ 1, then L = f, so we conclude that the n quadrature coe±cients are given by Z =`(x) d¹(x): j;n j;n Such interpolatory quadrature rules always have degree of accuracy at least n ¡1.
We will show that choosing the nodes as the zeros of the orthogonal polynomial of degree n leads to much higher accuracy. Theorem 2.5 (Gauss-Jacobi-Christo®el quadrature) If we choose the n nodes of the quadrature rule as the n zeros x of the orthogonal polynomial p for the x ¡ x j;n n¡1 j;n j;n n
and by the orthogonality Z
giving the desired expression for¸. The Christo®el-Darboux formula (2.7) shows j;n that¸can also be expressed in terms of p (x ). Finally using the con°uent j;n n+1 j;n form (2.7) of the Christo®el-Darboux formula, with x = x gives (2.11). The Chebyshev polynomials therefore express the orthogonality of the trigonometric system fcoskµ;sinkµ;k 2 Ng.
Another important special case is when ® =¯= 0, which corresponds to Legendre polynomials. The symmetric cases when ® =¯give rise to the ultraspherical polynomials, also known as Gegenbauer polynomials. The following recurrence relation holds:
For the normalized weight function 
The orthonormal polynomials for the normalized weight function This will lead to a much larger class of orthogonal polynomials, nowadays known as the classical orthogonal polynomials (Andrews and Askey [1985] , Askey and Wilson [1985] ). These polynomials can be arranged in a table, which is known as the Askey table and its q-extension. It would lead us too far here to describe this table in detail, and instead we refer the interested reader to Koekoek and Swarttouw [1994] . 
For the monic orthogonal polynomials © one has
Proof From (3.1) we¯nd
If we take the ¤-operation for polynomials of degree n, then this gives
n n n¡1 n¡1 n n 2 2 2
If we subtract these equations and use · = · + j' (0)j , then we¯nd n n n¡1 When we sum over n, then the right hand side becomes a telescoping sum, which can be summed easily and yields (3.9). these monic polynomials coincide with the monic orthogonal polynomials on any disk of radius R > 0 and center at the origin and also with the monic polynomials on any circle of radius R > 0 and center at the origin. We can only distinguish between these orthogonal polynomials by looking at the orthonormal polynomials, which explicitly contain the radius R. 
