We develop an effective large-N Keldysh field theory for studying nonequilibrium transport in a regular one-dimensional dissipative Mott insulator system subjected to a uniform electric field.
I. INTRODUCTION
Understanding the "far from equilibrium" response of a driven strongly correlated extensive quantum system is a central theme of current research. Many recent studies have attacked the problem of the nonequilibrium response of fermionic [3, 12, 13, 16, [23] [24] [25] 33] or bosonic [6, 9, 27, 34] strongly-correlated systems on a lattice to a uniform electric field.
In this context, some of the key questions that have come up relate to (a) the fate of Bloch oscillations with increasing correlation strength [9, 12, 13, 27] , (b) the impact of dissipative mechanisms on quantum coherent effects and establishment of nonequilibrium steady states (NESS) [3] , and (c) whether the integrability of the model plays a determining role in the nonequilibrium response [21] . Another important direction concerns nonequilibrium quantum phase transitions, for example, the nature of nonequilibrium phase transitions in Mott insulator systems [3, 23-25, 27, 33] . Mott insulator systems driven out of equilibrium are a meeting ground for quantum mechanics, strong interactions, dynamical processes and constraints, and is the subject of this work.
It is long known that a noninteracting particle hopping on a periodic lattice subjected to a uniform electric field exhibits Bloch oscillations -the spectrum is discrete (Wannier-Stark ladder [17, 37] ), and the particle motion is bounded. This is a consequence of coherent Bragg reflection from the Brillouin zone boundaries. Correlations, dissipation and disorder can all suppress the Bloch oscillations by providing relaxation or breaking lattice translation symmetry. For field strengths such that the potential energy change between neighboring sites far exceeds correlation and other energy scales in the problem, Bloch oscillations have been found to persist [6, 9, 12, 13] . Physically, this can be understood from the fact that the noninteracting Wannier-Stark states are highly localized at the lattice sties at strong fields, and the correlations remain local in the Wanner-Stark basis. We provide a simple explanation for this effect in the main text. At fields where the potential energy drop in a bond is comparable to the interaction strength, study of the Bose-Hubbard model at integer filling establishes that the motion remains finite [27] . At smaller field strengths, recent numerical work has shown that after a sufficiently long time, the transient response that initially indicates [12, 13] apparent steady state dc behavior, ultimately gives way to finite (oscillatory) motion with a period different from that of the noninteracting Wannier-Stark states.
Breaking lattice translation symmetry, for instance, by introducing short-range potential disorder suppresses the Bloch oscillations. Where lattice translation symmetry is preserved, the oscillations can be suppressed by dissipation through coupling the system to a bath.
Earlier literature shows that even at a single-particle level, coupling the system to a phonon bath results in a finite dc response at any value of electron-phonon coupling [14] ; however, signatures of the Wannier-Stark ladder are still evident in the spectral function, which are found to diminish with increasing electron-phonon coupling [10] . Recent works have also considered the effect of correlations in dissipative models. The dissipation is introduced by coupling the system to a bath or phenomenologically; for example, by introducing nonHermitian terms in Hamiltonians preserving PT symmetry or using Lindblad formulations.
The former (heat bath) case has been studied using a numerical Keldysh DMFT approach [3] , while the Bethe ansatz method is usually employed in the latter for one-dimensional systems [33] . Both these approaches yield a steady state nonequilibrium response and nonequilibrium transitions from the Mott insulator state to a metallic state. In addition, an important observation was made in Ref. [3] that weak dissipation does not completely suppress quantum coherent oscillations -the numerically calculated single particle spectral function shows "Bloch islands" at beating frequencies involving the noninteracting Bloch oscillations and the Coulomb interaction strength. These features get suppressed as dissipation is increased.
Despite these advances in the numerical studies of the microscopic model, analytic studies of the same are lacking. For instance, it is not known how the Bloch oscillations are suppressed as a function of dissipation. Phenomenological models such as the PT symmetric Hubbard models are analytically tractable and give valuable insights such as the critical behavior near the nonequilibrium Mott insulator to metal transition; however relating the model parameters directly to experimentally relevant quantities has proved to be a challenge.
In band insulators, the linear response conductivity vanishes at zero temperature but electronic transport at finite electric fields is possible through the generation of low-energy particle-hole pairs by the Landau-Zener-Schwinger (LZS) mechanism [cite] , with the probability P of this process related to the electric field measured in terms of the potential energy drop, D, across a link, and the band-gap ∆ as P ∼ exp[−∆ 2 /cD], where c is a constant with the dimension of energy. For the fermionic Hubbard chain subjected to an electric field, a similar expression has been proposed in Ref. [23] , with band-gap ∆ being replaced by the Mott gap. Turning on a finite dissipation (coupling to a fermionic bath) under such nonequilibrium conditions, DMFT calculations of Ref. [3] show that the Hubbard bands leak into the Mott gap, and beyond some value of the dissipation strength, a quasiparticle feature, signaling a bad metallic phase appears, in the spectral function. The crucial question here is whether and under what circumstances this dielectric breakdown becomes a true nonequilibrium phase transition. Analysis of the phenomenological PT symmetric fermionic Hubbard chain [33] suggests that this is a true nonequilibrium quantum phase transition and is associated with breaking of PT symmetry in the metallic phase.
In this paper we develop an effective Keldysh field theory of a dissipative one-dimensional
Mott insulator subjected to a uniform electric field and study it analytically to address the broad questions outlined above. Our microscopic model consists of a one-dimensional array of mesoscopic metallic quantum dots -each of these quantum dots contains a large number of electrons occupying the dot energy levels. The large number of degrees of freedom (DoF) in each mesoscopic dot effectively constitute a fermionic bath and provide a source of dissipation through the Landau damping mechanism. In addition, as we discuss below, the large DoF acts as a large-N parameter (see also [38] ) and facilitates a tractable analytic treatment of our model. The analytic tractability that our large-N formulation provides is analogous to that of large dimensionality in the DMFT approach to the Hubbard model. Under equilibrium conditions, the model is described by the following Hubbard-like Hamiltonian with multiple flavors (representing dot energy levels) of electrons at each site (we set electron charge e = 1, lattice spacing a = 1, = 1, k B = 1):
Here k labels the site index, α represents the different energy levels (E α ) within a dot,
is the inter-dot tunneling matrix element connecting levels α and β on dots labeled k and k+1 respectively, E C is the Coulomb energy of single-electron charging, and N 0 is the equilibrium charge on a dot. The tunneling between the dots could be through an insulating barrier (as is the case in granular metals) or through ballistic point contacts (as may be the case in artificial quantum dot arrays. The
Fermi energy in each dot is assumed to be the largest energy scale. In addition, we also have a small energy scale, δ, which is the mean level spacing in the dot and is approximately related to the volume of the dot, V, and the density of states at the Fermi level, ν(µ)
Elementary excitations in each isolated dot are of the low-energy particle-hole kind, which in the limit of large dot size, tend to become gapless. Interestingly, other models such as the Sachdev-Ye-Kitaev (SYK) [19, 28] model on a one-dimensional lattice [11, 18] interaction share a similar structure, and are also characterized by gapless excitations locally.
We study the model in Eq. (1) in the Mott insulator regime where E C ≫ δ, T and g 1, where T is the temperature, and g is the dimensionless inter-dot tunneling conductance. For granular metals, the intergrain tunneling conductance is of the form g ≈
For ballistic point contacts separating the quantum dots, the transverse (waveguide) momentum k ⊥ is conserved during tunneling (i.e.t α,β ≡t k ⊥ ) but the longitudinal momentum k is not, and g has the form, g ≈ π
where ν 1D is the one-dimensional density of states associated with the different sub-bands labeled by k ⊥ and L is the dot size. In this Mott insulator regime, a conventional perturbation expansion in the interaction is not possible. We therefore adopt a bosonization scheme well known in the literature as the Ambegaokar-Eckern-Schön (AES) [2, 4] model of granular metals -a class of Mott insulators. The AES model is, in effect, a rotor model with the difference that now the phases at each site in the AES model are dual to the total charge in the dot at that site. The AES model consists of a charging part that represents Coulomb blockade effects, and a dissipative tunneling part that describes inter-dot hopping of electrons. Unlike other dissipative models such as Caldeira-Leggett [8] , the tunneling part of the AES model is periodic in the phase fields reflecting charge quantization. The large number of degrees of freedom on each dot makes the model analytically tractable, allowing one to discard terms in the effective action that are higher order than two in the inter-dot tunneling conductance. The model is tailor-made for studying transport, and consequently, information about the internal low-energy excitations at a site appears only at the level of the tunneling term.
In equilibrium or linear response situations, the AES model appears in diverse contexts including unusual transport phenomena in granular Mott insulators such as cotunneling dominated variable-range hopping [4, 31] and breakdown of the Wiedemann-Franz law by emergent bosonic modes [32] and the Kondo effect in quantum critical metals [20, 30] . A bosonic channel for thermal transport analogous to that in the AES model [32] has recently been reported for the SYK model [11] . It is also well-known that even in the regime of metal-like conduction (g ≫ 1, T ≫ gδ), the low-energy excitations of the AES model are not quasiparticle-like, i.e., are not characterized by their momenta and spin, a property shared with the SYK model [11] .
We generalize the AES model to the nonequilibrium case using the Keldysh formalism.
For the case of a single mesoscopic quantum dot connected to noninteracting leads, a similar Keldysh generalization has been studied in the literature (see e.g. We calculate the current response of our Keldysh AES model for the granular Mott insulator subjected to a uniform electric field at temperatures much smaller than D and E C , and we further assume the mesoscopic dots are sufficiently large so that the temperature greatly exceeds the mean level spacing δ. After the electric field is switched on, the leading order (in g) current response shows an oscillatory transient response whose primary components are the two beat frequencies, ω ± = |D ± 2E c |. These oscillations arise, as we shall show in the paper, from a combination of the periodicity of the lattice, Coulomb correlations, and charge quantization. These beat frequencies have also been observed [3] in DMFT calculations of the dissipative Hubbard model in the form of "island" features in the spectral function, and in the dissipationless Bose-Hubbard model [6] . In the absence of correlations (E C = 0), these oscillations would correspond to the Bloch oscillation frequency ω B = |D|. At long times, we show that the amplitude of these oscillations decays in accordance with an inverse square law. Remarkably, the dissipation, which is responsible for the decay of the amplitude of these oscillations, is nevertheless unable to suppress the coherent quantum effects in a finite time scale. Apart from these oscillations, the current also has a finite dc component for |D| > 2E C , and is a direct consequence of the presence of dissipation.
Next, to understand the nature of the dc response at small fields, |D| < 2E C , we consider the long time limit of the current response. For this purpose, we take into account higher order cotunneling processes over multiple dots such that the Coulomb blockade is offset by the extra potential energy gain. We provide analytic expressions for the field dependence of current up to O(g 2 ). The analysis of higher order terms at arbitrary field strengths rapidly becomes very complicated; however we infer some general features. In the zero temperature limit, there is a hierarchy of thresholds, D
(n) th = 2E C /n, with the n th order current corresponding to the matching of the Coulomb scale with the electrostatic potential energy gain from cotunneling over n successive dots. The leading order in g contributions to the current near these thresholds has the form
where Θ is the Heaviside step function. Based on this expression, we show that at low fields and small g, the field dependence of the current has the LZS form,
C /D , but with qualitative differences from the LZS particle-hole pair production probability P ∼ e −E 2 C /cD for the non-dissipative Hubbard chain at half filling [24] deep in the Mott insulator phaes.
An important question relates to the nature of the transition from the Mott insulating state to a conducting state as a function of the field. In the dissipation free case, it is evident from the expression for the LZS pair production probability that it is a crossover, howsoever sharp, and not a true phase transition. A true phase transition to a metallic state is indicated if the perturbation expansion for the current made from within the Mott insulator phase diverges as a function of g( 1) or D(< 2E C ). If the form of the current is assumed to have the form shown in Eq. (5) for a finite but small field strength away from the thresholds, then the criterion for divergence of the perturbation expansion for the current is
However, as we have already mentioned above, the field dependence of high-n th order terms is complicated for fields away from the respective thresholds D (n) = 2E C /n, and it is not currently clear to us how the above criterion would change.
The rest of the paper is organized as follows. In Sec. II, beginning with the microscopic model of Eq. (1), we outline the derivation of our effective Keldysh-AES action. The electric field is introduced through a time-dependent vector potential. We also present the functional representation of the charge current in terms of the correlation functions of the phase fields.
In Sec. III, we analyze the leading order contribution to the current from the time the electric field is turned on. We show that there are Bloch-like oscillations whose amplitudes decay as a power-law in time. Further, the existence of a finite DC response at long times is also established. Sec. IV is devoted to the analysis of the long-time DC behavior for small field strengths. For this purpose, the higher order cotunneling processes over multiple dots are considered in a perturbative expansion in small g, around the "atomic limit" of isolated dots. We discuss the LZS form of the current response at small fields, and the possible nonequilibrium phase transition to a metallic state. Finally, in Sec. V we conclude with a discussion of our results and open questions.
II. KELDYSH-AES ACTION
In this Section, we obtain the effective Keldysh-AES action from the microscopic Hamiltonian introduced in Eq. (1) and also provide functional representation of the charge current that will be used throughout. Our derivation of the effective Keldysh-AES action parallels the one in Ref. [1] for the case of a single quantum dot connected to noninteracting leads.
The first step consists of Hubbard-Stratonovich decoupling of the part of the action corresponding to Eq. (1) that contains the Coulomb interaction term:
To study nonequilibrium transport, we put our action on the Keldysh contour and we label the fields with superscripts + and − corresponding respectively to the forward and backward time parts of the Keldysh contour. For incorporating the initial condition information (i.e.
the initial density matrix) it is customary to work with a rotated classical-quantum basis in the Keldysh space:
We call the superscripts c and q the "classical" and "quantum" components respectively. The action S now assumes the form,
Here F k is related to the distribution function for noninteracting electrons in the k th dot and is, in general, a function of two time arguments, i.e., F k (t, t ′ ). For the case of thermal equilibrium, F k depends only on the difference t − t ′ , and in frequency space, it has the
and T is the temperature. The infinitesimally small positive constant, η, ensures the theory has the proper causal structure. At this stage, it would seem natural to integrate out the noninteracting fermions, and expand the resulting determinant to obtain an effective field theory for the Hubbard-Stratonovich fields. However, the Hubbard-Stratonovich fields effectively shift the entire band of electrons and, in fact, the shifts are large (∼ E C ) whenever tunneling events occur. We therefore perform a gauge transformation to eliminate the fluctuating Hubbard Stratanovich fields that appear in S
and the phase fieldsφ k are chosen such that their classical and quantum components obey
After the above gauge transformation, we have,
The term in Eq. (17) proportional to N 0 is a Berry phase term. Our next step is to integrate out the fermions to obtain an effective action in terms of the phase fields. We denote the fermion-bilinear part of the action as
where
In Eq. (20), the diagonal elements are the usual inverse retarded and advanced Green functions,
The inter-dot hopping matrixT is diagonal in Keldysh space as well as in the time indices.
Integrating out the fermions gives us Z = Dφ exp(ιS C [φ] + tr ln(ιĜ −1 )), and we use Eq.
(19) to re-express the fermionic determinant as
To obtain the effective action in terms of the phase fields, we discard the φ-independent
0 ) make a Taylor expansion of ln(1 +Ĝ 0T ). The first order term vanishes since tr(Ĝ 0T ) = 0 asĜ 0 is diagonal in k and T k;k = 0. Then, up to second order inT we have
HereĜ 0 has the following structure in Keldysh space:
We assume that the matrix elements ofT are independent of the energy indices and also replace summation over the discrete states by corresponding integrals, α ↔ V ǫ dǫ ν(ǫ),
the density of states in a dot. The summations over the energy indices gives quantities of the form α g
With these approximations, we arrive at
Thus,
For a granular metal, we assume that the tunneling matrix connects any pair of levels in the neighboring grains with characteristic magnitude |t|, in which case,
Here g is the dimensionless inter-dot tunneling conductance and N the total number of electrons in a dot. To give an estimate of the largeness of N , for a 10nm metallic dot with conduction electron density of ∼ 10 28 m −3 , we have N ∼ 10 4 . Our regime of interest is g 1, independent of the number of electrons in the dot. Thus for the granular metal we require the tunneling amplitudes to scale as |t| ∼ 1/N . Physically, this means that as the number of transmission channels increases, the individual tunneling amplitudes should scale inversely so as to keep g unchanged.
For the case of ballistic point contacts, we label the energy levels by transverse and longitudinal momenta, k ⊥ and k respectively. The transverse momentum is conserved during tunneling but the longitudinal momentum is not. The tunneling matrix element thus connects any pair of longitudinal momenta, and we assume they all have a characteristic magnitude |t|. In this case, the dimensionless conductance g = π
where N ch is the total number of transverse channels and N 1D is the typical number of electrons having the same transverse momentum. To keep g 1, we require the tunneling amplitude to scale as |t| ∼ 1/( √ N ch N 1D ), and we show below that the large-N parameter in this case is N = N ch .
We will present below a large-N justification for dropping higher order terms in the tunneling action.
A. Consequences of large-N
Let us now discuss a couple of crucial consequences of having a large number of electrons in each dot. Consider first the O(t 4 ) term in the tunneling action for the granular metal.
The basic argument for disregarding such contributions has been presented in Ref [4] . Here we show that this is essentially a large-N argument. The fourth order tunneling terms are of the form tr(Ĝ 0TĜ0TĜ0TĜ0T ). These processes involves two or three dots. Consider for example the three dot term (with consecutive dots labeled i, j, k),
Now the tunneling amplitudest are of the formt ij αβ = |t|e iχ ij αβ , where χ ij αβ is a phase associated with the link ij and energy levels α, β. The key point is that for irregular dots, the phases χ ij αβ are random. For the case of a large number of levels, the random phases cause the vanishing of all terms except for the case α 4 = α 2 where the random phases cancel exactly.
Thus there are only three independent energy indices to be summed over resulting in a factor of N 3 . However since thet scale as 1/N , it is evident that the overall scaling of this term is 1/N . In general, the number of independent energy indices in the perturbative expansion of the tunneling action equals the number of dots involved in that term.
We now discuss the case of ballistic point contacts. The fourth order three-dot term can be written as ). Now the sum over the four longitudinal momenta brings a factor of N 4 1D , and the sum over the transverse momentum gives a factor N ch . Thus we find that the above fourth order contribution scales as 1/N ch . In order to be able to neglect this fourth order term, we require N ch ≫ 1,i.e., the width of the point contact should be much larger than the Fermi wavelength.
There is a second very important consequence of large-N that provides a crucial simplification in nonequilibrium situations and which has not been appreciated in the literature. This relates to the temporal variation of the the F k under general nonequilibrium conditions.
It is convenient to work with the Wigner representation,
where τ = (t + t ′ )/2, and the relation with the time-dependent distribution function is
The total number of electrons in the k th dot is N 0 + n c k (t) = dǫ ν(ǫ)f (ǫ, t), where n c k (t) is the classical component of the number field conjugate to the quantum component of the phase, φ q k . In the rest of the paper, we will be specifically interested in the case of constant N 0 . More general, time-dependent N 0 can if a time-dependent gate voltage is applied to the quantum dots. Thus in our case we have
The RHS of Eq. (30) is, by using the continuity equation, simply the net current into the dot, and is given by the functional derivative δS/δφ q k (t) φ , which has the form g dǫ h(ǫ, t) ≡ j k−1,k (t) − j k,k+1 (t). Consequently, the continuity equation leads us to a kinetic equation for the distribution f k (ǫ, t) of the form V ν(µ)df k /dt + gh(ǫ, t) = 0. The quantity h is a functional of the distributions {f k } and also depends on the tunneling conductance and electric field. Recognizing V ν(µ) = 1/δ, we find that the distribution function evolves with a large characteristic time scale that is proportional to 1/gδ and increases linearly with the total number of electrons in the grain (δ ∼ 1/N ). We now assume that the grains are coupled to an external thermal bath, whose effect we model by an additional relaxation term in the kinetic equation, i.e.,
where f eq k is the equilibrium Fermi-Dirac distribution function and τ eb is the electron-bath relaxation time. If 1/τ eb ≪ gδ, then the distribution functions f k may be approximated by their equilibrium values. We will now proceed with this, and hence F k (ǫ) = tanh(ǫ/2T ). In contrast, in the usual Hubbard models, the electron distribution function at every site is a time dependent quantity under general nonequilibrium conditions since in that case there is no large-N mitigating factor.
B. Keldysh-AES action
We resume our derivation of the effective Keldysh AES action. Henceforth we will describe tunneling in both the granular metal as well as the point contact cases by the action in Eq.
(29) and note that g can have different forms for the two cases. Now let us manipulate S tun to a more dealable form. We introduce new fields C and S defined as
These are related to theφ fields in Eq. (14) through
The tunneling action under equilibrium conditions then takes the form
with
It is evident from Eq. (35) that Σ R(A) also have a causal structure,
i.e., Σ R (t) ∝ Θ(t) etc. Under general nonequilibrium conditions, the quantities Σ R,A,K (t, t ′ )
describing particle-hole excitations in the dots depend on both the time arguments, and not just their difference.
Let F b (ǫ) = coth(ǫ/2T ) = 1 + 2f b , where f b is the equilibrium Bose distribution function.
We make use of the following identities,
to obtain,
We will later find it convenient to work in the ± Keldysh contour. Hence we re-express our phase action in this contour. We ignore N 0 by assuming that it can be set to zero by some gate voltage. We have,
Note that the diagonal elements of the matrix L written in the ± basis contain the combination Σ R +Σ A and the off-diagonal elements contain Σ R −Σ A . In the (equilibrium) Matsubara formalism, finite winding numbers of the phase fields must be considered to bring out the charge quantization effects. In our continuous time formalism, the charge quantization effects are brought out by a procedure discussed, for example, in Ref.
[1] that we briefly describe below.
C. Phase windings and charge quantization
We are interested in the small tunneling regime, g 1. In this regime, the phases in each dot fluctuate strongly and hence we represent the action in terms of the conjugate variables, i.e., the number fields. For this, we first perform a Hubbard-Stratanovich decoupling of the charging term, which leads to the following action in the phase-charge representation:
To properly understand the quantization of the charge degrees of freedom, we first work in a contour, t ∈ [0, P ]. The requirement that φ − (0) = φ + (0) + 2πW (W is an integer) leads us to an unconstrained field, φ c , and, In this paper, we are interested in the Mott insulator regime with zero gate charge, i.e., n g = 0 (or integer N 0 ) and therefore we drop the N 0 ∂ t φ q term in the action. The point n g = 1/2 is special due to degeneracy between n c = 0, 1. The gate charge, n g , can also be made to fluctuate in time by using a time-dependent gate voltage. These different scenarios can also be studied using our formalism and will be taken up elsewhere.
D. Functional representation of charge current
Here we obtain the functional representation for the charge current in the presence of a constant electric field. The electric field is introduced in the form of a time-dependent vector potential that is turned on at some instant of time, say t = 0. In every link, the classical component of the vector potential has the form
where D is the potential energy change across a link as already mentioned in Sec. I. This changes the tunneling part of the action by incorporating the Peierls shifts in the phase differences, φ c,q
k,1 (t). The tunneling part of the action now has the form
where, e 
Here we have suppressed the site indices and written the time arguments as subscripts for brevity.
III. TRANSIENT CURRENT RESPONSE
In this Section, we obtain the current response to leading order (in g) upon turning on the uniform electric field by performing the average of the current functional in Eq. (49) over the phase fields. This primarily involves a calculation of the bond correlators defined as
Here ... denotes averaging with the full action, S[n, φ].
We calculate the bond correlators as a perturbation series in the tunneling conductance g, by treating the charging action as the bare action and expanding the tunneling part in the exponential to various orders in g. We denote ... 0 to represent averaging with the bare action. The bare bond correlator, Π
σσ ′ factorizes into a product of two single site correlators,
Let us first consider C +− (τ − τ ′ ). Performing the functional integral over the phase fields φ ± we get the equations,
The solution depends on the boundary conditions at t = −∞. We assume that in the remote past, the system is in thermal equilibrium, and hence the probability distribution
). In the zero temperature limit, 
Plugging this back, we get,
Similarly,
Using these site correlators in Eq. (50) for the bond correlators in Eq. (49), and using the causal structure of Σ R(A) , we obtain the following expression for the leading order nonequilibrium current
Since the upper limit of the integral is t = τ and Σ A (t) has a Θ(−t) structure, we can replace
and use the relation for the Fourier transform, Eq. (40). For τ < 0, the average current clearly vanishes. Let us split the integral in Eq. (58) into two parts, J = J < + J > , where J < involves integration from t = −∞ to 0 and in J > , t = 0 to τ :
After performing the time integration and some simple manipulations, we get
Now, using
the expression for the current simplifies to
The current response at long times
and a transient part,
that oscillates with the two beat frequencies ω ± = |D±2E C |, and slowly decays in accordance with an inverse square law in time. Such oscillations are absent in classical RC networks subjected to a constant electric field, where only exponential relaxation may occur. The amplitudes of the two oscillation frequencies are inversely related. Close to a resonance, D = ±2E C , the amplitude of the faster mode tends to vanish and the slower mode dominates.
At high fields, |D| ≫ 2E C , the beat frequencies are approximately ω ± ≈ |D| = ω B , where ω B is the Bloch oscillation frequency for noninteracting electrons. It is instructive to compare with the fermionic Hubbard chain at half-filling -a quantum model that is the dissipationfree counterpart of ours. At strong electric fields, the Bloch oscillations in this model also occur [12] at ω B , and which has a simple physical explanation. Consider a noninteracting model of fermions hopping on a one-dimensional lattice:
where ǫ j = Dj is the linearly varying potential energy in the presence of a constant electric field. As is well-known [see eg. [14] ], the above Hamiltonian is easily diagonalized by the transformation
which gives us a discrete spectrum, the Wannier-Stark ladder, with energies E n = nD, with n an integer. The wavefunction corresponding to E n is localized, centered around the site 
where γ ≈ 0.577 is the Euler-Mascheroni constant. Remarkably, the initial current response, J = gD/π is independent of the charging energy, E C , and appears to be physically related to the fact that sudden changes in the potential effectively short-circuit a capacitor. Plots of the current response for different applied electric field strengths are given in Fig. 1 The transient current response is a central result of this paper.
A higher order perturbation expansion (in g) can be made for the current response using the procedure described above. Calculating the transient response now involves multiple processes (single site vs. multi-site tunneling) and time scales. At high fields and small values of g, these higher order contributions can be ignored. However at small fields and g not very small compared to unity, the current response is dominated by higher order tunneling terms involving multiple sites. In the following Section, we will study the effect of higher order processes on the steady state part of the current.
IV. DC CURRENT AT LOW FIELDS: HIGHER ORDER PROCESSES
We are interested in the long time steady state response here, for which we turn on the electric field at t = −∞ and for all later times, the vector potential is simply A k,1 (t) = Dt (i.e. without the theta function in time). In this case, the expression for current given in Eq. (49) assumes a simpler form,
since the terms involving Eq. (49) involving the bond correlators Π ++ and Π −− cancel out.
Furthermore, for a given sign of D, only one of the two terms in the integrand contributes.
In the rest of the paper, we will assume D > 0 unless otherwise stated, and in this case, only the first term in the integrand in Eq. (69) needs to be calculated. The perturbative expansion of J is now obtained by expanding the bond correlators in increasing orders in g,
From Sec. III, we have the leading order contribution to current as
. We now consider the contribution to the current in the second order in the tunneling conductance g.
A. Second order steady state response
The first order correction to the bare bond correlator of the link labeled (k, 1) is
Let us define the four-point site correlators,
We now express the function W k,n µµ ′ σσ ′ (τ, τ ′ , t, t ′ ) in terms of the two and four point site
while for n = k,
The correlator W is nonzero only for n = k ± 1 k. For the calculation of current we only need the W µµ ′ σσ ′ with µ, µ ′ = {+, −}. These involve the following four-point site correlators:
The four-point site correlators clearly satisfy the identities
where the bar on the subscripts interchanges the + and − indices.
From the structure of the four-point site correlators, we see that the expression for the bond correlators has nonanalytic terms of the type e ιE C |t 1 −t 2 | . To deal with these, we make use of the identity,
We then express L σσ ′ (t − t ′ ) in the Fourier basis and then perform the t, t ′ integrals in Eq.(70). After some effort we get the following expression for Π
+− :
. Using Eq. (84) in Eq. (69), we obtain the second order contribution to the current:
From the step-like structure of the L +− and H +− functions, we find that J (2) = 0 for D < E C ; thus, J (2) has a smaller threshold compared to J (1) , which vanishes below 2E C .
For E C ≤ D < 2E C , the calculation of the current simplifies considerably since only one term makes a nonzero contribution in Eq. (85), and we have
and upon performing the integration we arrive at
Just above the threshold for J (2) , D = E C , the current has a power-law behavior,
which is to be contrasted with the linear behavior of J (1) above its threshold. At the other end, D = 2E C , the expression for J (2) has a logarithmic divergence. Physically, this is a manifestation of a resonance: D = 2E C is the condition for creating a particle-hole dipole excitation in neighboring grains. For higher fields, D > 2E C , more terms in Eq. (85) will now contribute to J (2) ; however, none of these terms eliminate the logarithmic singularity.
The second order perturbation correction to the current is justified provided one does not get too close to the singular point, i.e.,
Similar logarithmic divergence is also evident in Π (1) (τ ). On the other hand, the bond the Mott phase to a conducting, metallic phase whose boundary is given by the condition
The resummation and possible phase transition will be studied in detail elsewhere. Incidentally, the energy scale ǫ = E C e −1/g also appears in the scaling analysis of the single site equilibrium AES model close to the degeneracy point, n g = 1/2 [15] . Below this scale, phase fluctuations renormalize the gate charge to the fixed point value, n g = 1/2, which corresponds to resonant transmission. Finally, for very small values of 2E C − D, we expect that the energy level discreteness of the dots will begin to matter, and at resonance, the lower cutoff for |2E C − D| should at least be of the order of the mean level spacing δ, i.e., we need g < 1/ ln(2E C /δ).
B. Higher order contributions and current response at low fields
At low fields, finite contributions to the current appear only at higher orders. An order-n process has a threshold field D th , at any order. The contribution to the current from this process can be shown to be
The L +− functions constrain the frequency integration and we have
The integral gets the dominant contribution from the vicinity of ω i = D, and is approximately
Combining Eqs. (90) and (93), and making the Stirling approximation for factorials, we obtain, for large n,
Denoting [n D ] to be the least integer ≥ n D , the expression for the total current is given by,
For D ≪ E C , from the large n form of J (n) in Eq. (95), we see that the expression for the total current is divergent for b ≥ 1. We identify the onset of this divergence as the breakdown of our perturbation theory which is developed to work in the Mott phase and thus signals the nonequilibrium phase transition to a metallic phase. Thus, for small values of the electric field, the phase boundary for the nonequilibrium phase transition to this metallic phase is given by setting b = 1 :
with g 0 a constant of order one. For given g and E C , the critical electric field is 
The saddle point condition is (neglecting some small terms):
In terms of x = n D /n, an approximate solution of the above equation can be written as
where, x * = 1 − 2 ln b −1 . The form of current then turns out to be (for D < D c ),
Thus as the critical field D c is approached, the perturbation series for the current diverges, signaling the breakdown of the Mott insulator state.
V. DISCUSSION
In summary, we developed an effective Keldysh field theory for studying the nonequilibrium response of dissipative Mott insulator systems, and used it to study the nonequilibrium current response to a uniform electric field switched on at some instant of time. The main quantum effect that survives in the large-N limit is charge quantization, which is respected at every stage in the analysis of our problem. The charge quantization is reflected in sustained Bloch-like oscillations that decay as an inverse square power-law in time despite the presence of dissipation. The effect of correlations is to split the Bloch oscillation frequency into two beating frequencies whose difference is of the order of the Coulomb repulsion scale.
A major challenge in the area has been to demonstrate a DC current response in lattice translationally invariant Hubbard models. We identified the role played by dissipation in suppressing the Bloch oscillations (even if as a power law in time) and enabling a finite DC current response. We analyzed the DC current response taking into account higher order cotunneling processes that allow a trade-off between the reduced probability of a long-distance cotunneling and energy gain from the applied electric field. The response at small electric fields is found to be of the LZS form, J ∼ D[g/ ln 2 (1/g)] 2E C /D , although the exponent is proportional to the Mott gap E C instead of the usual e −E 2 C /D expected for pairproduction probability in the dissipation-free case [23] . We do not find a threshold field below which DC conduction is absent since at any small field, DC conduction is possible through sufficiently high order cotunneling. At higher fields, the perturbation expansion of the current in powers of the small tunneling conductance breaks down, and from this we obtain the phase boundary for the electric field driven Mott insulator to a conducting state.
The AES model regards the interdot tunneling processes to be of the Fermi GoldenRule type, which breaks down when the characteristic energies of particle-hole excitations in the dots approach the mean level spacing, δ. Therefore the typical potential drop between neighboring sites or the temperature should exceed δ. This imposes a cutoff on the regime of validity of our analysis.
We conclude with a brief discussion of future directions. Our approach can also be useful for the study of other far from equilibrium problems of current interest. For example, it is an interesting question as to how an initial non-thermal distribution of dot charges would evolve with time -in particular whether the long-time behavior retains any memory of the initial conditions. Similar questions have been posed, for example, in the context of relaxation of initial charge disctribution in bosonic cold atom systems [5] and the approach to thermal equilibrium in fermionic quantum chains [7] . Our Keldysh-AES model can also be used to study the energy transport. The problem we have attacked in our paper is the current response to a uniform DC electric field; however, the approach is readily generalized to problems involving time-dependent drives. In this context, it would be interesting to compare with periodically driven Hubbard chains in the absence of dissipation [35] . As we noted in our paper, there are two special values of the background charge on a dot -integer and half odd integer. The integer case that we studied in detail corresponds to a Mott insulator, while the latter is a correlated "bad" metal. The nonequilibrium response close to half odd integer background charges is an open question. Another interesting direction would be to study the nonequilibrium response of driven Josephson-junction arrays. This direction, especially after taking into account long-range Coulomb interactions, would shed more light to understand the sudden jumbs observed in the I-V characteristics of disordered superconductors that are in the insulating side and in the proximity of superconductor to insulator transition [22, 26, 29, 36] . 
Doing the functional integration over φ, we see that the constraints ∂ t n + = 0 and ∂ t n − = 0 are imposed and then it immediately follows from the boundary condition , n + (−∞) = n − (−∞), that Z (0) = 1.
Order g
where <> 0 denotes averaging with respect to the bare action. Thus,
We have the site correlators,
Then we get the bond correlators,
From the bond correlators we immediately see that the term involving Σ K vanishes. Now lets look at the term with Σ + . In the time representation, we have to keep in mind that it comes with the causality factor θ(t) and hence we write it as Σ(t)θ(t). The term involving this reads as, Σ + (t)θ(t) [exp(ιE C t) − exp(−ιE C t) − exp(ιE C |t|) + exp(−ιE C |t|)] .
Because of the presence of the Theta function, we see that we can remove the modulus sign from the last two terms and then clearly this contribution vanishes. Similarly we see that the contribution from terms involving Σ − also vanishes. Hence we see that the order g contribution to the partition function vanishes. We assume that all the higher order g contributions to the partition function vanishes too and thus the partition function is truly equal to 1.
