Abstract. A Redheffer type description of the set of all contractive solutions to the relaxed commutant lifting problem is given. The description involves a set of Schur class functions which is obtained by combining the method of isometric coupling with results on isometric realizations. For a number of special cases, including the case of the classical commutant lifting theorem, the description yields a proper parameterization of the set of all contractive solutions, but examples show that, in general, the Schur class function determining the contractive lifting does not have to be unique. Also some sufficient conditions are given guaranteeing that the corresponding relaxed commutant lifting problem has only one solution.
Introduction
This paper is devoted to the relaxed commutant lifting theorem in [14] . This theorem is a generalization of the classical commutant lifting theorem [19] , and it includes as special cases the Treil-Volberg lifting theorem [20] , and its weighted version due to Biswas, Foias and Frazho [12] .
To state the relaxed commutant lifting theorem, let us first recall the general setup. The starting point is a lifting data set {A, T ′ , U ′ , R, Q} consisting of five Hilbert space operators. The operator A is a contraction mapping H into H ′ , the operator U ′ on K ′ is a minimal isometric lifting of T ′ on H ′ , and R and Q are operators from H 0 to H, satisfying the following constraints T ′ AR = AQ and R * R ≤ Q * Q.
Given this data set the relaxed commutant lifting theorem in [14] states that there exists a contraction B from H to K ′ such that (0.1) Π H ′ B = A and U ′ BR = BQ.
Here Π H ′ is the orthogonal projection from K ′ onto H ′ . In fact, [14] provides an explicit construction for a contraction B satisfying (0.1). In the sequel we say that B is a contractive interpolant for {A, T ′ , U ′ , R, Q} if B is a contraction from H into K satisfying (0.1).
In this paper we present a Redheffer type formula to describe the set of all contractive interpolants for {A, T ′ , U ′ , R, Q}. In order to state our main results we need some auxiliary operators. To this end, let D • be the positive square root of We also need the projections Π T ′ and Π A defined by (0.4)
Notice that the previous definitions only relied upon the operators A, T ′ , R and Q. The minimal isometric lifting U ′ did not play a role. Recall that all minimal isometric liftings of the same contraction are isomorphic. So without loss of generality, in our main theorem, we can assume that U ′ = V is the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ which acts on H ′ ⊕ H 2 (D T ′ ). The definitions of a minimal isometric lifting and the Sz.-Nagy-Schäffer lifting are presented in the next section. Finally, given Hilbert spaces U and Y, we write S(U, Y) for the set of all operator-valued functions which are analytic on the open unit disk D and whose values are contractions from U to Y. We refer to S(U, Y) as the Schur class associated with U and Y. We are now ready to state our first main result.
Theorem 0.1. Let {A, T ′ , V, R, Q} be a lifting data set, where V on H ′ ⊕ H 2 (D T ′ ) is the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ . Then all contractive interpolants for this date set are given by
where F is any function from the Schur class
In general, formula (0.5) does not establish a one to one correspondence between B and the parameter F . It can happen that different F 's yield the same B. For instance, assume H 0 , H and H ′ to be equal to C, let A, R and Q be the zero operator on C, and take for T ′ the identity operator on C. Since T ′ is an isometry, the Sz.-Nagy-Schäffer minimal isometric lifting V of T ′ is equal to T ′ . The latter implies that there is only one contractive interpolant B for the data set {A, T ′ , V, R, Q}, namely B = A. The fact that R and Q are the zero operators on C implies that F = {0} and F ′ = {0}. It follows that for this data set {A, T ′ , V, R, Q} the only contractive interpolant B is given by formula (0.5) where for F we can take any function in the Schur class S(C, C). The previous example can be seen as a special case of our second main theorem. Our proof of the above theorem also provides a procedure to obtain a mapping of the type referred to in the theorem.
It is interesting to specify Theorems 0.1 and 0.2 for the case when in the lifting data set {A, T ′ , V, R, Q} the operators A, T ′ , R and Q are zero operators. In this case the intertwining condition V BR = BQ, where V is the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ = 0, is trivially fulfilled, and hence B is a contractive interpolant if and only if
where Θ is any function in H . Then there is a one to one mapping from the set of all F in S(H, H ′ ⊕ H) such that (0.7) holds onto the set S(D Γ , D Γ ), where Γ is the contraction from H into H 2 (H ′ ) defined by
When H = H ′ = C, and hence Θ is a scalar function, Corollary 0.3 can be found in [18] , page 490, provided Θ is of unit H 2 norm. For p × q matrix functions Θ, when H = C q and H ′ = C p , Corollary 0.3 is Theorem 2.2 in [3] . For the general operator valued case Corollary 0.3 seems to be new. Corollary 0.4 seems to be new even in the scalar case. Notice that in the scalar case the space D Γ in Corollary 0.4 consists of the zero element only if Θ is of unit H 2 norm, and D Γ = C otherwise. Another case of special interest is the classical commutant lifting problem. As we know from [14] the commutant lifting theorem can be obtained by applying the relaxed commutant lifting theorem to the data set {A, T ′ , U ′ , I H , Q} where H 0 = H, the operator R is the identity operator on H and Q is an isometry; see [14] . In this case, the space G ′ B in Theorem 0.2 consists of the zero element for any choice of the contractive interpolant B. In other words, for the case of the classical commutant lifting formula (0.5) provides a proper parameterization, that is, for every contractive interpolant B for {A, T ′ , V, R, Q} there exists a unique
with F (0)|F = ω such that B is given by (0.5). Finally, it is noted that this formula also yields the Redheffer type parameterization for the commutant lifting theorem presented in Section XIV of [13] . If in Theorem 0.1 we take F (λ) ≡ ωΠ F , where Π F is the orthogonal projection of D A onto F , then the contractive interpolant B in (0.5) is precisely the central solution presented in [14] .
From Theorem 0.1 we see that F = D A implies that there is a unique contractive interpolant (which is known from Theorem 3.1 in [14] ). Other conditions of uniqueness will be given in the final section of the paper.
We shall prove Theorems 0.1 and 0.2 by combining the method of isometric coupling with some aspects of isometric realization theory. The theory of isometric couplings originates from [1] , [2] , and was used to study the commutant lifting problem for the first time in [5] - [9] ; see also, Section VII.7 in [13] .
The paper consist of six sections not counting this introduction. The first two sections have a preliminary character, and review the notions of an isometric lifting (Section 1), and an isometric realization (Section 2). In the third section we develop the notion of an isometric coupling of a pair of contractions which provides the main tool in this paper. In Section 4 we prove Theorem 0.1 for the case when R * R = Q * Q, and in Section 5 we prove Theorem 0.1 in its full generality. In the final section we prove Theorem 0.2, and we present a few sufficient conditions for the case when (0.5) provides a proper parameterization, and also conditions for uniqueness of the solution.
We conclude this introduction with a few words about notation and terminology. Throughout capital calligraphic letters denote Hilbert spaces. The Hilbert space direct sum of U and Y is denoted by
The set of all bounded linear operators from H to H ′ is denoted by L(H, H ′ ). The identity operator on the space H is denoted by I H or just by I, when the underlying space is clear from the context. By definition, a subspace is a closed linear manifold. If M is a subspace of H, then H ⊖ M stands for the orthogonal complement of M in H. Given a subspace M of H, the symbol Π M will denote the orthogonal projection of H onto M viewed as an operator from H to M, and P M will denote the orthogonal projection of H onto M viewed as an operator on H. Note that Π
Isometric liftings
In this section we review some facts concerning isometric liftings that are used throughout this paper. For a more complete account we refer to the book [16] (see also Chapter VI in [13] , and Section 11.3 in [14] ).
Let T ′ on H ′ be a contraction. Recall that an operator U on K is a isometric lifting of T ′ if H ′ is a subspace of K and U is an isometry satisfying Π H ′ U = T ′ Π H ′ . Isometric liftings exist. In fact, the Sz.-Nagy-Schäffer isometric lifting V of T ′ is given by
Here S is the unilateral shift on the Hardy space H 2 (D T ′ ) and E is the canonical embedding of D T ′ onto the space of constant functions in H 2 (D T ′ ). To see that V in (1.1) is an isometric lifting of T ′ note that any operator U on K = H ′ ⊕ M is an isometric lifting of T ′ if and only if U admits an operator matrix representation of the form
is an isometry. An isometric lifting U of T ′ is called minimal when H ′ is cyclic for U . The Sz.-Nagy-Schäffer isometric lifting of T ′ is minimal. If the isometric lifting U is given by (1.2), then the lifting is minimal if and only if the space
Two isometric liftings U 1 on K 1 and U 2 on K 2 of T ′ are said to be isomorphic if there exists a unitary operator Φ from K 1 onto K 2 such that
Minimality of an isometric lifting is preserved under an isomorphism, and two minimal isometric liftings of T ′ are isomorphic. Finally, when U on K is a isometric lifting of T ′ , then the subspace K ′ , given by
is reducing for U , that is, both K ′ and its orthogonal complementK = K ⊖ K ′ are invariant under U . Furthermore, in that case the operator
is a minimal isometric lifting of T ′ , and the operator U admits a operator matrix decomposition of the form
whereŨ is an isometry onK. We shall call U ′ in (1.3) the minimal isometric lifting of T ′ associated with U . The following proposition summarizes the results referred to above in a form that will be convenient for this paper. For details we refer to Section 11.3 in [14] .
Nagy-Schäffer (minimal) isometric lifting of T ′ , and let U on H⊕M be an arbitrary isometric lifting of T ′ given by (1.2). Then there exists a unique isometry Φ from
where Λ is defined by
Finally, Φ is unitary if and only if U is a minimal isometric lifting of T ′ , and in that case the isometric liftings V and U of T ′ are isomorphic.
The isometry Φ introduced in the above theorem will be referred to as the unique isometry associated with T ′ that intertwines V with U . Since V is uniquely determined by T ′ , we shall denote this isometry simply by Φ U, T ′ . When U on K is an isometric lifting of T ′ and U ′ on K ′ is the minimal isometric lifting of T ′ associated with U , then the operator Π K ′ Φ U, T ′ is the unique isometry associated with
Isometric realizations
In this section we review some of the classical results on controllable isometric realizations, and we prove a few additional results that will be useful in the later sections.
We say that {Z, B, C, D; X , U, Y} (or simply {Z,
for all λ in some open neighborhood of the origin in the complex plane. Here Z is an operator on X and B is an operator from U into X while C is an operator mapping X into Y and D is an operator from U into Y (where X , U and Y are all Hilbert spaces). In this case, we refer to the function defined by the right hand side of (2.1) as the associated transfer function. A realization {Z, B, C, D} is called isometric if the operator
is an isometry. The transfer function of a realization can also be expressed in terms of the system matrix M . In fact, if {Z, B, C, D} is a realization and M is the associated system matrix, then in a neighborhood of the origin the transfer function G is also given by
where J X is the partial isometry from Y ⊕ X to U ⊕ X given by
Indeed, for λ sufficiently close to zero we have
Since the right side of (2.1) is a Schur class function if M in (2.2) is an isometry, the same holds true for the right hand side of (2.3) . Notice that the function G defined by (2.3) can also be written in the form:
n BU is equal to X , then the realization or the pair {Z, B} is called controllable. In other words, a realization is controllable if and only if the space BU is cyclic for Z. In terms of the system matrix M in (2.2) the realization {Z, B, C, D} is controllable if and only if
The above condition (2.4) is also equivalent to the requirement that {J X M, Π * U } is a controllable pair. In the particular case when U = Y in (2.2), condition (2.4) can be written in an even simpler form. This is the contents of the next lemma.
Lemma 2.1. Let M be as in (2.2), and assume U = Y. Then {Z, B} is controllable if and only if U ⊕ {0} is cyclic for M , that is,
Proof. Let E U be the canonical embedding of U into U ⊕ X , and define M 0 to be the operator
This feedback relation implies that the pair {M 0 , E U } is controllable if and only if the pair {M, E U } is controllable. Thus (2.5) holds if and only if {M 0 , E U } is controllable. Now notice that for all integers n ≥ 1, we have
It follows that
We conclude that (2.5) holds if and only if the pair {Z, B} is controllable.
A realization {Z, B, C, D} or the pair {C, Z} is called observable if CZ n x = 0 for all integers n ≥ 0 implies that the vector x is equal to zero. Since the orthogonal complement of Ker CZ n is equal to the closure of Im (Z * ) n C * , we see that observability of the realization {Z, B, C, D} is equivalent to the controllability of the dual realization {Z 
Unitary equivalence does not change the transfer function. More precisely, when two realizations are unitary equivalent, then their transfer functions coincide in a neighborhood of zero. For isometric controllable realizations the converse is also true. In fact we have the following theorem. The above result appears in a somewhat different form in [19] as a theorem representing a Schur class function as a characteristic operator function. A full proof, with isometric systems replaced by their dual ones, can be found in [4] which also gives additional references. In Section 1.3 of [15] the theorem is proved using the Naimark dilation theory.
We conclude this section with a proposition that will be useful in the later sections. The starting point is an isometry Y of the type appearing in (1.2). More precisely,
) be an isometry. Assume M = D ⊕ X , and let Π D and Π X be the orthogonal projections of M onto D and X , respectively. Put
Then F belongs to the Schur class S(D, D ′ ⊕ D) and
where Π and Π ′ are the orthogonal projections of D ′ ⊕D onto D and D ′ , respectively.
It will be convenient first to prove a lemma. Let Γ be a contraction from M into E 1 ⊕ M. Partition Γ as a 2 × 1 operator matrix, as follows
Furthermore, let E 2 be a subspace of M, and consider the function
Since Γ is a contraction, the same holds true for Γ 2 , and hence I − λΓ 2 is invertible for each λ ∈ D. Thus Ξ is well-defined on D. Next, let X be the orthogonal complement of E 2 in M, and thus M = E 2 ⊕ X . Then Γ also admits a 3 × 2 operator matrix representation, namely
Again, since Γ is a contraction, the operator Z is a contraction, and hence F is well-defined on D.
Lemma 2.4. Let Ξ and F be the functions defined by (2.10) and (2.12), respectively. Then F belongs to the Schur class S(E 2 , E 1 ⊕ E 2 ) and
where Π 1 and Π 2 are the orthogonal projections of E 1 ⊕ E 2 onto E 1 and E 2 , respectively.
Proof. The function F is the transfer function of the system
By (2.11) the system matrix corresponding to this system is equal to Γ, and hence it is a contraction. This implies that F belongs to the Schur class S(E 2 , E 1 ⊕ E 2 ); cf., Theorem 4.1 in [10] where this is proved for time-variant systems.
To prove (2.13) fix λ ∈ D. Using the partitioning of Γ in (2.11) we see that for each e ∈ E 2 we have
To find Ξ(λ)e we have to compute the first column of the inverse of the 2 × 2 operator matrix (2.14)
Since I − λZ is invertible, the Schur complement ∆(λ) of I − λZ in (2.14) is welldefined and is given by
It follows (cf., Remark 1.2 in [11] ) that
Since e is an arbitrary element of E 2 , this proves (2.13).
Proof of Proposition 2.3. Since Y is assumed to be an isometry, Y * is a contraction. Now apply Lemma 2.4 with D ′ in place of E 1 , with Y * in place of the contraction Γ in (2.9), and with D in place of E 2 . With these choices the function Ξ in (2.10) coincides with the function defined by the left hand side of (2.8). Thus in order to finish the proof it remains to show that with Γ = Y * , E 1 = D ′ , and E 2 = D the function F in (2.12) is also given by (2.7). But this follows by applying to F in place of G that the function G in (2.1) is also given by (2.3). Indeed, since F is the transfer function of the system
and the system matrix of this system is equal to Y * , the equivalence between (2.1) and (2.3) yields in a straightforward way that F in (2.12) is also given by (2.7).
Isometric couplings
Throughout this section {T ′ , A} is a pair of contractions, T ′ on a Hilbert space H ′ and A from a Hilbert space H to H ′ . An isometric coupling of {T ′ , A} is a pair {U on K, τ} of operators such that U is an isometric lifting of T ′ , acting on K (and thus H ′ ⊂ K), and τ is an isometry from H to K with Π H ′ τ = A. If the space K is of no interest, then we will just write {U, τ}. An isometric coupling {U on K, τ} of {T ′ , A} is called minimal if, in addition, the space
There exist minimal isometric couplings of {T ′ , A}. To see this, let U be the operator on
given by the following operator matrix representation
Here E D T ′ is the canonical embedding of D T ′ onto the space of constant functions of H 2 (D T ′ ), and S D T ′ and S DA are the unilateral shifts on H 2 (D T ′ ) and H 2 (D A ), respectively. Notice that the operator defined by the 2 × 2 operator matrix in the left upper corner of the matrix for U is the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ . Since S DA is an isometry, we conclude that U is also an isometric lifting of T ′ . Now let τ be the isometry defined by
where E DA is the canonical embedding of D A onto the space of constant functions of
′ , A} are said to be isomorphic if there exists a unitary operator Ψ from K 1 to K 2 such that
In this case
Minimality is preserved under isomorphic equivalence. Indeed, when the pairs {U 1 on K 1 , τ 1 } and {U 2 on K 2 , τ 2 } are isomorphic isometric couplings of {T ′ , A}, and Ψ from K 1 to K 2 is an isomorphism between the two isometric couplings, then
We say that an isometric coupling {U on K, τ} of {T ′ , A} is special if K is a Hilbert direct sum of the space H ′ , the space D A and some Hilbert space X , that is, K = H ′ ⊕ D A ⊕ X , and the action of τ is given by τ h = Ah ⊕ D A h ⊕ 0, where 0 is the zero vector in X . In other words, an isometric coupling {U on K, τ} of {T ′ , A} is special if, in addition, D A is a subspace of M, where M = K ⊖ H ′ , and τ admits a matrix representation of the form
The importance of special isometric couplings follows from Theorem 3.4 below. To prove this theorem we need a few auxiliary propositions. The first also settles the question of existence of special isometric couplings. Proposition 3.1. Every isometric coupling is isomorphic to a special isometric coupling.
Proof. Let {U on K, τ} be an isometric coupling of {T ′ , A}, and put M = K ⊖ H ′ . Since τ is an isometry and Π H ′ τ = A, the operator τ admits a matrix representation of the form:
see Section IV.1 of [13] or Section XXVII.5 of [17] . Now let D = Im Γ, and put 
Also define U 0 = σ * U σ and τ 0 = σ * τ . Then {U 0 , τ 0 } is a special isometric coupling of {T ′ , A} which is isomorphic to {U, τ}.
Since minimality of isometric couplings is preserved under isomorphisms, and isometric couplings do exist (see the third paragraph of this section), the above proposition shows that any {T ′ , A} admits a special minimal isometric coupling. Recall that an isometric lifting U of T ′ can always be represented (see (1.2)) in the following form:
is an isometry. According to (1.3) this U also admits a matrix representation of the form:
Here U ′ on K ′ is the minimal isometric lifting of T ′ associated with U (see Section 1), andŨ is an isometry onK. We can now state the next proposition. Proposition 3.2. Let {U, τ } be an isometric coupling of {T ′ , A}, where U is determined by (3.3) and τ by (3.2). Set D = Im Γ, where Γ is given by (3.2), and for Y in (3.3) consider the following operator matrix representation:
Then {U, τ } is a minimal isometric coupling of {T ′ , A} if and only if the pair {Z, B} is controllable.
Proof. Since τ is given by (3.2), the space
Thus we have to show that H ′ ⊕D is cyclic for U if and only if the pair {Z, B} is controllable. To do this we associate with U two auxiliary operators, namely
Notice that the range of U −Ǔ belongs to
By induction one proves that for n = 1, 2, 3, . . . we havě
On the other hand 
. Consider the following operator matrix representation
Then {U 1 , τ 1 } and {U 2 , τ 2 } are isomorphic if and only if
Now let Φ be the unitary operator from
Then Φh = h for all h in H ′ . Because {U 1 , τ 1 } and {U 2 , τ 2 } are special, we see that
Hence Φτ 1 = τ 2 . Using the appropriate operator matrix decomposition we arrive at
A similar calculation shows that
Because D 1 = D 2 and (3.5) holds, we see that ΦU 1 = U 2 Φ. In other words, {U 1 , τ 1 } and {U 2 , τ 2 } are isomorphic.
Conversely (3.9) , we see that
Hence
′ . Then there is a one to one map from the set of minimal isometric couplings of {T ′ , A}, with isomorphic ones being identified, onto the Schur class
. This map is defined as follows. Let {U, τ } be a minimal isometric coupling of {T ′ , A}, which may be assumed to be special, by Proposition 3.1. Define
Then {U, τ } → F {U,τ } is the desired map.
Proof. We know from Proposition 3.1 that every isometric coupling is isomorphic to a special one. So without loss of generality we can assume the isometric couplings to be special. From Proposition 3.2 and Section 1 it is clear that there is a one to one correspondence between the special minimal isometric couplings of {T ′ , A} and the isometries Y mapping the space 
Following up all these one to one correspondences and using the results of Section 2 we see that the map from a special minimal isometric coupling {U, τ } to F is given by F = F {U,τ } . To complete the proof, it remains to apply Proposition 3.3.
We conclude this section with a lemma that will be useful in the next section.
Lemma 3.5. Let {U 1 on K 1 , τ 1 } and {U 2 on K 2 , τ 2 } be isomorphic isometric couplings of {T ′ , A}, and let V on H ′ ⊕ H 2 (D T ′ ) be the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ . For j = 1, 2 let Φ j be the unique isometry associated with T ′ intertwining V and U j . Then
So, by Theorem 1.1 (see also the last paragraph of Section 1), the operator Θ is the unique isometry associated with T ′ intertwining V and U 1 , that is, Θ = Φ 1 . It follows that Φ 1 = Ψ * Φ 2 , and hence Φ *
, which completes the proof.
Main theorem for the case when
In this section {A, T ′ , V, R, Q} is a lifting data set, with
Our aim is to prove Theorem 0.1 assuming that R * R = Q * Q. First let us reformulate Theorem 0.1 for this case. For this purpose note that for R * R = Q * Q the spaces F and F ′ defined by (0.2) are given by
The following is the main result of this section.
Theorem 4.1. Let {A, T ′ , V, R, Q} be a lifting data set, where
is the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ , and assume that R * R = Q * Q. Then all contractive interpolants B for {A, T ′ , V, R, Q} are given by
where F is any function in
Here ω is the unitary operator defined in (4.1) while Π T ′ and Π A are the projections given by
The proof of the above theorem will be based on a further refinement (which we present in two propositions) of the theory of isometric couplings presented in the previous section. In fact, to obtain contractive interpolants for {A, T ′ , V, R, Q} we shall need isometric couplings {U, τ } of {T ′ , A} satisfying the additional intertwining relation U τ R = τ Q. This is the contents of the first proposition (Proposition 4.2 below). The existence of such couplings is guaranteed by the second proposition (Proposition 4.3 below), which is based on Theorem 3.4. In the sequel, for simplicity, we shall write V for the space
Proposition 4.2. Let {A, T ′ , V, R, Q} be a lifting data set, with V on V being the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ , and assume that R * R = Q * Q. Let {U on K, τ } be an isometric coupling of {T ′ , A} satisfying U τ R = τ Q, and let Φ be the unique isometry from V into K associated with T ′ intertwining V with U . Then
is a contractive interpolant for {A, T ′ , V, R, Q}, and all contractive interpolants for this data set are obtained in this way. More precisely, if B a contractive interpolant for {A, T ′ , V, R, Q}, then there exists a minimal special isometric coupling {U, τ } of {T
′ , A} such that B = Φ * τ and U τ R = τ Q.
Proof. First let us show that B defined by (4.3) is a contractive interpolant for the data set {A, T ′ , V, R, Q}. Obviously, B is a contraction. Put K ′ = Im Φ. Recall (see Section 1) that ΦΦ * is the orthogonal projection of K onto K ′ . From Theorem 1.1 we know that K ′ = n≥0 U n H ′ is a reducing subspace for U . It follows that U commutes with ΦΦ * . Since Φ * Φ is the identity operator on
Thus B is a contractive interpolant for {A, T ′ , V, R, Q}. To prove the reverse implication, assume that B is a contractive interpolant. We have to construct a minimal special isometric coupling {U, τ } of {T ′ , A} satisfying U τ R = τ Q such that B is given by (4.3). Since B is a contraction, we may consider the subspacesF
Using V BR = BQ with R * R = Q * Q, and the fact that V is an isometry, we see that for each h ∈ H 0 we have
Hence there exists a unique unitary operatorω fromF ontoF ′ such thatωD B R = D B Q. Next, define the subspaces
Notice that D B =F ⊕G and D B =F ′ ⊕G ′ . Thusω defines a partial isometry Ω on D B as follows:
Observe that D Ω coincides withG. Define V Ω to be the Sz.-Nagy-Schäffer minimal isometric lifting of Ω on V Ω = D B ⊕ H 2 (G). Thus V Ω has the following operator matrix representation
Here EG is the canonical embedding ofG onto the space of constant functions in H 2 (G), and SG is the unilateral shift on the Hardy space H 2 (G). Since V Ω is a minimal isometric lifting of Ω, we have
is an isometric lifting of T ′ , the operator U Ω is an isometric lifting of T ′ , and
Because H ′ is cyclic for V and D B is cyclic for V Ω , the reducing decomposition of U Ω in (4.4) shows that H ′ ∨ τ Ω H is cyclic for U Ω . In other words, the isometric coupling {U Ω , τ Ω } is minimal. Since V BR = BQ, the construction of U Ω and τ Ω implies that
Indeed, for h ∈ H 0 we have
However, D B RH 0 ⊂F , and hence V Ω D B Rh =ωD B Rh = D B Qh, which follows from the definition ofω. Since, by assumption, V BRh = BQh, we see that
which proves the first identity in (4.6). The second is clear from the definition of τ Ω . From the construction of U Ω it follows that the unique isometry Φ Ω associated with T ′ that intertwines V with U Ω is equal to Π * V , where Π V is the orthogonal projection of V ⊕ V Ω onto V. This together with the second identity in (4.6) yields (4.7) B = Π V τ Ω = Φ * Ω τ Ω . By Proposition 3.1 and the fact that minimality of isometric couplings is preserved under isomorphisms, there exists a minimal special isometric coupling {U, τ } of {T ′ , A} which is isomorphic to {U Ω , τ Ω }. Using Lemma 3.5 and formula (4.7) we obtain B = Φ * τ , where Φ is the unique isometry associated with T ′ that intertwines V with U .
It remains to prove that U τ R = τ Q. Let Ψ be the isomorphism that transforms {U Ω , τ Ω } into {U, τ }. In particular, Ψτ Ω = τ . Moreover formula (3.1) yields In particular, there exists a special isometric coupling {U, τ } of {T ′ , A} satisfying U τ R = τ Q.
It will be convenient first to prove the following lemma.
Lemma 4.4. Let {A, T ′ , U ′ , R, Q} be a lifting data set satisfying R * R = Q * Q. Let {U, τ } be a special isometric coupling of {T ′ , A}, and consider its operator matrix representation of the form
Proof. Since the coupling is special, the space D A is a subspace of M and
It follows that for h in H 0 , we have
Since Y is an isometry, we see that U τ R = τ Q if and only if Y |F ′ is a unitary operator from F ′ onto F with the same action as ω * . Because of the uniqueness of ω, this proves the lemma. 
By consulting (3.10) we see that
it follows that the first condition in (4.9) is equivalent to
where γ is some operator from F into X . However, ω is an isometry and Y * |F is a contraction. This implies that γ = 0. We conclude that the first condition in (4.9) is equivalent to Y * |F = ω. By taking adjoints, and using that ω is a unitary operator from F onto F ′ , we see that the same holds true for the second condition in (4.9). ′ , A} such F = F {U,τ } . Since F (0)|F = ω, we conclude that U τ R = τ Q.
Proof of Theorem 4.1. We split the proof into two parts.
Part 1.
Assume that B is a contractive interpolant for the data set {A, T ′ , V, R, Q}. Since R * R = Q * Q, we know from Proposition 4.2 that there exists a (minimal) special isometric coupling {U on K, τ } of {T
′ , A} such that U τ R = τ Q and B = Φ * τ , where Φ is the unique isometry from
The identity B = Φ * τ and the formula for Φ in Theorem 1.
It follows that
To obtain the expression for B given in 
In other words, using the terminology introduced in Theorem 3.4, we have F = F {U,τ } . Since U τ R = τ Q, Proposition 4.3 shows that F (0)|F = ω, which completes the first part of the proof.
We have to show that B defined by (4.2) is a contractive interpolant for the given data set. According to Theorem 3.4 there is a minimal special isometric coupling {U, τ } of {T ′ , A} such that F = F {U,τ } , where F {U,τ } is defined by (3.10). The fact that F (0)|F = ω yields U τ R = τ Q, by Proposition 4.3.
Since B is given by (4. 
Proof of the first main theorem
In this section we shall prove Theorem 0.1. The proof will be based on the analogous result for the case when R * R = Q * Q, which was proved in the preceding section, and on Proposition 5.1 below, which allows us to reduce the general case to the case when R * R = Q * Q. Throughout this section {A, T ′ , V, R, Q} is a lifting data set with V being the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ . As before, put D • = D • H 0 , where D • is the positive square root of Q * Q − R * R. Introduce the following operators:
Here 
it is straightforward to check thatṼ is the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ • , and that the quintet (5.1)
is a contractive interpolant for the data set (5.1), then the operator B from H to
H , is a contractive interpolant for the data set {A, T, V, R, Q}, and all contractive interpolants for {A, T, V, R, Q} are obtained in this way.
Proof. LetB be a contractive interpolant for the data set (5.1). ThenB is of the following form
Moreover,ṼBR • =BQ • . Now, using thisB, let B be the operator defined by (5.2). In other words
By virtue ofṼBR • =BQ • it follows that
Thus B is a contraction, A = Π H ′ B and V BR = BQ, that is, B is a contractive interpolant for the data set {A, T ′ , V, R, Q}.
be an arbitrary contractive interpolant for the data set {A, T ′ , V, R, Q}. We have to show that B is given by (5.2), wherẽ B is some contractive interpolant for the data set (5.1). In fact, from (5.3) we see that it suffices to find a contraction Γ from D B into H 2 (D • ) such that the operator B, given by
satisfies the intertwining relationWBR • =BQ • , whereW is the operator which one obtains by interchanging the second and the third column and the second and third row in the operator matrix forṼ . Put
• is a partial isometry, and the Sz.-Nagy-Schäffer minimal isometric lifting of V • is equal toW . Thus
is a lifting data set. Since R *
• R • = Q *
• Q • , we know from Theorem 4.1 that the data set (5.6) has a contractive interpolantB. By identifying the spaces
one sees that this operatorB is also a contractive interpolant for the data set (5.1), and from (5.4) it follows that with this choice ofB the identity (5.2) holds.
Proof of Theorem 0.1. We split the proof into two parts. Part 1. Let B be a contractive interpolant for the data set {A, T ′ , V, R, Q}. Then B is of the form (5.2) for some contractive interpolantB for
• Q • , we can use Theorem 4.1 to find a formula forB. To write this formula, we need the subspaces
and the unitary operator
In this setting,
A straightforward computation shows that
By interchanging in the last column the first two coordinate spaces and identifying the vector x ⊕ 0 with the vector x, we see that
where the subspaces F and F ′ and the unitary operator ω are defined in Section 0. Let us now apply Theorem 4.1 toB. It follows that
where 
Here Π T ′ and Π A are the projections given by (0.4) and
Since B is obtained fromB via (5.2), we conclude that B has the desired form (0.5).
Part 2. The reverse implication is proved in a similar way. Indeed, assume that B is given by (0.5), where
Using the identifications made in the first part of the proof, we can view F as a function
But then we can use Theorem 4.1 to show thatB defined by (5.9) is a contractive interpolant for the data set
SinceB is also given by (5.10), we conclude that B andB are related as in (5.2). Thus Proposition 5.1 implies that B is a contractive interpolant for {A, T ′ , V, R, Q}.
Parameterization and uniqueness of solutions
In this section we prove the second main theorem (Theorem 0.2). As a consequence of this theorem we obtain conditions on the lifting data set {A, T ′ , V, R, Q} guaranteeing that the parameterization in Theorem 0.1 is proper, that is, conditions on {A, T ′ , V, R, Q} implying that for every contractive interpolant B for {A, T ′ , V, R, Q} there exists a unique
We shall also present conditions on {A, T ′ , V, R, Q} implying the existence of a unique interpolant for {A, T ′ , V, R, Q}. To shorten the notation in this section we define
Also, for a given contractive interpolant B for {A, T ′ , V, R, Q} we define the spaces
Notice that G B and G 
where * represents operators which are not specified any further.
(i) Because V is an isometric lifting of T ′ and U is an isometric lifting of V , as we can see from (6.5), we obtain that U is an isometric lifting of T ′ . From (6.5) we can immediately see that U also is an isometric lifting of the zero operator on D • . Hence U is an isometric lifting of T 
Notice that in general we have for every operator W on a Hilbert space L with U and Y subspaces L that
Applying this with U in (6.5), the fact that V on V is a minimal isometric lifting of T ′ and the fact that (
is cyclic for U , and thus {U, τ} is minimal as an isometric coupling of {T (iii) We already showed, in (i), that U is an isometric lifting of both T ′ and T ′
• . From (6.5) we see that V is the minimal isometric lifting of T ′ associated with U and thus, using the remark in the final paragraph of Section 1, we obtain that
is the unique isometry associated with T ′ • that intertwinesṼ with U , we see that the isometry
V is the unique isometry associated with T ′ that intertwines V and U . Thus for all v ∈ V we have
(iv) In the proof of (iii) we saw that
. It remains to prove the final statement of the lemma. For this purpose, let Proof. From the remark in the last paragraph of Section 1 we can conclude that 
ThenΨ is a unitary operator withΨx = x for all x ∈ H ′ ⊕ D . Since {Ǔ ,τ } and {U, τ} are isomorphic, Lemma 3.5 implies that Proof of Theorem 6.1. Let S B be the set defined by
We have to show that there exists a one to one mapping from S B onto S(G B , G Then, using Lemma 6.2 and Lemma 6.3, we obtain that there exists a one to one mapping from S B onto the set of (equivalence classes of) minimal isometric couplings {U, τ} of
Note that, because B is a contractive interpolant for {A, T ′ , V, R, Q} and thus V BR = BQ, we have that {B, V, V, R, Q} is a lifting data set, and that the lifting data set {B • , V • ,W , R • , Q • } is constructed from {B, V, V, R, Q} in the same way as we constructed {A • , T 
Hence there exists a one to one mapping from the set S B onto S(G B , G ′ B ). In fact, in the proof of Theorem 6.1 we do not only show that there exists a one to one mapping from the set of
, but we actually indicate how such a mapping can be constructed. To be more specific, the construction in the reverse way goes as follows.
Assume that G is a Schur class function from S(G B , G 
where M satisfies the controllability type condition
Here J Y is the partial isometry given by
Notice that because V • and B • are as in (5.5) we obtain that
Then {Ǔ ,τ } is a special isometric coupling of {V • , B • }. Because M satisfies (6.9), the coupling {Ǔ ,τ } is minimal andǓτ R • =τ Q • . Hence by Lemma 6.2 we obtain that {Ǔ ,τ } also is a minimal isometric coupling of {T with J X being the partial isometry given by
From Theorem 6.1 we immediately obtain the next corollary. From this we obtain that for all h ∈ H
Note 
The final statement of the lemma follows immediately from (i), (ii) and Corollary 6.4.
For the classical commutant lifting theorem, that is, when H = H 0 , R = I H and Q is an isometry on H, we have already seen in Section 0 that the parameterization in Theorem 0.1 is proper. This result also follows from Lemma 6.5 (ii). Indeed, if H = H 0 , R = I H and Q is an isometry on H, then 
