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We report the results of continuous monitoring—using a seismometer array—of the travel time of seismic
waves generated by an ACROSS artiﬁcial seismic source. The seismometer array, which was deployed in a
surface vault located 2.4 km from the source, recorded both direct P- and S-waves and refracted P- and S-
waves that traveled along a velocity boundary between the granite basement and overlying sedimentary rocks.
We analyzed temporal variation in differential travel time and apparent velocity for these phases for a period
of 1 month and found signiﬁcant temporal variation in the differential travel time. Most of the variation can be
attributed to changes in environmental conditions, such as atmospheric temperature and rainfall. Variation is even
observed in the seismogram that is located 50 m from the vibration source, although much smaller variation is
observed in the vibration of the foundation to which the source is attached. The spectral study revealed that the
effects of temperature and rainfall depend strongly on the frequency range used by ACROSS and that a large
variation occurs in the 15- to 20-Hz range, especially between 17 and 20 Hz. The environmental effect on the
temporal variation is comparable to the record of refracted S waves and that of a distance of 50 m, whereas a larger
variation was observed in the direct S wave. This result shows that the signal is affected by the environmental
change near the vibration source. The environmental effect can be drastically reduced when the signal from the
15- to 20-Hz range is eliminated in the analysis.
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1. Introduction
Various methods have been tested for their sensitivity and
reliability to detect changes in the propagation properties of
seismic waves related to changes in the travel medium (see
Crampin et al., 1990; Li et al., 1998; Niu et al., 2003).
Changes in stress and ﬂuid distribution, for example, can
affect propagation properties, such as the velocity, attenua-
tion, dispersion and anisotropy of seismic waves.
Laboratory experiments indicate that the velocity of elas-
tic waves in rocks is strongly dependent upon the nature
of the stress ﬁeld (Birch, 1960). This relationship is at-
tributed to the increasing stiffness and seismic velocity
of rocks under high stress that results from the closure
of structural defects such as cracks and joints. Semenov
(1969) monitored the velocity of direct P- and S-waves and
recorded reductions in the V p/V s ratio immediately prior
to large earthquakes; these observations are the forerunners
to the dilatancy-diffusion theory (Nur, 1972; Sholtz et al.,
1973). In contrast to these ﬁndings, McEvilly and John-
son (1974) failed to detect any variation in the V p/V s ratio
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prior to moderate magnitude earthquakes in central Califor-
nia even though seismic velocity was carefully monitored
using quarry blasts of precisely controlled timing. These
authors concluded that in order to successfully monitor ve-
locity changes, additional careful studies would be required
within incipient source regions using wave paths that prop-
agate through the source region. The question of whether it
is practically possible to measure velocity changes resulting
from changes in tectonic stress, however, remains contro-
versial.
The scattering of seismic waves is a potentially effective
method of detecting changes in physical properties, such as
attenuation properties, as it can be used to sample an entire
crustal volume, such as a rupture zone. Sato (1988) reported
a signiﬁcant increase in the scattering and attenuation of
seismic waves prior to and following the 1984 Western
Nagano earthquake (Ms=6.8). Similarly, Hiramatsu et al.
(2000) recorded an increase in coda Q−1 following the 1995
Hyogoken-Nanbu earthquake and attributed this change to
variations in static stress that resulted from the earthquake.
Changes in the anisotropy of seismic waves have also been
detected in association with seismic events. For example,
temporal changes in the time delay of split shear waves
have been observed immediately prior to earthquake events
(e.g. Crampin et al., 1990; Bokelmann and Harjes, 2000).
This phenomenon has been explained by applying a the-
ory of extensive dilatancy anisotropy (Crampin, 1987) in
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which the differential stress ﬁeld dictates the preferential
alignment of newly formed or growing cracks. Saiga et al.
(2003) reported temporal variation in the time delay of split
shear waves resulting from static stress changes associated
with a moderate magnitude earthquake. These observations
demonstrate the sensitivity of the propagation properties of
seismic waves to changes in applied stress; however, these
researchers were not always able to analyze events of sim-
ilar source parameters. Successive earthquakes with identi-
cal source parameters, such as hypocenter and focal mech-
anism, are ideally required for accurate monitoring of the
propagation properties of seismic waves.
An accurate and continuous experiment is necessary to
detect temporal variations in seismic velocity within the
earth’s crust. Reasenberg and Aki (1974) conducted an ex-
periment that involved measuring the travel time of an air-
gun shot signal over a distance of 200 m. They detected a
variation in travel time of 1 ms, which can be correlated to
the effects of the earth’s tide. Yamamura et al. (2003) con-
ducted long-term observations using a piezoelectric trans-
ducer over a distance of 12 m, and also detected variations
in travel time that show a strong correlation with the earth’s
tide. Furumoto et al. (2001) demonstrated that characteris-
tic temporal changes in seismic wave velocity can be related
to tidal stress and a secular stress accumulation resulting
from repeated observation explosions. There are, however,
few studies that have undertaken the accurate and continu-
ous long-term monitoring of seismic velocity using an arti-
ﬁcial source.
A system that uses an artiﬁcial source and which is ca-
pable of continuous and precise monitoring of the propaga-
tion properties of seismic waves within the crust has already
been developed (Kumazawa and Takei, 1994; Yamaoka et
al., 2001). This system is called the Accurately Controlled
Routinely Operated Signal System (ACROSS). The vibra-
tor in the ACROSS system generates a signal with a cen-
trifugal force of a rotating eccentric mass. The rotation is
precisely synchronized to global positioning system (GPS)
timing, which provides large numbers of stacks for data that
are also sampled in synchrony with GPS timing at a re-
ceiver. Given a 1-week stacking, the signal generated by the
ACROSS vibrator can be detected at seismic stations more
than 100 km from the source (Yamaoka and Ikuta, 2004;
Yoshida et al., 2004). The vibrator used in this study can
produce a maximum force of 2×105 N, but one can barely
feel the vibration even at a distance of 10 m.
Ikuta et al. (2002) monitored temporal variations in travel
time for 15 months using a surface-deployed ACROSS
source and seismometers at depths of 800 m and 1700 m
in boreholes along the Nojima fault zone, which was the
fault zone that ruptured during the 1995 Hyogo-ken Nanbu
(Kobe) earthquake. The authors were able to measure tem-
poral variation in the travel time of direct waves over a long
period with high accuracy. Ikuta and Yamaoka (2004) de-
tected sudden delays and subsequent gradual recovery in the
travel time of direct P- and S-waves generated by the 2000
Western-Tottori earthquake (Mw=6.6) and the 2001 Geiyo
earthquake (Mw=6.4). The delays were also accompanied
by an increase in shear wave splitting. These authors inter-
preted the measured variation as resulting from an increase
in pore pressure within preferentially aligned cracks in the
uppermost crust due to strong seismic shaking. The impor-
tance of this study is that the authors were able to demon-
strate that seismic velocity could be monitored over a long
period of time at a high accuracy.
Based on the above experiments, all of which revealed
the potential of the ACROSS system, we sought to utilize
seismometer arrays to detect and monitor various phases
included in the ACROSS signal. Niu et al. (2003) de-
tected a temporal variation in the seismogram of repeated
microearthquakes measured by seismic stations. Their re-
sults revealed a change in the location of scatterers within a
fault zone related to an aseismic deformation event. In the
current study, we set out to document precise observations
using a seismic array with the aim of investigating temporal
variations in the seismic wave velocity and apparent veloc-
ity of various phases propagating through the crust. The
observation site that we selected for this study is a research
site located deep underground, where subsurface structure
is well understood and where many observational facilities,
such as strainmeters, groundwater wells and seismometers,
are already deployed.
2. Site Description and System Deployment
2.1 Observation array
We deployed a seismic array within a vault used for the
observation of crustal deformation. As our aim was to de-
tect temporal variations in the propagation properties of
seismic waves, it was important to minimize artiﬁcial vari-
ations resulting from the observation system. We there-
fore deployed both seismometers and the data-logging sys-
tem in the vaults, where temperature remains constant to



























Fig. 1. Map of the experiment site. The ACROSS sources and seismome-
ter array are deployed in the Tono mine and in a vault used for the ob-
servation of crustal deformation inMizunami, respectively. Solid circles
denote seismometers. The seismometer array is 64×64 m at the interval
of 8 m ,as a cross shape along extensometers. Open circles and an open
rectangular denote three ACROSS sources, which have rotation axes in
the vertical and the horizontal direction, respectively. The ACROSS
sources are covered with a foundation.
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three-component velocity sensors (Mark Products Inc.; L-
28LBH) with a natural frequency of 4.5 Hz and sensitivity
of 0.61 V/(cm/s). The seismometers were deployed linearly
at 8-m intervals in two tunnels that intersect at right angles.
The vault that housed the seismometer array is located
2.4 km from the ACROSS source used in this study (Fig. 1)
and is constructed within Neogene sedimentary rock of the
Mizunami group that overlies the Cretaceous granite base-
ment. The ACROSS source was deployed on the surface of
the Mizunami group; phases that propagate through the sed-
imentary rock and granite basement can therefore be moni-
tored by the array with good resolution.
2.2 Data logging system for array observation
The logging system consisted of an ampliﬁer and PCwith
inbuilt digitizers. The signals from the seismometers were
ampliﬁed to ensure that ground noise was in excess of the
quantization noise of the digitizer. The signal was digitized
by A/D converters with synchronization to GPS timing. We
adopted a sampling rate of 1 kHz to reduce the effect of anti-
aliasing ﬁltering, although the signal of the ACROSS source
was <30 Hz. The ﬁlter was used to reduce the noise above
Nyquist frequency, which otherwise overlaps with the fre-
quency band of the ACROSS signal through the aliasing
effect. The cut-off frequency of the anti-alias ﬁlter was set
at 250 Hz, which was high enough to suppress the phase
effect on the frequency band of the ACORSS signal. Delay
times due to channel switching in the digitizing process and
signal transmission from seismometers were measured and
corrected as appropriate.
2.3 GPS synchronization for array observation
The signals from seismometers were digitized in syn-
chronization with GPS timing. For synchronization, we
used a 1 pulse-per-minute (PPM) code and 1 kilo-pulse-per-
second (KPPS) code that were generated by a GPS clock.
The data sampling, which is synchronized to the 1 KPPS
code, starts every hour with synchronization to the 1 PPM
code. The accuracy of the timing is kept to within 0.1 μs of
universal time.
As the logging system was installed approximately 200
m from the entrance of the vault, we had to transmit the
codes to the data logger from the GPS clock that is located
by the entrance. We used differential line-drivers and dif-
ferential line-receivers for transmitting both the 1 PPM and
1 KPPS signals to avoid the effect of large common-mode
noise. The delay time involved in transmitting signals was
corrected as appropriate.
2.4 Source deployment
The ACROSS vibrators used in this study were deployed
in the Tono mine, Gifu prefecture, Japan. Three ACROSS
vibrators with different eccentric moments were deployed.
The low-frequency (LF) vibrator produced a force of 2×105
N at a frequency of 25 Hz, the mid-frequency (MF) vibrator
produced 1.9×105 N at a frequency of 35 Hz and the high-
frequency (HF) vibrator produced 1.6×105 N at a frequency
of 50 Hz. The vibrator force is generated by the centrifugal
force of a rotating eccentric mass and is therefore propor-
tional to the square of the rotational velocity. The ACROSS
vibrators were ﬁrmly ﬁxed to a foundation of steel-framed
concrete structure, which was constructed in a rectangular
hole of dimensions 6 (length)×3.5 (width)×2.3 m (depth).
The eccentric masses of the LF and MF units rotate around
a vertical axis, whereas that of the HF unit rotates around a
horizontal axis. Three accelerometers were installed on the
foundation to monitor any movement.
The vibration of the source was synchronized to GPS
timing (Yamaoka et al., 2001). The rotation of the mass
is modulated in frequency to produce plural spectral peaks
simultaneously. The modulation is repeated at a constant
interval, resulting in the production of a stable force for
each spectral peak.
3. Obtaining the Transfer Functions
3.1 Virtual linear vibrator
The ACROSS vibrators generate acceleration through the
rotation of eccentric mass around an axis, although linear
acceleration is often useful for sources of seismic signals. In
most rotational vibrators (e.g. Alekseev et al., 2005), linear
acceleration is produced by rotating two motors in opposite
directions. In contrast to traditional vibrators, we synthesize
a linear acceleration with the data of a single rotor. The mo-
tor of the ACROSS vibrator switches its rotational direction
at 1-h intervals, and we were able to synthesize a linear mo-
tion by combining the signals of two successive hours. The
great advantage of this method is that we can synthesize a
linear acceleration in any direction at every hour. The syn-
thesized data Y θ in the direction θ is obtained via a linear
combination (Kunitomo and Kumazawa, 2004) as:
Y θ (ω) = Y n (ω) exp (iθ) + Y r (ω) exp (−iθ) (1)
where Y n and Y r are the observed spectrums when the
ACROSS source rotates in clockwise and counterclockwise
directions, respectively, and ω is the angular frequency of
the signal.
The force at the source is also synthesized in a similar
way:
X θ (ω) = Xn (ω) exp (iθ) + Xr (ω) exp (−iθ) (2)
where Xn and Xr are the spectrums of the generated force
when the source rotates in clockwise and counterclockwise
directions, respectively. We can then use these data to
obtain transfer functions for different components of the
vibrations.
3.2 Transfer function
The transfer function between the force generated at the
source and the signal observed at the array is obtained via
a deconvolution of observed waveform by source signal in
the frequency domain:
Gθk (ω) = Y θk (ω) /X θ (ω) (3)
where Gθk represents the transfer function of the k-th com-
ponent of the receivers for a linear acceleration at the source
in the direction θ .
A waveform in the time domain is obtained by applying
an Inverse Fourier Transform (IFT) to the transfer function
in Eq. (3). In the operation of the ACROSS source, we
used a frequency modulation technique to produce plural
frequency components simultaneously. Figure 2 shows an
example of these waveforms and the spectrum for a virtual
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Fig. 2. (a) Theoretical force generated at the ACROSS sources: A wave-
form (top); the amplitude spectrum (bottom). The gray and the black
lines indicate signals of the ACROSS sources and noises, respectively.
(b) (Top) A record at seismometer C. (Bottom) The amplitude spec-
trum. (c) (Top) A transfer function between the source and seismometer
C in the time domain. (Bottom) The transfer function in the frequency
domain.
linear vibration in the radial direction; Fig. 2(a) shows a
force generated at the ACROSS source. The force is calcu-
lated theoretically from the rotation velocity of the eccen-
tric mass. Figure 2(b) shows a record at a seismometer at
the center of the array for 150-h stacking. As a same modu-
lation is repeated every 20 s, signals from the source appear
every 1/20 Hz in the frequency domain; these are called the
signal components, whereas others are termed noise com-
Table 1. Transmit parameter of the ACROSS sources.
Number of Time Period of Source Type Source Type Time Period of Center Frequency Moduration Generated Force [N]
experiments Experiments (Rotation axis) (Type of frequency) FM [second] [Hz] Amplitude [Hz]
1 1 week Vertical MF 10 21.45 2.5 0.6×105∼0.9×105
Vertical LF 10 16.50 2.5 0.6×105∼1.2×105
2 4 days Horizontal HF 20 30.00 10.00 0.3×105∼1.0×105
Vertical LF 20 15.01 5.00 0.3×105∼1.3×105
3 1 month Vertical MF 20 25.53 2.50 0.8×105∼1.2×105
Vertical LF 20 17.52 2.50 0.7×105∼1.3×105
























Fig. 3. Variation in the amplitude of the signal and noise components with
a greater number of stacks in the ﬁrst experiment. Gray lines show the
signal and noise components around 18.95 Hz; black lines show those
around 14.00 Hz. The level of signal components is almost constant in
contrast to the level of noise that decreases with stacking.
ponents. The signal-to-noise ratio (SNR) can be estimated
from the ratio of the amplitudes of the signal and noise com-
ponents, which is about 102 in this experiment. By using
the signal components for source and receivers, we can ob-
tain transfer functions. Figure 2(c) shows the transfer func-
tion in both the frequency and time domains. The signal
components with small amplitudes are omitted in the trans-
fer function in the frequency domain. The transfer function
in the time domain is calculated using these data. Several
phases with large amplitudes are found in the transfer func-
tion in the time domain [Fig. 2(c)].
A signal leakage is apparent in the transfer function in
the time domain, especially around 20 s in Fig. 2(c). The
leakage may have resulted from an inappropriate selection
of window function when applying the IFT. This effect
also occurs in other parts of the transfer function in the
time domain, and small later phases might be concealed
by the leakage effect. We use cosine-taper windows in the
following analysis as an optimum window function.
4. Phase Identiﬁcation and Estimation of Tempo-
ral Change
We conducted three experiments with the aim of detect-
ing temporal variations in the travel times of waves propa-
gating along various paths between the source and the re-
ceivers. Table 1 shows the operation parameters of the
ACROSS source used in the experiments.
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Fig. 4. Three component waveforms at the array for each component of the vibration. (V-V) Waveform at the vertical component for the vertical
component of vibration. (V-R) Waveform at the radial component for the vertical component of vibration. (R-V) Waveform at the vertical component
for the radial component of vibration. (R-R) Waveform at the radial component for the radial component of vibration. (T-T) Waveform at the
transverse component for the transverse component of vibration. The frequency band 10.01–20.01 Hz is used for the radial and the transverse
component of vibrations. A broader frequency band, which ranges from 20.00 to 40.00 Hz, is used for the vertical component of vibrations. Arrows
denote an arrival of marked phases.
In the ﬁrst experiment, we examined the efﬁciency of
stacking to obtain a SNR that is large enough to enable
the identiﬁcation of phases. Figure 3 shows the variation
in the amplitude of signal and noise components versus the
number of stacks obtained in the ﬁrst experiment. We were
able to obtain a SNR of approximately 100 for each signal
component by stacking the data for a period of 1 week.
In the second experiment, a broad-frequency band was
used for the source signal. The use of a broadband sig-
nal as a source produced superior time resolution of phases
in the transfer functions. In this experiment we operated
the source with changing rotation direction to obtain the
transfer function corresponding to linear vibrations of vari-
ous directions. For radial and vertical vibrations, the trans-
fer functions had larger amplitudes in the vertical and ra-
dial components than in the transverse component. For the
transverse vibrations, the transfer function had a large am-
plitude in the transverse component. Working under the as-
sumption that P- and S-wave behavior in an isotropic ho-
mogeneous medium can be applied in this site, we sepa-
rated the P- and SV -waves from the SH -wave in the trans-
fer functions. Wherever possible, we attempted to detect
various phases as in an isotropic homogeneous medium.
Figure 4 shows the three-component waveforms at the
array for each component of the vibrations. In the vertical
component of vibrations, four phases are evident at approx-
imately 0.6, 0.8, 1.2 and 1.6 s of travel time. Four more
phases are also evident in the radial component of vibra-
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Fig. 5. (a) An example of the semblance map calculated in this study. (Top) A semblance map for an ordinary semblance analysis representing the
radial component waveform at the array for the radial component of vibration. Time windows in the calculation are 0.1 s in both the numerator and
denominator. (Bottom) A semblance map for a modiﬁed semblance analysis. Time windows in the calculation are 0.1 s in the numerator and 0.3
s in the denominator. (b) Semblance map for the modiﬁed semblance analysis at each component waveform at the array for the vertical, radial and
transverse component of vibration. Symbols for ﬁgures denote the component waveform at the array and the component of the vibration, as shown in
Fig. 5.
tions at approximately 1.9, 2.3, 3.2 and 5.2 s. In the trans-
verse component of vibration, there were two clear phases
at approximately 1.3 and 1.6 s. In the following sections we
investigate these ten phases to determine their wave proper-
ties.
4.1 Semblance analysis of the ACROSS signal
To extract the spatially coherent component of the
ACROSS signal, we used the semblance method (Neidell
and Tanar, 1971) as a coherency measure for multi-channel
data. The semblance value Sjn , as a function of time and


















t j , αn
)2 (4)
where g jk denotes a waveﬁeld at the j-th sample and k-th
seismometer, and J and K are the number of samples in
the select window and seismometers, respectively. In this
equation, g jk
(
t j , αn
)
is obtained using an inverse Fourier































































































































































































































































Fig. 6. (Left) Semblance map for an ordinary semblance analysis as a function of the radial and transverse component of apparent slowness for each
phase. Negative of the radial component of apparent slowness shows an arrival from the source direction. (a) 0.62, 0.82, 1.27, 1.60, 1.88, 2.30, 3.25
and 5.30 s for the vertical and radial components of the vibrated directions. (b) 1.30 and 1.60 s for the transverse component of the vibrated directions.




t j , αn
) = IFT {Glk · exp (iωl (t j − αn · xk))} (5)
where xk is the position vector of the seismometer, αn is
apparent slowness and t j is time. IFT denotes inverse the
Fourier transformation.
Figure 5 provides an example of a semblance map cal-
culated in this study. The ﬁgure shows the time-slowness
plot of the semblance value for the radial component at
the receivers for the case of radial vibration at the source.
The axis of slowness is oriented in the receiver-source di-
rection. There are many peaks of high semblance values
even where signal amplitude is small. In this experiment
we used a signal with a limited frequency band; side-lobes
are therefore inevitable in the resultant transfer function in
the time domain. As such, a traditional semblance calcu-
lation, in which the information of amplitude vanishes, is
inappropriate. Consequently, we introduce a modiﬁed sem-
blance method that takes into account the signal amplitude,
and we expand the time window of the denominator in the
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Fig. 7. (a) Velocity structure under the array site down to 200 m. There
is a pronounced change in the elastic wave boundary around 100 m. (b)
Schematic ﬁgure of a velocity structure under the experiment site.
semblance calculation. This operation enables us to detect a
coherent signal with a large amplitude. We determined the
time window of the numerator and the denominator for 0.1
s and 0.3 s, respectively. Figure 5(a) also shows the results
of the modiﬁed semblance calculations. The lower ﬁgure
of the semblance map shows the averaged amplitude of de-
nominators in a window of time and space. The averaged
amplitude serves as a weighting in the modiﬁed semblance
calculation. A clear peak in semblance values is evident at
0.6 s in the modiﬁed semblance map; the weighting sup-
presses spurious peaks in semblance values derived from
the traditional one, such as the peak around 0.6 s. In this
operation, we can clearly determine the travel time and ap-
parent slowness of each phase.
Figure 5(b) shows the results of the modiﬁed semblance
calculations for each component of vibrations, and Fig. 6
shows a contour map of semblance values as a function of
the radial and transverse components of apparent slowness
αr and αt at the arrival time of each phase. Negative αr in-
dicates an arrival of waves from the source direction. For
the P- and SV -components, coherent phases are apparent
at 0.62 s and 1.27 s, with apparent velocities of approxi-
mately 3.7 km/s and 2.0 km/s, respectively. It appears that
these phases did not arrive directly from the direction of the
source but arrived from a direction slightly to the north of
the source. Coherent phases are also apparent at 0.82, 1.60,
1.88 and 2.30 s. with apparent velocities of about 3.7, 1.7,
1.7 and 1.5 km/s, respectively. Other coherent signals with
large apparent velocities occur at 3.25 and 5.30 s. For the
SH -component, we detected coherent phases at 1.3 and 1.6
s, with apparent velocities of 1.8 and 1.8 km/s, respectively.
4.2 Identiﬁcation of waves
Geophysical logging exploration was used to investigate
velocity structures to a depth of several hundred meters at
the experiment site (TRIES, 2001; Fig. 7). A pronounced
velocity boundary exists at about a depth of 100 m, which is
the boundary between the granitic basement and overlying
sedimentary layers. The velocity of the sedimentary lay-
ers is approximately 2.0 km/s for P-waves and 1.0 km/s for
S-waves, while basement granite records velocities of 4.3
km/s for P-waves and 2.3 km/s for S-waves. The wave ob-
served at 0.62 s has an apparent velocity of 3.7 km/s, which
corresponds to P-wave velocity in the basement layer. Par-
ticle motion of the wave is in a sub-vertical direction. These
results show that the wave observed at 0.62 s is the refracted
P-wave traveling through basement rocks. Similarly, the
wave observed at 1.27 s has an apparent velocity of 2.0
km/s, which corresponds to the S-wave velocity in base-
ment rocks. Particle motion of the wave shows a nearly
radial direction. These results indicate that the wave ob-
served at 1.27 s is the refracted S-wave traveling through
the basement rocks. The refracted wave arrived at the array
a little northerly of the source direction, indicating that the
boundary dips southward.
Coherent phases arriving after the refracted P-wave and
the refracted S-wave are found at 0.82 and 1.60 s, with ap-
parent velocities of approximately 3.7 km/s and 1.7 km/s,
respectively. Although the apparent velocities of these
phases are similar to those of the refracted waves, they ar-
rived before the surface waves, which arrived at 1.88 and
2.30 s, with apparent velocities of 1.7 km/s and 1.5 km/s,
respectively. We therefore propose that the 0.82 and 1.60
s waves are a direct P-wave and a direct S-wave, respec-
tively. The arrival times of these phases supports this in-
terpretation. Other coherent phases with high apparent ve-
locity are found at 3.25 and 5.30 s, with apparent velocities
of 2.8 km/s and 1.5 km/s, respectively. We interpret these
phases to represent waves reﬂected from the deeper parts of
the velocity boundary; however, the aperture size of the ar-
ray used in this study was too small to resolve the detailed
apparent velocity of these phases.
In terms of the SH -component, SH -waves are recorded
at 1.3 and 1.6 s, with apparent velocities of 1.8 and 1.8 km/s,
respectively. We interpret these two phases to represent the
refracted and direct SH -waves, respectively.
4.3 Estimation of differential travel time and differen-
tial apparent velocity
To examine small delays or advances in travel time for
these phases, we calculated the cross-spectral density be-
tween a reference waveform and an observed one. The two
waveforms are extracted with the same time window. The






) · h j} (6)
Clk = Gref ∗lk · Gobslk (l = 1, · · · , L; k = 1, · · · , K )(7)
where FT denotes the Fourier transformation, ∗ denotes
a complex conjugate and h j is an applied window func-
tion. Differential travel times for a sensor and a frequency
tlk (l = 1, · · · , L; k = 1, · · · , K ) are obtained by di-
viding the phase difference of the cross spectrum by an an-
gular frequency:
tlk = angle (Clk) /ωl (8)
where angle denotes a phase angle of the Clk .
We estimated the average differential travel time and dif-
ferential apparent slowness from differential travel time for
all the elements of the array. Assuming that a phase arrives
at the array as a plane wave, the differential travel time τ
at the origin of the array and the differential apparent slow-
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Fig. 8. Temporal variation in the differential travel time for (a) the
refracted P-wave and the refracted S-wave, (b) the direct P-wave and
the direct S-wave. The data stacked in 12 h was used for the evaluation.
Error was estimated by deviations in the differential travel time from the
estimated plane as an uncertainty. (c) Time delay in the radial motion of
the source foundation. The time delay is expressed as the average of the
delays over the frequency range that the ACROSS source generated. (d)
Atmospheric temperature and precipitation, (e) Atmospheric pressure.
ness α are expressed as
tlk = τ + α · xk (9)
The differential apparent slowness corresponds to a change
in the elastic wave velocity of the medium immediately
beneath the receivers or to the incident angle of the wave
that encounters the receivers. The values of τ and α are
evaluated by the weighted least squares method with the
following weighting:
Wlk |Clk | (10)
The error is estimated from the deviation of differential
travel time from the estimated plane as an uncertainty.
We use data obtained by stacking for 12 h around each
time in the observation period. Data measured at the be-
ginning of the experiment are used as a reference. A 0.4-s
hanning window was used to extract each phase.
It is difﬁcult to estimate the variation in differential ap-
parent slowness for phases of small amplitude. To ad-
dress this problem, we spatially stacked data, focusing on
a phase with appropriate phase shift, and calculated a cross-
spectrum density. The differential travel time is obtained by
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Fig. 9. Temporal variation in a differential apparent slowness for (a) the
refracted P-wave, and the refracted S-wave, (b) the direct P-wave and
the direct S-wave. (c) Temporal variation in the atmospheric tempera-
ture and precipitation.
5. Temporal Variations in Travel Time and Ap-
parent Velocity
We used observational data from the seismic array to
monitor differential travel time and differential apparent
slowness for various phases with a high semblance value.
The results for each phase are presented below.
5.1 Refracted P-waves and S-waves
Figure 9(a) shows temporal variation in differential ap-
parent slowness. The variation corresponds to that of the
incident angle or to the spatially heterogeneous variation of
elastic wave velocity just beneath the site of array. Tempo-
ral variations in the elastic wave velocity beneath the array
can result from meteorological effects as well as other fac-
tors.
We ﬁrst compared the variations in travel time with vari-
ations in atmospheric temperature, precipitation and atmo-
spheric pressure [Fig. 8(d) and 8(e)]. The variation in travel
time shows a similar pattern to variations in atmospheric
temperature, with delays for periods of decreasing atmo-
spheric temperature. Large variations are observed when
the temperature is less than −5◦C. Figure 10(a) shows
a correlation between a differential travel time for the re-
fracted S wave and atmospheric temperature. In this ﬁgure
we demonstrate the correlation by a solid line for the pe-
riod between January 21, 900 hours, and Jan 25, 900 hours,
when the atmospheric temperature is relatively low. The
correlation coefﬁcient in this period is −0.72, although the
correlation coefﬁcient for the whole period is −0.17. These
results demonstrate that atmospheric temperature affects
travel time variation. It is highly unlikely that the changes
in atmospheric temperature affected the observation system
1002 A. SAIGA et al.: ACTIVE SEISMIC MONITORING WITH SENSOR ARRAY AND ACROSS



































Fig. 10. (a) Correlation between a differential travel time for the refracted S wave and atmospheric temperature. Each value is shown by subtracting a
short period trend, which is evaluated by a moving average over 2 days. Solid line shows the correlation in a period between Jan 21, 900 hours, and
Jan 25, 900 hours, when the correlation coefﬁcient is high. (b) Correlation between a differential travel time for the refracted S wave and atmospheric
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Fig. 11. (a) Temporal variation in differential travel time for the surface
wave (2.15 s). (b) Temporal variation in differential travel time for
phases with a high apparent velocity (3.25 s). Data were stacked for
48 h in these phases because the amplitude of these phases was small.
(c) Temporal variation in atmospheric temperature and precipitation.
and elastic wave velocity near the array as the seismometers
were deployed in a temperature-constant vault. The effects
of rainfall and barometric pressure are scarcely apparent in
these data [Fig. 10(b)]. The correlation coefﬁcient of the
refracted S wave to barometric pressure is −0.01.
Figure 8(a) shows the temporal variation in differential
travel time for the refracted P- and S-waves for which prop-
agation properties were determined. The differential travel
time shows a cyclic variation with a period of 1 day. The
maximum amplitude of the variation is approximately 0.5
ms, which corresponds to 10−3 of a velocity change. Long-
term and step-like variations are also apparent, with am-
plitudes of approximately 0.5 ms. The uncertainty in the
differential travel time, which arises from the frequency-
dependent deviation, is estimated to be within 0.1 ms, which
corresponds to a precision of 10−4. The variations in veloc-
ity change observed in this experiment are therefore statis-
tically signiﬁcant.
We compared the variation in the travel time with a vari-
ation in the motion of the source foundation [Fig. 8(c)]. Al-
though the rotation of the eccentric mass in the source is
precisely controlled with reference to GPS timing, the mo-
tion (i.e. acceleration) of the source is strongly affected by
changes in the elastic or inelastic properties of the ground
surrounding the source. For example, if the stiffness of the
surrounding ground decreases, the amplitude of the motion
of the source increases. Inelastic properties such as Q may
also affect the motion of the source. Saeki (2000) demon-
strated that the energy emitted from the source and dissi-
pated around the source is proportional to the phase delay
of the motion of the source.
Phase variation on the source foundation shows similar
patterns to variation in atmospheric temperature. This in-
dicates that changes in atmospheric temperature affect the
elastic property of the ground surrounding the source. The
temporal variation in travel time observed at the array, how-
ever, is still ﬁvefold greater than the variation that can be
explained by phase variation of the source motion. No
comparable pattern of temporal variation is apparent in the
differential apparent slowness. The effects of daily varia-
tion in atmospheric temperature do not penetrate far into
the ground, but do affect the physical properties of the
ground to depths of approximately 1 m. The observed re-
fracted wave travels along the bedrock-sediment boundary
at a depth of approximately 100 m for most of the distance
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Fig. 12. Frequency dependence of temporal variations in differential travel
time for the phases of (a) the refracted S-wave, (b) the direct S-wave,
(c) radial motion of the source foundation and (d) the main wave with
largest amplitude observed at the borehole seismometer (around 0.1 s).
The width of the frequency range from which we selected the signal
components is 2 Hz, which is centered at the frequency shown in the
legend. This ﬁgure shows the temporal variations in the lower frequency
band of 15.02–20.02 Hz. (e) Temporal variation in atmospheric temper-
ature and precipitation.
between the source and receivers; it is likely that variation in
the physical properties of the near-surface medium causes
the observed variation in travel time.
5.2 Direct P- and S-waves
Figure 8(b) shows the temporal variation in differential
travel time for the direct P- and S-waves. These variations
are statistically signiﬁcant; the uncertainty of the travel time
is within 0.1 ms for the observation period.
Variations in the direct P- and S-waves are different from
those of the refracted waves, with the variation in direct
waves being less affected by the variation in atmospheric
temperature than refracted waves. Marked changes in the
differential travel time of direct waves are observed at times
of rainfall. The observed changes involve an instantaneous
delay in travel time followed by a gradual recovery. The
amplitude of the change is >1.0 ms, and the change lasts
2 days or more. Such phase variations are not observed
in the motion of the source foundation, nor in the temporal
variation in apparent velocity at the array site. The effects of
atmospheric temperature and barometric pressure are barely
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Fig. 13. Frequency dependence of temporal variations in differential
travel time for the phases shown in Fig. 12(a)–(d). This ﬁgure shows
the temporal variations in the frequency band of 23.03–28.03 Hz. (e)
Temporal variation in atmospheric temperature and precipitation.
5.3 Surface wave and reﬂected waves
Figure 11 shows the temporal variation in the surface
wave and the phase that arrived at the array from a down-
ward travel path. As the amplitudes of these phases were
small, the data were stacked for 48 h. Marked variation can
be correlated with times of rainfall for the surface wave.
The origin of this variation must also be related to rainfall
along the path of the surface wave.
One of the advantages of array observation is in detect-
ing the reﬂection of phases from deeper parts of the crust.
From the data in Fig. 6, we can detect phases with high
apparent velocity that are interpreted as representing the re-
ﬂected wave that propagated from below. The data were
also stacked over the elements of the array by assuming that
the wave propagated vertically. As uncertainty is within 0.5
ms for the observation period, no marked variation can be
correlated with other observation data.
5.4 Frequency dependence of the temporal variation
in differential travel time
We investigated the frequency dependence of the tem-
poral variation in differential travel time to take advantage
of the frequency-discreteness of the ACROSS signal. Fig-
ure 12(a) and (b), and Figure 13(a) and (b) show the fre-
quency dependence of the temporal variation in differential
travel time for the refracted and the direct S-wave. In this
analysis, the signal components in the speciﬁed range of
frequency are selected from the stacked data set, and the
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(c)
Fig. 14. Temporal variation of (a) the refracted P- wave and S- waves, (b)
the direct P-wave and S-waves except for a frequency band of 15–20
Hz. (e) Temporal variation in atmospheric temperature and precipita-
tion.
differential travel times are estimated in the same way as
Section 4.3. The width of the frequency range from which
we selected the signal components is 2 Hz, which is cen-
tered at the frequency shown in the legend. A strong fre-
quency dependency is clearly observed in this ﬁgure. The
temporal variation in the differential travel time appears to
be sensitive to the variation in atmospheric temperature and
rainfall, especially in the frequency range centered at 18.02
Hz and 19.02 Hz. Although the variations show a similar
pattern in the direct and the refracted S-waves, the ampli-
tude of the variation is much larger in the direct S-wave.
The differential travel times for the direct S-wave change
in the opposite manner for 18.02 Hz and 19.02 Hz with re-
spect to atmospheric temperature; therefore, the variations
in travel time are cancelled out when averaged over all fre-
quency components, and only a minor relationship appears
for atmospheric temperature [Fig. 8(b)]. On the other hand,
they change in the same manner with respect to rainfall,
which is clearly seen for the rain on January 4, making the
effect of rain remain after the variations in travel time have
been averaged over all frequency components.
6. Discussion and Conclusions
In the investigation reported here we have attempted to
identify a region that is affected by atmospheric temperature
and rainfall using the vibration signal on the source founda-
tion and at a borehole seismometer, which is about 50 m
away from the ACROSS source. Figures 12(c) and (d) and
13(c) and (d) show the frequency dependence of a tempo-
ral variation in the radial motion of the source foundation
and the initial part of the wave at the borehole seismometer.
The variation at the borehole seismometer shows a similar
pattern to the variation in the refracted S-wave and the di-
rect S-wave. The amplitude of the variation at the borehole
seismometer is comparable to that of the refracted S-wave.
On the other hand, the amplitude at the source foundation is
much smaller than that of the borehole seismometer. Thus,
we may conclude that the main cause of the temporal varia-
tion exists in the region that is very close to the source. The
reason why the variation in the direct S-wave is larger than
the reﬂected S-wave may be attributed to the ray path of the
direct S-wave, which travels through a relatively shallow
part of the ground that can be more affected by the weather
condition.
The variation in weather conditions, such as temperature
and rainfall, contributes to the variation in the property of
the medium near the surface. As the ACROSS vibrator is
deployed on the surface, it may be strongly affected by the
change in weather conditions. Saeki (2000) documented
that compliance of the medium immediately surrounding
the seismic source affects the energy of the radiated wave
and its phase delay. This compliance is dependent upon the
shear wave velocity in the medium around the source and
the angular frequency of the force generated by the source.
Once the angular frequency of the generated force is accu-
rately controlled, we need to monitor shear wave velocity
near the source, as this appears to vary with weather condi-
tions.
The environmental effects can be removed from the
waves to take advantage of the frequency-discreteness of
the ACROSS signal. As the environmental effect is rela-
tively large in the frequency between 15 and 20 Hz, we re-
moved the data corresponding to 15–20 Hz from our analy-
sis. Figure 14 shows the temporal variation of the refracted
wave and the direct wave, with the exception of a frequency
band of 15–20 Hz. We were able to remove the effect and
obtain the travel time with less effect by environmental con-
ditions.
We can investigate depth variation in elastic wave prop-
erties using various phases with different wave paths. In
this study, we investigated depth variation using only direct
and refracted waves, as there is a clear boundary in terms
of elastic wave velocity at this site. If more boundaries
exist, we can investigate more clearly the depth variations
in the elastic wave properties of the rock medium, which
might be expected to include cracks and possibly aquifers
or similar features. Furumoto et al. (2001) compiled the
stress sensitivity of a seismic wave velocity as a function of
baseline length for the temporal variations related to tidal
stress, tectonic stress and coseismic stress. The stress sensi-
tivity over a baseline length is related to depth variations in
the stress sensitivity because a seismic wave travels through
deeper levels with an increase in epicentral distance. Veloc-
ity change is dependent on the degree of defect development
in the rock mass, including cracks and pores, and this varies
with depth. Furumoto et al. (2001) suggest that accurate
and continuous monitoring over a long distance is required
to determine the stress sensitivity of seismic wave velocity.
An experiment using the ACROSS source is one of the most
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valuable methods of investigating the stress sensitivity.
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