Abstract. Single-column model (SCM) capability is an important tool for general circulation model development. In this study, the SCM mode of version 5 of the Community Atmosphere Model (CAM5) is shown to handle aerosol initialization and advection improperly, resulting in aerosol, clouddroplet, and ice crystal concentrations which are typically much lower than observed or simulated by CAM5 in global mode. This deficiency has a major impact on stratiform cloud simulations but has little impact on convective case studies because aerosol is currently not used by CAM5 convective schemes and convective cases are typically longer in duration (so initialization is less important). By imposing fixed aerosol or cloud-droplet and crystal number concentrations, the aerosol issues described above can be avoided. Sensitivity studies using these idealizations suggest that the Meyers et al. (1992) ice nucleation scheme prevents mixed-phase cloud from existing by producing too many ice crystals. Microphysics is shown to strongly deplete cloud water in stratiform cases, indicating problems with sequential splitting in CAM5 and the need for careful interpretation of output from sequentially split climate models. Droplet concentration in the general circulation model (GCM) version of CAM5 is also shown to be far too low ( ∼ 25 cm −3 ) at the southern Great Plains (SGP) Atmospheric Radiation Measurement (ARM) site.
Introduction
The single-column model (SCM) version of the Community Atmosphere Model (CAM) is a very important tool for development of model parameterizations. One advantage of the SCM is that it is much more computationally affordable, which allows developers to easily test a wide variety of model changes. Another advantage is that there exists a large number of standard SCM cases which can be used to evaluate model behavior over a wide variety of climate regimes. These case studies (typically organized by the Global Energy and Water Experiment Cloud System Study (GCSS) Boundary Layer Cloud Working Group and later by the Global Atmosphere System Studies (GASS) Panel) are typically based on observations from field campaigns which provide data for driving the SCM and for evaluating its output (Randall et al., 2003) . Cases tend to focus on a single meteorological phenomenon, which makes them perfect test beds for thinking deeply about the processes responsible for model behavior.
In the first GCSS intercomparison (Moeng et al., 1996) , liquid water path (LWP) in nocturnal stratocumulus were found to vary by a factor of 5 between different large-eddy simulation (LES) models. The source of this spread could not be identified because the LES models differed widely in all aspects of their design. This experience started a long tradition of idealizing aspects of models participating in SCM intercomparisons in order to isolate the source of differences between simulations. In particular, variables normally predicted by general circulation models (GCMs) are often hardcoded to observed values in SCM studies in order to separate errors in their prediction from errors in other parts of the model. By idealizing or specifying aspects of a simulation, the processes responsible for model bias can be illuminated, thus providing a pathway towards model improvement.
A significant fraction of the uncertainties in climate projections results from the representation of aerosol (Haywood and Boucher, 2000; Forster et al., 2007) . Aerosols affect climate by directly absorbing and reflecting atmospheric radiation (known as the direct effect) and by changing cloud op-818 B. Lebassi-Habtezion and P. M. Caldwell: Aerosol specification in single-column CAM5 tical properties and lifetimes (known as aerosol indirect effects). In recognition of their importance, developing aerosol parameterizations has become a high priority in the climate modeling community.
The inclusion of prognostic aerosol in version 5 of CAM (CAM5) has been a major milestone in its development Ghan et al., 2012) . However, horizontal advective tendencies are required for prognostic aerosol and these cannot be calculated from a single column. This problem was not considered in the development of CAM5 aerosol treatment, and as a result horizontal advective tendencies for aerosol are hard-coded to zero in SCM mode (i.e., advection neither increases or decreases aerosol concentrations).
Another problem is that CAM5 SCM initializes all aerosol mass mixing ratios to zero. As a result, aerosol concentrations in SCM runs are unrealistically low compared to observations or GCM simulations until surface emissions (specified from observed climatology) loft sufficient aerosol. Since this process can take several days (Schubert et al., 1979) , SCM case studies (particularly stratiform cloud studies, which tend to be short) are plagued by extremely low aerosol. The goal of this study is to test the impact of CAM5 SCM aerosol treatment for a variety of classic case studies and to evaluate the efficacy of several potential solutions to the problems induced by unrealistically low aerosol concentration.
Methods

Model setup
All simulations in this paper were performed using CAM5, which is described in detail in Neale et al. (2012) . Briefly, turbulent transport at all model levels in CAM5 is computed following Bretherton and Park (2009) . Stratiform cloud fraction and condensation/evaporation is computed following Park et al. (2014) and stratiform microphysics is handled according to Morrison and Gettelman (2008) and Gettelman et al. (2010) . Shallow convection follows , while deep convection is parameterized according to Zhang and McFarlane (1995) as modified by Richter and Rasch (2008) . Radiation is calculated using the rapid radiative transfer model (RRTMG) radiation scheme (Mlawer et al., 1997) . Aerosol are handled by the three mode simplified modal aerosol model (MAM3; Liu et al., 2012; Ghan et al., 2012) with accumulation, Aitken, and coarse modes. MAM3 is capable of treating complex aerosol physical, optical, and chemical processes and simulating aerosol size, mass, and number distributions. The aerosol size distribution is lognormal, and internal and external mixing between aerosol components is assumed in the model.
In SCM mode, a column from the global model is extracted and driven by prescribed winds and horizontal advective tendencies . This results in an idealized version of the GCM where code related to fluid flow is replaced by externally imposed data but the parameterized physics component of the model retains its full complexity. All SCM runs use a time step of 1200 s and 30 vertical grid levels (with ∼ 20 levels in the free troposphere).
Most of the simulations described in this paper are SCM runs as described in Sect. 2.3, but for comparison we conduct two 10-year-long GCM runs using the finite-volume dynamical core at 1.9 × 2.5 0 resolution. One simulation was done using the default prognostic-aerosol method and the other uses the prescribed aerosol functionality included in version 1.2 of the Community Earth System Model (CESM). Both GCM runs were driven by a repeating annual cycle of year 2000 sea surface temperature (SST), greenhouse gases, and aerosols. They use an 1800 s time step and the same 30 vertical levels used for the SCM runs.
Proposed solutions
As noted in the introduction, a problem with CAM5 SCM is that aerosols are initialized to zero and horizontal advection of aerosol is not treated realistically. As a result, aerosol concentrations in SCM runs are much lower than observed or simulated in GCM runs. In this section we outline three possible solutions to the problem of low aerosol concentration in CAM5 SCM. 
where the summation is over all three aerosol modes (accumulation, Aitken, and coarse).
Each of our three solutions has advantages and disadvantages. Many case studies lack the information necessary for the ObsAero method and some lack N d and N i information needed for the FixHydro approach. For these cases, PrescAero is the only viable option. PrescAero is also the best choice if one's goal is to emulate the behavior of the GCM as closely as possible (since it uses aerosol values from the full model). But aerosol from GCM simulations is often a poor proxy for observed values (both because values at the time of observation may differ greatly from climatology and because the model climatology may be biased); therefore, fixes based on observed data are more appropriate for experiments which will be validated against observations at a particular time and place.
The goal of the experiment also plays a critical role in determining which fix is best. For example, FixHydro is clearly inappropriate for studying aerosol effects but its simplicity makes it optimal for teasing out errors in the microphysics scheme. ObsAero and FixHydro methods are useful for testing aerosol activation but not two-way cloud-aerosol interactions. Comparing FixHydro and ObsAero results may be the best way to identify whether biases come from aerosol activation or other processes. In short, there is no best approach to obtaining realistic aerosol in CAM5 SCM. Our goal in this paper is to prove that all three methods yield acceptable solutions and are suitable for use when needed.
If one's goal is to study interaction between cloud and aerosol, none of our proposed methods are appropriate. It would be relatively straightforward to add another SCM option which initializes aerosol to observed or model-specified values and allows the model to ingest horizontal aerosol advective tendencies. We do not do this because we do not know of any SCM case studies where such information is available, our personal research plans do not require this functionality, and global simulations with specified meteorology (e.g., Rasch et al., 1997) already fill this role.
SCM cases
In order to test aerosol effects over a range of climatologically important cloud regimes we analyze results from four case studies, each highlighting a different type of cloud. These cases include drizzling subtropical stratocumulus, mixed-phase Arctic stratocumulus, maritime shallow convection, and continental deep convection. The details of these experiments conducted are summarized below.
DYCOMS RF02 Case
Subtropical stratocumulus are important because of all cloud types they have the biggest impact on the planetary radiation budget (Hartmann et al., 1992) , and difficulty in simulating them is a leading source of uncertainty in climate sensitivity (e.g., Bony and Dufresne, 2005) . Because they are important yet hard to simulate, stratocumulus have been the focus of a large number of field campaigns. Research flight 2 of the second Dynamics and Chemistry of Marine Stratocumulus field campaign (hereafter DYCOMS RF02) sampled drizzling stratocumulus off the coast of California during the night of 11 July 1999. Data from this flight formed the basis for an SCM intercomparison by Wyant et al. (2007; hereafter W07) and an LES intercomparison by Ackerman et al. (2009) . Like previous intercomparisons, the SCMs studied varied greatly in their ability to predict stratocumulus properties. Precipitation was found to play an important role in these simulations by reducing LWP and (to a lesser extent) reducing cloud-top entrainment.
Our experimental configuration (outlined in Table 1 ) follows the specifications of W07 with a few exceptions. One difference is that radiation is calculated using RRTMG instead of the idealized scheme used in W07. We also kept u and v for our simulations constant instead of calculating winds from specified geostrophic wind profiles (which is reasonable since shear was not important in DYCOMS RF02). While these changes make our simulations slightly less comparable to the runs in W07, they are simpler to implement and produce runs which are still realistic enough to be reasonably compared against observations. We also turn off cloud processes above 700 hPa to prevent ice formation at the 820 B. Lebassi-Habtezion and P. M. Caldwell: Aerosol specification in single-column CAM5 Table 1 . Initial and boundary conditions for DYCOMS RF02, MPACE-B, and RICO cases. All heights z are in meters and all pressures p are in hPa. Boundary layer height and vertical velocity are, respectively, z i and w in height coordinates and p i and ω in pressure coordinates. N/A indicates a quantity which is not used or is calculated by the model itself. q t is total water mixing ratio, θ is potential temperature, and θ l is liquid water potential temperature. One of the three aerosol modes for each case is omitted because it has zero mass.
DYCOMS RF02 MPACE-B RICO
Run time ( Large-scale q t tend (g kg −1 day −1 ):
Large-scale T tend (K day −1 ): tropopause, which would otherwise occur due to interaction between the idealized SCM forcing specifications and subgrid variability assumptions in CAM5. Observed aerosol information (for testing the ObsAero method) were taken from Ackerman et al. (2009) , who assumed aerosol was comprised entirely of sulfate and chose parameters for the bimodal lognormal distribution (Eq. 1) in order to have N d match the observed droplet concentration value of 55 cm −3 .
MPACE-B Case
Our second case comes from the Mixed-Phase Arctic Cloud Experiment (MPACE), which sampled clouds over open ocean near Barrow, AK. We focus particularly on the portion of this experiment between 9 October, 17:00 UTC to 10 October, 05:00 UTC, 2004 (known as MPACE-B), a period when mixed-phase stratocumulus were observed. This case was the subject of an intercomparison by Klein et al. (2009; hereafter K09) . Most models participating in this intercomparison greatly underestimated the observed LWP because conversion to ice was too efficient. We chose this case because mixed-phase stratocumulus are very important to the polar surface budget, yet models (including CAM5) have a hard time simulating these clouds. MPACE-B is attractive because it includes both liquid and ice processes without being overly complicated. Our case setup (listed in Table 1 ) is similar to K09 with a few notable exceptions. We again specify winds at all levels while K09 advocates nudging winds below 700 hPa. We nudge thermodynamics variables to initial conditions above 700 hPa with a timescale of 1 h, while K09 specifications require all variables to be kept at their initial values above 700 hPa. These changes were again implemented for convenience and are not expected to have dramatic effects on our simulations.
RICO case
Shallow convection is another important cloud type with major impact on climate sensitivity (e.g., Medeiros et al., 2008) . To sample this cloud type, we use data from the Rain in Cumulus over Ocean (RICO) experiment, which was conducted on the upwind side of the islands of Antigua and Barbuda during the winter of 2004 (Rauber et al., 2007 Our simulations are a blend between LES and SCM specifications as listed in Table 1 and described below. One unique aspect of the RICO case is that radiation tendencies are included in the prescribed large-scale temperature tendency. As a result, we had to turn off the shortwave and longwave radiation schemes. The case was designed specifically to be energetically and moisture balanced, and as a result we found we did not need to use nudging to obtain stable simulations.
ARM95
The last case we consider is an 18-day-long simulation of summertime continental convection spanning 18 July to 3 August 1995 at the Atmospheric Radiation Measurement (ARM) program's southern Great Plains (SGP) site. We included this case because for a long time it was the only SCM case that was included in the released version of CAM. This case is useful because it tests the model's deep convective scheme (which plays a huge role in determining model climate), yet is extratropical so the imposed vertical velocity assumption of typical SCMs is less problematic (e.g., Sobel and Bretherton, 2000) . This case was the subject of an intercomparison of 11 SCMs and one coarse LES by . In this study, temporal variability in the models exceeded observed values, which was interpreted as forcing error since all models behaved similarly. Large temperature and moisture biases were reported over the simulation unless nudging was used; we do not use nudging despite this warning because clouds form at all levels during the simulation and nudging areas with clouds makes it hard to tell whether model physics or nudging is causing the modeled behavior. Advective forcing was generated by the State University of New York (SUNY) objective analysis method (Zhang et al., 2001 ) and surface fluxes were specified with the Doran et al. (1998) surface analysis technique using the Simple Biosphere (SiB2) model . Forcings for this case are not included in Table 1 3 Results and discussion Table 2 shows observed and modeled cloud-related variables averaged during the last 2 h of the 6 h DYCOMS RF02 simulations. In addition to N d and surface precipitation (Pr), we include LWP both before and after microphysics was called (LWP pre and LWP post , respectively). These values are different because CAM5 sequentially updates the model state after each parameterization is applied. As described in Gettelman et al. (2015) , LWP pre is often much bigger than LWP post because microphysics tends to deplete cloud water and when it acts in isolation over the long model time step a great deal of water can be lost. We also include cloud base, z b (computed by identifying the first layer from the bottom with cloud fraction exceeding 0.5, then linearly interpolating between this layer and the one below it to get the exact height where cloud fraction = 0.5) and cloud-top height, z i (computed by identifying the top-most layer with total water mixing ratio q t > 8 g kg −1 and linearly interpolating between this layer and the one above it to find the exact height where q t = 8 g kg −1 ). Cloud-top entrainment velocity w e = δz i /δt − w s was also computed. The default method underestimated the observed N d (i.e., 55 cm −3 ), while ObsAero and particularly PrescAero overestimated N d . As expected, runs with higher N d tend to precipitate less and as a result have higher LWP. LWP computed before microphysics is too high except for the default case. Values after microphysics show more variability, with the default case being too low and the FixHydro and PrescAero being too high. The difference between preand post-microphysics values illustrates the difficulty of interpreting output from sequentially split climate models.
DYCOMS RF02
Cloud base and cloud top were both slightly higher than observed yet entrainment was much smaller than observed. This suggests that the prescribed subsidence may be too weak in this case study. Surface precipitation is too weak when realistic N d is used. This could be due to excessive 822 B. Lebassi-Habtezion and P. M. Caldwell: Aerosol specification in single-column CAM5 re-evaporation of precipitation below the cloud base. This is consistent with the fact that the ObsAero and FixHydro models have the highest below-cloud base evaporation of precipitation (5.85 × 10 −5 g kg −1 s −1 and 4.45 × 10 −5 g kg −1 s −1 , respectively), while the default and PrescAero have lower values (3.62 × 10 −5 g kg −1 s −1 , and 1.33 × 10 −5 g kg −1 s −1 , respectively). Figure 1a shows N d profiles of the different aerosol specification cases averaged over the last 2 h of the simulation period. We have also included the 10-year July-average N d profile of the corresponding 3-D CAM5 run in which N d values were extracted at the closest grid point to the DY-COMS RF02 location. The specified-aerosol SCM cases show higher N d values at the cloud base and slightly lower values at the cloud top. This is inconsistent with observations, which tend to show constant values throughout the cloud (e.g., Martin et al., 1994) . The default run showed the lowest N d values and PrescAero showed the highest. Low N d for the default scheme is expected because it initializes aerosol to zero (as noted above); aerosol in the default simulation increased over time due to surface emission (not shown). The 3-D model N d values are as high as the PrescAero case but the whole profile is shifted towards the surface. Collapsed boundary layers like this occur when stratocumulus become too thin to maintain the turbulence necessary to support a deep boundary layer. Differences in behavior between the SCM and GCM runs are unsurprising because the former were initialized to a well-mixed profile and driven by observed large-scale conditions for a short time period, while the latter had 10 years to develop biases and were driven by large-scale conditions from the model itself. Additionally, SCM runs are nocturnal while GCM runs include both day and night. This is relevant since solar radiation damps turbulence, reducing boundary-layer height (e.g., Caldwell et al., 2005) . The fact that the GCM results look very different from the SCM results indicates that the source of GCM bias either takes a long time to spin up or is related to large-scale conditions in the GCM which differ from those sampled during DYCOMS RF02. This is useful information because it tells us that GCM biases in this case cannot be understood solely by analyzing SCM runs. Even though stratocumulus are typically thought to be nonconvective, shallow convection is triggered occasionally in our DYCOMS RF02 simulations. This detrainment is a major source of N d in simulations with low aerosol. Convective detrainment can create droplets out of thin air because CAM5 convection schemes detrain cloud droplets at a fixed droplet mean volume radius with no dependence on aerosol at all. Convection triggers more often in the default run, perhaps because strong precipitation due to low N d tends to cause more decoupled, convective conditions. In order to isolate the effect of convective detrainment on N d , we conducted a set of sensitivity experiments where convection detrains vapor rather than condensate. N d profiles from these experiments are shown in Fig. 1b . This figure reveals that almost all of the droplets in the default case are created by convective detrainment. Detrainment also plays a secondary but non-negligible role in the PrescAero and ObsAero cases, especially near the cloud top. Figure 2 shows the temporal evolution of LWP pre and LWP post from the DYCOMS RF02 case. There is large variability in LWP during the first few hours in all cases, with variability lasting longest and having largest amplitude in the default run. ObsAero shows good agreement with obser- In summary, the DYCOMS RF02 case shows strong sensitivity to aerosol specification. In the default case, detrainment from shallow convection is a major source of N d , which artificially limits sensitivity to aerosol burden. Interpretation of model LWP is very sensitive to whether it is sampled before or after microphysics. Table 3 shows observed and modeled cloud-related variables averaged during the last 4 h of the MPACE-B case. All runs except FixHydro substantially overestimate the observed N i value. Because the Bergeron process efficiently freezes liquid when N i is plentiful, these runs have zero LWP. The FixHydro case, on the other hand, has reasonable N i and LWP, which illustrates the importance of cloud number densities for obtaining realistic simulations. The cloud layer for FixHydro is of approximately the right thickness but is slightly too high in the atmosphere. Its surface precipitation is a bit too high and its ice water path (IWP) is slightly too low. Figure 3 shows height-normalized MPACE-B profiles of liquid water content (LWC) and ice water content (IWC) including and excluding snow mass as a function of scaled height, before and after microphysics. This figure is useful for interpreting our earlier conclusion that LWP = 0 for all runs except FixHydro. Figure 3a shows that all runs have LWP > 0 before microphysics; therefore, the problem is that each microphysics step removes all LWC in these runs. LWC before microphysics is, however, underpredicted and cloud top is too shallow for these runs. This is unsurprising since in mixed-phase stratocumulus, radiative cooling of liquid at cloud top is the main source of boundary-layer turbulence (which is needed to supply the cloud layer with liquid and to maintain cloud-top height in the face of subsidence) and radiative transfer in CAM5 is computed after microphysics (at which point LWP is zero in these runs). In contrast with LWC, all runs showed reasonable agreement with observations for IWC except FixHydro, which is a bit higher than the bulk of the observational data ( Fig. 3b and c) . IWC consists, however, almost entirely of snow for all cases (Fig. 3d) . Underprediction of liquid and dominance of ice over cloud ice have been reported previously for CAM5 (e.g., Gettelman et al., 2010; Liu et al., 2011) . Figure 4 shows the N i profiles for all runs averaged over the last 4 h of the MPACE-B period along with the climatological October-average N i profile from our GCM run using data from the grid point closest to the MPACE-B location. All SCM runs except FixHydro have very similar N i profiles. This is because ice nucleation at the temperatures sampled during MPACE-B occurs primarily through deposition/condensation freezing which is treated in CAM5 by a scheme (Meyers et al., 1992) which depends only on temperature and saturation vapor pressure. Compared to the observed value used by FixHydro, all other SCM runs and the GCM overpredict N i . This is a well-known model deficiency which is improved by newer nucleation parameterizations (e.g., Liu et al., 2011; Xie et al., 2013; English et al., 2014) . N d is not shown because its cloud-layer average is zero for all cases except FixHydro (where it is set to the observed value of 50 cm −3 ; see Table 3 ).
MPACE-B
Profiles of cloud fraction are shown in Fig. 5 . Interestingly, simulated cloud fraction compares well with aircraft and remote-sensing observations for all SCM cases even when LWP is zero and IWP (excluding snow) is negligibly small. Clouds with volume but no mass (commonly called empty clouds) were a problem with CAM3 and CAM4 (e.g., Han-824 B. Lebassi-Habtezion and P. M. Caldwell: Aerosol specification in single-column CAM5 Table 3 . As in Table 2 , but for MPACE-B using the last 4 simulated hours. Observations are from K09. Medeiros et al., 2012) because cloud fraction and condensation/evaporation schemes were disconnected. This disconnect was patched in CAM5 (Park et al., 2014) , so finding empty clouds in this study was somewhat surprising. The empty clouds seen here for default, PrescAero, and ObsAero come from cloud fraction being computed before microphysics and left unchanged even after microphysics removes all condensate. Closer coupling between cloud fraction, condensation/evaporation, and microphysics is needed to solve this problem. Table 4 shows N d , surface sensible heat flux (SHF), surface latent heat flux (LHF), cloud base mass flux (CBMF), cloud cover (the fraction of the sky which appears to a surface observer to be obscured by clouds), and LWP averaged over the last 4 h of the 24 h simulation of the RICO case for the four SCM simulations. We include LES intercomparison data from VZ11 as a crude proxy for truth here because (as discussed in Sect. 2.3), the RICO case study is created by compositing 2 months of observations and thus is not comparable with observations from any particular time. SCM behavior is almost identical for all runs even though aerosol and N d vary substantially. This is because clouds in RICO are generated by the shallow convection scheme and (as mentioned in Sect. 3.1) CAM5 convection schemes have no dependence on aerosol. All SCM configurations overestimate the SHF, LHF, and CBMF relative to LES values but nonetheless capture cloud cover and LWP very well. Similar to DYCOMS RF02 results, LWP shows high temporal variability at the beginning of RICO SCM simulations which settles out over time (Fig. 6) . Consistent with overpredicted CBMF, cloud-base condensate is overpredicted (Fig. 7a) . As expected from previous studies (e.g., Siebesma et al., 2003) , both condensate and mass flux decrease with distance above z b (Fig. 7) . Figure 8 breaks cloud cover into its vertical distribution (total cloud fraction) as well as cloud fraction contributions from shallow, deep, and large-scale contributions. Even though cloud cover is well predicted, cloud fraction is overpredicted by the SCMs because the maximum-random cloud overlap assumption used by CAM5 is inconsistent with cloud tilt and life-cycle effects found in real shallow convective conditions . At cloud base, overestimation is due to both shallow convective and stratiform clouds. Modeled cloud extends further into the troposphere than observed due to triggering of deep convection. 
RICO
ARM95
As noted above, ARM95 is much longer in duration than our other case studies. During the first 10 simulated days, a large-scale stationary upper-level trough sat over the continental USA, resulting in temporally variable cloud cover and precipitation. There followed a 3-day period of high pressure and clear skies, and the final 7 days consisted of stormy weather with high cloud cover and intense precipitation. As noted above, only the default and the PrescAero cases are simulated due to lack of observed N d , N i , and aerosol data. Figure 9 shows the time series of LWP and IWP for the default and PrescAero cases. Observed LWP from Xu and Randall (2000) are also included. SCM runs capture the observed temporal trends but generally overestimate LWP. Default and PrescAero behave very similarly, which is consistent with our finding from RICO that aerosol is not important for convective cases. this a problem with the SCM setup? We test this by including climatological July data for the GCM grid cell closest to SGP. We include GCM data from runs using both prognostic and prescribed aerosol. Both GCM runs show similarly low N d values, indicating that this bias is related to aerosol values predicted by MAM3 rather than the specified values used for the prescribed aerosol mode. This bias has little impact on model behavior in the current version of CAM (because convection is independent of aerosol) but may cause problems in future model versions with more sophisticated convective microphysics.
Summary and conclusions
This study points out that aerosol treatment in CAM5 SCM is unrealistic and causes problems for non-convective case studies. The issue is that initial aerosol and horizontal aerosol advective tendencies are hard-coded to zero in SCM mode. Aerosol can still build up in the boundary layer from surface emissions, but the resulting aerosol loading is likely to be unrealistic because remote sources cannot be included. Additionally (and more importantly), SCMs are typically run for a shorter period than it takes to build up reasonable aerosol concentrations via surface emission and subsequent lofting into the cloud layer. As a result, aerosol in SCM runs is typically much lower than observed or simulated by the GCM. This limits the usefulness of the SCM for model development.
To fix this problem, we propose three idealizations: prescribing aerosol from CAM5 climatological values (PrescAero), prescribing aerosol from observations (ObsAero), and prescribing cloud-droplet and ice crystal numbers (FixHydro). We test these configurations against the default SCM (default) for four different cloud regimes: summertime mid-latitude continental convection (ARM95), shallow convection (RICO), subtropical drizzling stratocumulus (DYCOMS RF02), and mixed-phase stratocumulus (MPACE-B).
These fixes were found to have a big impact on nonconvective cases. However, aerosol and cloud number density has almost no effect on convective cases because CAM5 convection does not depend on aerosol or droplet number. Cloud-droplet number at the site of the ARM95 case was found to be underpredicted in CAM5-GCM by a factor of 8 relative to observations. Even though this deficiency has no effect on CAM5 simulations, lack of dependence on aerosol or droplet number is unrealistic and will be fixed in future versions of CAM, which makes finding solutions to droplet number underprediction at SGP worth pursuing even if it does not affect the current model version.
Shallow convection is unexpectedly found to be triggered in DYCOMS RF02, where it artificially increases N d because convectively detrained condensate is partitioned into droplets according to an assumed volume-mean radius rather than a dependency on available cloud condensation nuclei. Another finding is that the Meyers deposition/nucleationfreezing scheme in CAM5 is too active in the temperature and moisture conditions sampled during MPACE-B. As a result, ice crystal number concentration is too high in all of our SCM and GCM runs except FixHydro (which fixes N i at observed values). When observed N i is used, LWP matches observations. Otherwise microphysics depletes all liquid water whenever it is called. This results in empty clouds which have volume but no mass. This trouble with the Meyers et al. (1992) scheme has long been recognized and alternative parameterizations have been explored (e.g., Liu et al., 2011; Xie et al., 2013; English et al., 2014) .
