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Abst ract - -Output  regulation and observer design are two important problems for nonlinear sys- 
tems, and there is a vast literature addressing each problem separately in the control literature. Isidori 
and Byrnes [1] have solved the output regulation problem for nonlinear systems with a Poisson stable 
exosystem, and Sundarapandian [2] has solved the exponential observer design problem for Lyapunov 
stable nonlinear systems. In this paper, we demonstrate hat for a special class of Lyapunov stable 
nonlinear systems, namely neutrally stable systems, the exponential observer design problem can be 
solved by converting it into an output regulation problem and then solving the new problem using 
the output regulation techniques of Isidori and Byrnes [1]. Finally, we present he corresponding 
results for the discrete-time case. (~) 2003 Elsevier Science Ltd? All rights reserved. 
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1. INTRODUCTION 
Output  regulation problem is the problem of controlling the output of a control system so as 
to achieve asymptot ic tracking of prescribed reference trajectories and/or  asympotic rejection of 
undesired isturbance signals. It is a central problem in control theory. This problem has been 
solved for nonlinear control systems with a Poisson stable exosystem by Isidori and Byrnes [1]. 
The problem of designing observers for nonlinear systems was introduced by Thau [3]. Over the 
past three decades, considerable attention has been paid in the l iterature to the construction of 
observers for nonlinear systems. In [4], a Lyapunov-like method was presented for exponential 
observer design. In [5], Xia and Gao derived a necessary condition for the existence of an ex- 
ponential observer for nonlinear systems. Explicitly, in [5], Xia and Gao showed that a local 
exponential observer exists for a nonlinear system only if the l inearization of the nonlinear sys- 
tem is detectable. In [2,6,7], the exponential observer design problem was completely solved for 
Lyapunov stable nonlinear systems using classical and geometrical methods. 
In this paper, we present a new method for solving the exponential observer design problem 
for a special type of Lyapunov stable nonlinear systems, namely neutral ly stable systems. Our 
method is to set up the observer design problem as an output regulation problem and solve the 
new problem using the output regulation techniques of Isidori and Byrnes [1]. 
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This paper is organized as follows. In Section 2, we discuss the state-feedback regulator prob- 
lem for nonlinear systems. In Section 3, we discuss the exponential observer design problem for 
nonlinear systems. In Section 4, we demonstrate how the exponential observer design problem 
can be solved using the output regulation techniques of [1] for neutrally stable nonlinear plants. 
Next, we present he corresponding results for the discrete-time case. In Section 5, we discuss 
the state-feedback regulator problem for discrete-time nonlinear systems. In Section 6, we dis- 
cuss the exponential observer design problem for discrete-time nonlinear systems. In Section 7, 
we demonstrate how the exponential observer design problem can be solved using the output 
regulation techniques of [1] for neutrally stable discrete-time nonlinear plants. 
2. OUTPUT REGULAT ION OF NONLINEAR SYSTEMS 
In this section, we consider a nonlinear system of the form 
= f(z,  ~) + g(x)u, 
= s(o~) ,  
e = h(x) + q(w), 
(i) 
where x E R n is the state, u E R m the input, and e E R p the error between the plant output 
h(x) and the reference signal -q(w).  The state x is defined in a neighborhood X of the origin 
of R '~. The dynamics ~b = s(w) is the exosystem for plant (1). The state w of the exosystem is
defined in a neighborhood W of the origin of R ~. We assume that the functions f ,  g, s, h, and q 
are  C 1 and also thgt f(0, 0) = 0, g(0) = 0, s(0) = 0, h(0) = 0, and q(0) = 0. 
Next, we define a basic output regulation problem for plant (1). 
DEFINITION 1. The state feedback regulator problem for plant (1) is to find, if possible, a state 
feedback law of the form 
u = ~(~, ~), 
where a(x, w) is a C 1 mapping defined on X x W such that the following two conditions axe 
satisfied. 
1. The equilibrium x = 0 of 
: f (x,  o) + g(x) ~(~, o) 
is locally exponentially stable. 
2. There exists a neighborhood U C X x W of (0, O) such that, for each initial condition 
(x(O), w(O)) E U, the solution of the composite system 
= f(x,  w) + g(x)c~(x, ~), 
= S(~), 
satisfies 
IIh(x(t)) + q(w(t))ll <_ Mexp(-at) I Ih(x(O))  + q(w(O))ll, 
for some positive constants M and a. 
Next, we define a neutrally stable nonlinear system. 
DEFINITION 2. A C 1 nonlinear system defined by the equation 
~) = f (y)  
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with y E R n, f(0) = 0 and f is locally C 1 is called neutrally stable at the equilibrium y = 0 if it 
is Lyapunov stable in both forward and backward time at y = 0. | 
REMARK 1. It follows from Definition 2 that for a neutrally stable nonlinear system 9 =- f(Y),  
the linearization matrix A = Dr(O) has all its eigenvalues lying on the imaginary axis. Thus, 
neutrally stable nonlinear systems are a special type of Lyapunov stable nonlinear systems. | 
Next, we state without proof a basic result giving the solution for the state feedback regulator 
problem for plant (1). This result can be easily established using the output regulation techniques 
of [1] and the center manifold theory results of [8]. 
THEOREM 1. Suppose that the exosystem d~ = s(w) is neutrally stable at w = O, and the system 
= :(x, o) + g(z)u 
is 1ocally exponentially stabilizable. Then the state feedback regulator problem for plant (1) is 
solvable if and only if there exist locally C 1 maps 
x = ~(~) ,  u = c (~) ,  (w i t~ ~(o)  = o and  c (~)  = 0) 
satisfying the following two conditions. 
(la) o r  sCw~ u , , = f ( r (w) ,w)  + g(Tr(w))c(w). 
(lb) h(lr(w)) + q(w) = O. ] 
3. OBSERVER DES IGN FOR NONLINEAR SYSTEMS 
In this section, we consider a nonlinear plant of the form 
:i: = f(x), 
y = h(x), (2) 
where x E R n is the state and y E R p the output of plant (2). The state x belongs to an open 
neighborhood X of the origin of R '~. We assume that f : X ~ R '~ is a C 1 vector field and also 
that f(0) = 0. We also assume that the output mapping h : X --* •P is a C 1 map, and also that 
h(0) = 0. Let Y ~ h(X).  
DEFINITION 3. (See [2,6].) A C 1 dynamical system described by 
= g(z, y) (z e R n) (3) 
is cMled a local exponential observer for plant (2) if the composite system (2),(3) satisfies the 
following two requirements. 
(1) I f  x(O) = z(O), then x(t) = z(t), Vt > O. 
(2) There exists a neighborhood V of the origin of R n such that for all z(O) - x(O) E V, the 
estimation error z(t) - x(t) tends to zero exponentially as t --* exp. | 
The estimation error e is defined by 
A 
e=z- -z .  
Then e satisfies the differential equation 
= g(x + e, h(x)) - f ( z ) .  
We consider the composite system 
Jc = f(x), (4) 
= g(x + e, h(x)) - f (x) .  
Next, we state a simple lemma which provides a geometric haracterization of Condition 1 in 
Definition 3. 
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LEMMA 1. (See [2].) The following statements are equivalent. 
(A) Condition 1 in Definition 3 holds for the composite system (2), (3). 
(S) g(x, h(x)) = f ( z ) ,  Vz  e X .  
(C) The submanifold defined via e = 0 is invariant under the flow of the composite sys- 
tem (4). | 
Next, we state a fundamental theorem that completely characterizes the existence of local 
exponential obsevers of form (3) for Lyapunov stable nonlinear plants of form (2). This theorem 
can be established using center manifold theory results of [8] as in [2] or using Lyapunov stability 
theory [9] as in [6]. 
THEOREM 2. (See [2,6].) Suppose that x = 0 is a Lyapunov stable equilibrium of the plant 
dynamics in (2). Then system (3) is a local exponential observer for plant (2) if  and only ff the 
following two conditions are satisfied. 
(2a) The submanifold efined via e = 0 is invariant under the flow of the composite system (4). 
(2b) The equilibrium z = 0 of the dynamics 
is Iocally exponentially stable. 
4. MAIN  RESULT  FOR THE CONTINUOUS-T IME CASE 
In this section, we give the main result of this paper for the continuous-time case, namely, how 
to solve the exponential observer design problem for neutrally stable nonlinear systems using the 
output regulation techniques of [1]. 
That is, we consider the nonlinear system given in (2) with the standing assumption that the 
equilibrium x = 0 of the plant dynamics in (2) is neutrally stable and establish Theorem 2 for 
the same plant. Since Conditions 2a and 2b of Theorem 2 follow immediately from Definition 3, 
it suffices to show that these conditions are also sufficent for any candidate observer of form (3) 
to be a local exponential observer for plant (2). 
Corresponding to any candidate observer of form (3), we have the associated nonlinear system 
= g(z, h(x)), 
=/(z), (5) 
e:z - -x .  
In (5), we can interpret z as the state of the new plant, and the dynamics ~ = f (x )  as the 
exosystem for the new plant. Also, the error e is defined as just the difference between the state 
estimate z and the state x for the original plant (2). Note that there is no input u present in the 
new plant (5). 
Now, assume that Conditions 2a and 2b of Theorem 2 are satisfied by plant (2) and the 
candidate observer (3). In view of Lemma 1, it suffices to show that Condition 2 of Definition 3 
holds. We prove this using Theorem 1 as follows. 
First, we verify that the standing assumptions of Theorem 1 are satisfied for the new plant (5). 
By assumption, the exosystem ~ = f (x )  is Poisson stable at x = 0 and also'the system 
is locally exponentially stable at z = 0 by Condition 2b of Theorem 2. Thus, the standing 
assumptions in Theorem 1 are satisfied. Also, from Condition 2a of Theorem 2 and Lemma 1, it 
follows that 
f(x) = g(x, h(z)), Vz e X, 
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i.e., there exists a locally C c¢ map 
~(z) =z (z •x )  
with 7r(0) = 0, which satisfies the properties that 
(la) °~ r~x~ OxJ' ' = f (x )  = g(x,h(x))  = g(~r(x),h(x)), Vx  • X .  
(lb) 7r(x) - x = x - z = 0. 
Thus, Conditions la and lb of Theorem 1 hold for plant (5). Hence, by Theorem 1, the state 
feedback regulator problem is solvable for plant (5). Since there is no input present in plant (5), 
it follows trivially that the error e(t) = z(t) - x(t) tends to zero exponentially as t ~ oc for all 
small initial conditions z(0) and x(0). This completes the proof. | 
5. OUTPUT REGULAT ION OF  
D ISCRETE-T IME NONLINEAR SYSTEMS 
In this section, we consider a discrete-time nonlinear plant of the form 
x(k + 1) = f(x(k),w(k)) + g(x(k))u(k), 
~(k + 1) = s(~(k)), 
e(k) = h(~(k)) + q(~(k)), 
(6) 
where x E IR ~ is the state, u E R m the input, and e c R p the error between the plant output h(x) 
and the reference signal -q(w).  The state x is defined in a neighborhood X of the origin of R n. 
The dynamics w(k + 1) = s(w(k)) is the exosystem for plant (6). The state w of the exosystem is
defined in a neighborhood W of the origin of R ~. We assume that the functions f ,  g, s, h, and q 
are C 1 and also that f(0, 0) = 0, g(0) = 0, s(0) = 0, h(0) = 0, and q(0) = 0. 
Next, we define a basic output regulation problem for the discrete-time plant (6). 
DEFINITION 4. The state feedback regulator problem for plant (6) is to find, ff possible, a state 
feedback law of the form 
~(k) = ~(~(k), ~(k)), 
where a(x, w) is a C 1 mapping defined on X x W such that the following two conditions are 
satisfied. 
(1) The equilibrium x = 0 of 
x(k+l )  =f(x (k ) ,O)+g(x(k ) )a (x (k ) ,O)  
(a) 
is locally exponentially stab/e. 
There exists a neighborhood U C X x W of (0, O) such that, for each initial condition 
(x(O), w(O)) E U, the solution of the composite system 
x(k + 1) = f (x (k ) ,~(k ) )  + g(x(k))~(~(k),~(k)), 
w(k + 1) = s(w(k)), 
satisfies 
IIh(x(k)) + q(w(k))ll <_ Ma k I[h(x(O)) + q(w(O))ll, 
for some positive constants M and a with 0 < a < 1. 
Next, we define a neutrally stable nonlinear system. 
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DEFINITION 5. A discrete-time nonlinear system defined by the equation 
y(k + 1) = f(y(k))  
with y E ~n f(O) = 0 and f is locally C 1 is called neutrally stable at the equilibrium y = 0 if it 
is Lyapunov stable in both forward and backward time at y = 0. | 
REMARK 2. It follows from Definition 2 that for a neutrally stable system y(k + 1) = f(y(k)),  
the linearization matrix A = Dr(o) has all eigenvalues with unit modulus. Thus, neutrally stable 
systems are a special type of Lyapunov stable nonlinear systems. | 
Next, we state without proof a basic result giving the solution for the state feedback regulator 
problem for plant (6). This result can be easily established using the output regulation techniques 
of [1] and the center manifold theory results of [8]. 
THEOREM 3. Suppose that the exosystem w( k + 1) = s(w( k) ) is neutrally stable at w = 0, and 
the system 
x(k + 1) = f(x(k),  O) + g(x(k))u(k) 
is 1ocally exponentiaJly stabilizable. Then the state feedback regulator problem for plant (6) is 
solvable if and only if there exist locally C 1 maps 
z = ~(~), u = c(~) (with ~(o) = o and c(~) = O) 
satisfying the following two conditions. 
(3a) ~(s(~)) = f(~(~), ~) + g(~(~))c(~). 
(3b) h(r(w)) + q(w) = O. l 
6. OBSERVER DES IGN FOR 
D ISCRETE-T IME NONLINEAR SYSTEMS 
In this section, we consider a discrete-time nonlinear plant of the form 
x(k + 1) = f(x(k)) ,  
y(k) = h(x(k)), (7) 
where x E R n is the state and y E R p the output of plant (2). The state x belongs to an open 
neighborhood X of the origin of R n. We assume that f : X -* R n is a C 1 map and also that 
f(0) = 0. We also assume that the output mapping h : X -~ R p is a C 1 map, and also that 
h(0) = 0. Let Y ~= h(X). 
DEFINITION 6. (See [7].) A nonlinear system described by 
z(k -[- 1) = g(z(k),y(k)) (Z • Rn,g iS locallyC 1) (8) 
is called a local exponential observer £or plant (2) if the composite system (8) satisfies the following 
two requirements. 
(1) I f  x(0) = z(0), then x(k) = z(k), Vk > 0. 
(2) There exists a neighborhood V of the origin o fR  n such that for a11 z(O) - x(O) • V, the 
estimation error z(k) - x(k) tends to zero exponentially as k ~ co. | 
The estimation error e is defined by 
A 
e=z-x .  
Then e satisfies the difference quation 
e(k + 1) : g(x(k) + e(k), h(x(k))) - f(x(k)).  
We consider the composite system 
z(k + 1) = f(x(k)) ,  
(9) 
e(k + 1) = g(x(k) + e(k), h(x(k))) - f (x(k)) .  
Next, we state a simple/emma which provides a geometric haracterization of Condition I in 
Definition 6. 
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LEMMA 2. (See [7].) The following statements are equivalent. 
(A) Condition 1 in Definition 6 holds for the composite system (7),(8). 
(B) g(x,h(x)) = f (x) ,  Vz  e X.  
(C) The submanifold defined via e = 0 is invariant under the flow of the composite 
system (9). | 
Next, we state a fundamental theorem that completely characterizes the existence of local 
exponential obsevers of form (8) for Lyapunov stable nonlinear plants of form (7). This theorem 
can be established using center manifold theory results of [8] as in [10] or using Lyapunov stability 
theory [9] as in [7]. 
THEOREM 4. (See [7].) Suppose that x = 0 is a Lyapunov stable equilibrium of the plant 
dynamics in (7). Then system (8) is a local exponential observer for plant (7) if and only if the 
following two conditions are satisfied. 
(4a) The submantfold efined via e = 0 is invariant under the flow of the composite system (9). 
(4b) The equilibrium z = 0 of the dynamics 
z(k+ 1) = g(z(k),O) 
is locally exponentially stable. 
7. MAIN  RESULT FOR THE D ISCRETE-T IME CASE 
In this section, we give the main result of this paper for the discrete-time case, namely how to 
solve the exponential observer design problem for neutrally stable discrete-time nonlinear systems 
using the output regulation techniques of [1]. 
That is, we consider the discrete-time nonlinear system given in (7) with the standing assump- 
tion that the equilibrium x = 0 of the plant dynamics in (7) is neutrally stable and establish 
Theorem 4 for the same plant. Since Conditions 4a and 4b of Theorem 4 follow immediately 
from Definition 6, it suffices to show that these conditions are also sufficent for any candidate 
observer of form (8) to be a local exponential observer for plant (7). 
Corresponding to any candidate observer of form (8), we have the associated nonlinear system 
z(k+ 1) = g(z(k),h(x(k))), 
x (k+ 1) = f(x(k)), 
e(k) = z(k) -~(k) .  
(10) 
In (10), we can interpret z as the state of the new plant, and the dynamics 
x(k + 1) = f(x(k))  
as the exosystem for the new plant. Also, the error e is defined as just the difference between the 
state estimate z and the state x for the original plant (7). Note that there is no input u present 
in the new plant (10). 
Now, assume that Conditions 4a and 4b of Theorem 4 are satisfied by plant (7) and the 
candidate observer (8). In view of Lemma 2, it suffices to show that Condition 2 of Definition 6 
holds. We prove this using Theorem 3 as follows. 
First, we verify that the standing assumptions ofTheorem 3 are satisfied for the new plant (10). 
By assumption, the exosystem x(k + 1) = f (x(k))  is neutrally stable at x = 0 and also the system 
z(k+ l/=g(zCk),O) 
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is locally exponentially stable at z = 0 by Condition 4b of Theorem 4. Thus, the standing 
assumptions in Theorem 4 are satisfied. Also, from Condition 4a of Theorem 4 and Lemma 2, it 
follows that 
f (x )  = g(x, h(x)), V z • X, 
i.e., there exists a locally C ~ map 
x (x • x )  
with 7r(0) = 0, which satisfies the properties that 
(la) (id of ) (x )  = f ( z )  = g(x, h(x))  = g(Tr(x), h(x)),  Yx • X .  
(lb) l r (x ) -x=x-x=0.  
Thus, Conditions 3a and 3b of Theorem 3 hold for plant (10). Hence, by Theorem 3, the state 
feedback regulator problem is solvable for plant (10). Since there is no input present in plant (10), 
it follows trivially that the error e(k) = z(k)  - x(k)  tends to zero exponentially as k ~ oc for all 
small initial conditions z(0) and x(0). This completes the proof. | 
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