ABSTRACT Short-term traffic flow forecasting plays an important role in current intelligent transportation system. For most models, the selection of time lag is a crucial factor affecting the forecasting performance. Instead of choosing a single time lag when constructing model, in this paper, we propose a novel approach attempting to construct multiple base forecasting models, each with different time lag and performance. Least squares support vector regression (LSSVR) with the Gaussian kernel function is adopted as the base model because of its nonlinear modeling capability, as well as empirical performance. Then, the outputs of these base models are integrated to produce final prediction through another LSSVR with the linear kernel function. This ensemble forecasting framework consists of many parameters that need to be adjusted. To address this issue, an improved harmony search algorithm tailored for our forecasting system is further developed for seeking the optimal parameters. The real-world traffic flow data are collected from several observation sites located around the intersection of Interstate 205 and Interstate 84 freeways in Portland, OR, USA. Experimental results verify that the proposed approach is able to provide better forecasting performance in comparison with other competing methods.
I. INTRODUCTION
Intelligent transportation system (ITS) [1] has been approved to be an efficient avenue to relieve traffic jam, reduce fuel consumption and emissions [2] . As a significant component of ITS, traffic flow forecasting system which predicts the traffic flow at a specific road segment in a certain period of time ahead, plays a fundamental role in various applications, including signal control, traffic guidance, route planning, etc. For example, reliable prediction of future traffic condition will provide valuable information for vehicle navigation and route planning system, thus reducing travel time and improving road utilization. According to the prediction period of time, traffic flow prediction can be categorized into long-term, mid-term, and short-term. For short-term traffic flow forecasting, the period of time is usually in the range of 5-30 minutes. Because of its practical value and extensive application in ITS, short-term traffic flow forecasting is attracting more and more attention of researchers. Nowadays, some traffic flow forecasting systems have been deployed in real worlds [3] , such as the Sydney coordinated adaptive traffic system (SCATS) [4] , etc.
It is well-known that traffic sensor data has strong spatial and temporal correlation due to road network connectivity and the regularity of human activity. For example, traffic flows in adjacent time interval are highly related to each other because of temporal correlation. Similarly, from the perspective of spatial correlation, traffic flow at the target site will be intensively influenced by the traffic flow at nearby sites, especially the upstream traffic or the downstream traffic. As a result, it is still a tough task to build a highly accurate and reliable traffic flow forecasting model due to the complex spatiotemporal interaction of traffic flow [5] . During the last few decades, data-driven forecasting approaches [1] have become increasingly popular and attracted much attention, because they do not rely on strong assumption on the theoretical model of traffic flow properties.
For the majority of data-driven methods, the construction of a forecasting model is composed of the following steps. First, a certain amount of sensor data such as historical traffic counts has to be collected. Then, a specific forecasting model with proper structure and parameters should be chosen. Next, based on the data collected in the first step, the forecasting model needs to be trained with the help of corresponding learning algorithm. It will produce an optimal solution leading to small prediction error. At last, the traffic sensor data for testing is fed into the model that has been trained, thus generating the prediction outcome for future traffic flow.
In the literature, multifarious machine learning models [6] have been widely applied to implement traffic flow forecasting in a data-driven manner. Some classical models include historical average method, Kalman state space filtering model [7] - [10] , autoregressive integrated moving averaging (ARIMA) [11] - [13] , seasonal autoregressive integrated moving averaging (SARIMA) [14] , [15] , K-nearest neighbor [16] , etc. These methods mainly focus on the temporal correlation of traffic flow at a specific site and perform well in the case of relatively stable traffic flow. Moreover, they usually assume linear dynamics of traffic flow which is not suitable in real traffic scenario due to the complex spatiotemporal interactions between traffic flows at different sites. Consequently, these drawbacks limit the practical usage of the above methods.
Support vector machine (SVM) [17] , a supervised machine learning model invented by Vapnik and his colleagues, has been successfully applied to many real-world problems, including drug discovery [18] , robust regression [19] , pattern classification [20] , time series prediction [21] , and many others. SVM has several advantages over other machine learning models. First, SVM is based on structural risk minimization (SRM) principle [22] which strikes a balance between traditional empirical risk and model complexity. Second, the solution of SVM boils down to a convex optimization problem, and thus the global optimality of the solution can be guaranteed. Third, SVM is able to deal with nonlinear problems by mapping input space into a higher or even infinite dimensional feature space while avoiding the curse of dimensionality due to the introduction of kernel trick. SVM was originally developed to address pattern classification problems. With the insensitive loss function, SVM can be extended to solve nonlinear regression problems, namely support vector regression (SVR). Further, least squares SVR (LSSVR) [23] and its kernel version simplifies SVR by replacing insensitive loss function with least squares loss function. In this way, the solution of LSSVR can be found by solving a linear system of equations instead of complex quadratic programming (QP) problem, without sacrificing the generalization performance. SVR and LSSVR both have been employed for traffic flow forecasting with promising results [24] - [27] .
Another type of popular data-driven methods for traffic flow forecasting is artificial neural network (ANN). Some widely recognized and prominent ANN models include multi-layer perceptron (MLP) [28] , convolutional neural network (CNN) [29] , long-short term memory (LSTM) network [30] , autoencoder [31] , etc. Due to the development of deep learning techniques, ANN has given marvelous performance in computer vision, speech recognition, and many other fields. Recently, ANN with more hidden layers has been applied for traffic flow prediction [28] , [30] , [32] and generated superior results in comparison with some classic models. Although ANN is powerful for the construction of nonlinear model, it has some issues. For instance, it lacks of interpretability of its learning process and when the network structure is complex, training ANN will impose great demand for data and computational cost.
Ensemble learning [33] - [35] is a general purpose learning strategy rather than a concrete learning algorithm that uses a certain rule to integrate the results of multiple base models to get a better prediction than a single model. It has been successfully used in a variety of problems and has effectively improved model performance. There are two essential elements that need to be considered carefully when using ensemble learning strategy. One is the construction of different base models and the other is the configuration of a large number of parameters involved in the entire learning system, especially considering the number of adjustable parameters is usually proportional to the number of base models.
In most traffic flow forecasting approaches, time lag, i.e., the degree to which traffic flow in current time step depends on traffic flow in the past, needs to be determined before constructing model. For example, when time lag equals 1, it means the traffic flow data collected at time t and t-1 are used to forecast the future traffic flow. So far, there is no general rule for selecting time lag. In practice, by varying time lag in a certain range, e.g. from 1 to K , multiple candidate models with different prediction accuracy can be built. Then, the lag is often determined when the model reaches its best overall performance. Once the best model is determined, the other models with inferior performance are discarded in traditional traffic flow forecasting approaches. This single time lag based strategy has become popular due to its relative simple structure. However, those inferior models which are discarded still provide proper forecasting, although they performs relatively worse than the best model on the whole. In other words, these models with distinct time lags can still provide some useful information about the future traffic state. Inspired by this observation, in this work, we view each model with respective time lag as base model and attempt to integrate the predictions of these models through ensemble learning. In such a way, we expect the entire forecasting system may combine the advantages of multiple base model and have better performance than any single model. In this study, we choose LSSVR as the base model because of its nonlinear modelling capability as well as empirical performance.
Further, in order to select proper parameters involved in the entire ensemble learning system, we develop an improved harmony search (HS) algorithm [36] , [37] . HS is a heuristic optimization algorithms derived from the simulation of natural phenomena or laws. So far, some well-known heuristic optimization algorithms [39] - [41] have been proposed during the past several decades, such as genetic algorithm, particle swarm optimization, etc. Among them, HS tries to simulate the process by which musicians adjust their different tones repeatedly to achieve the most beautiful harmonies. HS was first proposed by Geem in 2001 and can achieve promising results. In comparison with other optimization algorithms, HS has many advantages, including (i) good generalization and low dependence on problem structure, (ii) fewer parameters need to be adjusted and less tuning time, (iii) easy implementation and understanding, etc.
To evaluate the effectiveness of the proposed model, a realworld traffic flow data is collected from some observation sites spreading over two intersected freeways called I84 and I205 in Portland, OR, USA. We evaluate the proposed algorithm and other related approaches on several observation sites in terms of forecasting error. The experimental results show that our proposed model can obtain better prediction. We also verify that the improved HS algorithm converges faster than the original one, implying it is able to find better parameters for the ensemble learning system. The rest of this paper is organized as follows. Section II describes the details of our proposed method, including a brief review of LSSVR, the ensemble forecasting framework as well as the improved HS algorithm. Section III presents the road network sensor data, experimental results and the comparisons with other models. Finally, we conclude this paper in Section IV.
II. THE PROPOSED METHODOLOGY
where M and d represent the number of samples and features, respectively. The LSSVR model constructs a function f (x) mapping the input x to the output y. Generally, f (x) takes the following form
where w and b are the weight vector and bias, respectively, ϕ(x) is a predefined nonlinear kernel function transforming the input space to a new feature space with high (or even infinite) dimensionality. In such a way, it is possible to convert the complex nonlinear relationship between x and y into a simple linear relationship between ϕ(x) and y, as shown in (1) . In order to obtain suitable w and b, LSSVR needs to solve the following optimization problem
where e i is the estimation error between the predicted value w T ϕ(x i ) + b and the actual value y i , γ is a trade-off parameter, responsible for balancing the model complexity and estimation error. To solve the optimization problem (2), we introduce the corresponding Lagrange function as follows (3) where α i denotes the Lagrangian multiplier. To find the optimal solution, we exploit the well-known Karush-KuhnTucker conditions [38] and get the following linear system of equations
The solution to (4)- (7) can be expressed in the matrix form as follows
where
is a vector of all ones, I is an identity matrix with appropriate size,
In statistical learning theory, the kernel K (x i , x j ) plays an important role in constructing effective LSSVR. For linear problems, the following linear kernel is a suitable choice
For nonlinear problems, we use the following Gaussian kernel
where σ is the width parameter of Gaussian kernel. Due to the simplicity of implementation and powerful nonlinear modeling capability, we use Gaussian kernel to implement nonlinear LSSVR in this study [21] . After solving linear equations (8) to obtain α and b, the final prediction function for a test sample x can be expressed as
B. ENSEMBLE LEARNING FRAMEWORK
The proposed framework mainly consists of two stages. In the first stage, multiple nonlinear LSSVR based traffic flow prediction models are constructed, each with different time lags.
In such a way, it not only avoids the selection of time lag but also permits proper approximation made by each individual model. In the second stage, the final traffic flow prediction is obtained by constructing linear LSSVR model using the outputs of all nonlinear LSSVR as its inputs. Notice that we use nonlinear LSSVR model in the first stage because it directly operates on the raw traffic flow data with highly nonlinear variation. By contrast, in the second stage, we have obtained multiple prediction results which approximate real data. Thereby, linear LSSVR is utilized in this stage to further integrate their outputs. In order to select the parameters (γ , σ ) involved in nonlinear and linear LSSVR, we further develop an improved HS algorithm. Thereby, the overall structure of our proposed ensemble learning framework for traffic flow prediction is shown in Fig. 1 . According to the relationship between different learning models, ensemble learning can be categorized into heterogeneous ensemble learning and homomorphic ensemble learning [33] . Heterogeneous ensemble learning means that the base learning models are different from each other in principle, while homomorphic ensemble learning means that the base learning models are constructed based on the same principle, but with different parameters. It can be clearly seen from Fig. 1 that the proposed traffic flow prediction framework belongs to homomorphic ensemble learning.
C. IMPROVED HS FOR PARAMETERS SELECTION
Overall, the traffic flow prediction framework shown in Fig. 1 is an ensemble learning system consisting of multiple nonlinear and linear LSSVR models. As can be seen from the above Section, nonlinear LSSVR involves two parameters γ and σ , which determine the regularization strength and kernel width, respectively. And linear LSSVR involves a trade-off parameter γ . As a result, given K nonlinear LSSVR models and a linear LSSVR model, the whole ensemble learning system shown in Fig. 1 will comprise a total of 2K + 1 parameters. For instance, if K equals 5, it will have 11 parameters that need to be chosen appropriately. For LSSVR (and most machine learning models), it is widely observed that different parameter configurations have remarkable impact on the prediction performance. For example, large γ tends to reduce the training error, thus may lead to overfitting. In contrast, small γ prefers the model with reduced complexity, but may lead to underfitting. Consequently, the selection of proper parameters becomes a crucial problem for improving the prediction performance of our ensemble learning system. Unfortunately, it is often difficult to select optimal parameters because as yet there is no principled methods available for setting the parameters for a given problem. Traditional grid search approach used for adjusting parameters is rather timeconsuming or even infeasible since it has to enumerate all possible combinations of different parameters. To address the above problem, we develop an improved harmony search algorithm tailored for the parameters optimization of our ensemble prediction framework.
Harmony search (HS), as a recently emerging metaheuristic computing technique, is inspired by the improvisation process of musicians [36] . A musician's musical composition usually includes the following three steps: (1) produce a masterpiece that can be remembered accurately (generate harmony memory), (2) perform with a harmony similar to masterpieces (tune harmony), and (3) improvise new harmonies (generate new harmonies). By mimicking the above process adopted by musicians, HS algorithm attempts to obtain near-optimal solution according to some fitness function. Roughly speaking, HS algorithm mainly includes the initialization of algorithm parameters, the initialization of harmony memory (HM), the creation of new harmony, the updating of harmonic memory, and termination condition.
Although HS algorithm has been widely applied to various problems, it still has room for improvement. Next, we described main steps of the improved HS algorithm.
(1) Set initial HS parameters, including harmony memory size (HMS), harmony memory considering rate (HMCR), pitch adjusting rate (par), bandwidth (bw), boundary of search space x max and x min , and terminating condition (e.g. the number of iterations).
(2) Define harmony memory (HM) and fitness function. In this work, we encode HM as follows:
X HMS fit(X HMS
is the ith harmony, x i j is the jth tone in X i , n is the total number of tones in a harmony, fit(X i ) is the fitness of X i . In HS algorithm, each possible solution is expressed as a harmony while each tune in a harmony corresponds to a parameter that needs to be optimized. Thus, the concrete encoding of HM for our proposed ensemble learning system is shown in Fig. 2 . Clearly, in the case of K nonlinear LSSVR models, we have n = 2K + 1.
Fitness is another crucial element in heuristic optimization algorithms, responsible for evaluating the performance of parameters. In this work, the root mean squared error (RMSE), widely used to evaluate the performance of traffic flow forecasting models, is chosen. RMSE can be calculated by formula (13)
whereŷ i and y i are the predicted and actual traffic flows, respectively, and M is the number of samples. Obviously, the smaller the RMSE is, the more accurate the prediction is. (3) Initialize HM. In original HS algorithm, the tone in each harmony is initialized as x i j = x min + (x max − x min ) × rand(0, 1), where rand(a, b) represents a random number uniformly distributed between a and b. In our framework, nonlinear and linear LSSVR models play different roles in the construction of prediction system, and thus should be initialized within different ranges. In order to improve the initialization and ensure a certain degree of diversity at the same time, we present the initialization scheme for HM as follows
For our ensemble learning system, we let a = −10, b = 10, if 1 ≤ j < n, and a = −9, b = 3, if j = n.
(4) Generate new harmony. The original HS adopts the strategy that a single harmonic vector is randomly generated at each iteration. This single harmony strategy is computationally efficient, however, it may influence the optimization ability because the information contained in current HM is potentially ignored. In this work, we attempt to generate two new harmonies (called double harmonies strategy in this study) where one harmony (X new1 ) is generated based on original HS algorithm and the other harmony (X new2 ) is based on the best harmony (X best ). Here, the best harmony indicates the harmony with optimal fitness in current HM. Then, the harmony with better fitness will be selected from
} and then replace the harmony with worst fitness in current HM. The procedure of generating X new1 and X new2 is shown in Fig. 3, where r 1 ,r 2 and i are all random VOLUME 6, 2018 variables obeying uniformed distribution. To modify a tone, we employ the following formulation such that the tuned x i j is within a range close to the original value and it enhances the local search ability of HS.
III. EXPERIMENTS AND ANALYSIS

A. DATA DESCRIPTION
In this work, we use the traffic flow data collected by loop detectors installed at 24 observation sites. The data can be downloaded from the website (http://portal.its.pdx.edu/). These 24 sites are located around the intersection of Interstate 205 (I205) and Interstate 84 (I84) freeways in Portland, OR, USA. The locations of these sites are labeled on the sub-area map of Portland shown in Fig. 4 . Overall, 18 sites locate on the I84 and 6 sites locate on the I205. Each site is marked on the figure with different colors. Blue indicates the traffic flow from west to east and green represents the opposite direction. Similarly, orange indicates the traffic flow from north to south and grey represents the opposite direction. In experiments, we use the 15 minutes aggregation data whose unit is vehicles per 15 minutes (veh/15 minutes). Therefore, there are totally 96 sample points for each site and every day. We use traffic flow data of 10 weekdays (from September 18 to October 1, 2015) and discard the data belonging to holidays and weekends, because the traffic states on weekends and holidays vary differently from the weekdays. Furthermore, in order to train various models, choose proper parameters, and evaluate the prediction performance of models, we split the whole data set into three parts. The first 8 weekdays of September 18-29 (after removing weekends and holidays), are grouped as the training set, the data set of September 30 is regarded as the validation set and the data set of October 1 is treated as the test set.
In order to calculate the prediction performance, we select 8 sites (5, 10, 6, 7, 12, 23, 9 , and 8) distributed in the road network as the target sites. Those selected sites are marked by an extra red dot in Fig 4. On the whole, these sites cover the whole road network, e.g., sites 5 and 10 both locate on I84 but indicating traffic flow in the opposite direction. Due to the malfunction of some detectors or transmission errors, there exist some missing values in the original data. After calculating the missing rate (the ratio of the number of missing entries to the total number of entries), we find it is very low for these sites and time interval. Therefore, a simple temporal correlation based traffic flow imputation method is applied to complete these missing values.
B. CONFIGURATION
In order to evaluate the performance of the proposed shortterm traffic flow forecasting model, we conduct extensive experiments based on the above traffic data set. We compare with some widely applied traffic flow prediction algorithms, including Ridge regression, Lasso regression, ARIMA, MLP, and LSSVR. For MLP, we have used two hidden layers to enhance the learning capability of neural network and the popular RELU activation function because of its superior performance. The number of neuros in each lay is choosen from {16, 32, 64, 128} such that best performance is achieved. For the proposed ensemble prediction framework, we let K = 5 and select the parameters it involves by both original HS algorithm and our improved HS algorithm (termed as EN-LSSVR-HS and EN-LSSVR-IHS, respectively) and report the corresponding results. In such a way, we can investigate the effect of the improved HS in the search of optimal parameters. All of these algorithms are implemented in Python environment on a PC with Intel(R) Core(TM) i7-7700HQ CPU and 16GB DDR4 RAM. Keras (a highlevel neural networks toolbox) is employed to construct MLP model while Scikit-learn (a machine learning toolbox) is used to build Ridge, Lasso, and ARIMA models. The parameters for HS algorithm are shown in Table 1 .
C. PREDICTION PERFORMANCE COMPARISON
The prediction errors obtained by all methods are listed in Table 2 . The time lag for each method, except the proposed EN-LSSVR-IHS, is selected from 1 to 5 such that the best performance is achieved. From these results, we can observe that the performance of Ridge, Lasso and ARIMA are close to each other. These three models all belong to linear models, thus being more suitable when the relationship between the input and the output is also linear or close to linear. However, the variation of traffic flow is essentially rather complex and highly nonlinear, especially in the case of transportation network where many potential factors may affect the traffic flow at the target site. In the spirit of deep learning, MLP with two hidden layers achieves much better results than the above linear models. Actually, MLP outperforms LSSVR on 4 sites in terms of prediction errors, thus demonstrating strong nonlinear mapping ability [42] , [43] . Owing to the kernel function introduced, LSSVR is able to solve nonlinear prediction problems in an elegant way, thus producing notably smaller errors in comparison with Ridge, Lasso, ARIMA. This is in accordance with the previous studies [21] , [26] , [27] that LSSVR can get quite good results in show-term traffic flow forecasting. These results verify that the traffic flow has inherent nonlinear characteristics that need to be seriously taken into account. The proposed EN-LSSVR-IHS outperforms all other methods including EN-LSSVR-HS, regardless of specific target site. For example, in comparison with LSSVR, it improves the performance by 7%-12%, depending on specific site. These results demonstrate that the integration of multiple LSSVR models with different time lag is able to provide more accurate prediction of the future traffic state.
To intuitively illustrate the prediction results of different models, we show the actual traffic flow, the predicted traffic flow and the associated residual obtained by each model for site 6 in Fig.5 . From these results, we can observe that the VOLUME 6, 2018 forecasting results of our method is closer to the actual traffic flow than any other competitors, which means the forecasted traffic flow has similar pattern as the observed traffic flow. Thereby, the proposed ensemble learning model is able to implement smaller prediction error. The results indicate our method successfully integrates the output of each individual prediction model, thus providing an effective and reliable estimation for traffic flow forecast in practice. 
D. INFLUENCE OF LAG ON THE PREDICTION PERFORMANCE
In this section, we investigate how forecasting error achieved by LSSVR varies with respect to time lag. In Fig. 6 , we show the errors of original LSSVR under different lags as well as the results of EN-LSSVR-IHS. Note that EN-LSSVR-IHS is able to integrate the outputs of multiple LSSVR to produce a single prediction. As we can see from Fig. 6 , different time lag leads to different forecasting error of LSSVR. For most cases, the error tends to reach its minimum with a proper lag. However, for different site, the optimal lag is usually different. By comparing LSSVR with different lags and our proposed EN-LSSVR-IHS, it can verify that the integrated result is consistently better than individual LSSVR regardless of specific time lag.
E. TRAINING TIME COMPARISON
In addition to forecasting error, we also compare the training time consumed by different methods, which is shown in Table 3 . As we can see, Ridge regression perform fastest among all methods because it has a closed-form solution given by a simple linear system of equations. Lasso regression and time series model ARIMA run slower due to the fact that an iterative procedure is required to obtain their solutions. By comparing MLP and LSSVR, we can observe that LSSVR is much faster than MLP in terms of speed. This is mainly because for MLP, back propagation algorithm is required to iteratively optimize the loss function of neural network while in contrast, the solution of LSSVR can be derived from linear equations. Consequently, LSSVR runs much faster than MLP. Finally, we observe that EN-LSSVR-IHS performs slower than the original LSSVR since multiple models with different time lags need to be solved. Nevertheless, it still runs much faster than MLP. To summarize, we may draw the conclusion that EN-LSSVR-IHS is able to achieve significant improvement in forecasting accuracy with moderate increase in training time.
F. CONVERGENCE COMPARISON BETWEEN HS AND IHS
In this section, we compare the original HS and our improved HS (IHS) in terms of convergence behavior. The results of one experiment are shown in Fig. 7 (a) and (b) where the x-axis denotes the number of iterations and the y-axis represents the logarithm of fitness at each iteration. As we can see from Fig. 7(a) , after even 3000 iterations, the solution found by original HS still produces larger error in comparison with IHS. This result indicates that IHS is able to find better VOLUME 6, 2018 solution because of effective initialization and double harmonies generation strategy, thus verifying our motivation for IHS. Further, Fig. 7(b) show the comparison between original HS and improved HS, given the same initialization but different new harmony generation strategy, that is single harmony versus double harmonies. We can see the double harmonies strategy does significantly accelerate the convergence of HS algorithm, indicating important information conveyed by the best harmony in current HM.
IV. CONCLUSIONS
In this article, we put forward a novel approach for shortterm traffic flow forecasting. Our approach firstly construct multiple nonlinear LSSVR base models, each with different time lags. Then, the outputs of these base models are integrated by another linear LSSVR which generates final prediction. To find proper values for the involved parameters in this ensemble learning framework, we further develop an improved harmony search algorithm with better convergence. A real-world traffic sensor data is used to evaluate the prediction ability of our approach. The experimental results verify that the proposed model is able to achieve better forecasting performance in comparison with other widely applied approaches.
