Human vision is the most important resource of information used for object recognition and classification. Images having constant intensities can be easily represented by vision. Textures are one of the important features in computer vision as it identifies different regions of an image on the basis of texture properties. It is widely used in variety of applications. Identifying various regions in satellite image is one such application. There are numerous approaches based on texture classification that are mainly categorized as statistical, structural, model based and signal processing methods. The study involves the classification of LANDSAT ETM+ and MODIS satellite imagery datasets using texture based approaches i.e. Grey Level Co-occurrence Matrices (GLCM), Laws Energy Measure, Discrete Fourier Transform (DFT) and Gabor Filter. Relative performance comparison study of these approaches on the basis of standard deviation (statistical tool) has been carried out. GLCM shows best results among all other approaches.
INTRODUCTION
Satellite imagery classification can be viewed as a joint endeavor of both image processing and classification techniques. The techniques are generally used in order to assemble groups of identical pixels into classes that match the informational categories of user interest by comparing pixels to one another found in image. Image classification has emerged as a significant tool for investigating digital images.
Large quantity of satellite imagery with advanced classification technologies provides chance for useful results. Numerous classifiers have been defined. Sometimes, it is difficult to state which classifier is best for all situation as the characteristics of each image and the circumstances for each study vary so greatly. Though statistical methods based on texture approach are superior to all other classifiers but there are no clear consensuses which statistical methods work best [2] . Comparative studies of classifiers that relate their performances to data characteristics have received a lot of attention recently [14] .
The paper is organized as follows: In section 2, literature is reviewed, summarizing the work presented by numerous researchers over the last three decades. Section 3 discusses the methodology and explains all four approaches i.e. Gray Level Co-occurrence matrix, Laws" Energy Measure, Twodimensional Fourier Transform and Gabor Filter that have been implemented. In section 4, k-mean clustering (classification technique) has been discussed. Results have been discussed in section 5. Conclusions and future work has been stated in section 6.
LITERATURE REVIEW
Texture is represented on the surface of an object as a repeating pattern. It is a feature used to partition images into regions of interest and classify those regions [2] . Textures are complex visual patterns composed of entities, or subpatterns that have characteristic brightness, color, shape, size, etc. Thus texture can be regarded as a similarity grouping in an image [3] . Texture analysis methods have been utilized in many varieties of application domains ranging from classifications of satellite images [20] to biomedical images [19] , detecting defects in textile products [6] [10] analyze the spatial distribution of gray values, by computing local features at each point in the image, and deriving a set of statistics from the distributions of the local features. A large number of statistical texture features have been proposed, ranging from first order statistics to higher order statistics. Structural approach [11] defines a grammar for the way that the pattern of the texture produces structure. The texture is parsed to see if it matches the grammar. The parse tree for a pattern in a particular region is used as a descriptor. Model based approaches [15] are capable of capturing dependencies among neighboring pixel values in textured images by assigning an analytical or mathematical function. Signal based or filter based approaches [21] largely share a common characteristic, which is applying filter banks on the image and compute the energy of the filter responses. It indicates texture as 2D digital signal, which are very popular and capable of dealing with random as well as regular textures. Its approaches cover a wide range of spatial and domain filtering transform, discrete transform domain analysis, and multi-scale/multidirectional methods. where N represents the total number of grey levels. Haralick gave fourteen texture measures on the basis of this matrix, among which contrast, mean, variance, energy and ASM have been selected and used in this study .
TEXTURE APPROACHES AND METHODOLOGY

Laws Texture Energy Measure
Laws [13] presented his novel texture energy approach to texture analysis and used basic filters such as Gaussian, Edge detector and Laplacian type filters to highlight points of high "texture energy" in the image to characterize textures highly efficiently and in a manner compatible with pipelined hardware implementations. Laws' textures are computed by first applying small convolution kernels to a digital image, and then performing a nonlinear windowing operation. A bank of separable filters [8] , five in each dimension (1 × 5) i.e. a total of 25 filters were used which has been obtained by convolving three vectors of (1 × 3 Once the local edginess or other feature is extracted, local magnitudes are deduced on these quantities. These magnitudes are then smoothened with a filter greater than the basic mask filter size [8] . The image gets transformed to a vector image, representing each component as energy of different type.
Discrete Fourier Transform (DFT)
The Two-dimensional Discrete Fourier Transform (2 DFT) [16] of a continuous image f (x, y) is represented as:
and 2DFT for a digital image f (x, y) of size M × N is given by:
Generally, Image is preprocessed by applying histogram equalization. Image is transformed using Fourier transform. Complex-valued F is multiplied, element by element; with symmetric complex-valued filter function G. Inverse Fourier transform is calculated on filtered image to transform it back to spatial domain [16] [17].
Gabor Filter
It is used for edge detection in image processing, which is named after Dennis Gabor in 1946 and have emerged one of the most commonly used techniques in the field of texture analysis. These filters are based on multichannel filtering, which emulates some characteristics of the human visual system. A two-dimensional Gabor function [1] consists of a sinusoidal plane wave of some frequency and orientation, modulated by a two-dimensional Gaussian envelope. A "canonical" Gabor filter in the spatial domain is given by:
where µ 0 and θ are the frequency and phase of the sinusoidal plane wave along the x-axis, and σ x and σ y are the space constants of Gaussian envelope along x-axis and y-axis respectively. In the spatial-frequency domain, the Gabor filter becomes two shifted Gaussians at the location of the modulating frequency [1] . Gabor Filter Banks: Frequency (F), standard deviation (σ) and orientation (θ) are the parameters that define Gabor filter. By varying these parameters, a filter bank is obtained that covers the frequency domain almost completely.
Extraction of feature:
Once the filter bank is designed, texture features can be extracted by applying various methods [7] . Among which, magnitude response was calculated on the convolved image by applying amplitude. Spatial smoothing was applied on threshold image to enhance the image followed by Gaussian post filtering in order to remove variations that occurs in magnitude image due to sinusoidal factor in Gabor filter.
CLASSIFICATION TECHNIQUE: k-MEANS CLUSTERING
Once the features are extracted by using feature extraction technique, then the classification technique is applied in order to obtain clustered image. Different clustering techniques have been used for satellite image classification such as kMeans algorithm, ISODATA, Fuzzy C-Means (FCM), ISOCLUS algorithm, GAPS clustering algorithm, agglomerative clustering algorithm. In this paper k-Means clustering technique has been applied. MacQueen [12] is the pioneer of k-Means clustering technique. It is a simplest and most commonly used algorithm as it is easy to implement, and its time complexity is O(n), where n is the number of patterns. It starts with a random initial partition and keeps reassigning the patterns to clusters based on the similarity between the pattern and the cluster centers until a convergence criterion is met. It includes following step [4] :
i. k-Clusters are chosen and centroid coordinates are determined. ii. Distance of each pixel to the centroid is determined. iii. Pixels are grouped on the basis of minimum distance i.e. pixels in the image whose feature vectors represent points that are close together in the feature space.
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iv. Iteration is done until no changes result to the labels of any of the pixels.
TESTS AND RESULTS
This section tabulates the performance of every approach. Results on each technique have been discussed individually.
Relative performance comparison of all approaches on the basis of standard deviation has been discussed on two different datasets.
Datasets
Two satellite imaging datasets LANDSAT ETM+ and MODIS have been used for classifications. 
LANDSAT ETM+ dataset
MODIS dataset
The MODIS (Moderate Resolution Imaging Spectroradiometer) sensor operates on both "Terra" and "Aqua" satellites. Terra"s orbit around the earth is timed as it passes from north to south across the equator in the morning, where as Aqua passes from south to north over the equator in the afternoon. This study includes the classification on grayscale Terra images that are composite of sixteen days worth of images. The composites have a benefit of eliminating most cloud cover found in the images. The MODIS images are processed by NASA to calculate a number of water quality parameters [9] .
Selection of methodological parameters
There are several methodological parameters that should be optimized as discussed. Here the results have been discussed on the basis of parameters selected, method by method. One of the most relevant parameters is the neighbourhood size. Therefore, a specific analysis is required for each of the images with a different resolution. All the input images and output images are grayscale and of size 255 × 255. Figure 1 
GLCM
Window size along with the spatial displacement (1, 0) i.e. radius (δ =1) and angle of orientation (θ =0) has been decided. Different window sizes were applied i.e. 3 × 3, 5 × 5, 7 × 7, 11 × 11, 19 × 19. GLCM computation involves the trade-off between the window size and time, i.e. more is the window size less time is required for calculations. The increase in window size gives better results but up to some extent because when the size increases, the distance between the two neighboring pixels (i.e. reference pixel and its immediate pixel) also increases, decreasing the effect on innermost pixel. Storing GLCM requires more memory space as the total size of resultant image is 256 × 256 × 255 × 255, where 255 × 255 is the size of input image with 256 × 256 grey levels. GLCM shows good results on satellite images.
Laws Texture Measure
Convolving 5 × 5 laws mask or vectors to produce 25 feature images takes lots of time (less than GLCM approach) and consumes lots of memory space in order to store them. Therefore, time complexity and memory usage is very high. 1D mask have been used. For normalizing these images, any filter can be used. Here, non linear filter has been used by applying window size of 15 × 15. A problem in Laws energy is that the window size is bigger than the convolved mask. Though features get extracted but, it does not fit in the output window. Hence, proper clusters cannot be defined. Feature extraction results of all masks have uniform background except L5L5 mask as it does not perform on zero means. Therefore, it is suitable for distinguishing areas in the images with uniform grey level.
Gabor Filter
Multi Gabor filters has been applied with 18 banks of filters. Various set of frequencies and orientation values have been tried i.e. frequency set F= {0.3536, 0.1768, 0.0884} and orientation value θ= {0, 30, 60, 90, 120, 150} that showed satisfactory results. Different values for σ have been tested. Hit and trail method was applied which showed the best result for σ ≈ 4 as compared to other values. Different values of threshold have been applied on filtered images. 0% showed no threshold. 30%, 45%, 70% showed threshold, among which 30% showed best results.
Discrete Fourier Transform
Two-Dimensional Fourier Transform consumes the maximum time (approx. 12 minutes) as compared to all other algorithms due to its complexity. In order to implement TwoDimensional Fourier Transformation, the real and imaginary part has been separated on which the 2DFT has been applied using 0 0 orientation value. Median filter of 3 × 3 mask has been applied as it does not blur the edges by making sudden jumps on brightness Table 1 has been graphical represented in Figure 3 and Figure 4 in order to show relative performance comparison among various approaches. Graphs in Figure 5 and Figure 6 illustrate the same for three clustered MODIS images as tabulated in Table 2 . It is difficult to say which technique is outstanding for all the images, as all the algorithms have different characteristics like, Laws texture approach is good at edge detecting whereas GLCM is good for calculating statistical measures. Fourier transform is defined both on Gabor filter and DFT but with a difference that Gabor filter can define image both in spatial and frequency domain where as DFT can define the image only in frequency domain. According to the statistics, GLCM and Laws measure performs closely as they show small deviation results whereas both shows huge differences in the performance with DFT. Gabor Filter shows high variations with GLCM, average results with Laws measure and close results with DFT. GLCM shows the best result among all other algorithms for both LANDSAT ETM+ and MODIS by showing constant variation for all the regions. 
Comparison of various approaches on datasets
CONCLUSION AND FUTURE SCOPE
