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Π Ε ΡΙΛ Η Ψ Η
Υποθέτουμε επαναφορτιζόμενα ασύρματα δίκτυα αισθητήρων τα οποία φιλοξενούν 
εφαρμογές δομημένες ως ένα σύνολο κινητών τμημάτων κώδικα (πρακτόρων -  agents) 
που μπορούν να τοποθετηθούν ευέλικτα σε διαφορετικούς κόμβους αξιοποιώντας τους 
πόρους που αυτοί διαθέτουν. Η επικοινωνία και η εκτέλεση των πρακτόρων επιβαρύνουν 
το ενεργειακό απόθεμα των κόμβων, με αποτέλεσμα, αν ο ρυθμός αποφόρτισης είναι 
μεγαλύτερος από το ρυθμό φόρτισης, το ενεργειακό απόθεμα να εξαντλείται, ο κόμβος να 
μην είναι πλέον διαθέσιμος και η εφαρμογή να καθίσταται ανενεργή.
Προκειμένου να αποφευχθεί ένα τέτοιο σενάριο, ένα ενδιάμεσο σύστημα λογισμικού 
(middleware) θα μπορούσε να μετακινεί τους πράκτορες έτσι ώστε η εφαρμογή να 
βασίζεται σε κόμβους που, ιδανικά, διαθέτουν αρκετή ενέργεια.
Η παρούσα εργασία εισάγει και μελετά αλγορίθμους για την μετακίνηση των πρακτόρων 
έτσι ώστε να αξιοποιείται η διαθέσιμη ενέργεια και ο ρυθμός επαναφόρτισης των κόμβων 
με τον καλύτερο δυνατό τρόπο με στόχο την μεγιστοποίηση της διαθεσιμότητας της 
εφαρμογής. Επίσης, οι αλγόριθμοι που παρουσιάζονται λαμβάνουν υπόψη περιορισμούς 
που έχουν οι κόμβοι ως προς την χωρητικότητα φιλοξενίας/αποθήκευσης πρακτόρων 
καθώς και τους συγκεκριμένους τύπους ειδικών πόρων (αισθητήρων και ελεγκτών) που 
διαθέτουν.
Στην εργασία γίνεται έρευνα για τη συμπεριφορά των αλγορίθμων τόσο ως προς τη 
μεταβολή της διαθεσιμότητας ειδικών πόρων αλλά και της χωρητικότητας των κόμβων. 
Όλοι οι αλγόριθμοι υλοποιήθηκαν και η συμπεριφορά τους μελετήθηκε με τη χρήση ενός 
προσομοιωτή, ο οποίος αναπτύχθηκε γι’ αυτό το σκοπό.
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1 Εισαγωγή
Τα ασύρματα δίκτυα αισθητήρων αποτελούνται από ένα πλήθος 
υπολογιστικών κόμβων μικροσκοπικού μεγέθους, εφοδιασμένων με 
διάφορους αισθητήρες ή/και ελεγκτές. Οι κόμβοι που μπορούν εν δυνάμει να 
βρίσκονται σε σημεία όπου δεν υπάρχει αδιάλειπτη παροχή ενέργειας, είναι 
συνήθως εφοδιασμένοι με μπαταρίες, συνεπώς διαθέτουν περιορισμένο 
ενεργειακό απόθεμα. Σε αυτή τη περίπτωση, είναι ιδιαίτερα σημαντικό το 
σύστημα να εξασφαλίζει την καλύτερη δυνατή εκμετάλλευση της διαθέσιμης 
ενέργειας των κόμβων του δικτύου από την εφαρμογή, ώστε να είναι εφικτή 
η αδιάλειπτη λειτουργία της για όσο μεγαλύτερο χρονικό διάστημα γίνεται.
Τα δίκτυα αισθητήρων έχουν εφαρμογή στο πραγματικό κόσμο. Τα είδη 
αισθητήρων που χρησιμοποιούνται ευρέως είναι θερμοκρασίας, υγρασίας, 
ήχου, πίεσης και χημικοί αισθητήρες. Μερικές εφαρμογές είναι:
• Πρόληψη καταστροφών. Ένα σενάριο εφαρμογής αυτής της 
κατηγορίας είναι η ανίχνευση πυρκαγιών [1]. Οι κόμβοι διαθέτουν 
θερμόμετρα και μπορούν να υπολογίσουν της θέσης τους εκτελώντας 
κάποιον αλγόριθμο εντοπισμού θέσης. Αν οι κόμβοι τοποθετηθούν σε 
μια περιοχή, σχηματίζεται ένας θερμοκρασιακός χάρτης και σε 
περίπτωση που εντοπιστεί μεγάλη αύξηση θερμοκρασίας 
ενημερώνονται οι πυροσβέστες.
• Έξυπνα κτίρια. Τα μεγάλα κτίρια καταναλώνουν σημαντικό ποσό 
ενέργειας εξαιτίας λανθασμένης χρήσης των συσκευών κλιματισμού 
[2]. Η χρήση δικτύων αισθητήρων επιτρέπει την παρακολούθηση της 
θερμοκρασίας και υγρασίας σε πραγματικό χρόνο με αποτέλεσμα την 
μείωση κατανάλωσης ενέργειας. Ακόμα, τα δίκτυα αισθητήρων
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μπορούν να χρησιμοποιηθούν για την παρακολούθηση μηχανικών 
καταπονήσεων σε κτίρια ή σε γέφυρες (structural health monitoring).
• Έλεγχος του περιβάλλοντος και της βιοποικιλότητας. Τα δίκτυα 
αισθητήρων μπορούν να χρησιμοποιηθούν για τον έλεγχο χημικών 
ρύπων ή ακόμα και για την καταγραφή της ανάπτυξης ή μετακίνησης 
των διαφορετικών ειδών χλωρίδας και πανίδας μιας περιοχής [3].
• Διαχείριση εγκαταστάσεων. Τα δίκτυα αισθητήρων μπορούν να 
χρησιμοποιηθούν για εφαρμογές διαχείρισης μεγάλων 
εγκαταστάσεων, όπως θέματα ασφάλειας [4]. Η είσοδος σε μια 
εγκατάσταση μπορεί να πραγματοποιηθεί χωρίς την χρήση κλειδιών 
αλλά με την χρήση κάποιου πομπού. Με αυτό τον τρόπο μπορούν να 
εντοπιστούν πιθανοί εισβολείς.
• Εφαρμογές στον τομέα της γεωργίας. Η χρήση ασύρματων δικτύων 
αισθητήρων στη γεωργία [5] επιτρέπει τη μέτρηση υγρασίας και την 
ανάλυση της σύστασης του εδάφους. Αυτό έχει σαν αποτέλεσμα την 
ακριβέστερη και αποδοτικότερη λίπανση και άρδευση των εκτάσεων.
• Εφαρμογές στον τομέα της υγείας. Κάποιες εφαρμογές σε αυτόν τον 
τομέα είναι η τοποθέτηση αισθητήρων στον ασθενή για τη 
παρακολούθηση της υγείας του και ίσως την αυτόματη χορήγηση 
φαρμάκων, η παρακολούθηση των ιατρών και των ασθενών στα 
νοσοκομεία, καθώς και η απομακρυσμένη ιατρική παρακολούθηση 
ασθενών στα σπίτια τους [6].
• Έξυπνα οδικά συστήματα. Οι αισθητήρες που βρίσκονται στους 
δρόμους συλλέγουν πληροφορίες για την κίνηση [7] και την
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κατάσταση του οδικού δικτύου γενικότερα και επικοινωνούν με τους 
οδηγούς δίνοντάς τους χρήσιμες πληροφορίες.
• Στρατιωτικές Εφαρμογές. Κάποιες εφαρμογές είναι η 
παρακολούθηση της κατάστασης των εξοπλισμών και των 
πολεμοφόδιων, η στενή παρακολούθηση του πεδίου μάχης και ο 
εντοπισμός χημικής ή βιολογικής επίθεσης [8].
Οι κόμβοι αισθητήρων, όπως προαναφέρθηκε, είναι συνήθως εξοπλισμένοι 
με μια περιορισμένη πηγή ενέργειας (μπαταρία). Κάθε κόμβος μπορεί να 
καταναλώνει ενέργεια είτε για ανίχνευση πληροφορίας από το περιβάλλον, 
είτε για την επικοινωνία του με άλλους κόμβους είτε για επεξεργασία 
δεδομένων είτε για συνδυασμό των προηγούμενων. Συνεπώς ο χρόνος ζωής 
ενός κόμβου και άρα ο χρόνος ζωής ενός δικτύου (και της εφαρμογής) 
εξαρτάται από τη διάρκεια ζωής των μπαταριών και βεβαίως την 
κατανάλωση ενέργειας των κόμβων. Έτσι η αποδοτική διαχείριση ενέργειας 
είναι πρωτεύοντος σημασίας για το σχεδιασμό ενός αλγορίθμου ή 
πρωτοκόλλου για ένα δίκτυο αισθητήρων.
Βεβαίως, όσο αποδοτική και να είναι η διαχείριση της ενέργειας των 
κόμβων, τελικά (κάποια στιγμή) οι μπαταρίες θα σωθούν και οι κόμβοι δεν 
θα είναι πλέον λειτουργικοί. Μια πιθανή λύση είναι ο εξοπλισμός των 
κόμβων με μηχανισμούς μετατροπής της ηλιακής, θερμικής ή κινητικής 
ενέργειας σε ηλεκτρική για την επαναφόρτιση των μπαταριών [50]. Η 
δυνατότητα επαναφόρτισης των μπαταριών επιτρέπει, θεωρητικά, την 
αύξηση της διαθεσιμότητας των κόμβων, ιδανικά δε την αδιάλειπτη 
λειτουργία τους.
Στην παρούσα εργασία προτείνονται και μελετώνται αλγόριθμοι για τη 
μεγιστοποίηση της διαθεσιμότητας μιας εφαρμογής σε ένα ασύρματο δίκτυο 
επαναφορτιζόμενων κόμβων, με χρήση τεχνικών μετανάστευσης κώδικα
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(code migration). Στην ενότητα 2 γίνεται παρουσίαση σχετικών εργασιών. 
Στην ενότητα 3 παρουσιάζεται το μοντέλο του συστήματος και περιγράφεται 
το πρόβλημα με το οποίο ασχολείται η εργασία. Στη ενότητα 4 
παρουσιάζονται οι προτεινόμενοι αλγόριθμοι. Στην ενότητα 5 γίνεται 
συζήτηση των αποτελεσμάτων που εξήχθησαν από διάφορες πειραματικές 
εκτελέσεις των αλγορίθμων σε προσομοιωτή. Τέλος, η ενότητα 6 αναφέρεται 
στα συμπεράσματα της έρευνας και σε μελλοντική εργασία.
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2 Παρουσίαση σχετικών εργασιών
Η διαχείριση ενέργειας στα δίκτυα αισθητήρων έχει προσελκύσει αρκετό 
ερευνητικό ενδιαφέρον. Π ιο  συγκεκριμένα, έχουν γίνει μελέτες για τη 
μεγιστοποίηση της διάρκειας ζωής του δικτύου, δεδομένου ότι οι κόμβοι 
διαθέτουν μπαταρίες με περιορισμένη ενέργεια.
Σε κάποιες περιπτώσεις όπου η αδιάλειπτη λειτουργία εφαρμογών για μεγάλο 
χρονικό διάστημα είναι επιτακτική ανάγκη, γίνεται επαναφόρτιση των 
μπαταριών των κόμβων. Το EEHF [17] είναι ένα μοντέλο που έχει προταθεί 
για την συστηματική μελέτη της επαναφόρτισης μπαταρίας, ενώ οι εργασίες 
[18], [19], [20] περιγράφουν την υλοποίηση από πραγματικά
επαναφορτιζόμενα δίκτυα αισθητήρων.
Προκειμένου να επιτευχθεί η μεγιστοποίηση της διάρκειας ζωής ενός 
ασύρματου δικτύου αισθητήρων έχει γίνει έρευνα σε διάφορους τομείς, που 
συνοψίζονται ενδεικτικά παρακάτω.
2.1 Επίπεδο Πρόσβασης στο Μέσο Μετάδοσης
Σε επίπεδο MAC έχει προταθεί το πρωτόκολλο PEDAMACS [9], το οποίο 
πρώτα επιτρέπει στο σημείο πρόσβασης (access point) να συλλέξει 
πληροφορίες για την τοπολογία-συνδεσιμότητα του δικτύου και μετά ένας 
αλγόριθμος χρονοπρογραμματισμού αποφασίζει πότε ο κάθε κόμβος πρέπει 
να στείλει και λάβει δεδομένα. Το S-MAC [10] είναι ένα άλλο πρωτόκολλο 
που χρησιμοποιεί καινοτόμες τεχνικές για την μείωση κατανάλωσης 
ενέργειας. Η τεχνική στο S-MAC είναι να δημιουργηθεί λειτουργία με 
χαμηλό κλάσμα χρήσης (low-duty-cycle operation) στους κόμβους ενός 
δικτύου πολλαπλών βημάτων.
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2.2 Πρωτόκολλα Δρομολόγησης
Έχουν αναπτυχθεί διάφορα ενεργειακά ενήμερα πρωτόκολλα δρομολόγησης. 
Τα πρωτόκολλα δρομολόγησης χωρίζονται σε 2 κατηγορίες: σε αυτά που 
εξοικονομούν ενέργεια (energy saver) και σε αυτά που διαχειρίζονται την 
ενέργεια (energy manager).
Τα πρωτόκολλα που ανήκουν στην πρώτη κατηγορία συνήθως βρίσκουν το 
ελάχιστο μονοπάτι μεταξύ του κόμβου πηγή (source) και του κόμβου 
καταβόθρα (sink) για να μειώσουν την ενεργειακή κατανάλωση. Αυτό μπορεί 
να έχει ως συνέπεια κάποιος κόμβος να είναι δρομολογητής στην επικοινωνία 
πολλών ζευγαριών κόμβων. Άρα ο φόρτος του κόμβου είναι πολύ μεγάλος 
και τα ενεργειακά αποθέματα του μειώνονται με γρήγορο ρυθμό. Στην 
κατηγορία αυτή ανήκει το πρωτόκολλο SEER [11].
Στη δεύτερη κατηγορία ανήκουν τα πρωτόκολλα που εξισορροπούν την 
κατανάλωση ενέργειας στο δίκτυο ώστε να αποφευχθεί η μεγάλη 
κατανάλωση ενέργειας μόνο από ορισμένους κόμβους. Αυτό όμως μπορεί να 
οδηγήσει σε μεγάλα μονοπάτια δρομολόγησης και σε καθυστέρηση 
μετάδοσης της πληροφορίας. Στην κατηγορία αυτή ανήκει το πρωτόκολλο 
δρομολόγησης που περιγράφεται στην [13] βασισμένο σε έναν αλγόριθμο 
απληστίας. Πιο συγκεκριμένα, τα μονοπάτια δρομολόγησης προκύπτουν από 
την απόφαση που θα πάρει ο κάθε κόμβος δρομολογητής για το ποιος θα 
είναι ο επόμενος κόμβος δρομολογητής. Δηλαδή, σε κάθε βήμα (hop) ο 
κόμβος που βρίσκονται τα πακέτα, διαλέγει τον επόμενο κόμβο που θα 
μεταδώσει την πληροφορία με κριτήριο το ελάχιστο πηλίκο κατανάλωσης 
ενέργειας μεταφοράς και λήψης πακέτου ανά πετυχημένη μετάδοση πακέτου 
προς την ευκλείδεια απόσταση του κόμβου από τον προορισμό του.
Το πρωτόκολλο BEAR [12] είναι ένα πρωτόκολλο που συνδυάζει τα 
πλεονεκτήματα μεταξύ της προσέγγισης ελάχιστων μονοπατιών και 
εξισορροπημένης κατανάλωσης ενέργειας στο δίκτυο. Αυτό έχει σαν
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αποτέλεσμα να δίνει καλύτερα αποτελέσματα στη διάρκεια ζωής του δικτύου 
από τους αλγορίθμους των προηγούμενων κατηγοριών.
Στα επαναφορτιζόμενα δίκτυα η φύση των ενεργειακά ενήμερων 
πρωτοκόλλων άλλαξε από την ελαχιστοποίηση κατανάλωσης ενέργειας στην 
βελτιστοποίηση κατανομής ενέργειας και στην εξισορρόπηση κατανάλωσης 
ενέργειας -  επαναφόρτισης του κάθε κόμβου.
Το E-WME [21] είναι ένας αλγόριθμος που λύνει το πρόβλημα της 
ενεργειακά ενήμερης δρομολόγησης σε δίκτυο με κατανεμημένη ενεργειακή 
επαναφόρτιση. Η βασική ιδέα του αλγορίθμου είναι να γίνεται δρομολόγηση 
με βάση το ελάχιστο μονοπάτι έτσι ώστε ο κάθε κόμβος να έχει κόστος 
κατανάλωσης πολύ μικρότερο από την υπολειπόμενη ενέργεια του. Ο 
αλγόριθμος βασίζεται σε τοπικές πληροφορίες για την επαναφόρτιση του 
δικτύου σε δείγμα μικρού χρονικού διαστήματος.
2.3 Συσταδοποίηση Δικτύου
Η συσταδοποίηση (clustering) των κόμβων ενός δικτύου αισθητήρων είναι 
ένας άλλος τρόπος εξοικονόμησης ενέργειας του δικτύου και συνεπώς 
επιμήκυνσης της ζωής του. Στα δίκτυα αισθητήρων συνήθως υπάρχει ένας 
κόμβος (σταθμός βάσης) στον οποίο καταλήγουν όλα τα δεδομένα 
μετρήσεων των άλλων κόμβων. Αρχικά ορίζονται κάποιοι κόμβοι με αρκετή 
υπολειπόμενη ενέργεια ως κεφαλές των συστάδων (cluster heads) σε κάθε 
περιοχή του δικτύου συγκεκριμένης εμβέλειας. Στην συνέχεια οι υπόλοιποι 
κόμβοι ανάλογα με ποιο κόμβο κεφαλή έχουν το μικρότερο κόστος 
επικοινωνίας προσκολλούνται στην συστάδα του. Έτσι η επικοινωνία κάθε 
κόμβου με τον σταθμό βάση (base station) επιτυγχάνεται διαμέσου του 
κόμβου -  κεφαλή της συστάδας. Οι περισσότεροι αλγόριθμοι 
συσταδοποίησης αλλάζουν περιοδικά την κεφαλή κάθε συστάδας ώστε να 
είναι ο κόμβος που διαθέτει κάθε φορά την μεγαλύτερη υπολειπόμενη 
ενέργεια.
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Στην εργασία [15] παρουσιάζεται το σχήμα συσταδοποίησης EEUC. Το 
EEUC χωρίζει τους κόμβους σε συστάδες διαφορετικού μεγέθους, ώστε οι 
συστάδες που βρίσκονται κοντά στο σταθμό βάση (base station) έχουν 
μικρότερο μέγεθος από ότι αυτές που είναι μακριά του. Έτσι ο επικεφαλής 
κόμβος κάθε συστάδας, που βρίσκεται κοντά στον σταθμό βάση, μπορεί να 
διατηρήσει ενέργεια για την προώθηση δεδομένων μεταξύ συστάδων. Επίσης 
στην [15] προτείνεται και ένα πρωτόκολλο δρομολόγησης για την 
επικοινωνία των συστάδων.
Το LEACH [16] είναι πρωτόκολλο που βασίζεται στην συσταδοποίηση. Σε 
κάθε συστάδα ορίζει ένα κόμβο ως επικεφαλή συστάδας. Σε τακτά χρονικά 
διαστήματα αλλάζει τον επικεφαλή κόμβο κάθε συστάδας με άλλο τυχαίο 
κόμβο της συστάδας. Έτσι κατανέμει το ενεργειακό φόρτο μεταξύ των 
κόμβων του δικτύου. Το LEACH περιλαμβάνει συγχώνευση δεδομένων στο 
πρωτόκολλο δρομολόγησης για να μειωθεί ο όγκος δεδομένων που 
διαβιβάζονται στον σταθμό βάση.
To EECS [14] είναι ένα σχήμα συσταδοποίησης όπως το LEACH, δηλαδή 
χωρίζει τους κόμβους σε συστάδες και ορίζει ένα κόμβο ως επικεφαλή της 
συστάδας. Η επικοινωνία μεταξύ του επικεφαλή κόμβου και του σταθμού 
βάση γίνεται απευθείας, χωρίς να παρεμβάλλονται δρομολογητές. Κατά την 
φάση της συσταδοποίησης εισάγεται μια πρωτότυπη προσέγγιση για την 
κατανομή της κατανάλωσης ενέργειας μεταξύ των κόμβων.
2.4 Σχήματα Διαχείρισης Δεδομένων
Διάφορες στρατηγικές έχουν προταθεί για τη μεταφορά δεδομένων από τους 
κόμβους συλλογής τους προς τους κόμβους καταβόθρες, ώστε να 
επιτυγχάνεται εξοικονόμηση ενέργειας. Στην βιβλιογραφία υπάρχουν τρία 
σχήματα αποθήκευσης δεδομένων: Local Data Storage, Data Centric Storage 
και Index Centric Storage. Η καθεμία από τις τρεις στρατηγικές πετυχαίνει 
την καλύτερη επίδοση ανάλογα με το λόγο του πλήθους των ερωτημάτων
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προς το πλήθος των ενημερώσεων (queries/updates). Με βάση αυτή την 
παρατήρηση προτείνονται προσαρμοζόμενα σχήματα [22] που περιοδικά 
καθορίζουν την αποθήκευση δεδομένων και την στρατηγική διάδοσης της 
πληροφορίας. To SAFE [24] είναι ένα πρωτόκολλο διάδοσης δεδομένων για 
περιοδική ενημέρωση δεδομένων στα δίκτυα αισθητήρων, που προσπαθεί να 
εξοικονομήσει ενέργεια μέσω της μεταφοράς δεδομένων από μονοπάτια που 
περιλαμβάνουν πολλούς κόμβους καταβόθρες με κοινά ενδιαφέροντα.
Υπάρχουν περιπτώσεις όπου ένα δίκτυο διαθέτει πολλούς κόμβους 
καταβόθρες και ζητάνε δυναμικά την ανανέωση των δεδομένων από τους 
αισθητήρες των άλλων κόμβων του δικτύου σε τακτά χρονικά διαστήματα, 
όπως για παράδειγμα ένας μετεωρολόγος θέλει το δίκτυο αισθητήρων να 
συλλέγει πληροφορίες από κάποια σημεία ανά μια ώρα. Για αυτές τις 
περιπτώσεις αναπτύχθηκε το MIDT [25] που περιλαμβάνει ένα αλγόριθμο 
κατασκευής δένδρου διάδοσης δεδομένων σε εκτελέσιμο χρόνο προκειμένου 
να δημιουργηθεί μια νέα τοπολογία διάδοση δεδομένων που προσφέρει στο 
δίκτυο καλύτερη συνολική διαχείρισης ενέργειας. Οπότε αν κάποιος κόμβος 
τείνει να εξαντληθεί από ενέργεια ή ο ρυθμός λήψης δεδομένων από κάποια 
περιοχή κόμβων και συνεπώς ο ρυθμός διάδοσης μεταβληθεί, ο αλγόριθμος 
δημιουργεί ένα νέο ενεργειακά ενήμερο δένδρο διάδοσης δεδομένων. Το 
Typhoon [26] είναι πρωτόκολλο κατάλληλα σχεδιασμένο για την αξιόπιστη 
μεταφορά μεγάλου όγκου δεδομένων σε όλους τους κόμβους ενός 
ασύρματου δικτύου αισθητήρων. Μπορεί να πετύχει αρκετά σημαντική 
μείωση στο χρόνο διάδοσης πληροφορίας και στην κατανάλωση ενέργειας.
Το TD-DES [27] είναι ένα πρωτόκολλο διάδοσης δεδομένων για ασύρματα 
δίκτυα αισθητήρων πολλαπλών βημάτων. Η κεντρική του ιδέα είναι ότι οι 
κόμβοι μπορούν να εξοικονομήσουν ενέργεια με αυτόματη μεταφορά τους σε 
κατάσταση αναμονής (standby mode) όταν δεν έχουν να στείλουν δεδομένα 
και όταν δεν επιθυμούν αυτοί ή οι απόγονοί τους να διαβιβάσουν δεδομένα. 
Το σύστημα χρησιμοποιεί το μοντέλο όπου ο κάθε κόμβος έχει ένα
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συγκεκριμένο προφίλ που δηλώνει ποιοι τύποι δεδομένων ενδιαφέρουν το 
κόμβο να λάβει.
To SPIN [28] είναι μια οικογένεια πρωτοκόλλων διάδοσης δεδομένων για τα 
ασύρματα δίκτυα. Οι κόμβοι έχουν την δυνατότητα να διαπραγματευθούν 
μεταξύ τους για τα δεδομένα που επεξεργάζονται. Αυτές οι διαπραγματεύσεις 
βεβαιώνουν ότι οι κόμβοι μεταδίδουν δεδομένα όταν χρειάζεται και ποτέ δεν 
σπαταλούν ενέργεια σε περιττές μεταδόσεις. Οι κόμβοι είναι ενήμεροι για 
τους πόρους τους και μπορούν να κάνουν περικοπές σε δραστηριότητες όταν 
οι πόροι τους είναι λίγοι ώστε να επιτύχουν τη μακροζωία.
Ο αλγόριθμος QuickFix [23] είναι αποδοτικός στον υπολογισμό του ρυθμού 
δειγματοληψίας δεδομένων και των διαδρομών. Επειδή οι διακυμάνσεις 
επαναφόρτισες της μπαταρίας μπορεί να γίνουν με ταχύτερο ρυθμό, 
προτείνεται ένας τοπικό αλγόριθμος, ο SnapIt [23], κατάλληλα σχεδιασμένος 
ώστε να προσαρμόζει τον ρυθμό δειγματοληψίας ώστε η μπαταρία να 
διατηρείται σε ένα ορισμένο επίπεδο.
2.5 Κατανομή Εργασιών -  Μετακίνηση Κώδικα
Προβλήματα τοποθέτησης κώδικα έχουν αντιμετωπιστεί στο παρελθόν σε 
διάφορα πλαίσια π.χ. κατανομή αρχείων, κατανομή εργασιών κ.τ.λ. Στις [29], 
[30] και [31] εξετάζουν το πρόβλημα της ανάθεσης εργασιών που 
επικοινωνούν σε ομογενείς υπολογιστικούς κόμβους για να 
ελαχιστοποιήσουν τον χρόνο εκτέλεσης, ενώ παράλληλα στην [32] 
αντιμετωπίζουν το ίδιο πρόβλημα σε ένα ετερογενές περιβάλλον. Στην [33] 
αντιμετωπίζεται η ανάθεση εργασιών σε ένα δίκτυο με στόχο την μείωση 
τόσο της επικοινωνίας όσο και της συμφόρησης του δικτύου. Στην [34] 
διερευνάται το πρόβλημα της εύρεσης μιας ανάθεσης εργασιών που 
απορροφά μεγάλες αλλαγές του περιβάλλοντος χωρίς να χρειάζεται 
ανακατανομή εργασιών. Στην [35] ασχολούνται με το πρόβλημα της ι) 
αποδοχής πράκτορα σε ένα δίκτυο αισθητήρων με την δημιουργία «χώρου»
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στους κόμβους του συστήματος μέσω ανακατατάξεων πρακτόρων, ιι) 
μεγιστοποίησης της διάρκειας ζωής του δικτύου. Και τα 2 προβλήματα 
αντιμετωπίζονται με μετακινήσεις πρακτόρων, με τις αποφάσεις τους να 
παίρνονται σε κεντρικοποιημένο επίπεδο.
Στο πλαίσιο των ασύρματων δικτύων αισθητήρων, η εργασία [36] ασχολείται 
με την κατανομή εργασιών με στόχο την ελαχιστοποίηση κατανάλωσης 
ενέργειας. Υποθέτει ότι η εφαρμογή εκτελείται στους κόμβους μιας συστάδας 
ενός βήματος (single-hop cluster). Στην [37] γίνεται μελέτη του προβλήματος 
της διάδοσης δεδομένων σε ένα δίκτυο που έχει τοπολογία δένδρου. Το 
πρόβλημα είναι να οριστεί ένα ιδανικό δένδρο διάδοσης. Στην [38] επίσης 
χρησιμοποιούνται μετακινήσεις πρακτόρων αλλά με σκοπό να οριστούν 
ιδανικά μονοπάτια για την συλλογή δεδομένων.
Στην [39] περιγράφεται ο σχεδιασμός και υλοποίηση μηχανισμών για 
τοποθέτηση εφαρμογών σε κατάλληλους κόμβους δικτύου που διαθέτουν 
περιορισμένους πόρους. Στις εργασίες [40] και [41] περιγράφεται η 
υλοποίηση και η αξιολόγηση κατανεμημένων αλγόριθμων για τη δυναμική 
μετακίνηση πρακτόρων που αποτελούν τμήμα μιας εφαρμογής που είναι 
δομημένη ως δένδρο ( είτε μεμονωμένα είτε ως υπόδενδρο εφαρμογής), σε 
ένα σύστημα κόμβων με στόχο την μείωση του φόρτου του δικτύου που 
οφείλεται στην επικοινωνία πρακτόρων.
Τα συστήματα κινητού κώδικα εντάσσονται στην γενική κατηγορία 
συστημάτων που διαθέτουν προγραμματιστικές τεχνικές για τα ασύρματα 
δίκτυα αισθητήρων [42]. Τα συστήματα αυτά διαθέτουν ένα 
προγραμματιστικό περιβάλλον και/ή ενδιάμεσο λογισμικό για εφαρμογές. 
Μια διάκριση των συστημάτων αυτών θα μπορούσε να γίνει με βάση το αν η 
μετανάστευση γίνεται ρητά από τον προγραμματιστή, είτε ως αποτέλεσμα 
της απόφασης του ενδιάμεσου λογισμικού με σκοπό την βελτιστοποίηση 
κάποιας προκαθορισμένης συνάρτησης κόστους (π.χ. φόρτος δικτύου). Τα
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Agilla [43], Smart Messages [44], Olympus [45] και SensorWare [46] είναι 
ενδεικτικά συστήματα που ανήκουν στην πρώτη κατηγορία, ενώ τα 
MagnetOS [47], Pleiades [48] και DFuse [49] στη δεύτερη.
2.6 Μοντέλο και συνεισφορά της εργασίας
Σε αυτή την εργασία θεωρούμε ένα δίκτυο που αποτελείται από ετερογενείς 
σταθερούς κόμβους, όπου κάθε ζευγάρι κόμβων συνδέεται, σε επίπεδο 
δρομολόγησης, μέσω ενός μοναδικού και σταθερού μονοπατιού. Οι κόμβοι 
διαθέτουν μπαταρία που επαναφορτίζεται διαρκώς. Το δίκτυο μπορεί να 
φιλοξενήσει εφαρμογές που είναι δομημένες ως μια ιεραχία (δέντρο) από 
συεργαζόμενους πράκτορες, όπως στα συστήματα Rovers [52] και POBICOS 
[51]. Κάθε κόμβος μπορεί να φιλοξενήσει ένα πεπερασμένο αριθμό 
πρακτόρων. Οι πράκτορες επικοινωνούν μεταξύ τους ανταλλάσοντας ένα 
σταθερό αριθμό μηνυμάτων ανά μονάδα χρόνου. Επίσης έχουν την 
δυνατότητα να μετακινούνται μεταξύ των κόμβων του δικτύου.
Οι αλγόριθμοι που προτείνονται σε αυτή την εργασία εκμεταλλεύονται την 
δυνατότητα μετακίνησης των πρακτόρων της εφαρμογής, και αποφασίζουν 
για την μετακίνηση των πρακτόρων σε κόμβους με βάση τα ενεργειακά τους 
αποθέματα και την μεταξύ τους «απόσταση» σε επίπεδο δρομολόγησης, έτσι 
ώστε να βελτιώνεται η διαθεσιμότητα της εφαρμογής.
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3 Περιγραφή συστήματος και διατύπωση προβλήματος
Το σύστημα αποτελείται από ένα δίκτυο κόμβων αισθητήρων και ένα 
ενδιάμεσο λογισμικό, το οποίο παρέχει υπηρεσίες στην εφαρμογή που 
εκτελείται. Στην ενότητα που ακολουθεί περιγράφονται τα δομικά τμήματα 
του συστήματος.
3.1 Μοντέλο εφαρμογής
Τα ενσωματωμένα συστήματα κινητών πρακτόρων (mobile agents), 
επιτρέπουν στον προγραμματιστή εφαρμογών να δομήσει την εφαρμογή ως 
ένα σύνολο πρακτόρων σε μορφή δένδρου που συνεργάζονται μεταξύ τους 
προκειμένου να επιτευχθεί μια λειτουργία. Οι πράκτορες είναι προγράμματα 
που κάνουν μια συγκεκριμένη λειτουργία και έχουν τη δυνατότητα να 
μετακινούνται (μεταναστεύουν) από κόμβο σε κόμβο.
Οι πράκτορες μιας εφαρμογής διακρίνονται σε δυο κατηγορίες: τους γενικούς 
και τους ειδικούς πράκτορες. Οι ειδικοί πράκτορες βρίσκονται στο 
χαμηλότερο επίπεδο του δέντρου (φύλλα) και χρησιμοποιούν από τον κόμβο 
που φιλοξενούνται κατάλληλους τύπους πόρων, προκειμένου να λάβουν 
πληροφορία από το περιβάλλον ή να επιδράσουν στο περιβάλλον 
εφαρμόζοντας μια ενέργεια (που έχει αποφασιστεί από την εφαρμογή). Οι 
γενικοί πράκτορες λαμβάνουν πληροφορία από τους πράκτορες που είναι 
παιδιά τους, την επεξεργάζονται και τη μεταβιβάζουν στον πατέρα τους. 
Επίσης μπορεί να λαμβάνουν εντολές από τον πατέρα τους, τις οποίες 
μετασχηματίζουν κατάλληλα και μεταδίδουν στα παιδιά τους.
Ένα παράδειγμα εφαρμογής απεικονίζεται στο Σχήμα 3.1. Πιο συγκεκριμένα, 
η εφαρμογή αποτελείται από τρεις ειδικούς και δυο γενικούς πράκτορες. Οι 
πράκτορες ts4 και ts2 είναι υπεύθυνοι για τη μέτρηση θερμοκρασίας με τη 
χρήση κατάλληλων αισθητήρων και προωθούν την πληροφορία που 
συλλέγουν στον πράκτορα a4. O a4 υπολογίζει τον μέσο όρο από τις
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μετρήσεις που λαμβάνει από τα «παιδιά» του, και προωθεί αυτή την τιμή 
στον a5. Ο πράκτορας md3 είναι υπεύθυνος για την ανίχνευση κίνησης. Ο a5, 
με βάση την πληροφορία που λαμβάνει από τον πράκτορα a4, ελέγχει αν ο 
μέσος όρος θερμοκρασίας έχει πέσει κάτω από ένα κατώφλι. Αν αυτό ισχύει, 
και ο md3 ανίχνευσε κίνηση στο χώρο, ενεργοποιεί τη λειτουργία της 
θέρμανσης.
Σχήμα 3.1: Ένα ενδεικτικό δέντρο εφαρμογής με 5 πράκτορες.
Γενικά, υποθέτουμε λοιπόν ένα σύστημα με μία εφαρμογή app που 
αποτελείται από ΝΑ πράκτορες ak ,1 < k < NA . Έστω S(a^) το μέγεθος του
πράκτορα ak. Αν ο πράκτορας ak είναι ειδικός τότε NG(ak)  είναι 1, 
διαφορετικά 0. Αν NG(ak) = \ , το SR(ak)  δίνει τους τύπους των ειδικών πόρων 
που χρειάζεται για να λειτουργήσει. Αν ο πράκτορας είναι γενικός, δηλαδή 
NG(ak)=0, τότε SR(ak)= 0 .
Κάθε πράκτορας μπορεί να ανταλλάσσει δεδομένα (αποκλειστικά) με τον 
γονέα και τα παιδιά του, σύμφωνα με την δεντρική δομή της εφαρμογής. 
Έστω RL(ak)  οι άμεσοι συγγενείς και P(ak)  ο πατέρας του ak. Ο φόρτος της 
επικοινωνίας σε επίπεδο εφαρμογής δίνεται μέσω του πίνακα Τ με διαστάσεις 
ΝΑχΝΑ, όπου το κάθε στοιχείο Tkm δίνει τον όγκο των δεδομένων που στέλνει
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o ak στον am ανά μονάδα χρόνου (π.χ. bytes ανά λεπτό), ενώ Tkk=0. Να 
σημειωθεί πως am^ RL(ak) ^  Tkm=0, δηλαδή αν δύο πράκτορες δεν είναι 
συγγενείς μεταξύ τους τότε δεν επικοινωνούν μεταξύ τους.
Η εφαρμογή μπορεί να εκτελείται (να είναι ενεργή) ή να μην εκτελείται (να 
είναι ανενεργή). Η κατάσταση αυτή δίνεται από το Active(app)'. 1 για 
«ενεργή» και 0 για «ανενεργή». Να σημειωθεί πως όσο η εφαρμογή 
παραμένει σε ανενεργή κατάσταση, κανένας από τους πράκτορες της δεν 
εκτελείται ούτε επικοινωνεί με άλλους πράκτορες.
3.2 Μοντέλο Δικτύου
Το δίκτυο αποτελείται από Z  κόμβους η, ,1 < i < Z  . Η τοπολογία του δικτύου 
είναι ένα δέντρο. Συνεπώς, ο κόμβος n  επικοινωνεί με τον κόμβο n  μέσω 
ενός μοναδικού μονοπατιού, στο οποίο ενδέχεται να υπάρχουν άλλοι 
ενδιάμεσοι κόμβοι που χρησιμεύουν ως δρομολογητές. Στον πίνακα 
δρομολόγησης R  διαστάσεων ZxZxZ το στοιχείο Rixy είναι 1 αν ο κόμβος n  
χρησιμεύει ως δρομολογητής για τους κόμβους nx και ny, διαφορετικά 0.
Για παράδειγμα, ας υποθέσουμε ένα δίκτυο όπως φαίνεται στο Σχήμα 3.2. Σε 
αυτή την περίπτωση, το στοιχείο R413 του πίνακα δρομολόγησης είναι 1 
καθώς ο κόμβος η4 είναι δρομολογητής για τους κόμβους n1 και n3. 
Αντίστοιχα, το στοιχείο R239 είναι 0 αφού ο κόμβος n2 δεν βρίσκεται στο 
μονοπάτι δρομολόγησης ανάμεσα στους n3 και n9.
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Σχήμα 3.2: Ενδεικτικό δίκτυο κόμβων με διάφορους αισθητήρες.
3.3 Τοποθέτηση εφαρμογής στο δίκτυο
Κάθε κόμβος n  έχει μια πεπερασμένη χωρητικότητα φιλοξενίας πρακτόρων 
C(ni) και μπορεί να διαθέτει ειδικούς πόρους (π.χ. αισθητήρες ή ελεγκτές) 
SR(ni). Ο κόμβος που φιλοξενεί τον πράκτορα ak δίνεται από το H(ak).
Όσον αφορά την τοποθέτηση των πρακτόρων, υπάρχουν οι εξής περιορισμοί: 
(1) Κάθε πράκτορας φιλοξενείται σε ένα μοναδικό κόμβο. (2) Ο κόμβος που 
φιλοξενεί έναν πράκτορα πρέπει να παρέχει όλους τους ειδικούς πόρους που 
(τυχόν) χρειάζεται. (3) Αν δύο ειδικοί πράκτορες έχουν τον ίδιο πατέρα και 
χρειάζονται τουλάχιστον έναν ίδιο ειδικό πόρο, πρέπει να φιλοξενηθούν σε 
διαφορετικούς κόμβους. Τέλος, (4) ένας κόμβος δεν μπορεί να φιλοξενήσει 
πράκτορες πέρα από την χωρητικότητα του, ενώ η ελεύθερη χωρητικότητα 
ενός κόμβου για την φιλοξενία επιπλέον πρακτόρων δίνεται από την (5).
31/: H (ak) = nt (1)
SR(ak ) c  SR(H(ak )) (2)
P(ak ) = P(am ) Λ SR(ak ) O SR(am ) *  0 ^  H (ak ) *  H {am ) (3 )
Σ S(ak) < C(ni)\H (a k ) = n, (4)
k
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F (η,) = C (η,) S (a,) | H  (a,) = n, (5)
k
Για παράδειγμα, στο δίκτυο του Σχήματος 3.2, όλοι οι κόμβοι μπορούν να 
φιλοξενήσουν οποιοδήποτε γενικό πράκτορα. Επιπλέον οι κόμβοι n1} n3, n7, 
n9 διαθέτουν αισθητήρα ανίχνευσης θερμοκρασίας του δωματίου και οι 
κόμβοι n2 και n8 διαθέτουν αισθητήρα για την ανίχνευση κίνησης, οπότε 
μπορούν να φιλοξενήσουν ειδικούς πράκτορες με τις αντίστοιχες απαιτήσεις.
Ας υποθέσουμε ότι θέλουμε να εκτελεσθεί σε αυτό το δίκτυο η εφαρμογή του 
Σχήματος 3.1. Θα πρέπει να βρεθεί μια εφικτή τοποθέτηση των πρακτόρων 
της εφαρμογής στους κόμβους, έτσι ώστε να ισχύουν τα (1)-(4). Στα Σχήματα
3.3 και 3.4 απεικονίζονται δύο πιθανές τοποθετήσεις.
Σχήμα 3.3: Μια ενδεικτική τοποθέτηση των πρακτόρων της εφαρμογής του 
Σχήματος 3.1 στους κόμβους του δικτύου του Σχήματος 3.2.
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md3
Σχήμα 3.4: Άλλη μια ενδεικτική τοποθέτηση των πρακτόρων της εφαρμογής 
του Σχήματος 3.1 στους κόμβους του δικτύου του Σχήματος 3.2.
Η τοποθέτηση πρακτόρων στο Σχήμα 3.4 θα μπορούσε να προκύψει από μια 
σειρά μετακινήσεων των πρακτόρων με βάση το Σχήμα 3.3. Πιο 
συγκεκριμένα, ο πράκτορας ts2 μπορεί να μετακινηθεί από τον κόμβο n9 στον 
n1, μέσω των δρομολογητών n6, n5 και n4. Αντίστοιχα, ο α4 μπορεί να 
μετακινηθεί από τον n4 στον n2 μέσω του n5.
Τέλος, χρησιμοποιούμε την συνάρτηση Nodes(app) που επιστρέφει το 
σύνολο των κόμβων που χρησιμοποιούνται για την εκτέλεση και επικοινωνία 
της εφαρμογής app, σύμφωνα με την θέση των πρακτόρων της στο δίκτυο. 
Για παράδειγμα, η Nodes επιστρέφει {n2, n3, n4, n5, n8, n9} για το Σχήμα 3.3 
και {n1, n2, n3, n5, n8} για το Σχήμα 3.4.
3.4 Μοντέλο κατανάλωσης ενέργειας
Κάθε κόμβος n  διαθέτει ανά πάσα χρονική στιγμή t ένα περιορισμένο 
απόθεμα ενέργειας (μπαταρίας) Bt(ni), το οποίο μετράμε (για απλότητα) σε 
μονάδες όγκου πληροφορίας (π.χ. bytes) που μπορεί να στείλει ή να δεχτεί ο 
κόμβος n  πάνω από το δίκτυο προτού εξαντλήσει την ενέργεια (μπαταρία) 
του.
24
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
Η ενέργεια ενός κόμβου n  μπορεί να καταναλώνεται για τρεις διαφορετικούς 
λόγους:
• Λόγω του φόρτου επικοινωνίας ενός τοπικά φιλοξενούμενου
πράκτορα με άλλους απομακρυσμένους πράκτορες, υπό την 
προϋπόθεση ότι η εφαρμογή στην οποία ανήκουν είναι ενεργή1 (6):
HostLoad (nt) = Σ Σ Ρ *  + ) IH(ak ) = n λ  H(am) * n  *Active(app) (6)
k m
• Λόγω του φόρτου επικοινωνίας μεταξύ πρακτόρων που δεν
φιλοξενούνται τοπικά, αν ο κόμβος χρησιμεύει ως δρομολογητής, υπό 
την προϋπόθεση ότι η εφαρμογή στην οποία ανήκουν οι πράκτορες 
είναι ενεργή (7):
RoUteLoad (n ) = Σ Σ 2*Τ/™Κ1Ηο*«αι  )Host(am ) 1 ActiVe(aPP) (7)
k  m
• Λόγω του κόστους εκτέλεσης κάθε φιλοξενούμενου πράκτορα, υπό 
την προϋπόθεση ότι η εφαρμογή στην οποία ανήκει είναι ενεργή, ενώ 
για απλότητα υποθέτουμε ότι το κόστος επεξεργασίας μπορεί να 
εκφραστεί ως ποσοστό SCR (Size to Cost Ratio) επί του μεγέθους του 
πράκτορα (8):
CpuCost(n ) = ΞΟ^Σ  S (a ) IH (ak) = n λ  Active(app) (8)
k
1 Υποθέτουμε ότι το κόστος εκπομπής δεδομένων είναι ίδιο με το κόστος λήψης.
2 Το κόστος είναι «διπλό», καθώς ο δρομολογητής λαμβάνει και εκπέμπει τα δεδομένα. 
Αυτό λαμβάνεται υπόψη στην (7) καθώς ο πίνακας Τ είναι συμμετρικός.
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Επομένως η συνολική κατανάλωση ενέργειας ενός κόμβου η  την χρονική 
στιγμή t περιγράφεται από την εξίσωση (9):
Cons t (n.) = HostLoad t (n .) +RouteLo<ad t (n .) -RCpmCost * (  .) (9)
Επίσης, υποθέτουμε ότι οι κόμβοι διαθέτουν μηχανισμούς επαναφόρτισης της 
μπαταρίας τους, με ρυθμό RR(n)  ανά μονάδα χρόνου. Συνεπώς, η μεταβολή 
της διαθέσιμης ενέργειας (μπαταρίας) του κόμβου η  περιγράφεται από την 
εξίσωση (10):
Bt+1 (n.) = Β  (n  ) -  Cons* (nt) + R R (n ) (10)
3.5 Μοντέλο κατανάλωσης για την μετανάστευση πρακτόρων
Η μετανάστευση/μετακίνηση ενός πράκτορα ak από τον κόμβο η  σε έναν 
άλλο κόμβο η  (m igrate^n^nj)) επιφέρει, και αυτή, φόρτο στους κόμβους 
του δικτύου. Αυτός ο φόρτος προκαλείται από την μεταφορά του κώδικα και 
πληροφοριών για την κατάσταση εκτέλεσης του ak, και βεβαίως επηρεάζει το 
ενεργειακό απόθεμα κάθε κόμβου που συμμετέχει, άμεσα (ως αποστολέας ή 
παραλήπτης) (11) ή έμμεσα (ως δρομολογητής) (12), σε αυτή την 
μετακίνηση.
B t ) = B (n t) -  S (ak ) (11)
B n ) = B (n t) -  2S a ) (12)
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Για απλότητα υποθέτουμε ότι η μετακίνηση γίνεται «ακαριαία», σε μηδενικό 
χρόνο3. Προφανώς, μια μετακίνηση πράκτορα δεν μπορεί να παραβιάζει τα 
(1)-(4). Ειδικότερα, για να μπορεί ο κόμβος ni να δεχτεί τον πράκτορα ak 
πρέπει να ισχύει F(ni)>=S(ak).
3.6 Μοντέλο απενεργοποίησης/ενεργοποίησης κόμβων/εφαρμογής
Παρ’όλη την δυνατότητα επαναφόρτισης ενός κόμβου ni, η επικοινωνία, 
εκτέλεση και η μετακίνηση των πρακτόρων μπορεί να εξαντλήσει το 
ενεργειακό του απόθεμα (μπαταρία), με άλλα λόγια μπορεί κάποια χρονική 
στιγμή t να ισχύσει Bt(ni)=0. Σε αυτή τη περίπτωση ο κόμβος καθίσταται μη 
λειτουργικός. Αν τυχαίνει να φιλοξενεί έναν ή περισσότερους πράκτορες της 
εφαρμογής app ή λειτουργεί ως δρομολογητής στην μεταξύ τους 
επικοινωνία, δηλαδή nieNodes(app), η εφαρμογή γίνεται ανενεργή.
Από τη στιγμή που ένας κόμβος ni καταστεί μη λειτουργικός, παραμένει μη 
λειτουργικός μέχρι η μπαταρία του να επαναφορτιστεί σε ποσοστό 
OperationRatio (OpR) του μέγιστου επιπέδου φόρτισης της MaxB(n). Με 
άλλα λόγια, ένας μη λειτουργικός κόμβος χρειάζεται MaxB(n. )OpR / RR(n.) 
μονάδες χρόνου μέχρι να ξαναγίνει λειτουργικός.
Όταν επανακάμψει ένας κόμβος, ενεργοποιείται και η εφαρμογή app 
πράκτορες της οποίας φιλοξενούνται σε αυτό τον κόμβο ή επικοινωνούν 
μεταξύ τους μέσω αυτού του κόμβου, εφόσον όλοι οι (υπόλοιποι) κόμβοι που 
χρησιμοποιούνται για την εκτέλεση και επικοινωνία της εφαρμογής 
βρίσκονται σε λειτουργία, αν δηλαδή ισχύει: B(n .) > 0, Vn. e Nodes(app). Με 
άλλα λόγια, ισχύει ότι: Active(app) ^  Β (ρ  ) > 0, Vn. e  Nodes(app) .
3 Πειράματα με πραγματικές πλατφόρμες έχουν δείξει ότι η μετανάστευση πρακτόρων σε 
ασύρματα δίκτυα αισθητήρων μπορεί να πραγματοποιηθεί με πολύ μικρή καθυστέρηση, 
της τάξης μερικών εκατοντάδων milliseconds.
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3.7 Σύνοψη συμβόλων του μοντέλου
Ο παρακάτω πίνακας συνοψίζει τα σύμβολα που εισάγαμε στις προηγούμενες 
ενότητες για να περιγράψουμε το μοντέλο του συστήματος και τις 






Active(app) διαθεσιμότητα εφαρμογής (ενεργή / ανενεργή)
S(ak) μέγεθος του πράκτορα
SR(ak) ειδικοί πόροι που απαιτεί ο πράκτορας
P(ak) πατέρας του πράκτορα
RL(ak) συγγενείς του πράκτορα
Tkm
δεδομένα που στέλνει ο ak 






SR(n) ειδικοί πόροι που διαθέτει ο κόμβος
Rixy
Αληθής αν ni 




H(ak) κόμβος που φιλοξενεί τον πράκτορα





ενέργειας στον κόμβο κάθε 
χρονική στιγμή
RR(n) ρυθμός επαναφόρτισης 
μπαταρίας στον κόμβο
28
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
κάθε χρονική στιγμή
Β(ηΙ) αποθέματα ενέργειας (μπαταρίας) στον κόμβο
MaxB(nl) μέγιστο επίπεδο ενέργειας (μπαταρίας) στον κόμβο
MaxBin^OpR ενεργειακό επίπεδο επαναλειτουργίας κόμβου
3.8 Περιγραφή προβλήματος
Σκοπός της εργασίας είναι η εξεύρεση και μελέτη αλγορίθμων για την 
καλύτερη δυνατή αξιοποίηση των ενεργειακών αποθεμάτων των 
επαναφορτιζόμενων κόμβων, προκειμένου να μεγιστοποιηθεί η 
διαθεσιμότητα της εφαρμογής.
Οι αλγόριθμοι που παρουσιάζονται σε αυτή την εργασία επιτυγχάνουν αυτό 
το στόχο με κατάλληλη μετακίνηση των πρακτόρων της εφαρμογής. Το 
σκεπτικό είναι να επιβαρύνονται όσο το δυνατόν λιγότερο οι κόμβοι με 
χαμηλά αποθέματα ενέργειας (μπαταρίας) και να αξιοποιούνται οι κόμβοι 
που έχουν αρκετή ενέργεια για τη φιλοξενία και την επικοινωνία των 
πρακτόρων της εφαρμογής.
Στην εργασία λαμβάνονται υπόψιν οι διάφοροι περιορισμοί ως προς την 
τοποθέτηση των πρακτόρων στους κόμβους, η ανομοιογένεια των κόμβων ως 
προς τη χωρητικότητα φιλοξενίας πρακτόρων και την διαθεσιμότητα ειδικών 
πόρων, η κατανάλωση της ενέργειας στους κόμβους του συστήματος λόγω 
της εκτέλεσης, επικοινωνίας και μετακίνησης των πρακτόρων, καθώς και η 
δυνατότητα επαναφόρτισης των κόμβων.
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4 Περιγραφή αλγορίθμων
Παρακάτω ακολουθούν οι περιγραφές αλγορίθμων που στόχο έχουν τη 
μεγιστοποίηση της διαθεσιμότητας της εφαρμογής, μέσω κατάλληλης 
μετακίνησης των πρακτόρων της.
Για απλότητα, υποθέτουμε ότι αρχικά η εφαρμογή τοποθετείται στο δίκτυο 
με τυχαίο τρόπο, αρκεί να μην παραβιάζονται οι περιορισμοί που 
αναφέρθηκαν αναλυτικά στο προηγούμενο κεφάλαιο. Ομοίως, οι 
μετακινήσεις πρακτόρων που αποφασίζονται από τους αλγορίθμους δεν 
πρέπει να παραβιάζουν τις αντίστοιχες προϋποθέσεις.
4.1 Γενικό πλαίσιο/μοντέλο «εκτέλεσης»
Η σχεδίαση των αλγορίθμων έγινε με βάση ένα απλό μοντέλο/πλαίσιο 
προσομοίωσης της κατανάλωση των κόμβων και της απενεργοποίησης και 
απενεργοποίησης της εφαρμογής που φιλοξενείται. Η προσομοίωση γίνεται 
ανά μονάδα χρόνου με βάση την οποία ορίζονται και τα μεγέθη (κόστος 
εκτέλεσης, κόστος επικοινωνίας, κατανάλωση, επαναφόρτιση) που 
συζητήθηκαν στο προηγούμενο κεφάλαιο.
Πιο συγκεκριμένα, σε κάθε χρονική στιγμή:
1) Υπολογίζεται η διαθέσιμη μπαταρία κάθε κόμβου με βάση την 
τρέχουσα θέση των πρακτόρων και την κατανάλωση που προκαλείται 
λόγω της εκτέλεσης και επικοινωνίας τους. Αν ένας κόμβος 
εξαντλήσει τη μπαταρία του, τίθεται εκτός λειτουργίας. Αν ένας 
κόμβος δεν λειτουργεί, απλά επαναφορτίζεται η μπαταρία του, και αν 
αυτή φτάσει το απαιτούμενο επίπεδο, ο κόμβος επαναλειτουργεί. 
Αντίστοιχα, αν η εφαρμογή χρησιμοποιεί αυτόν τον κόμβο, 
απενεργοποιείται ή ενεργοποιείται.
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2) Ελέγχεται η διαθεσιμότητα της εφαρμογής και ανανεώνεται ο 
μετρητής διαθεσιμότητας.
3) Αποφασίζονται και εκτελούνται οι όποιες μετακινήσεις πρακτόρων 
κρίνονται αναγκαίες για να αυξηθεί η διαθεσιμότητα της εφαρμογής 
(σε αυτό το σημείο βρίσκεται η «λογική» των αλγορίθμων»).
Το μοντέλο εκτέλεσης περιγράφεται από τον παρακάτω ψευτοκώδικα:
1. ticks=0;
2. while (1) {
3. for-each (node n) {
4. if (n.operational) {
5. B(n) = max(0, B(n) -  Cons(n) + RR(n));
6. if (B(n)==0){
7. n.operational = 0;
8. If(ne Nodes(app)) { suspend(app); }
9. }
10. }
11. else if (B(n) < MaxB(n)) {
12. B(n) = min(MaxB(n), B(n) + RR(n));
13. if (B(n)>=OpR*MaxB(n)) {
14. n.operational = 1;
15. If(n e Nodes(app)){





21. if (active(app)) { app.avlticks++; }
22. runMigrationAlgorithm(); // ο αλγόριθμος
23. ticks++;
24. }
Η διαφορά ανάμεσα στους αλγορίθμους έγκειται στο πως αποφασίζεται η 
(όποια) μετακίνηση των πρακτόρων ανάμεσα στους κόμβους. Προφανώς, ο 
πιο απλός αλγόριθμος είναι αυτός που δεν αποφασίζει καμία μετακίνηση (δεν 
κάνει τίποτα). Σε αυτή τη περίπτωση, η εφαρμογή εκτελείται με βάση την 
αρχική της τοποθέτηση.
4.2 1°ς Αλγορίθμος GL (Greedy Local)
Ο αλγόριθμος Greedy Local εξετάζει, για κάθε πράκτορα μιας εφαρμογής, το 
όφελος που θα είχε κάθε δυνατή (επιτρεπτή) μετακίνησή του, δεδομένου ότι
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όλοι οι υπόλοιποι πράκτορες θα μείνουν αμετακίνητοι. Επιλέγει να 
πραγματοποιήσει την μετακίνηση που δίνει τη μεγαλύτερη διαθεσιμότητα (ή 
να μείνει ο πράκτορας στον κόμβο που ήδη τον φιλοξενεί, αν αυτό είναι το 
καλύτερο σενάριο). Πρώτα εξετάζονται οι ειδικοί (με τυχαία σειρά) και μετά 
οι γενικοί πράκτορες (με τυχαία σειρά). Ο λόγος που δίνεται προτεραιότητα 
στους ειδικούς πράκτορες είναι ότι για αυτούς ισχύουν επιπρόσθετοι 
περιορισμοί φιλοξενίας (όπως εξηγήθηκε στο προηγούμενο κεφάλαιο) εκτός 
από τη χωρητικότητα των κόμβων.
Η λογική του αλγορίθμου περιγράφεται στον παρακάτω ψευτοκώδικα:
1. for-each (agent α of app) {
2. //πρώτα εξετάζονται οι ειδικοί και μετά οι γενικοί πράκτορες
3. cands = {}; bestAvail = 0; bestLoad = <»;
4. for-each (node n) {
5. avail = calcAvailability^pp A n );
6. if (avail > bestAvail) {
7. cands = {n }; bestAvail = avail;
8. }
9. else if (avail == bestAvail) {
10. load = calculateNeworkLoad^ n ) ;
11. if (load > bestLoad) {
12. cands = { n }; bestLoad = load;
13. }
14. else if (load == bestLoad) {




19. dst = randomPick(cands);
20. if (dst != NULL) {
21. src = Hfa);
25. migrate^s r^d s t);
26. B(src) = B(src) -  Sfa);
27. B(dst) = B(dst) -  Sfa);
28. for-each (n: Rn src dst =1) { B(n) = B(n) -  2*S^); }
29. }
22. }
Σε περίπτωση που υπάρχουν παραπάνω από ένας κόμβοι στους οποίους 
μπορεί να μετακινηθεί ο πράκτορας που εξετάζεται έτσι ώστε να 
μεγιστοποιηθεί η διαθεσιμότητα της εφαρμογής, επιλέγεται ο κόμβος που 
μειώνει το συνολικό φορτίο του δικτύου (δεδομένου ότι ο πράκτορας θα 
φιλοξενηθεί από αυτόν). Αν πάλι υπάρχει ισοπαλία, επιλέγεται ένας κόμβος 
τυχαία.
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Η συνάρτηση calcAvailability(app,a,n) κάνει μια πρόβλεψη για την 
διαθεσιμότητας της εφαρμογής app στην περίπτωση που ο πράκτορας a 
μετακινηθεί στον κόμβο n. Αν αυτή η μετακίνηση δεν μπορεί να γίνει, 
επιστρέφεται η τιμή -1. Η πρόβλεψη γίνεται για μια πεπερασμένη χρονική 
διάρκεια ForecastTimeUnits για την οποία υπολογίζεται ο συνολικός χρόνος 
διαθεσιμότητας της εφαρμογής (χωρίς να εξετάζεται η περαιτέρω μετακίνηση 
πρακτόρων, ούτε και του a).
Ο υπολογισμός της διαθεσιμότητας (πρόβλεψη) δίνεται από τον παρακάτω 
ψευτοκώδικα (οι υπολογισμοί γίνονται σε αντίγραφα των μεταβλητών του 
συστήματος):
1. calcAvailability(app,a,dst) {
2. src = H(a);
3. B(src) = B(src) -  S(a);
4. if (B(src)<= 0) { return (-1); }
5. B(dst) = B(dst) -  S(a);
6. if (B(dst)<=0) { return (-1); }
7. for-each (n: Rn,src,dst =1) {
8. B(n) = B(n) -  2*S(a);
9. if (B(n)<=0) { return (-1); }
10. }
11. changeHost(a,src,dst);
12. ticks = 0; avlticks = 0;
13. while (ticks<ForecastTimeUnits) {
14. // προσομοίωση κατανάλωσης όπως στο σχήμα εκτέλεσης




Αντίστοιχα, η calcNetworkLoad(a,n) υπολογίζει τον φόρτο που προκαλείται 
στο δίκτυο δεδομένου ότι ο πράκτορας a φιλοξενείται στον κόμβο n .
Για να γίνει πιο κατανοητή η συμπεριφορά του αλγορίθμου, στην περίπτωση 
μιας εφαρμογής, κάνουμε χρήση του παραδείγματος της προηγούμενης 
ενότητας. Ας υποθέσουμε λοιπόν ότι στο δίκτυο του Σχήματος 3.2 
φιλοξενείται η εφαρμογή του Σχήματος 3.1, όπως φαίνεται στο Σχήμα 3.3 
(που αντιγράφουμε εδώ από την προηγούμενη ενότητα ως Σχήμα 4.1).
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Σχήμα 4.1: Τοποθέτηση πρακτόρων στους κόμβους.
Για απλοποίηση των υπολογισμών θεωρούμε ότι S (ak) = 1, V k ,
C(n  ) = 2, V i , και Tkm=2 Vk, m e  { RL( ^  ^
B0(ni) = 100, Vi , MaxB (n.) = 100, V i, OpR = 30% και RR(n  ) = 1, V i . 
Τέλος, υποθέτουμε ότι το κόστος εκτέλεσης των πρακτόρων είναι 0, δηλαδή 
CpuCost(n ) = 0, V i .
}. Επίσης, θεωρούμε ότι
Με βάση αυτές τις υποθέσεις, ο παρακάτω πίνακας δίνει όλες τις δυνατές 
μετακινήσεις του ειδικού πράκτορα tsj. Σημειώνουμε ότι ο tsj μπορεί να 
μετακινηθεί στους κόμβους nj και n7 που διαθέτουν αισθητήρα θερμοκρασίας 
(αλλά όχι στον n9 γιατί φιλοξενείται παιδί του ίδιου πατέρα με ίδιο τύπο 
πόρου).
nj n2 n3 n4 n5 n6 ny n3 n9 Διαθεσιμότητα
Φόρτος
Δικτύου
- 0 0 2 6 8 8 0 2 2 71 26
tsj—^  nj 2 0 0 6 8 8 0 2 2 71 26
tSj—— ny 0 0 0 6 12 12 2 2 2 38 X
Κάθε γραμμή του πίνακα δείχνει την κατανάλωση κάθε κόμβου στην 
περίπτωση που ο πράκτορας tsj φιλοξενηθεί σύμφωνα με το αντίστοιχο
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σενάριο (η πρώτη γραμμή αντιστοιχεί στην περίπτωση που ο πράκτορας δεν 
αλλάξει θέση και παραμείνει στον κόμβο που βρίσκεται).
Η αντίστοιχη διαθεσιμότητα της εφαρμογής μπορεί να υπολογιστεί για 
οποιοδήποτε χρονικό διάστημα, αποκλειστικά με βάση τον κόμβο (ή τους 
κόμβους) με τη μεγαλύτερη κατανάλωση. Για παράδειγμα, για το χρονικό 
διάστημα t=500, η διαθεσιμότητα της εφαρμογής με βάση το πρώτο σενάριο 
μετακίνησης του tsj στον κόμβο nj μπορεί να υπολογιστεί με βάση την 
κατανάλωση του κόμβου η5 (ή η6) και ισούται με 71 μονάδες χρόνου. 
Αντίστοιχα, η διαθεσιμότητα της εφαρμογής αν ο πράκτορας tsj μετακινηθεί 
στο κόμβο n7 θα είναι 38 μονάδες χρόνου. Επομένως, η καλύτερη επιλογή 
είναι ο πράκτορας είτε να παραμείνει εκεί που βρίσκεται (στον κόμβο n3) είτε 
να μετακινηθεί στο κόμβο nj, ενώ και οι δύο επιλογές δημιουργούν ίδιο 
φόρτο στο δίκτυο (να σημειωθεί πως ο φόρτος του δικτύου δεν υπολογίζεται 
για το δεύτερο σενάριο μετακίνησης καθώς αυτό δίνει χειρότερη 
διαθεσιμότητα από τις υπόλοιπες επιλογές). Σε αυτή τη περίπτωση 
αποφασίζεται o tsj να παραμείνει στον ns, αφού καμία μετακίνηση δεν 
αυξάνει την διαθεσιμότητα της εφαρμογής.
Ο επόμενος πράκτορας που εξετάζεται είναι ο ts2. Οι υποψήφιοι κόμβοι είναι 
οι nj και n7. Συνεπώς προκύπτει ο παρακάτω πίνακας:
n j n2 ns n4 n 5 n 6 n7 ns n 9 Διαθεσιμότητα
Φόρτος
Δικτύου
- 0 0 2 6 8 8 0 2 2 70 X
ts2—— nj 2 0 2 6 8 8 0 2 0 97 X
ts2—— n7 0 0 2 6 8 8 2 2 0 69 X
Με βάση την διαθεσιμότητα που υπολογίστηκε, ο πράκτορας ts2 είναι 
προτιμότερο να μετακινηθεί στον κόμβο nj. Οπότε η θέση των πρακτόρων 
της εφαρμογής στο δίκτυο θα είναι πλέον όπως στο Σχήμα 4.2.
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B(n3)=100 B(n2)=100 B(n9)=99
md3
Σχήμα 4.2: Οι θέσεις των πρακτόρων μετά τη μετακίνηση του ts2 στον n2.
Ο επόμενος πράκτορας που εξετάζεται είναι ο md3. Ο μόνος υποψήφιος 
κόμβος για μετακίνηση είναι ο n2. Συνεπώς προκύπτει ο παρακάτω πίνακας:
n j n2 n 3 n4 n 5 n 6 n? n 3 n 9 Διαθεσιμότητα
Φορτίο
Δικτύου
- 2 0 2 6 4 4 0 2 0 97 20
m d3^  n 2 2 2 2 6 4 0 0 0 0 97 16
Καθώς η διαθεσιμότητα είναι ίδια και για τα δύο σενάρια, επιλέγεται αυτό 
που δίνει το μικρότερο συνολικό φορτίο στο δίκτυο, δηλαδή αποφασίζεται η 
μετακίνηση του πράκτορα md3 στον n2. Το Σχήμα 4.3 απεικονίζει τη νέα 
κατάσταση.
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B(n3)=100 B(n2)=99 B(n9)=99
Σχήμα 4.3: Οι θέσεις των πρακτόρων μετά τη μετακίνηση του md3 στον n2
Αφού εξετάστηκαν όλοι οι ειδικοί πράκτορες, στο επόμενο επίπεδο του 
δένδρου της εφαρμογής βρίσκεται ο πράκτορας a4. Υποψήφιοι είναι όλοι οι 
κόμβοι, αφού υπάρχει αρκετός ελεύθερος χώρος, και επομένως προκύπτει ο 
παρακάτω πίνακας:
ni n2 n3 n4 n5 n6 n7 ns ng Διαθεσιμότητα
Φορτίο
Δικτύου
- 2 2 2 6 4 0 0 0 0 97 X
α4— n1 4 2 2 8 4 0 0 0 0 69 X
α4— n2 2 8 2 8 12 0 0 0 0 38 X
α4— n3 2 2 4 8 4 0 0 0 0 69 X
α4— n5 2 2 2 8 6 0 0 0 0 69 X
α4— n6 2 2 8 8 12 6 0 0 0 38 X
α4— n7 2 2 2 8 12 12 6 0 0 38 X
α4— n8 2 2 2 8 12 12 0 6 6 38 X
α4—— ng 2 2 2 8 12 12 0 0 6 38 X
Η μεγαλύτερη διαθεσιμότητα της εφαρμογής επιτυγχάνεται αν ο α4 
παραμείνει στον κόμβο n4.
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Ο τελευταίος πράκτορας που εξετάζεται είναι ο α5 όπου πάλι υποψήφιοι είναι 
όλοι οι κόμβοι αφού είναι γενικός πράκτορας και κανένας κόμβος δεν έχει 
φτάσει το όριο χωρητικότητας του.
ηι η2 η3 η4 η5 η6 η7 η8 ng Διαθεσιμότητα
Φορτίο
Δικτύου
- 2 2 0 6 4 0 0 0 0 97 16
α5— η7 4 2 2 10 4 0 0 0 0 52 X
α5— η2 2 2 2 6 4 0 0 0 0 97 16
α5— η3 0 2 6 10 4 0 0 0 0 52 X
α5— η4 2 2 0 6 4 0 0 0 0 96 X
α5— η6 2 2 2 6 8 6 0 0 0 68 X
α5— η7 2 2 2 8 8 8 4 0 0 68 X
α$—— η§ 2 2 2 8 8 8 0 4 0 68 X
α$—— ng 2 2 2 8 8 8 0 0 4 68 X
Παρατηρούμε ότι έχουμε ισοπαλία στις τιμές διαθεσιμότητας στις 
περιπτώσεις μετακίνησης του πράκτορα α5 στο η2 και στην περίπτωση που 
μείνει στον κόμβου που ήδη τον φιλοξενεί (η5). Το φορτίο που προκαλείται 
στο δίκτυο είναι ίδιο και στις δυο περιπτώσεις, συνεπώς αποφασίζεται ο 
πράκτορας α5 να παραμείνει στον κόμβο η5.
Στη γενικότερη περίπτωση, η παραπάνω διαδικασία επαναλαμβάνεται μέχρι 
να ολοκληρωθεί η χρονική διάρκεια της προσομοίωσης. Όμως, στην 
συγκεκριμένη περίπτωση, οι πράκτορες δεν θα αλλάξουν θέσεις. Αυτό 
συμβαίνει διότι από τη στιγμή που ο αλγόριθμος μετακινεί τους πράκτορες 
έτσι ώστε να βρίσκονται κοντά μεταξύ τους (μπορεί κανείς να θεωρήσει ότι 
οι πράκτορες «έλκονται» προς κάποιο σημείο ισορροπίας), δεν πρόκειται να 
πάρει την απόφαση να τους μετακινήσει ξανά, καθώς μια μετακίνηση 
συνεπάγεται αύξηση του φόρτου στους ενδιάμεσους κόμβους του δικτύου, 
άρα μειωμένη διαθεσιμότητα της εφαρμογής. Συνεπώς, η εφαρμογή απλά θα 
απενεργοποιείται όταν ένας από τους κόμβους που χρησιμοποιεί καθίσταται
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μη λειτουργικός και θα επανεργοποιείται όταν αυτός θα αρχίζει πάλι να 
λειτουργεί, χωρίς να αξιοποιεί τα ενεργειακά αποθέματα των υπολοίπων 
κόμβων του δικτύου.
4.3 2ος Λλγορίθμος GG (Greedy Global)
Μια παραλλαγή του παραπάνω αλγορίθμου είναι ο Greedy Global. Αρχικά 
αφού υπολογίσει για κάθε πράκτορα την μετακίνηση που δίνει την 
μεγαλύτερη διαθεσιμότητα της εφαρμογής, επιλέγει την μετακίνηση του 
πράκτορα που δίνει την μεγαλύτερη διαθεσιμότητα της εφαρμογής από όλες 
τις παραπάνω επιλογές. Σε περίπτωση που 2 επιλογές δίνουν την ίδια 
διαθεσιμότητα της εφαρμογής, επιλέγεται αυτή που έχει το μικρότερο 
συνολικό φόρτο στο δίκτυο, όπως περιγράφηκε στην ενότητα 4.2.
4.4 3ος Αλγόριθμου NC (Net Clustering)
Όπως προαναφέρθηκε, μετά από κάποια χρονική στιγμή, οι Greedy 
αλγόριθμοι καταλήγουν να έχουν τοποθετήσει τους πράκτορες στο δίκτυο με 
τέτοιο τρόπο ώστε να βρίσκονται κοντά ο ένας στον άλλο. Όμως, όταν 
κάποιοι κόμβοι του δικτύου που χρησιμοποιεί η εφαρμογή τείνουν να 
εξαντληθούν από μπαταρία, οι αλγόριθμοι δεν παίρνουν την απόφαση να 
μετακινήσουν κάποιο πράκτορα σε άλλο κόμβο προκειμένου να 
εκμεταλλευτεί άλλους κόμβους του δικτύου που διαθέτουν μεγαλύτερα 
επίπεδα μπαταρίας (εφόσον υπάρχουν). Ο λόγος είναι διότι πιθανή 
μετακίνηση του θα τον απομάκρυνε από τους υπόλοιπους πράκτορες και έτσι 
θα επιβάρυνε το δίκτυο με επιπλέον κόστος δρομολόγησης. Οπότε οι 
αλγόριθμοι επιλέγουν να μη γίνει καμία μετακίνηση, οπότε η εφαρμογή απλά 
γίνεται ανενεργή/ενεργή ανάλογα με το πότε αποφορτίζονται και 
επαναφορτίζονται οι κόμβοι που χρησιμοποιεί.
Αυτή η παρατήρηση άλλαξε την οπτική εξέτασης τους προβλήματος. 
Οδηγηθήκαμε σε τεχνικές συσταδοποίησης (clustering) του δικτύου 
προκειμένου να βελτιωθεί η διαθεσιμότητα της εφαρμογής.
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1. bestAvail = 0;
2. cands = {};
3. if(exists(node n : B(n)<Threashold)){
4. c = net.clustering(WeakLink);
5. for-each(cluster ci){
6. selectExterAgentsCanMoveInClusterMinimizingWL(a, nc);
7. avail = calcAvailability(app,a,nc);
8. If(avail>bestAvail){
9. cands.Agents = α;
10. cands.Nodes = nc;
11. }
12. }




17. B(src) = B(src) -  S(ak);
18. B(dst) = B(dst) -  S(ak);
19. for-each (node nd: Rnd,src,dst =1) { B(nd) = B(nd) -  2*S(ak); }
20. }
21. }
Πιο συγκεκριμένα, όταν η μπαταρία κάποιου κόμβου πέσει κάτω από ένα 
προκαθορισμένο κατώφλι, τοποθετούμε σε κάθε ακμή του δικτύου ένα 
λεγόμενο «βάρος». Το βάρος κάθε ακμής προκύπτει από την ελάχιστη τιμή 
διάρκειας ζωής των δύο κόμβων που αυτή συνδέει. Στη συνέχεια, βρίσκουμε 
τις «αδύναμες» ακμές με την μικρότερη τιμή βάρους, με βάση τις οποίες 
καθορίζονται διαφορετικές συστάδες, δηλαδή τα τμήματα του δικτύου που 
συνδέονται μέσω αυτών των αδύναμων ακμών. Να σημειωθεί ότι το πλήθος 
των συστάδων που προκύπτουν με αυτό το τρόπο είναι ίσο με το πλήθος των 
αδύναμων ακμών συν ένα.
Για κάθε συστάδα, εντοπίζονται αρχικά οι «εξωτερικοί» πράκτορες που 
φιλοξενούνται από κόμβους που δεν ανήκουν στην συστάδα που εξετάζεται. 
Οι πράκτορες αυτοί μπορεί να δημιουργούν φόρτο πάνω στην αδύναμη ακμή 
που συνδέει την συστάδα με το υπόλοιπο δίκτυο. Ο φόρτος μπορεί να 
προκύπτει είτε από την επικοινωνία των εξωτερικών πρακτόρων με 
«εσωτερικούς» πράκτορες που φιλοξενούνται εντός της συστάδας, είτε από 
την επικοινωνία μεταξύ εξωτερικών πρακτόρων που χρησιμοποιούν τους 
κόμβους της συστάδας ως δρομολογητές. Αφού οι εξωτερικοί πράκτορες
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διαταχθούν κατά φθίνουσα σειρά φόρτου που δημιουργούν στην αδύναμη 
ακμή, μετακινούνται ο ένας μετά τον άλλο μέσα στη συστάδα που εξετάζεται, 
εφόσον οι αντίστοιχες μετακινήσεις είναι εφικτές με βάση τα ενεργειακά 
αποθέματα των κόμβων που εμπλέκονται καθώς και με βάση τους 
περιορισμούς (1)-(4). Μετά από κάθε μετακίνηση, και προτού εξετασθεί η 
επόμενη, γίνεται νέος υπολογισμός του φόρτου πάνω στην αδύναμη ακμή και 
των ενεργειακών αποθεμάτων των κόμβων.
Τελικά, αφού εξετασθούν όλοι οι εξωτερικοί πράκτορες για μετακίνηση μέσα 
στην συστάδα, γίνεται πρόβλεψη (όπως στους Greedy αλγορίθμους) για την 
διαθεσιμότητα της εφαρμογής με βάση την νέα τοποθέτηση. Πριν εκτελεστεί 
η πρόβλεψη, η τοποθέτηση των εξωτερικών πρακτόρων μέσα στη συστάδα 
γίνεται με τέτοιο τρόπο ώστε να ελαχιστοποιείται o συνολικός φόρτος 
επικοινωνίας των κόμβων της συστάδας.
Η διαδικασία αυτή επαναλαμβάνεται για όλες τις συστάδες που προκύπτουν 
με βάση τις αδύναμες ακμές, και τελικά επιλέγεται η ομαδική μετακίνηση 
προς την συστάδα που μεγιστοποιεί την διαθεσιμότητα της εφαρμογής. Σε 
περίπτωση ισοπαλίας, επιλέγεται η τοποθέτηση που προκαλεί την μικρότερη 
επικοινωνία πάνω από το δίκτυο, και αν υπάρχουν πολλές ισοδύναμες 
τοποθετήσεις, επιλέγεται μια εξ’αυτών, τυχαία..
Για παράδειγμα, ας υποθέσουμε ότι η εφαρμογή του Σχήματος 3.1 
φιλοξενείται από ένα δίκτυο 9 κόμβων όπως φαίνεται στο Σχήμα 4.4. Οι 
πράκτορες tsj και ts2 μπορούν να φιλοξενηθούν μόνο από τους κόμβους η2, 
n3, n7, n9, ενώ ο πράκτορας md3 μόνο από τους κόμβους η2 , η8 γιατί είναι οι 
μόνοι κόμβοι του δικτύου που διαθέτουν τους απαιτούμενους πόρους. Οι α4 
και α5 μπορούν να φιλοξενηθούν από όλους τους κόμβους του δικτύου. Στο 
παράδειγμα που ακολουθεί ισχύουν οι υποθέσεις που έγιναν στο παράδειγμα 
του GL αλγορίθμου, δηλαδή: Όλοι οι πράκτορες ak έχουν μέγεθος S(a^)=1, 
επικοινωνούν με τον πατέρα τους με ρυθμό Tkm = 2, ο κάθε κόμβος n  αρχικά
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έχει χωρητικότητα C(n)=2 και μπαταρία B(n)=100. Ο ρυθμός
επαναφόρτισης είναι κοινός για όλους τους κόμβους και ισούται με RR(ni)=\. 
Στο συγκεκριμένο παράδειγμα το κόστος εκτέλεσης κώδικα πράκτορα δε 
λαμβάνεται υπόψιν.
B(n3)=100 B(n9)=100
Σχήμα 4.4: Παράδειγμα Τοποθέτησης Εφαρμογής σε Δίκτυο
Ο κόμβος η5 επωμίζεται το περισσότερο φορτίο (Load5=12), συνεπώς 
δεδομένου ότι όλοι έχουν κοινή αρχική ποσότητα ενέργειας και σταθερό 
ρυθμό φόρτισης, ο κόμβος η5 θα εξαντληθεί πρώτος από μπαταρία. Αν 
υποθέσουμε το κατώφλι που πρέπει να περάσει η τιμή της μπαταρίας ενός 
κόμβου για να εκτελεστεί η συσταδοποίηση του δικτύου είναι 30, τότε αυτό 
θα συμβεί τη χρονική στιγμή 7. Τα ενεργειακά αποθέματα των κόμβων 
εκείνη τη χρονική στιγμή θα είναι B(n1) = B(n2) = B(n3) = B(n8) = 100, B(n4) 
= 65, B(n5) =23, B(n6) =37 και B(n7) = B(n9) = 93.
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Σχήμα 4.5: Συσταδοποίηση του Δικτύου
Άρα τη χρονική στιγμή 7 δημιουργούνται 3 συστάδες, όπως φαίνεται στο 
Σχήμα 4.5. Η πρώτη συστάδα αποτελείται από τους κόμβους n1, n2, n3 και n4, 
η δεύτερη συστάδα από τον κόμβο n5 και η τρίτη συστάδα από τους κόμβους 
n6, n7, n8 και n9.
Αρχικά εξετάζεται η πρώτη συστάδα στην οποία μετακινούνται οι πράκτορες 
που βρίσκονται σε κόμβους εκτός συστάδας. Η σειρά μετακίνησης γίνεται με 
φθίνουσα φορτίου που δημιουργούν στην αδύναμη ακμή λόγο της 
επικοινωνίας τους με πράκτορες που βρίσκονται εντός συστάδας. Επομένως 
στην πρώτη συστάδα θα μετακινηθούν οι πράκτορες tsi, ts2 και md3 με 
τυχαία όμως σειρά αφού και οι τρεις δημιουργούν στην αδύναμη ακμή 
φορτίο ίσο 4 bytes. Οι τοποθετήσεις των πρακτόρων που μετακινούνται εντός 
συστάδας αλλά και αυτών που βρίσκονται ήδη μέσα στην συστάδα γίνεται με 
τον καλύτερο δυνατό τρόπο ώστε να μειώνεται το συνολικό φορτίο του 
δικτύου. Στο Σχήμα 4.6 αναπαριστάται η τοποθέτηση των πρακτόρων μέσα 
στην πρώτη συστάδα. Να σημειωθεί ότι για την μετακίνηση των πρακτόρων 
επιβαρύνονται οι μπαταρίες των κόμβων που εμπλέκονται στις μετακινήσεις
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όπως περιγράφηκε παραπάνω. Η πρόβλεψη για 100 επιπλέον χρονικές 
στιγμές από την χρονική στιγμή 7, δίνει αποτέλεσμα ότι η εφαρμογή θα είναι 
διαθέσιμη 23 χρονικές στιγμές.
Σχήμα 4.6: Μετακίνηση πρακτόρων στην πρώτη συστάδα κόμβων
Μετά εξετάζεται η δεύτερη συστάδα, στην οποία δε βρίσκεται κανένας 
πράκτορας. Οπότε οι πράκτορες που φιλοξενούνται από κόμβους που 
βρίσκονται εκτός συστάδας, θα μετακινηθούν σε κόμβους της δεύτερης 
συστάδα. Η σειρά μετακίνησης γίνεται κατά φθίνουσα σειρά φορτίου που 
δημιουργεί ο κάθε πράκτορας στο κόμβο n5 εξαιτίας της χρήσης του n5 ως 
δρομολογητή για την επικοινωνία του με άλλους πράκτορες. Άρα οι 
πράκτορες θα μετακινηθούν εντός συστάδας με τη σειρά a4, a5, ts1, ts2, md3. 
Παρατηρούμε όμως ότι η μετακίνηση των πρακτόρων tsi, ts2, md3 εντός 
συστάδας δεν είναι εφικτή διότι δεν υπάρχουν κόμβοι με κατάλληλους 
πόρους στην συστάδα ώστε να φιλοξενήσουν τους παραπάνω ειδικούς 
πράκτορες. Συνεπώς θα μετακινηθούν οι a4, a5 και θα τοποθετηθούν στην 
συστάδα όπως φαίνεται στο Σχήμα 4.7. Να επισημανθεί ότι οι τιμές των 
μπαταριών στο Σχήμα 4.7 έχουν νέες τιμές μετά τις μετακινήσεις.
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Σχήμα 4.7: Μετακίνηση πρακτόρων στην δεύτερη συστάδα κόμβων
Οπότε την χρονική στιγμή 7 γίνεται επίσης πρόβλεψη για τη νέα τοποθέτηση 
των πρακτόρων μέσα στη δεύτερη συστάδα. Το αποτέλεσμα της πρόβλεψης 
για 100 επιπλέον χρονικές στιγμές είναι ότι η εφαρμογή θα είναι διαθέσιμη 
για 10 χρονικές στιγμές. Αυτό προκύπτει αν εξετάσουμε τη συμπεριφορά του 
κόμβου n6 που επωμίζεται το περισσότερο φορτίο (Load6=10) και παράλληλα 
η μπαταρία του θα εξαντληθεί νωρίτερα από όλους τους κόμβους για πρώτη 
φορά, την ίδια χρονική στιγμή με την μπαταρία του κόμβου n5. Εφόσον ο 
ρυθμός φόρτισης είναι κοινός για τους 2 κόμβους θα ξαναγίνουν διαθέσιμοι 
και θα έχουν την ίδια τιμή μπαταρίας την ίδια χρονική στιγμή. Όμως το 
φορτίο του κόμβου n6 είναι μεγαλύτερο από αυτό του n5, άρα η 
διαθεσιμότητα της εφαρμογής εξαρτάται από την μπαταρία του κόμβου n6.
Εν συνεχεία ο αλγόριθμος εξετάζει την μετακίνηση των πρακτόρων στην 
τρίτη συστάδα. Οι εξωτερικοί πράκτορες της τρίτης συστάδας είναι οι α4 και 
α5 και θα μετακινηθούν εντός συστάδας με την σειρά που αναφέρονται. Η 
τοποθέτηση τους με τον καλύτερο δυνατό τρόπο στην συστάδα απεικονίζεται 
στο Σχήμα 4.8. Επομένως την χρονική στιγμή 7 γίνεται επίσης πρόβλεψη για
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την νέα τοποθέτηση των πρακτόρων στην τρίτη συστάδα. Το αποτέλεσμα της 
πρόβλεψης είναι ότι η εφαρμογή για τις επόμενες 100 χρονικές στιγμές θα 
είναι διαθέσιμη για 18 χρονικές στιγμές. Να σημειωθεί ότι διαθεσιμότητα 
της εφαρμογής στην πρόβλεψη εξαρτάται από την μπαταρία του κόμβου n6, 
αφού επωμίζεται το περισσότερο φορτίο και παράλληλα διαθέτει την 
χαμηλότερη τιμή μπαταρίας από όλους τους κόμβους.
Σχήμα 4.8 Μετακίνηση πρακτόρων στην τρίτη συστάδα κόμβων
Επομένως το σύστημα μετακινεί τους πράκτορες στη πρώτη συστάδα, αφού η 
μετακίνηση πρακτόρων στη πρώτη συστάδα δίνει περισσότερη 
διαθεσιμότητα της εφαρμογής (Σχήμα 4.9). Ο αλγόριθμος ξαναεκτελείται 
όταν η μπαταρία κάποιου κόμβου που συμμετέχει στη λειτουργία της 
εφαρμογής ξεπεράσει την τιμή του κατωφλίου, οπότε γίνεται εκ νέου 
συσταδοποίηση του δικτύου.
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Σχήμα 4.9 Μετακίνηση πρακτόρων στην πρώτη συστάδα κόμβων
4.5 4ος Αλγόριθμος NAC (Net & Application Clustering)
Στον αλγόριθμο NC, οι εξωτερικοί πράκτορες της συστάδας εξετάζονται για 
μετακίνηση μέσα σε αυτή αυστηρά με σειρά προτεραιότητας, ανάλογα με το 
πόσο φόρτο επιφέρουν πάνω στην αδύναμη ακμή. Όμως, δεν ελέγχονται 
άλλοι συνδυασμοί (με διαφορετική σειρά) μετακίνησης πρακτόρων της 
εφαρμογής, που πιθανώς να οδηγούν σε μεγαλύτερη μείωση της επικοινωνίας 
πάνω από την αδύναμη ακμή.
Η συγκεκριμένη παρατήρηση μας οδήγησε στην ανάπτυξη του αλγορίθμου 
NAC, που χειρίζεται τη μετακίνηση των πρακτόρων μετά τη συσταδοποίηση 
του δικτύου όπως περιγράφεται παρακάτω.
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1. bestAvail = 0;
2. cands = {};
3. if(exists(node n : B(n)<Threashold)){
4. c = net.clustering(WeakLink);
5. for-each(cluster ci){
6. Colour&ContractApplicationGraph(app);
7. for-each( agent ak ){







15. avail = calcAvailability(app,a,nc);
16. if(avail>bestAvail){
17. cands.Agents = a;
18. cands.Nodes = nc;
19. }
20. }




25. B(src) = B(src) -  S(ak);
26. B(dst) = B(dst) -  S(ak);
27. for-each (node nd: Rnd,src,dst =1) { B(nd) = B(nd) -  2*S(ak); }
28. }
29. }
Αρχικά γίνεται συσταδοποίηση του δικτύου όπως περιγράφηκε στον δεύτερο 
αλγόριθμο. Στη συνέχεια εξετάζεται μια μια συστάδα κόμβων υποθέτοντας 
ότι οι κόμβοι που βρίσκονται μέσα σε αυτή που εξετάζεται έχουν 
απεριόριστη χωρητικότητα. Δεδομένου ότι οι ειδικοί πράκτορες μπορούν να 
φιλοξενηθούν μόνο σε κόμβους που διαθέτουν τους απαραίτητους πόρους και 
ότι δυο ειδικοί πράκτορες που έχουν τον ίδιο πατέρα και χρειάζονται τους 
ίδιους τύπους πόρων δεν μπορούν να φιλοξενηθούν από τον ίδιο κόμβο, ο 
κάθε ειδικός πράκτορας χρωματίζεται ανάλογα με το αν μπορεί να 
μετακινηθεί σε κάποιον κόμβο μέσα στη συστάδα. Εφόσον ολοκληρωθεί η 
παραπάνω διαδικασία, για κάθε γενικό πράκτορα ξεκινώντας από το κάτω 
μέρος του δένδρου της εφαρμογής και συνεχίζοντας προς τα πάνω, 
υπολογίζεται το άθροισμα των φορτίων που λαμβάνει από τα παιδιά του που 
μπορούν να μετακινηθούν στη συστάδα (SPLoad) και το άθροισμα των
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φορτίων από τα παιδιά του που δεν μπορούν να μετακινηθούν στη συστάδα 
(SNLoad).
Αν το συνολικό φορτίο των παιδιών που δεν μπορούν να μετακινηθούν είναι 
μεγαλύτερο από το σύνολο του φορτίου των παιδιών που μπορούν να 
μετακινηθούν, τότε ο πράκτορας που εξετάζεται χρωματίζεται ότι δεν μπορεί 
να μετακινηθεί στη συστάδα και συνεπώς χρωματίζονται και όλα τα παιδιά 
του ότι δεν μπορούν να μετακινηθούν. Σε αντίθετη περίπτωση, δημιουργείται 
μια ομάδα πρακτόρων (contraction) που περιέχει το αναγνωριστικό του 
πράκτορα που εξετάζουμε καθώς επίσης και τα αναγνωριστικά των παιδιών 
του που μπορούν να μετακινηθούν στην συστάδα. Η ομάδα πρακτόρων 
χρωματίζεται ότι μπορεί να μετακινηθεί στη συστάδα και ο πατέρας του 
πράκτορα που εξετάζουμε δείχνει σαν παιδί του την ομάδα πρακτόρων αντί 
του γενικού πράκτορα στο δένδρο της εφαρμογής. Η διαδικασία αυτή 
επαναλαμβάνεται μέχρι να φθάσουμε στην κορυφή του δένδρου της 
εφαρμογής. Με το τέλος της όλοι οι πράκτορες θα έχουν χρωματιστεί 
κατάλληλα.
Δεδομένου ότι δεν υπάρχει άπειρη χωρητικότητα μέσα στη συστάδα θα 
πρέπει να γίνει ένα είδος επιλογής πρακτόρων που θα μετακινηθούν σε αυτή. 
Πρώτα μετακινεί σε τυχαίους κόμβους εκτός συστάδας του πράκτορες που 
φιλοξενούνται εντός συστάδας και είναι χρωματισμένοι να μετακινηθούν 
εκτός συστάδας. Οπότε μετά υπολογίζεται η συνολική ελεύθερη 
χωρητικότητα της συστάδας. Ο αλγόριθμος έχει δημιουργήσει ένα δένδρο 
που έχει ως ρίζα τον πράκτορα που βρίσκεται στη ρίζα του δένδρου της 
εφαρμογής και ως παιδιά του έχει ομάδες πρακτόρων που δημιουργήθηκαν 
με τη διαδικασία που προαναφέρθηκε. Στη συνέχεια ο αλγόριθμος ταξινομεί 
τα παιδιά του πράκτορα κατά αύξουσα σειρά συνολικού φόρτου. Συνολικός 
φόρτος είναι το άθροισμα του φόρτου που ανταλλάσσεται μεταξύ των 
πρακτόρων που περιέχονται στο παιδί -  ομάδα πρακτόρων και το φόρτο που 
στέλνει το παιδί στον πατέρα του.
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Οπότε κάθε φορά αφαιρεί ένα παιδί -  ομάδα πρακτόρων από το δένδρο της 
εφαρμογής και ελέγχει αν η νέα μορφή του δένδρου επιτρέπει σε όλους τους 
χρωματισμένους κατάλληλα πράκτορες να τοποθετηθούν στη συστάδα. Η 
διαδικασία επαναλαμβάνεται μέχρι ο αριθμός των πρακτόρων που είναι 
χρωματισμένοι να μετακινηθούν στη συστάδα, να είναι μικρότερος ή ίσος 
του αριθμού των πρακτόρων που μπορεί να φιλοξενήσει η συστάδα. Σε 
περίπτωση που η διαδικασία τερματίσει και χωράνε και άλλοι πράκτορες στη 
συστάδα, τότε εξετάζεται πάλι το τελευταίο παιδί με την ίδια διαδικασία 
προκειμένου να βρεθεί σύνολο πρακτόρων που η μετακίνηση τους στην 
συστάδα συμφέρει ενεργειακά το φορτίο της αδύναμης ακμής.
Όταν τελειώσει η παραπάνω διαδικασία, οι πράκτορες ανάλογα με τον τελικό 
χρωματισμό τους μετακινούνται εντός ή εκτός συστάδας και συγκεκριμένα 
σε κόμβους ώστε να επιβαρύνεται το δίκτυο με όσο το δυνατόν λιγότερο 
κόστος δρομολόγησης, εφόσον το δίκτυο υποστηρίζει ενεργειακά τις 
μετακινήσεις. Για τη συγκεκριμένη συστάδα υπολογίζεται η πρόβλεψη, 
δηλαδή η διαθεσιμότητα της εφαρμογής για συγκεκριμένο χρονικό διάστημα. 
Η διαδικασία επαναλαμβάνεται για όλες τις συστάδες και τελικά επιλέγονται 
οι μετακινήσεις πρακτόρων για τη συστάδα που οδηγούν στη μεγαλύτερη 
διαθεσιμότητα της εφαρμογής.
Για να γίνει κατανοητός ο τρόπος επιλογής μετακινήσεων των πρακτόρων, ας 
υποθέσουμε μια εφαρμογή που αποτελείται από 7 ειδικούς και 4 γενικούς 
πράκτορες. Το μέγεθος όλων των πρακτόρων είναι ίσο, δηλαδή S(ak) = 1, V k .
Ο τρόπος επικοινωνίας των πρακτόρων, καθώς επίσης και o φόρτος που 
ανταλλάσει ο κάθε πράκτορας με τον πατέρα του απεικονίζονται στο Σχήμα
4.10.
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Σχήμα 4.10: Παράδειγμα Εφαρμογής
Ας υποθέσουμε ότι έχουμε ένα δίκτυο Ε κόμβων στο οποίο γίνεται 
συσταδοποίηση όπως περιγράφηκε στο δεύτερο αλγόριθμο. Έστω ότι η 
εφαρμογή εξετάζεται πως μπορεί να φιλοξενηθεί από μια συστάδα κόμβων 
που φιλοξενεί τον πράκτορα a10 και έχει συνολική ελεύθερη χωρητικότητα 
ώστε να μπορεί να φιλοξενήσει έως και 4 πράκτορες (όλοι οι πράκτορες 
έχουν κοινό μέγεθος). Οι κόμβοι της συστάδας διαθέτουν πόρους ώστε να 
μπορούν να φιλοξενήσουν ειδικούς πράκτορες όπως φαίνεται στο Σχήμα
4.11. Πιο συγκεκριμένα, με διαγώνιες γραμμές συμβολίζονται οι ειδικοί 
πράκτορες που δεν μπορούν να φιλοξενηθούν στη συστάδα ενώ με οριζόντιες 
γραμμές αυτοί που μπορούν να φιλοξενηθούν.
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Σχήμα 4.11 Χρωματισμός ειδικών πρακτόρων της Εφαρμογής
Το επόμενο στάδιο είναι να δημιουργηθούν ομάδες πρακτόρων, λαμβάνοντας 
υπόψιν το χρωματισμό των ειδικών πρακτόρων. Επίσης σε αυτό το στάδιο 
θεωρείται ότι η συστάδα κόμβων έχει απεριόριστη χωρητικότητα. Πιο 
συγκεκριμένα, ο πράκτορας α8 λαμβάνει συνολικό φορτίο από τους 
πράκτορες που μπορούν να φιλοξενηθούν στη συστάδα 25 ενώ από αυτούς 
που δε μπορούν να φιλοξενηθούν από τη συστάδα λαμβάνει φορτίο 5. Οπότε 
ο πράκτορας α8 χρωματίζεται ότι μπορεί να μετακινηθεί στην συστάδα αφού 
25>5. Με την ίδια διαδικασία ο πράκτορας α9 χρωματίζεται ότι μπορεί να 
μετακινηθεί στην συστάδα ενώ ο πράκτορας α10 ότι δεν μπορεί να 
μετακινηθεί στην συστάδα. Έτσι η εφαρμογή αναπαριστάται με το Σχήμα
4.12.
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α11
Σχήμα 4.12 Χρωματισμός γενικών πρακτόρων επόμενου επιπέδου
Σύμφωνα με την ομαδοποίηση των πρακτόρων που είναι χρωματισμένοι ότι 
μπορούν να μετακινηθούν στην συστάδα προκύπτει το Σχήμα 4.13. Δηλαδή 
δημιουργείται η ομάδα πρακτόρων t1 όπου περιέχει τους πράκτορες a1t a2, α8 
και η ομάδα t2 όπου περιέχει τους πράκτορες α4 και α9. Το όφελος (benefit) 
κάθε ομάδας πρακτόρων είναι ο εσωτερικός φόρτος που ανταλλάσσουν οι 
πράκτορες μεταξύ τους, το οποίο προκύπτει από την αφαίρεση του συνολικού 
φόρτου των πρακτόρων που δεν μπορούν να μετακινηθούν εντός συστάδας 
από το συνολικό φόρτο των πράσινων πρακτόρων που μπορούν να 
μετακινηθούν εντός συστάδας.
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10 7
Σχήμα 4.13 Ομαδοποίηση πρακτόρων
Επόμενο βήμα είναι να μετακινήσουμε τον πράκτορα a10 εκτός συστάδας, σε 
τυχαίο κόμβο. Άρα η συστάδα μπορεί πλέον να φιλοξενήσει μέχρι 5 
πράκτορες που βρίσκονται εκτός συστάδας. Όμως παρατηρούμε ότι ο 
αριθμός των πρακτόρων που είναι υποψήφιοι να μετακινηθούν στη συστάδα 
είναι 6, δηλαδή οι a1, a2, a4, a8, a9 και a11. Επόμενο βήμα είναι να 
ταξινομηθούν τα παιδιά του a11 κατά αύξουσα σειρά συνολικού φόρτου, 
δηλαδή αθροίσματος οφελών (benefit) και φόρτου προς τον a11. Οπότε η 
σειρά που προκύπτει είναι t2 (με συνολικό φορτίο 9) και μετά ο t1 (με 
συνολικό φορτίο 30). Η ομάδα πρακτόρων t1 χρωματίζεται ότι μπορεί να 
μετακινηθεί εντός συστάδας, συνεπώς οι πράκτορες που μπορούν να 
μετακινηθούν εντός συστάδας είναι 4 (a1, a2, a8, a11). Όμως η συστάδα εκτός 
από τους 4 πράκτορες μπορεί να φιλοξενήσει άλλον ένα πράκτορα. Αυτό έχει 
σαν αποτέλεσμα, ο αλγόριθμος να εξετάσει αν υπάρχει κάποιος πράκτορας ή 
υποομάδα πρακτόρων από την ομάδα t2 που αν μετακινηθεί στη συστάδα, θα 
δώσει μικρότερο φορτίο στην αδύναμη ακμή. Πράγματι ο a9 χρωματίζεται ότι 
μπορεί να μετακινηθεί εντός συστάδας, οπότε το φορτίο στην αδύναμη ακμή 
εξαιτίας της επικοινωνίας του a9 με κάποιον πράκτορα μειώνεται από 6 σε 4. 
Η μορφή του δένδρου της εφαρμογής μετά τη διαδικασία θα έχει όπως 
απεικονίζεται στο Σχήμα 4.14. Δηλαδή οι πράκτορες που απεικονίζονται με 
διαγώνιες γραμμές μετακινούνται σε τυχαίους κόμβους εκτός συστάδας
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εφόσον βρίσκονται μέσα στη συστάδα που εξετάζεται, ενώ πράκτορες που 
απεικονίζονται με οριζόντιες γραμμές μετακινούνται σε τυχαίους κόμβους 
εντός συστάδας εφόσον βρίσκονται έξω από τη συστάδα που εξετάζεται.
Σχήμα 4.14 Τελικός χρωματισμός πρακτόρων της Εφαρμογής
Εφόσον ολοκληρωθεί η διαδικασία μετακίνησης πρακτόρων για κάθε 
συστάδα κόμβων, οι πράκτορες εντός συστάδας τοποθετούνται με τέτοιο 
τρόπο στην συστάδα ώστε να ελαχιστοποιείται ο συνολικός φόρτος του 
δικτύου. Το ίδιο ισχύει και για τους εξωτερικούς πράκτορες σε κόμβους 
εκτός συστάδας. Εν συνεχεία υπολογίζεται η πρόβλεψη.
Η παραπάνω διαδικασία επαναλαμβάνεται για κάθε συστάδα κόμβων του 
δικτύου. Τελικά επιλέγονται να γίνουν οι μετακινήσεις πρακτόρων στη 
συστάδα που δίνει την καλύτερη πρόβλεψη, δηλαδή τη μεγαλύτερη 
διαθεσιμότητα της εφαρμογής.
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5 Αποτελέσματα προσομοιώσεων
Οι αλγόριθμοι υλοποιήθηκαν και εκτελέστηκαν σε προσομοιωτή που 
δημιουργήθηκε για αυτό το σκοπό.
5.1 Περιγραφή προσομοιωτή
Για την δημιουργία ενός δικτύου ορίζουμε αρχικά τον αριθμό των κόμβων 
που τοποθετούνται τυχαία σε ένα πλέγμα 150X150. Υποθέτουμε πως δύο 
κόμβοι μπορεί να επικοινωνούν άμεσα μεταξύ τους (συνδέονται με ακμή) αν 
η ευκλείδεια απόσταση τους είναι μικρότερη του 30. Στον γράφο που 
προκύπτει, εφαρμόζουμε αλγόριθμο ελαχίστων μονοπατιών που παράγει το 
δένδρο δρομολόγησης μεταξύ των κόμβων το οποίο χρησιμοποιούμε στα 
πειράματά μας.
Όσον αφορά τον τρόπο δημιουργίας μιας εφαρμογής, αρχικά ορίζουμε τον 
αριθμό των ειδικών πρακτόρων. Γ ια κάθε ειδικό πράκτορα, επιλέγεται τυχαία 
ένας τύπος πόρου που χρειάζεται ο πράκτορας, από τους 5 διαφορετικούς 
τύπους που υποθέτουμε ότι υποστηρίζει το σύστημα. Ως επόμενο βήμα, 
επιλέγονται τυχαία 2-5 πράκτορες που συνδέονται με ένα νέο γενικό 
πράκτορα που γίνεται ο πατέρας τους στο δένδρο της εφαρμογής. Η 
διαδικασία επαναλαμβάνεται με όσους (ειδικούς και γενικούς) πράκτορες 
παραμένουν ορφανοί, και τερματίζεται όταν μείνει ορφανός ένας γενικός 
πράκτορας που γίνεται η ρίζα του δένδρου της εφαρμογής.
Το μέγεθος κάθε πράκτορα (κοινό για όλους) ισούται με 100 bytes, δηλαδή 
S(ak)=100. Οι ειδικοί πράκτορες στέλνουν στον πατέρα τους ένα σταθερό 
αριθμό bytes ανά μονάδα χρόνου, που επιλέγεται τυχαία μεταξύ 500 έως 
1000 bytes. Οι μισοί, τυχαία επιλεγμένοι, γενικοί πράκτορες προωθούν στο 
πατέρα τους όλη την πληροφορία που λαμβάνουν από τα παιδιά τους 
(forwarders) και οι άλλοι μισοί στέλνουν στον πατέρα τους τον μέσο όρο του 
φορτίου που λαμβάνουν από τα παιδιά τους (digesters).
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Αρχικά, οι πράκτορες κατανέμονται στους κόμβους τυχαία και ομοιόμορφα. 
Ο προσομοιωτής δίνει (εκ των υστέρων) χαρακτηριστικά στους κόμβους 
ανάλογα τους πράκτορες που αυτοί φιλοξενούν. Πιο συγκεκριμένα, η 
χωρητικότητα του κάθε κόμβου ορίζεται ίση με το άθροισμα των μεγεθών 
των πρακτόρων που φιλοξενεί (άρα δεν έχει ελεύθερο χώρο να φιλοξενήσει 
άλλους πράκτορες). Επίσης, οι κόμβοι που φιλοξενούν ειδικούς πράκτορες, 
ορίζονται να διαθέτουν πόρους ανάλογα με τους πόρους που απαιτούν οι 
ειδικοί πράκτορες που φιλοξενούν.
Τα πειράματα εκτελούνται για 2000 μονάδες χρόνου. Η αρχική μπαταρία του 
κάθε κόμβου και το μέγιστο επίπεδο φόρτισης της ισούται με 100.000 bytes, 
δηλαδή MaxB(n)  = B(n) = 100.000. Ο ρυθμός επαναφόρτισης κάθε κόμβου 
RR(ni) επιλέγεται τυχαία για κάθε μονάδα χρόνου, από 1000 έως και 3000 
bytes. Από την στιγμή που ένας κόμβος εξαντλήσει την μπαταρία του, 
επαναλειτουργεί όταν αυτή φορτιστεί στο 30% του μέγιστου επιπέδου, 
δηλαδή OpR=30%. Η τιμή του κατωφλίου στους αλγορίθμους NC και NAC 
είναι 60.000. Η πρόβλεψη γίνεται για το μισό χρόνο εκτέλεσης του 
πειράματος, δηλαδή για 1000 χρονικές στιγμές.
Δημιουργούμε τρεις εφαρμογές που αποτελούνται από 20 (App-20), 30 (App- 
30) και 40 (App-40) ειδικούς πράκτορες αντίστοιχα. Επίσης, δημιουργούμε 
τρία διαφορετικά δίκτυα που αποτελούνται από 30 κόμβους το καθένα. Κάθε 
εφαρμογή τοποθετείται σε καθένα από τα τρία δίκτυα με τρεις διαφορετικούς 
τυχαίους τρόπους. Η επίδοση των αλγορίθμων προκύπτει από τον μέσο όρο 
της διαθεσιμότητας της εφαρμογής για αυτούς τους (εννέα) συνδυασμούς.
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Στην ενότητα αυτή εξετάζουμε την διαθεσιμότητα της εφαρμογής 
μεταβάλλοντας την χωρητικότητα των κόμβων του δικτύου. Πιο 
συγκεκριμένα, σε κάθε σύνολο πειραμάτων αυξάνουμε την χωρητικότητα 
του κάθε κόμβου ώστε να μπορεί να φιλοξενήσει ακόμα 1 (Cap1), 2 (Cap2) , 
4 (Cap4) και 8 (Cap8) επιπλέον πράκτορες, σε σχέση με την αρχική 
χωρητικότητά του. Θυμίζουμε ότι όλοι οι πράκτορες έχουν το ίδιο μέγεθος.
Καθώς για τους ειδικούς πράκτορες υπάρχουν περιορισμένες επιλογές 
μετακίνησης λόγω των ειδικών πόρων που απαιτούν για την εκτέλεση τους, 
στο δίκτυο που εξετάζουμε, για κάθε τύπο ειδικού πόρου διπλασιάζουμε τον 
αριθμό των κόμβων που διαθέτουν το αντίστοιχο πόρο. Η επιλογή των 
επιπλέον κόμβων γίνεται με τυχαίο τρόπο.
5.2 Διαθεσιμότητα της εφαρμογής συναρτήσει της χωρητικότητας των
κόμβων
Σχήμα 5.1: Διαθεσιμότητα εφαρμογής App-20
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Στην περίπτωση που η εφαρμογή αποτελείται από 20 ειδικούς πράκτορες, 
παρατηρούμε ότι είναι διαθέσιμη στο 5% του χρόνου εκτέλεσης όταν το 
σύστημα δε χρησιμοποιεί κανένα από τους 4 αλγόριθμους και οι πράκτορες 
τοποθετούνται τυχαία στους κόμβους. Η χρήση του αλγόριθμου GL, κάνει 
την εφαρμογή διαθέσιμη ανάμεσα στο 10% και 20% , χωρίς να μεταβάλλεται 
ιδιαίτερα η διαθεσιμότητα με την αύξηση χωρητικότητας των κόμβων. 
Παρατηρούμε ότι ο GG δίνει ελαφρώς καλύτερη διαθεσιμότητα της 
εφαρμογής σε σχέση με τον GL. Αυτό συμβαίνει διότι σε κάθε χρονική 
στιγμή διαλέγει την μετακίνηση του πράκτορα που δίνει την καλύτερη 
πρόβλεψη συγκριτικά με όλους τους υπόλοιπους πράκτορες.
Σχήμα 5.2: Διαθεσιμότητα εφαρμογής App-30
Η σταδιακή αύξηση της χωρητικότητας των κόμβων συνεπάγεται και αύξηση 
της διαθεσιμότητας εφαρμογής στο NC και στο NAC αλγόριθμο. Τα επίπεδα 
των τιμών του NAC αλγορίθμου είναι καλύτερα από ότι του NC. Ο λόγος 
είναι γιατί οι επιλογές μετακινήσεων των πρακτόρων γίνεται με καλύτερο 
τρόπο στο NAC από ότι στο NC, όπως περιγράφηκε στην ενότητα 4.5.
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Σχήμα 5.3: Διαθεσιμότητα εφαρμογής App-40
Οι ίδιες παρατηρήσεις ισχύουν για εφαρμογές που αποτελούνται από 30 και 
40 ειδικούς πράκτορες. Όπως είναι αναμενόμενο, εξαιτίας του μεγαλύτερου 
αριθμού πρακτόρων, το δίκτυο επιβαρύνεται με μεγαλύτερο φορτίο, συνεπώς 
τα επίπεδα τιμών διαθεσιμότητας είναι χαμηλότερα σε σχέση με την 
διαθεσιμότητα της εφαρμογής των 20 ειδικών πρακτόρων. Αξίζει να 
σημειωθεί ότι όταν η χωρητικότητα των κόμβων αυξηθεί κατά το μέγεθος 8 
πρακτόρων σε σχέση με την αρχική χωρητικότητα, οι τιμές διαθεσιμότητας 
που δίνουν οι αλγόριθμοι NC και NAC για όλα τα είδη εφαρμογών 
συγκλίνουν. Η αιτία είναι γιατί οι συστάδες κόμβων έχουν αρκετά μεγάλη 
χωρητικότητα να φιλοξενήσουν πράκτορες, οπότε ο τρόπος επιλογής 
πρακτόρων και στους 2 αλγορίθμους δίνει σε μερικές περιπτώσεις κοινά 
αποτελέσματα . Δηλαδή ο χρωματισμός της εφαρμογής στο NAC αλγόριθμο 
επιτρέπει την μετακίνηση των πρακτόρων εντός συστάδας, που επίσης 
διαλέγει και ο NC αλγόριθμος, μέσω της διάταξης των εξωτερικών 
πρακτόρων κατά φθίνουσα σειρά φόρτου που δημιουργούν στην αδύναμη 
ακμή. Αυτό δεν συμβαίνει πάντα γι’ αυτό δεν έχουμε κοινά αποτελέσματα.
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Στα επόμενα πειράματα μελετάμε την διαθεσιμότητα της εφαρμογής, 
αυξάνοντας σε κάθε πείραμα για κάθε τύπο πόρου τον αριθμό κόμβων που 
διαθέτουν τον αντίστοιχο τύπο πόρου. Πιο συγκεκριμένα, αρχικά για κάθε 
τύπο πόρου αυξάνουμε τον αριθμό των κόμβων που τον διαθέτουν κατά 50% 
(Res50), μετά κατά 100% (Res100) και μετά κατά 150% (Res150). Οι κόμβοι 
κάθε πόρου κατά την αύξηση 50% είναι υποσύνολο των κόμβων κάθε πόρου 
κατά την αύξηση 100%. Επίσης οι κόμβοι κάθε πόρου κατά την αύξηση 
100% είναι υποσύνολο των κόμβων κάθε πόρου κατά την αύξηση 150%.
5.3 Διαθεσιμότητα της εφαρμογής συναρτήσει των πόρων των κόμβων
Ένας ειδικός πράκτορας έχει περιορισμένες επιλογές κόμβων που μπορεί να 
μετακινηθεί. Όμως ο πράκτορας ενδέχεται να μην μπορεί να μετακινηθεί σε 
κάποιον από αυτούς τους κόμβους λόγω της μειωμένης ελεύθερης 
χωρητικότητας του κόμβου. Αυτό μπορεί να επηρεάσει την διαθεσιμότητα 
της εφαρμογής. Για να μειώσουμε τις πιθανότητες ενός τέτοιου σεναρίου, 
αυξάνουμε την αρχική χωρητικότητα του κάθε κόμβου κατά το μέγεθος 4 
πρακτόρων. Να σημειωθεί ότι όλοι οι πράκτορες έχουν κοινό μέγεθος 100 
bytes.
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Όπως φαίνεται από τα σχήματα 5.4, 5.5 και 5.6, η σταδιακή αύξηση των 
πόρων του δικτύου δεν μεταβάλλει σημαντικά τη διαθεσιμότητα της 
εφαρμογής με τη χρήση του GL αλγορίθμου. Ο Greedy Global αυξάνει την 
διαθεσιμότητα της εφαρμογής με την μεταβολή των πόρων, άλλα όχι 
σημαντικά. Αντίθετα η διαθεσιμότητα της εφαρμογής αυξάνεται στην 
περίπτωση χρήσης του NC αλγορίθμου αλλά και στην περίπτωση χρήσης του 
NAC αλγορίθμου. Η σταδιακή αύξηση του αριθμού των κόμβων που 
διαθέτουν πόρους δημιουργεί συστάδες που μπορούν να φιλοξενήσουν 
μεγάλο μέρος της εφαρμογής. Αυτό συμβαίνει διότι οι ειδικοί πράκτορες 
αυξάνουν τις επιλογές μετακίνησης, λόγω των πόρων που ζητάνε. Με 
εξαίρεση τις εφαρμογές που αποτελούνται από 20 ειδικούς πράκτορες, οι 
τιμές διαθεσιμότητας των υπόλοιπων εφαρμογών συγκλίνουν στο NC και 
NAC αλγόριθμο, με καλύτερη απόδοση του NAC αλγορίθμου. Ο 
περιορισμός ότι δυο ειδικοί πράκτορες που έχουν τον ίδιο πατέρα και ζητάνε 
τον ίδιο πόρου δεν μπορούν να φιλοξενηθούν από τον ίδιο κόμβο 
ταυτόχρονα, επηρεάζει σημαντικά τις μετακινήσεις των πρακτόρων. Όπως 
και στο σύνολο πειραμάτων της ενότητας 5.2, η διαθεσιμότητα της 
εφαρμογής φθίνει όταν αυξάνουμε τον αριθμό ειδικών πρακτόρων.
Σχήμα 5.5: Διαθεσιμότητα εφαρμογής App-30
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Σχήμα 5.6: Διαθεσιμότητα εφαρμογής App-40
5.4 Διαθεσιμότητα εφαρμογής συναρτήσει της τιμής κατωφλίου
Οι αλγόριθμοι NC και NAC εκτελούνται όταν η τιμή της μπαταρίας ενός 
κόμβου πέσει κάτω από ένα κατώφλι. Στην παρούσα ενότητα μελετάμε τη 
διαθεσιμότητα μιας εφαρμογής μεταβάλλοντας την τιμή κατωφλίου. Κάθε 
διάγραμμα προκύπτει από ένα σύνολο πειραμάτων για ένα είδος εφαρμογής. 
Τα πειράματα είναι συνδυασμός 3 τυχαίων τοποθετήσεων της εφαρμογής σε 
κάθε ένα από τα 3 δίκτυα. Να σημειωθεί ότι για κάθε πόρο διπλασιάζουμε 
τον αριθμό των κόμβων που διαθέτουν τον τύπο πόρου στο δίκτυο που 
εξετάζουμε. Επίσης για κάθε κόμβο του δικτύου αυξάνουμε τη χωρητικότητα 
του κατά το μέγεθος 4 πρακτόρων. Από κάθε σύνολο των πειραμάτων 
υπολογίζουμε το μέσο όρο διαθεσιμότητας της εφαρμογής. Στα διαγράμματα 
που ακολουθούν απεικονίζεται η διαθεσιμότητα της εφαρμογής 
μεταβάλλοντας τη τιμή κατωφλίου στον NC και NAC αλγόριθμο.
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Σχήμα 5.7: Διαθεσιμότητα εφαρμογής App-20
Σχήμα 5.8: Διαθεσιμότητα εφαρμογής App-30
Σχήμα 5.9: Διαθεσιμότητα εφαρμογής App-40
64
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
Από τα διαγράμματα παρατηρούμε ότι όταν το κατώφλι παίρνει τιμή από 
20.000 μέχρι 40.000 η διαθεσιμότητα όλων των ειδών εφαρμογών δεν είναι 
πολύ μεγάλη. Αυτό συμβαίνει διότι μπορούμε να κάνουμε περιορισμένες 
μετακινήσεις πρακτόρων λόγο περιορισμένης ενέργειας του δικτύου. Η 
καλύτερη τιμή διαθεσιμότητας πετυχαίνεται όταν ορίζουμε σαν κατώφλι τη 
τιμή 60.000. Όμως όταν αυξάνουμε τη τιμή του κατωφλίου πάνω από 60.000, 
παρατηρούμε μια ελαφρώς πτώση της διαθεσιμότητας της εφαρμογής. Αυτό 
συμβαίνει διότι η συσταδοποίηση του δικτύου γίνεται αρκετά συχνά και 
έχουμε συχνές μετακινήσεις πρακτόρων. Συνεπώς έχουμε κατανάλωση 
ενέργειας του δικτύου. Αξίζει να σημειωθεί ότι η διαθεσιμότητα των 
εφαρμογών με την χρήση του αλγορίθμου NAC είναι μεγαλύτερη από τη 
διαθεσιμότητα με τη χρήση του NC για όλες τις τιμές κατωφλίου και για όλα 
τα είδη εφαρμογών.
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Στην παρούσα ενότητα μελετάμε τις μετακινήσεις των πρακτόρων μιας 
εφαρμογής που περιέχει 30 ειδικούς πράκτορες. Πιο συγκεκριμένα, 
τοποθετήσαμε την εφαρμογή με τυχαίο τρόπο σε κάθε ένα από τα 3 δίκτυα. 
Σε κάθε δίκτυο, για κάθε τύπο πόρου διπλασιάσαμε τον αριθμό των κόμβων 
που τον διαθέτουν. Επίσης αυξήσαμε τη χωρητικότητα κάθε κόμβου κατά το 
μέγεθος 4 πρακτόρων. Σε κάθε τοποθέτηση της εφαρμογής εκτελέσαμε τους 
4 αλγορίθμους και συνοψίσαμε τα αποτελέσματα μετακίνησης πρακτόρων σε 
ένα διάγραμμα.
5.5 Μετακίνηση πρακτόρων μιας εφαρμογής
Σχήμα 5.10: Μετακινήσεις πρακτόρων εφαρμογής στο πρώτο δίκτυο
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Σχήμα 5.11: Μετακινήσεις πρακτόρων εφαρμογής στο δεύτερο δίκτυο
Σχήμα 5.12: Μετακινήσεις πρακτόρων εφαρμογής στο τρίτο δίκτυο
Παρατηρούμε από τα διαγράμματα ότι ο GL μετακινεί τους πράκτορες της 
εφαρμογής στην αρχή εκτέλεσης του πειράματος. Στη συνέχεια δεν 
πραγματοποιεί καμία μετακίνηση. Όμοια ο GG μετακινεί τους πράκτορες 
στις πρώτες χρονικές στιγμές (ένα πράκτορα κάθε χρονική στιγμή). Μετά 
από κάποια χρονική στιγμή παύει να μετακινεί πράκτορες. Αντίθετα, ο NC 
και ο NAC μετακινούν ανά τακτά χρονικά διαστήματα τους πράκτορες της 
εφαρμογής. Αξίζει να σημειωθεί ότι ο NAC κάνει περισσότερες μετακινήσεις 
από ότι ο NC.
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Μια τεχνική για να διασφαλίσουμε την αδιάλειπτη λειτουργία μιας 
εφαρμογής σε ένα δίκτυο αισθητήρων, είναι να φιλοξενηθεί από δίκτυο 
κατάλληλα σχεδιασμένο. Πιο συγκεκριμένα, το δίκτυο αποτελείται από δύο 
υποδίκτυα ισάριθμων κόμβων. Το ένα υποδίκτυο είναι συμμετρικό του άλλου 
υποδίκτυου. Το κάθε υποδίκτυο είναι ικανό να φιλοξενήσει ολόκληρη την 
εφαρμογή.
Συνεπώς, όταν τείνει να εξαντληθούν τα ενεργειακά αποθέματα του 
υποδίκτυου που φιλοξενεί την εφαρμογή, το ενδιάμεσο λογισμικό έχει τη 
δυνατότητα με κατάλληλες μετακινήσεις πρακτόρων να μετακινήσει όλη την 
εφαρμογή στο άλλο υποδίκτυο. Έτσι η εφαρμογή συνεχίζει αδιάλειπτα τη 
λειτουργία της. Ταυτόχρονα το ενεργειακά εξαντλημένο υποδίκτυο 
φορτίζεται. Ο ρυθμός επαναφόρτισης των κόμβων είναι τέτοιος ώστε πριν 
εξαντληθούν οι κόμβοι που φιλοξενούν την εφαρμογή, να έχουν φορτιστεί 
πλήρως οι κόμβοι του άλλου υποδίκτυου. Με αυτόν τον τρόπο η εφαρμογή 
μπορεί να εκμεταλλευτεί τα ενεργειακά αποθέματα των κόμβων ενός εκ των 
δύο δικτύων ανά πάσα χρονική στιγμή.
Υλοποιούμε μια εφαρμογή που αποτελείται από 14 ειδικούς πράκτορες και 1 
γενικό πράκτορα. Οι ειδικοί πράκτορες στέλνουν δεδομένα στο γενικό 
πράκτορα με σταθερό ρυθμό. Ο ρυθμός που στέλνει ο κάθε ειδικός 
πράκτορας στο γενικό ποικίλει και η τιμή του κυμαίνεται από 500 έως 1000 
bytes.
Υλοποιούμε ένα δίκτυο που αποτελείται από 30 κόμβους. Το δίκτυο 
αποτελείται από 2 υποδίκτυα 15 κόμβων το καθένα. Τα υποδίκτυα είναι 
συμμετρικά μεταξύ τους. Σε κάθε κόμβο του ενός υποδίκτυου τοποθετείται 
ένας πράκτορας της εφαρμογής. Για κάθε κόμβο που φιλοξενεί ένα ειδικό 
πράκτορα ορίζουμε να διαθέτει τον κατάλληλο πόρο. Η αρχική χωρητικότητα
5.6 Διαθεσιμότητα εφαρμογής σε συμμετρικό δίκτυο
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καθενός κόμβου του υποδίκτυου είναι όσο το μέγεθος των πρακτόρων που 
φιλοξενεί.
Προκειμένου να διευκολύνουμε τη μετακίνηση των πρακτόρων σε άλλους 
κόμβους, αυξάνουμε τη χωρητικότητα του κάθε κόμβου του υποδίκτυου κατά 
το μέγεθος 4 πρακτόρων. Επίσης για κάθε τύπο πόρου διπλασιάζουμε τον 
αριθμό των κόμβων που διαθέτουν τον πόρο.
Στη συνέχεια ορίζουμε καθένα από τους κόμβους του άλλου υποδίκτυου να 
έχει τα ίδια χαρακτηριστικά με το συμμετρικό του. Όλοι οι κόμβοι 
επαναφορτίζονται με κοινό ρυθμό. Ο ρυθμός φόρτισης έχει τέτοια τιμή, ώστε 
το υποδίκτυο που δε φιλοξενεί την εφαρμογή να φορτίζεται πλήρως, πριν 
εξαντληθούν τα αποθέματα κάποιου κόμβου του υποδίκτυου που φιλοξενεί 
την εφαρμογή.
Ο GG και ο GL δεν αναγνωρίζουν τη συμμετρικότητα του δικτύου. Με 
αποτέλεσμα η εφαρμογή να γίνεται ανενεργή και να μην εκμεταλλεύεται τους 
προικισμένους ενεργειακά κόμβους του συμμετρικού υποδίκτυου. Αντίθετα 
οι NC και NAC αντιλαμβάνονται τη συμμετρικότητα του δικτύου. Αυτό έχει 
σαν αποτέλεσμα την αδιάλειπτη λειτουργία της εφαρμογής.
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6 Συμπεράσματα -  Μελλοντική εργασία
Η μεγιστοποίηση της διαθεσιμότητας μιας εφαρμογής που φιλοξενείται από 
ένα δίκτυο αισθητήρων είναι ένα καινούριο πρόβλημα στον τομέα των 
δικτύων αισθητήρων. Παρουσιάστηκαν αλγόριθμοι, που έχουν στόχο την 
αύξηση της διαθεσιμότητας μιας εφαρμογής που είναι δομημένη ως ένα 
σύνολο πρακτόρων. Οι αλγόριθμοι μπορούν να εκτελεστούν στο ενδιάμεσο 
λογισμικό ενός συστήματος. Οι αλγόριθμοι GL και GG, που βασίζονται στη 
λογική της απληστίας, μπορούν να αυξήσουν ελάχιστα τη διαθεσιμότητα της 
εφαρμογής, συγκριτικά με τη διαθεσιμότητά της χωρίς τη χρήση αλγορίθμου 
από το σύστημα. Αυτό συμβαίνει γιατί οι αλγόριθμοι μετακινούν τους 
πράκτορες ως προς κάποιο σημείο ισορροπίας, αλλά μετά δεν παίρνουν την 
απόφαση να τους μετακινήσουν ξανά. Ο λόγος είναι γιατί πιθανή μετακίνησή 
τους συνεπάγεται αύξηση του φόρτου στους ενδιάμεσους κόμβους, άρα 
μειωμένη διαθεσιμότητα εφαρμογής. Έτσι η ενέργεια των υπόλοιπων κόμβων 
του δικτύου μένει ανεκμετάλλευτη.
Αυτό έχει σαν αποτέλεσμα να επινοήσουμε αλγόριθμους που να 
συσταδοποιούν το δίκτυο. Ο NC βρίσκει τις ακμές που συνδέουν κόμβους 
που τουλάχιστον ένας εκ των δύο θα εξαντληθεί πρώτος από ενεργειακά 
αποθέματα (αδύναμες ακμές). Στη συνέχεια αφαιρεί τις προαναφερθείσες 
ακμές από το γράφο του δικτύου και χωρίζει το δίκτυο σε συστάδες κόμβων. 
Για κάθε συστάδα προσπαθεί να μεταφέρει τους εξωτερικούς πράκτορές της 
εντός της συστάδας που εξετάζεται, ώστε να ελαχιστοποιηθεί ο φόρτος πάνω 
από την αδύναμη ακμή. Τελικά επιλέγονται οι μετακινήσεις πρακτόρων στη 
συστάδα που δίνει τη μεγαλύτερη διαθεσιμότητα της εφαρμογής. Όμως η 
συγκεκριμένη επιλογή πρακτόρων που θα μετακινηθούν εντός της συστάδας 
που εξετάζεται, δε δίνει πάντα το ελάχιστο δυνατό φόρτο πάνω στην αδύναμη 
ακμή.
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Έτσι ο NAC χρωματίζει το γράφο της εφαρμογής ελέγχοντας αν ο πράκτορας 
που εξετάζεται κάθε φορά μπορεί και συμφέρει ενεργειακά να μετακινηθεί 
εντός ή εκτός συστάδας. Με τον τρόπο αυτό εξασφαλίζεται ο ελάχιστος 
φόρτος πάνω από την αδύναμη ακμή. Αφού γίνει η παραπάνω διαδικασία για 
όλες τις συστάδες, επιλέγονται οι μετακινήσεις πρακτόρων εντός και εκτός 
της συστάδας (ανάλογα με το χρωματισμό των πρακτόρων) που δίνουν τη 
μέγιστη διαθεσιμότητα της εφαρμογής.
Σαν επέκταση της εργασίας, θα θέλαμε να προσαρμόσουμε/επινοήσουμε 
αλγόριθμους για εφαρμογές με (ίδιες/διαφορετικές) προτεραιότητες που 
φιλοξενούνται ταυτόχρονα σε ένα δίκτυο αισθητήρων. Πιο συγκεκριμένα, 
την χρονική στιγμή που δεν μπορεί να υποστηρίξει ταυτόχρονα την 
λειτουργία όλων των εφαρμογών, το σύστημα θα πρέπει να αποφασίζει για 
την διαθεσιμότητα των εφαρμογών ανάλογα με την προτεραιότητα τους. 
Συνεπώς, στόχος των αλγορίθμων είναι η βελτιστοποίηση της διαθεσιμότητας 
πολλών εφαρμογών που φιλοξενούνται ταυτόχρονα από ένα δίκτυο 
αισθητήρων.
71
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
ΒΙΒΛΙΟΓΡΑΦΙΑ
[1] C haczko , Z .; A hm ad, F .; , "W ireless Sensor N etw ork  B ased  S ystem  fo r  F ire 
E n dangered  A reas," In fo rm ation  T echno logy  an d  A pp lications, 2005. IC IT A  
2005. T h ird  In ternational C onference o n  , vo l.2 , no., p p .203 -207 , 4-7  Ju ly  2005
[2] Seung-C hu l L ee; W an-Y oung  C hung; , "A d-hoc and  Q uery -B ased  Ind o o r A ir­
C ond ition ing  S ystem  U sin g  L o w  P o w er W ire less Sensor N etw ork ," C onvergence 
In fo rm ation  T echno logy , 2007. In ternational C onference o n  , vo l., no., p p .4 8 1 ­
486, 21-23 N ov. 2007
[3] X ip in g  Y an g  , K ea t G. O ng  , W illiam  R. D resch e l , K efen g  Z en g  , C asey S. 
M ung le and  C raig  A. G rim es , “D es ig n  o f  a  W ire less S enso r N etw ork  fo r  L o n g  - 
term , In -S itu  M on ito rin g  o f  a n  A queous E n v ironm en t” , S ensors 2002 , vol. 2, Isuue 
11, 2002
[4] C erio tti, M .; M otto la , L .; P icco , G .P .; M urphy , A .L .; G una, S.; C orra, M .; P ozzi, 
M .; Z onta , D .; Z anon , P .; , "M onito ring  heritage bu ild in g s w ith  w ire less sensor 
ne tw orks: T he T orre  A qu ila  dep loym ent," In fo rm ation  P ro cessin g  in  Sensor 
N etw orks, 2009. IP S N  2009. In ternational C onference o n  , vo l., no., p p .277 -288 , 
13-16 A pril 2009
[5] L i, Shining; Cui, Jin ; L i, Z h igang ; , "W ireless S ensor N etw ork  fo r  P recise  
A gricu ltu re  M onito ring ,"  In te lligen t C om pu ta tion  T echno logy  an d  A u tom ation  
(IC IC T A ), 2011 In ternational C onference o n  , vo l.1 , no., p p .307 -310 , 28-29 
M arch  2011
[6] B aker, C .R .; A rm ijo , K .; B elka , S.; B enhab ib , M .; B hargava, V .; B urkhart, N .; D er 
M inassians, A .; D erv isog lu , G .; G utnik , L .; H aick , M .B .; H o, C.; K op low , M .; 
M angold , J.; R obinson , S.; R osa, M .; Schw artz, M .; S im s, C.; S toffregen , H .; 
W aterbury , A .; L eland , E .S .; P ering , T .; W right, P .K .; , "W ireless Sensor 
N etw orks fo r  H om e H ea lth  C are," A dvanced  In fo rm ation  N etw o rk in g  and  
A pp lications W orkshops, 2007 , A IN A W  '07. 2 1 st In ternational C onference o n  , 
vo l.2 , no., pp .832-837 , 21-23 M ay  2007
72
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
[7] M en g  Shuai; K u n q in g  X ie; X iu ju n  M a; G uojie  Song; , "A n  O n -R oad  W ire less 
Sensor N etw o rk  A p p ro ach  fo r  U rb a n  T raffic  S tate M onito ring ," In te lligen t 
T ranspo rta tion  System s, 2008. IT S C  2008. 11th In ternational IE E E  C onference on  
, vo l., no., pp .1195-1200 , 12-15 O ct. 2008
[8] D iam ond , S .M .; C eruti, M .G .; , "A pp lica tion  o f  W ire less S ensor N etw o rk  to  
M ilita ry  In fo rm atio n  In teg ration ," Industria l In form atics, 2007  5 th  IE E E  
In ternational C onference o n  , vo l.1 , no., pp .317 -322 , 23-27  June 2007
[9] E rgen , S .C .; V araiya, P .; , "PE D A M A C S: p o w er e ffic ien t and  delay  aw are 
m ed ium  access p ro to co l fo r  senso r netw orks," M ob ile  C om puting , IE E E  
T ransactions o n  , vo l.5 , no.7, pp. 920- 930, Ju ly  2006
[10] J. H eid em an n  W . Y e and  D . E strin . M ed iu m  access con tro l w ith  coo rd ina ted  
sleep ing  fo r  w ire less senso r netw orks. IE E E /A C M  T ransactions o n  N etw ork ing , 
1 2 (3 ):493 -506 , 2004
[11] G. P. H ancke and  C. J. L euschner, “ SEER : A  S im ple E nergy  E ffic ien t R ou tin g  
P ro toco l fo r  W ire less Sensor N et-  w o rk s ,” S ou th  A frican  C o m pu ter Journal, V ol. 
39, 2007 , pp. 17-24.
[12] E h san  A h v ar an d  M ahm ood  Fathy , “B E A R : A  B alan ced  E nergy -A w are  R ou tin g  
P ro toco l fo r  W ire less Sensor N etw orks,” SciR es, 2010
[13] B ighnaraj Pan ig rah i, Sw ades D e, and  Jean -D an ie l L an  S un  Luk, “A  G reedy  
M in im u m  E nergy  C o nsum ption  F o rw ard ing  P ro to co l fo r  W ire less Sensor 
N etw orks”
[14] M ao  Y e, C hengfa  L il, G u ihai C henl and  Jie W u, “E E C S: A n  E nergy  E ffic ien t 
C lustering  Schem e in  W ire less Sensor N etw o rk s” , IE E E  2005
[15] C hengfa  L i, M ao Y e, G uihai C hen  an d  Jie W u, “A n  E nerg y -E ffic ien t U nequal 
C lustering  M ech an ism  fo r  W ire less S ensor N etw o rk s” ,2005 IE E E , 2005
[16] W . B . H einzelm an , A. P. C hand rakasan  and  H . B a lak - rishnan , “E nergy  E ffic ien t 
C om m un ication  P ro toco l fo r  W ire less M ic ro sen so r N etw orks,” P roceed ings o f  the
73
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
H aw aii In ternational C onference o n  S ystem  Sciences, M aui, V ol. 2, January  2000,
pp. 1-10.
[17] A. K ansa l an d  M . B . S rivastava, “A n  E n v ironm en ta l E nergy  H arvesting  
F ram ew ork  fo r  Sensor N etw orks,” in  P roc. o f  the In tl S ym posium  o n  L o w  P o w er 
E lec tron ics and  D esig n  (IS L PE D ), Seoul, K orea, A ugust 25 -27  2003 , pp. 481­
486.
[18] V. R aghunathan , A. K ansa l, J. H su, J. F riedm an , and  M . S rivastava, “D esig n  
considerations fo r  so la r energy  h arvesting  w ire less em bedded  system s,” in  P roc. 
IE E E  IP S N ’05, A pr. 2005.
[19] T. Zhu, Z. Z hong , Y . Gu, T. H e, and  Z .-L . Z hang , “L eakage-A w are  E nergy  
S ynchron iza tion  fo r  W ire less S ensor N etw orks,” in  P roc. A C M  M o b iS y s’09, June 
2009.
[20] M aria  G orlatova, A ya W allw ater, G il Z ussm an , “N etw ork ing  L o w -P o w er E nergy  
H arvesting  D evices: M easu rem en ts  and  A lgo rithm s” , IE E E  In fo co m  2011 , to 
appear.
[21] L ongb i L in , N ess B . Shroff, and  R. S rikan t, “A sym pto tica lly  O p tim al P ow er- 
A w are R ou tin g  fo r  M u ltihop  W ire less N etw orks w ith  R enew ab le  E nergy  Sources”
[22] J ian  X u, J ian liang  X u, Shanp ing  Li, Q in g  G ao and  G ang  Peng , “A dap tive D ata  
D issem in a tio n  in  W ire less S enso r N etw orks, L N C S  3358, pp. 1 5 6 -1 6 8 , 2004
[23] R en -S h iou  L iu , P ra su n  S inha and  C an  E m re K oksal, “Jo in t E nergy  M anagem en t 
and  R esou rce  A llo ca tio n  in  R echargeab le  S enso r N etw o rk s”
[24] Sooyeon  K im , Sang H . Son, Jo h n  A. S tankovic , an d  Y anghee C hoi, “D ata  
D issem ina tion  o v er W ire less S ensor N etw orks” , IE E E  C O M M U N IC A T IO N S  
L E T T E R S , M arch  18, 2004
[25] G uo liang  X ing , M in m in g  L i,H ongbo  L uo and  X iao h u a  Jia, “D ynam ic 
M u ltire so lu tion  D ata  D issem ina tion  in  W ire less S enso r N etw orks” , IE E E
74
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
T R A N SA C T IO N S  O N  M O B IL E  C O M P U T IN G , V O L. 8, N O . 9, S E P T E M B E R  
2009
[26] C h ieh -Jan  M ike L iang , R azv an  M usa lo iu -E ., and  A ndreas T erzis, “T yphoon: A  
R eliab le  D a ta  D issem in a tio n  P ro to co l fo r  W ire less S enso r N etw o rk s” , E W S N  
2008, L N C S 4913 , pp. 2 6 8 -2 8 5 , 2008.
[27] U g u r C etin tem el, A ndrew  F linders and  Y e Sun, “P o w er-E ffic ien t D ata  
D issem in a tio n  in  W ire less Sensor N etw o rk s” , M o b iD E ’03, S ep tem ber 19, 2003
[28] W end i R ab in e r H einzelm an , Joanna K ulik , and  H ari B a lak rishnan , “A daptive 
P ro toco ls  fo r  In fo rm ation  D issem in a tio n  in  W ire less S ensor N etw orks” , M ob ico m  
‘99
[29] H .U . H eiss  and  M . Schm itz, “D ecen tra lized  dynam ic  load  balancing : T he partic les 
app roach ,” in  P roc. 8 th  Int. Sym p. o n  C om pu ter an d  In fo rm ation  S ciences (ISC IS  
95).
[30] T. K unz, “T he In fluence o f  D iffe ren t W ork load  D escrip tions o n  a  H eu ristic  L oad  
B alan c in g  Schem e,” in  IE E E  T ransactions o n  S oftw are E ng ineering ., V ol. 17 (7) , 
pp. 725-730 , 1991
[31] V .M . L o, “H eu ristic  A lgorithm s fo r  T ask  A ssignm en t in  D is tribu ted  S ystem s,” in  
IE E E  T ransactions o n  C om puters, V ol. 31 (11), pp. 1384-1397, 1988.
[32] K . T au ra  and  A. C hien, “A  H euristic  A lgo rithm  fo r  M app ing  C om m un icating  
T asks o n  H eterogeneous R eso u rces,” in  P roc. 9th H ete rogeneous C om puting  
W orkshop  (H C W  00).
[33] T. A garw al, A. Sharm a, A. L axm ikan t and  L .V . K ale , “T opo logy -aw are  task  
m app ing  fo r  reduc ing  co m m un ication  co n ten tio n  o n  large p ara lle l m ach ines,” in  
P roc. 2 0 th  Int. P ara lle l and  D istribu ted  P ro cessin g  Sym p. (IP D PS  06).
[34] D . G u, F. D rew s an d  L .R . W elch , “R o b u st ta sk  a llo ca tio n  fo r  dynam ic d istribu ted  
rea l-tim e system s sub jec t to  m ultip le  env ironm en ta l p aram ete rs ,” in  P roc. 2 5 th  Int. 
Conf. o n  D istrib u ted  C om pu ting  System s (IC D C S 05).
75
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
[35] N . T ziritas, T. L oukopou los, S. L alis, P . L am psas : A gen t p lacem en t in  w ireless 
em bedded  system s: m em ory  space and  energy  op tim izations. P roc. 9 th  Int. 
W orkshop  o n  P erfo rm ance M odeling , E v a lu a tio n  and  O p tim iza tion  o f  U biqu itous 
C om puting  an d  N etw o rk ed  S ystem s (P M E O -U C N S 10).
[36] Y . T ian, J. B oangoat, E. E k ic i and  F. O zguner, “R ea l-tim e  ta sk  m app ing  and  
schedu ling  fo r  co llabora tive  in -n e tw o rk  p ro cessin g  in  D V S -en ab led  w ireless 
senso r ne tw orks,” in  P roc. 2 0 th  Int. P ara lle l and  D istribu ted  P ro cess in g  Sym p. 
(IPD PS  06).
[37] H .S . K im , T .F . A bdelzaher and  W .H . K w on, “D ynam ic  D elay -C onstra ined  
M in im um -E nergy  D issem in a tio n  in  W ire less S enso r N etw orks,” in  A C M  Trans. 
o n  E m b ed d ed  C om puting  System s, V ol. 4 (3), pp. 679-706 , 2005
[38] Q. W u, N . S. V. R ao , J. B arhen , e t al., “O n  com pu ting  m obile  agen t rou tes fo r  da ta  
fu s io n  in  d is tribu ted  senso r n e tw orks,” in  IE E E  T ransactions o n  K now ledge and  
D a ta  E ng ineering , V ol. 16 (6), pp. 7 4 0 -7 5 3 , 2004.
[39] N . T ziritas, T. L oukopou los, S. L alis  and  P. L am psas, “O n  D ep lo y in g  T ree  
S tructu red  A gen t A pp lications in  N etw o rk ed  E m bedded  S ystem s,” in  Proc. 
E U R O P A R  2010.
[40] N . T ziritas, Th. L oukopou los, S. L alis  and  P. L am psas, “A gen t P lacem en t in  
W ire less E m bedded  System s: M em ory  Space and  E nergy  O p tim iza tions” , in  
Journal o f  S im u la tion  M od e lin g  P ractice  and  T heory , specia l issue o n  Perfo rm ance 
o f  N etw orks an d  U b iq u ito u s C om puting  System s: T echn iques and  T rends, 
E lsev ier, 2011 (to appear).
[41] N . T ziritas, Th. L oukopou los, S. L alis an d  P. L am psas, “G R A L: A  G roup ing  
A lgo rithm  to  O p tim ize A pp lica tio n  P lacem en t in  W ire less E m bedded  S ystem s,” in  
P roc. IPD PS  2011 (to appear).
[42] L. M otto la , and  G .P. P icco , “P rog ram m ing  W ire less Sensor N etw orks: 
F undam en ta l C oncep ts and  S tate o f  the A rt” A C M  C om puting  Surveys (to 
appear).
76
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
[43] C.L. Fok , G .C . R om an , C. L u, “R ap id  d eve lopm en t and  flex ib le  dep loym en t o f  
adap tive w ire less senso r n e tw ork  app lica tions” , 2 5 th  In ternational C onference on  
D istribu ted  C om pu ting  System s (IC D C S), 2005
[44] P . K ang, C. B orcea, G. X u, A. Saxena, U . K rem er, L. Iftode, “ S m art M essages: A  
D istribu ted  C om puting  P la tfo rm  fo r  N etw orks o f  E m b ed d ed  System s” , The 
C om pu ter Journal, 47(4), 2004, B ritish  C om pu ter Society , O x fo rd  U niversity  
P ress
[45] A. R angana than , S. C hetan, J. A l-M uhtad i, R .H . C am pbell, M .D . M ickunas, 
“O lym pus: A  H ig h -L ev e l P rog ram m ing  M o d e l fo r  P ervasive  C om puting  
E n v ironm en ts ,"  3 rd  IE E E  In ternational C onference on  P ervasive  C om pu ting  and  
C om m unications (PE R C O M ), 2005
[46] A. B oulis, C .-C . H an , R . Shea, M .B . S rivastava, “ SensorW are: P rog ram m ing  
senso r netw orks b ey o n d  code update  and  q u ery in g ” , P ervasive  and  M obile  
C om puting  Journal, 3(4), 2007, E lsev ie r
[47] H . L iu, T. R oeder, K . W alsh , R. B arr, E .G . Sirer, “D esig n  and  im p lem en ta tion  o f  a  
single system  im age o pera ting  sy stem  fo r  ad  hoc netw orks” , 3 rd  In ternational 
C onference o n  M ob ile  System s, A pp lications and  S erv ices (M O B ISY S), 2005.
[48] N . K o thari, R. G um m adi, T. M illste in , R. G ovindan , “R eliab le  and  effic ien t 
p rog ram m ing  abstractions fo r  w ire less sen so r ne tw orks” , A C M  S IG PL A N  
C onference o n  P ro g ram m in g  L anguage D esig n  an d  Im p lem en ta tion  (PL D I), 2007.
[49] U . R am achandran , R. K um ar, M . W olenetz , B . C ooper, B . A garw alla , J. Shin, P. 
H utto , A. P aul, “D ynam ic  data  fu sion  fo r  fu tu re  senso r ne tw orks” , A C M  
T ransactions o n  S enso r N etw orks, 2 (3), 2006.
[50] W ang, W .S .; O 'D onnell, T .; R ibetto , L .; O 'F lynn , B .; H ayes, M .; O 'M athuna, C.; , 
"E nergy  h arvesting  em bedded  w ireless sen so r sy stem  fo r  b u ild in g  env ironm en t 
app lica tions,"  W ire less C om m unication , V eh icu la r T echno logy , In fo rm ation  
T heory  and  A erospace &  E lectron ic  System s T echnology , 2009. W ire less V IT A E
77
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
2009. 1st In ternational C onference o n  , vo l., no., pp .36 -41 , 17-20 M ay  2009 
doi: 10 .1109 /W IR E L E S S V IT A E .2009 .517241
[51] ST R E P/F P7-IC T : P la tfo rm  fo r  O pportun istic  B eh av io u r in  Incom plete ly  Specified, 
H ete rogeneous O b jec t C om m unities (PO B IC O S ), h ttp ://w w w .ic t- 
p o b icos.eu /index .h tm
[52] J. D om aszew icz, M . R o j, A. P ruszkow sk i, M . G o lansk i and  K . K acpersk i, 
“R O V E R S : P ervasive  C om pu ting  P la tfo rm  fo r  H ete rogeneous S enso r-A ctuato r 
N etw orks,” in  P roc. W oW M oM  2006.
78
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 05:26:14 EET - 137.108.70.7
