This paper proposes a 3D facial mesh detection algorithm based on the geometric saliency of surface. Specifically, the geometric saliency of each vertex on 3D triangle mesh is measured by the combination of Gaussian-weighted curvature and spin-image correlation. Salient vertices with similar properties are clustered into regions on the saliency map, and represented as nodes by the graph model. To detect a 3D facial mesh, initialization and registration steps are applied to match each triangle in the graph model with a reference graph, corresponding to a 3D reference facial mesh. Furthermore, the match error between the graph model of the testing 3D mesh and the reference facial mesh is computed to classify face and non-face meshes. Experimental results demonstrate that the proposed algorithm is effective to detect 3D facial meshes and robust to facial expressions and geometric noises.
INTRODUCTION
Various 3D objects in digital geometric media are usually represented by full-view 3D surfaces. To detect a specific 3D object from the geometric media has become a meaningful research issue. Since face is a sensitive object in the multimedia community, this paper focuses on the detection of 3D facial meshes. Given a 3D mesh model, the goal is to determine whether a particular 3D facial mesh exists in the 3D model, and further return its location.
3D face detection utilizes geometric shape descriptors of 3D models to detect facial meshes in 3D scenes. Colombo et al.
[1] presented a detection method based on the 3D curvature analysis and PCA-based classifier. Their algorithm analyzes surface curvatures and detects salient facial features, such as eye and nose. The trained PCA classifier is used to discriminate faces and non-faces. However, this algorithm does not allow occlusions or shading existing in the eye and nose regions. Funck et al. [2] proposed a method to use symmetry lines of facial objects. The symmetry lines are extracted and analyzed to acquire facial features which are belonged to nose, forehead, etc. A learning-based 3D facial mesh detection algorithm [3] used the symmetry plane of face model to judge whether a face exists or not. But the symmetry assumption is not satisfied in a whole body testing model. Nair et al. [4] presented a framework for 3D facial mesh detection and landmark localization based on the 3D point distribution model (PDM) with the help of manually marking all feature points.
The idea of our proposed detection algorithm of 3D facial meshes is based on the geometric saliency of surface. For a 3D facial mesh model, firstly, its distinctive geometric areas, such as eye, nose and mouth, are extracted. The geometric saliency of each vertex is measured by the combination of Gaussian-weighted curvature and spinimage correlation. Correspondingly, based on the saliency map, the salient vertices with similar properties are clustered into regions. Furthermore, a graph model is employed to represent the regions as nodes. And then, the initialization and registration steps are performed to calculate the match error between the graph model of test 3D mesh and the reference graph. Finally, face and non-face objects are classified according to the matching error.
The paper is organized as follows: The generation process of geometric saliency map of 3D mesh model is described in section 2. Section 3 describes the match process between graph model of the test 3D mesh and the reference graph. Section 4 demonstrates the experimental results based on several 3D mesh databases. Finally conclusions are made in section 5.
GEOMETRIC SALIENCY MAP
As mentioned in [5] , the saliency map represents the conspicuity of the visual field and guide the selection of attended locations based on the spatial distribution of saliency. For a 3D mesh model, the geometric saliency map is employed to represent its geometric property, which is described by vertex properties, such as curvature and spinimage correlation.
Mean curvature of the vertex property
Curvature is a vertex property for 3D mesh models [6] . Meyer [7] employed the Laplace-Beltrami operator to accurately compute the mean curvature of vertices on 3D meshes. The Laplace-Beltrami operator ( ( ) ( ) ( )
Combining Eq. (1) and (2), following Eq. (3) can be inferred,
where, A denotes the infinitesimal neighborhood area around vertex P , ( ) diam A is the neighborhood diameter, and ∇ is the gradient operator. For any vertex P , we select all the triangles in its 1-ring neighborhood and connect the center of each triangle to the midpoints of adjacent edges with P . The infinitesimal neighborhood area of P is computed. We calculate the area of each triangle and add them up to get the total area A . 
Gaussian theorem is used to simplify the LaplaceBeltrami operator, and the mean curvature of vertex can be calculated by Eq. (5).
Spin-image correlation of the vertex property
The spin image is a surface descriptor in 3D scenes [8] . It encodes the geometric properties of the 3D surface as an image in the object-oriented coordinate system. Let P denote a vertex of 3D mesh. The spin image is P SI and its size can be defined by three parameters: mesh resolution, image width and support angle. For any vertex x , let α and β denote the distance from x to the normal and tangent plane of P , respectively. The distances are denoted as 
is increased by 1. The reference 3D face models are obtained to measure the property of vertices of the 3D face mesh. Salient regions of the reference models, such as eyes and nose, are marked in advance, and their spin images of vertices are generated and stored in a reference spin-image library.
For a testing 3D mesh model, the spin image of each vertex is generated and correlated with all the images in the reference spin-image library. The largest correlation coefficient is adopted as a saliency value, which is denoted as SpinImgCor .
The correlation coefficient defined in [9] 
Geometric saliency of surface
The geometric saliency of surface on the testing 3D mesh is computed by a cooperation mechanism of the curvature and spin-image correlation properties, which produces abundant and accurate salient regions. The generation framework of the geometric saliency map is shown in Fig. 1 . A center-surround operator is employed to compute Gaussian-weighted average of the vertex curvature [10] . Let ( )
( , )
The average curvature and spin-image correlation are calculated simultaneously for each vertex, and denoted as 
High salient vertices are clustered to produce the geometric saliency map of 3D mesh surface.
GRAPH MODEL PRESENTATION FOR GEOMETRIC SALIENCY OF SURFACE

Graph model presentation
Graph models are constructed according to the distribution and connection relationships between salient regions on 3D meshes. The reference 3D face model is selected and separated into four regions: left eye, right eye, nose and mouth, as shown in Fig. 2(a) . These regions are designed as nodes of the graph model.
To represent personalized features, we assume that the distances between nodes of the graph model are connected flexibly following the Gaussian distribution. Fig. 2 (b) , and the sub-graph composed of the eyes and nose is called as the reference graph.
, ,
Match error for validating facial mesh
A total of 3 N P triangle graphs are contained in the graph model of the testing 3D mesh, where N is the number of salient regions. These triangle graphs are registered to the corresponding reference graph for validating whether the test model is a facial mesh. The match errors between the triangle graph and the reference graph can be used to classify 3D face and non-face mesh object. The matching process includes initialization and registration steps. The initialization is achieved by the following three steps: 1. Translate the triangle graph to make its centroid point coincides with that of reference graph;
2. Rotate triangle graph so that the normal vectors of two graphs are coincident;
3. Scale the triangle graph to make the distance between corresponding nodes reaches a minimum.
The function of initialization process is shown in Fig. 3  (a) and (b) .
The registration step matches corresponding nodes of the triangle graph on the testing mesh model to a subset of vertices in the reference graph node regions. In practice, we not only cover current salient region but also optimally register the reference graph to search these nodes' subset. The adjacency relations of the salient map and the elastic graph model are employed to complete the detection process.
The registration result is shown in Fig. 3(c) . We can see that the elastic graph model can optimize the match error and detect the facial regions on 3D meshes.
4．EXPERIMENTAL RESULTS AND EVALUATION
Experiment design
A total of 708 3D face models are collected from four databases: (1) IAIR-3DFace database created by the Xi'an Jiaotong University; (2) BU-3DFE database with expression faces from the Binghamton University [11] ; (3) GavabDB database with geometric noises from the Universidad Rey Juan Carlos University [12] .
We randomly select 437 and 221 non-face models from the Princeton University's PSB database [13] and the National Taiwan University's NTU database [14] , respectively. The experiments are tested on a standard PC with 2.80GHz CPU, 1G memory in the Windows XP operating system. Figure 4 demonstrates our face and non-face detection results based on the IAIR-3DFace, BU3DFE and GavaDB databases, respectively. The corresponding ROC curves of the detection results are shown in Fig. 5 . The red curve represents the results on all the three databases, which shows a true acceptance rate of 97.12% when the false acdeptance rate is only 1.22%. The precision/recall diagram based on the three databases is shown in Fig. 6 , which verifies the proposed algorithm can effectively detect 3D facial models. The average precision rate achieves 98.1%.
Facial mesh detection
CONCLUSIONS
3D facial mesh detection is an important issue in the digital geometric media domain. This paper combined the vertex curvature with the spin-image correlation to measure the vertex saliency of 3D mesh models. A 3D facial mesh detection method was proposed based on the geometric saliency map. Experimental results showed that our algorithm is robust for detecting 3D facial objects. A further study of the match error computation by isomorphism graph matching may reduce the time complexity and improve the detection accuracy. 
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