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Abstract
Let G be the semidirect product V  K where K is a connected semisimple non-compact Lie group acting linearily on a finite-
dimensional real vector space V . LetO be a coadjoint orbit of G associated by the Kirillov–Kostant method of orbits with a unitary
irreducible representation π of G. We consider the case when the corresponding little group K0 is a maximal compact subgroup of
K . We realize the representation π on a Hilbert space of functions on Rn where n = dim(K) − dim(K0). By dequantizing π we
then construct a symplectomorphism between the orbitO and the product R2n ×O′ whereO′ is a little group coadjoint orbit. This
allows us to obtain a Weyl correspondence onO which is adapted to the representation π in the sense of [B. Cahen, Quantification
d’une orbite massive d’un groupe de Poincaré généralisé, C. R. Acad. Sci. Paris Série I 325 (1997) 803–806]. In particular we
recover well-known results for the Poincaré group.
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1. Introduction
Let G be a connected Lie group, g the Lie algebra of G and g∗ the dual space of g. If O is a coadjoint orbit of G
and X is an element of g, we denote by X˜ the function on O defined by X˜(ξ) = 〈ξ,X〉. The orbit O is endowed with
its Kirillov symplectic 2-form [20].
Suppose first that the group G is a simply-connected real nilpotent Lie group. The Kirillov procedure associates
with each coadjoint orbit O of G a unitary irreducible representation of G which is unique up to unitary equiva-
lence [20]. Put n = 1/2 dimO. Denote by (p1, . . . , pn, q1, . . . , pn) the linear coordinates on R2n. We endow R2n with
the standard symplectic form
∑
1in dpi ∧ dqi . Then there exists a symplectomorphism Ψ :R2n → O such that
the functions X˜ ◦ Ψ (X ∈ g) are polynomials [2,28]. Moreover, if we denote by W the usual Weyl correspondence
on R2n [13], then the map f →W(iX˜ ◦ Ψ ) defines a representation of g by skew-symmetric operators acting on
the Schwartz space S(Rn). This representation of g can be integrated to a unitary irreducible representation of G on
L2(Rn) which coincides with the representation of G associated with the orbit O by the Kirillov procedure [28].
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space H . Suppose that the representation π is associated with a coadjoint orbit O of G by the Kirillov–Kostant
method of orbits [20–22]. By analogy with the previous example, a notion of adapted Weyl correspondence was
introduced in [5] (see also [7]). Roughly speaking, an adapted Weyl correspondence W on the orbit O is a one-to-one
linear correspondence between a class of functions on the orbit O (called symbols) and a class of operators on H
such that the functions X˜ (X ∈ g) are symbols and for each v in a dense subspace of H and each X ∈ g we have
W(iX˜)v = dπ(X)v. A more precise definition of an adapted Weyl correspondence inspired by the work of Mark
Gotay [14] is proposed in Section 6.1.
The present paper deals with explicit constructions of adapted Weyl correspondences. Our original motivation (for
constructing adapted Weyl correspondences) was to build covariant star-products on coadjoint orbits [6]. A more
recent motivation is that adapted Weyl correspondences can be used to study contractions of representations of Lie
groups in the setting of the Kirillov–Kostant method of orbits. The basic idea is then to interpret contraction results
on the symbols of the representation operators [8,9,12].
In the example of a connected simply-connected nilpotent Lie group, the usual Weyl correspondence induces an
adapted Weyl correspondence on each coadjoint orbit. Another example is when G is a connected simply-connected
semisimple compact Lie group. Let O be an integral coadjoint orbit of G. The unitary irreducible representation of G
associated with the orbitO is usually realized on a finite-dimensional complex vector space E whose elements are the
holomorphic sections of a Hermitian line bundle on the orbit O. The Berezin calculus is a map which associates with
any operator on E a function on O [1,10]. Its inverse map is an adapted Weyl correspondence on the orbit O defined
on a finite-dimensional space of functions on O [5]. In [6], adapted Weyl correspondences on the coadjoint orbits as-
sociated with the principal series representations of a connected semisimple non-compact Lie group were constructed
by combining the usual Weyl correspondence and the Berezin calculus. Similarly, adapted Weyl correspondences on
the massive integral coadjoint orbits of the generalized Poincaré Lie group Rn+1  SO0(n,1) were obtained in [7].
In this paper we consider the case of the semidirect product G = V  K where V is a finite-dimensional vector
space and K is a connected semisimple non-compact Lie group acting linearily on V . Let O be an integral coadjoint
orbit of G whose little group is a compact maximal subgroup of K . This is the natural generalization of the case of the
massive coadjoint orbits of the Poincaré group R4  SO0(3,1) (see [3,7,25]). A first attempt to construct an adapted
Weyl correspondence on the orbitO was done in [5] but the result is not satisfying: the obtained Weyl correspondence
is not symmetric (see Section 6.1) and is defined by a complicated formula under very restrictive assumptions. Here,
we realize the unitary irreducible representation π of G associated with O on a Hilbert space of functions on Rn
(Section 3) and we calculate the corresponding derived representation dπ (Section 4). Then we use the usual Weyl
correspondence on R2n and the Berezin calculus on the little group coadjoint orbit O′ associated with O in order
to dequantize the representation dπ (Section 5). Surprisingly, this gives a symplectomorphism from the symplectic
product R2n ×O′ onto O (Section 6). This is our first main result (Theorem 6.3). So we generalize to a large class
of semidirect products a result which is well-known for the usual Poincaré group (see, for instance, [3]). Our second
main result is the construction of an adapted Weyl correspondence on the orbit O (Theorem 6.4). Finally, in Section 7
we study the case when G = Rn+1  SO0(n,1) and we recover the results of [7].
2. Preliminaries
The coadjoint orbits of a semidirect product were described by J.H. Rawnsley in [24]. A detailed analysis of
the geometrical structure of these coadjoint orbits can be found in [4]. Notation and definitions used here are taken
from [4,15,24].
Let K be a connected, simply connected non-compact semisimple real Lie group with finite center. Let k be the
Lie algebra of K . For k in K and f in the dual k∗ of k we denote by k.f the coadjoint action of k on f . Let σ be a
representation of K on a finite-dimensional real vector space V . For k in K and v in V we write k.v instead of σ(k)v.
We denote also by (k,p) → k.p the representation of K on V ∗ which is contragredient to σ and by (A,v) → A.v
and (A,p) → A.p the corresponding derived representations of k on V and V ∗, respectively. For v in V and p in V ∗
we define v ∧ p ∈ k∗ by (v ∧ p)(A) = p(A.v) = −(A.p)(v) for A ∈ k. Note that k.(v ∧ p) = k.p ∧ k.v for k ∈ K ,
v ∈ V and p ∈ V ∗.
We form the semidirect product G = V  K . The group operation of G is
(v, k).(v′, k′) = (v + k.v′, kk′)
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(a,A), (a′,A′)
]= (A.a′ −A′.a, [A,A′])
for a, a′ in V and A,A′ in k. We identify the dual g∗ of g to V ∗ × k∗. The coadjoint action of G on g∗ is then given by
(v, k).(p,f ) = (k.p, k.f + v ∧ k.p)
for (v, k) ∈ G and (p,f ) ∈ g∗. We identify K-equivariantly k to its dual k∗ using the Killing form of k defined by
〈A,B〉 = Tr(adA adB) for A and B in k. Then g∗ can be identified to V ∗ × k.
Now we consider the orbitO(ξ0) of the element ξ0 = (p0, f0) of g∗ 
 V ∗×k under the coadjoint action of G on g∗.
Henceforth we assume that the little group K0 = {k ∈ K: k.p0 = p0} is a maximal compact subgroup of K . Then K0
is a connected semisimple subgroup of K [16]. Let k0 be the Lie algebra of K0. We have the Cartan decomposition
k = k0 ⊕p where p is a K-invariant subspace of k orthogonal to k0. In this situation we can reformulate [24, Lemma .1]
as follows.
Lemma 2.1. We have {v ∧ p0: v ∈ V } = p.
Proof. Let v ∈ V . For each A ∈ k0, we have 〈v ∧ p0,A〉 = −(A.p0)(v) = 0. Then v ∧ p0 ∈ p. Conversely suppose
that A ∈ p is orthogonal to v ∧ p0 for each v ∈ V . This gives A.p0 = 0, so A ∈ k0 and A = 0. Since the Killing form
is positive definite on p, the lemma follows. 
Observe that, for v ∈ V , one has (v, e0).(p0, f0) = (p0, f0 + v ∧ p0) where e0 denotes the identity element of K .
Then, by Lemma 2.1, we may assume without loss of generality that ξ0 = (p0, ϕ0) with ϕ0 ∈ k0. We shall denote by
O(ϕ0) ⊂ k0 the orbit of ϕ0 ∈ k0 
 k∗0 under the (co)adjoint action of K0.
3. Representations
Henceforth we assume that the orbit O(ϕ0) is associated with a unitary irreducible representation (ρ,E) of K0
as in [29, Section 4] (see also [23, Section 4]). This correspondence can be briefly described as follows. Let T be a
maximal torus of K0 with Lie algebra t. Let iλ ∈ it∗ be the highest weight of (ρ,E). We obtain a extension ϕ0 of λ
to k0 by putting ϕ0 = 0 on the orthogonal complement of t. The orbit of ϕ0 under the (co)adjoint action of K0 is then
said to be associated to the representation (ρ,E).
The Berezin calculus associates with each operator A on the finite-dimensional complex vector space E a complex-
valued function s(A) on the orbit O(ϕ0) called the symbol of the operator A (see [10,29]). The following properties
of the Berezin calculus can be found in [6,10,29].
Proposition 3.1. (1) The map A → s(A) is injective.
(2) For each operator A on E, we have s(A∗) = s(A).
(3) For ϕ ∈O(ϕ0), k ∈ K and for an operator A on E, we have
s(A)(k.ϕ) = s(ρ(k)−1Aρ(k))(ϕ).
(4) For X ∈ k0 and ϕ ∈O(ϕ0), we have s(dρ(X))(ϕ) = i〈ϕ,X〉 where dρ denotes the derived representation of ρ.
(5) There exists a constant ε (which depends only of the orbit O(ϕ0)) such that, for each operator A on E,
Tr(A) = ε
∫
O(ϕ0)
s(A)(ϕ)dμ0(ϕ)
where dμ0(ϕ) is the Liouville measure on O(ϕ0).
Let Z(p0) be the orbit of p0 under the action of K on V ∗. By [16, Chapter VI, Theorem 1.1] the map e :T →
expT .p0 is a diffeomorphism from p onto Z(p0). For p ∈ Z(p0) we denote by M(p) the unique element of exp(p)
such that M(p).p0 = p. If p = e(T ) then M(p) = expT .
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(E1,E2, . . . ,En) be an orthonormal basis for p. Denote by (T1, T2, . . . , Tn) the coordinates of T ∈ p in this basis and
let dT = dT1 dT2 . . . dTn be the Lebesgue measure on p. Then the K-invariant measure dμ on Z(p0) is given by
dμ = e∗(δ(T )dT ) where δ(T ) := Det( sinh adTadT |p), see [17].
Since the little group orbit O(ϕ0) is assumed to be integral, the orbit O(ξ0) is integral [24]. The orbit O(ξ0) is
associated with the unitarily induced representation π = IndGV×K0(eip0 ⊗ρ). By a result of G. Mackey, π is irreducible
because ρ is irreducible [26]. The representation π is usually realized on the Hilbert space L2(Z(p0),E) obtained by
completion of the space of compactly supported smooth functions ψ :Z(p0) → E with respect to the norm defined
by
‖ψ‖2 =
∫
Z(p0)
〈
ψ(p),ψ(p)
〉
E
dμ(p).
For (v, k) ∈ G the action of the operator π(v, k) is given by
π(v, k)ψ(p) = eip(v)ρ(M(p)−1kM(k−1p))ψ(k−1p).
For the Weyl calculus it is more convenient to realize π on the Hilbert space L2(p,E) defined as the completion of
the space C∞0 (p,E) of compactly supported smooth functions φ :p → E with respect to the norm defined by
‖φ‖2 =
∫
p
〈
φ(T ),φ(T )
〉
E
dT .
To do this, we use the unitary operator φ → ψ from L2(p,E) to L2(Z(p0),E) defined by ψ(e(T )) = δ(T )1/2φ(T ).
We immediately obtain for (v, k) ∈ G:
(3.1)π(v, k)φ(T ) =
(
δ(T )
δ(k−1 · T )
)1/2
eie(T )(v)ρ
(
M
(
e(T )
)−1
kM
(
k−1e(T )
))
φ
(
k−1 · T ),
where k · T denotes the action of K on p corresponding to the action of K on Z(p0), that is, e(k · T ) = k.e(T ).
At our knowledge, the latter realization of the unitary induced representation π and the explicit computation of the
corresponding derived representation (see Section 4) don’t appear in the literature.
4. Derived representation
In this section we calculate the differential dπ of the representation π of G. The first step is to compute the
derivative of the action of K on p introduced in Section 3. Let us introduce some additional notation. For X ∈ k we
denote by X+ the right invariant vector field generated by X, that is, X+(k) = d
dt
(exp tX)k|t=0 for k ∈ K . For A ∈ k
and T ∈ p we define A · T := d
dt
(exp tA) · T |t=0. Furthermore for p ∈ Z(p0) and A ∈ k we set
(4.1)L(p,A) = d
dt
(
M(p)−1 exp(tA)M
(
exp(−tA)p))∣∣
t=0.
Finally, if u is an endomorphism of k which leaves the space p invariant, the trace and the determinant of the restriction
of u to p are respectively denoted by Trp u and Detp u.
Lemma 4.1. Let prk0 and prp be the projections of k onto k0 and p associated with the direct decomposition k = k0 ⊕p.(1) For A ∈ k and T ∈ p, we have
(4.2)A · T = − adT prk0(A)+
adT
tanh adT
prp(A).
(2) For p = e(T ) ∈ Z(p0) and A ∈ k, we have
(4.3)L(p,A) = prk0(A)− tanh
(
1
2
adT
)
prp(A).
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1. Then α is analytic on a neighborhood of the real axis. For each T ∈ p the endomorphism adT of k is symmetric with
respect to the scalar product 〈·, ·〉k on k introduced in [16, Chapter VI, Lemma 1.2]. Hence the endomorphism α(adT )
of k is well-defined. We also denote this endomorphism by adTtanh adT . We define in the same way the endomorphisms
tanh( 12 adT ),
sinh adT
adT , etc.
Now let pr1 and pr2 be the natural projections of p × K0 onto p and K0, respectively. Recall that the map
θ : (T ,h) → (expT )h is a diffeomorphism from p × K0 onto K [16]. Put p˜r1 = pr1 ◦ θ−1 and p˜r2 = pr2 ◦ θ−1. Then
k · T = p˜r1(k expT ) for k ∈ K and T ∈ p. Thus
A · T = d
dt
p˜r1
(
exp(tA) expT
)∣∣
t=0 = d p˜r1
(
expT
)(
A+(expT )
)
for A ∈ k and T ∈ p. On the other hand we can differentiate the function p˜r1 ◦ θ = pr1 at the point (T , e0) ∈ p × K0.
This gives
d p˜r1(expT )
(
dθ(T , e0)(S,U)
)= S
for each S ∈ p and each U ∈ k0. Using the well-known expression for the derivative of the exponential map [16], we
obtain
d p˜r1(expT )
(
eadT − 1
adT
S + eadT U
)+
(expT ) = S.
Now fix A ∈ k. There exists a unique element (S,U) ∈ p × k0 such that
eadT − 1
adT
S + eadT U = A.
Indeed, since [k0,p] ⊂ p and [p,p] ⊂ k0, the previous equality is equivalent to{
cosh(adT )−1
adT S + cosh(adT )U = prk0(A),
sinh(adT )
adT S + sinh(adT )U = prp(A)
which implies{
S = − adT prk0(A)+ adTtanh(adT ) prp(A),
U = prk0(A)− tanh
( 1
2 adT
)
prp(A).
This proves (1). Observing that
L
(
e(T ),A
)= d
dt
p˜r2
(
exp(−tA) expT )−1∣∣
t=0 = d p˜r2(expT )
(
A+(expT )
)
,
we can prove (2) by a similar method. 
Lemma 4.2. For A ∈ k and T ∈ p we have
(4.4)d
dt
δ
(
exp(tA) · T )∣∣
t=0 = δ(T )Trp
(
γ (adT ) ad prp(A)
)
where the function γ is defined by γ (z) = z cosh z−sinh z
z sinh z if z = 0 and by γ (0) = 0.
Proof. Since the function γ is analytic on a neighborhood of the real axis, one can define the endomorphism γ (adT )
of k (see the observation at the beginning of the proof of Lemma 4.1). Let γ˜ (z) = γ (z)/z if z = 0, γ˜ (0) = 1/3 and let
s(z) = zsinh(z) if z = 0, s(0) = 1. We can also define the endomorphisms γ˜ (adT ) and s(adT ) of k.
We first calculate the differential of δ. For T ∈ p, S ∈ p, we have
dδ(T )(S) = d Detp
(
sinh ad(T + tS))∣∣∣∣dt ad(T + tS) t=0
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(
s(adT )
d
dt
(
sinh ad(T + tS)
ad(T + tS)
)∣∣∣∣
t=0
)
= δ(T )Trp
(
s(adT )
∑
m0
1
(2m+ 1)!
( 2m−1∑
k=0
(adT )k adS(adT )2m−k−1
))
.
Observe that if k is odd and 1 k  2m− 1, then (adT )2m−k−1 leaves p invariant. Thus
Trp
(
s(adT )(adT )k adS(adT )2m−k−1
)
= Trp
(
(adT )2m−k−1s(adT )(adT )k adS
)
= Trp
(
s(adT )(adT )2m−1 adS
)
.
If k is even and 1 k  2m− 1, then
Trp
(
s(adT )(adT )k adS(adT )2m−k−1
)
= Trp
(
s(adT )(adT )k adS adT (adT )2m−k−2
)
= Trp
(
(adT )2m−k−2s(adT )(adT )k adS adT
)
= Trp
(
s(adT )(adT )2m−2 adS adT
)
=
n∑
q=1
〈
s(adT )(adT )2m−2 adS adT Eq,Eq
〉
k
=
n∑
q=1
〈
Eq, adT adS(adT )2m−2s(adT )Eq
〉
k
= Trp
(
adT adS(adT )2m−2s(adT )
)
= Trp
(
(adT )2m−2s(adT ) adT adS
)
= Trp
(
s(adT )(adT )2m−1 adS
)
.
This implies that
dδ(T )(S) = δ(T )Trp
(
s(adT )
(∑
m0
2m
(2m+ 1)! (adT )
2m−1
)
adS
)
= δ(T )Trp
(
γ (adT ) adS
)
.
Now we compute Trp(γ (adT ) adS) for S = A ·T with A ∈ p. To simplify the notation, we set here A0 = prk0(A) and
A1 = prp(A). We have
T rp
(
γ (adT ) ad(A · T ))= Trp
(
γ (adT ) ad
(
[A0, T ] + adTtanh(adT )A1
))
= Trp
(
γ (adT ) adA0 adT
)− Trp(γ (adT ) adT adA0)
+ Trp
(
γ (adT ) adA1
)+ Trp
(
γ (adT ) ad
(
adT
tanh(adT )
− 1
)
A1
)
.
Since adA0 is skew-symmetric with respect to 〈·, ·〉k (see [16]), we obtain as before
Trp
(
γ (adT ) adT adA0
)= −Trp(adA0 adT γ (adT ))
= −Trp
(
adT γ (adT ) adA0
)
and so
Trp
(
γ (adT ) adT adA0
)= 0.
B. Cahen / Differential Geometry and its Applications 25 (2007) 177–190 183Also
Trp
(
γ (adT ) adA0 adT
)= −Trp(adT adA0γ (adT ))= −Trp(adT adA0 adT γ˜ (adT ))
= −Trp
(
γ˜ (adT ) adT adA0 adT
)= −Trp(γ (adT ) adA0 adT )
and so
Trp
(
γ (adT ) adA0 adT
)= 0.
Finally putting B = 1adT ( adTtanh adT − 1)A1 ∈ k0, we obtain as before
Trp
(
γ (adT ) ad
((
adT
tanh adT
− 1
)
A1
))
= Trp
(
γ (adT ) ad(adT B)
)= 0.
This ends the proof of the lemma. 
We are now in position to compute the derived representation dπ .
Proposition 4.3. With the previous notation, we have, for (v,A) ∈ g and φ ∈ C∞0 (p,E),(
dπ(w,A)φ
)
(T ) = ie(T )(w)φ(T )+ dρ
(
prk0(A)− tanh
(
1
2
adT
)
prp(A)
)
φ(T )
(4.5)+ dφ(T )
(
adT prk0(A)−
adT
tanh adT
prp(A)
)
+ 1
2
Trp
(
γ (T ) ad prp(A)
)
φ(T ).
Proof. According to (3.1) we have for (w,A) ∈ g and φ ∈ C∞0 (p,E)(
dπ(w,A)φ
)
(T ) = d
dt
π
(
tw, exp(tA)
)
φ(T )
∣∣
t=0
= i〈p,w〉φ(T )+ dρ(L(p,A))φ(T )+ d
dt
φ
(
exp(−tA) · T )∣∣
t=0
+ d
dt
(
δ(T )
δ(exp(−tA) · T )
) 1
2
∣∣∣∣
t=0
φ(T )
= i〈p,w〉φ(T )+ dρ(L(p,A))φ(T )+ dφ(T )(−A · T )+ 1
2
δ(T )−1dδ(T )(A · T )φ(T ).
Then the result follows from (4.2) and (4.3). 
5. Dequantization
In this section, we introduce the Berezin–Weyl calculus on p × p × O(ϕ0). We say that a smooth function
f : (T ,S,ϕ) → f (T ,S,ϕ) is a symbol on p × p ×O(ϕ0) if for each (T ,S) ∈ p × p the function ϕ → f (T ,S,ϕ) is
the symbol in the Berezin calculus on O(ϕ0) of an operator on E denoted by fˆ (T , S). A symbol f on p × p ×O(ϕ0)
is called a S-symbol if the function fˆ belongs to the Schwartz space of rapidly decreasing smooth functions on p × p
with values in End(E). Now we consider the Weyl calculus for End(E)-valued functions. This is a slight refinement
of the usual Weyl calculus for complex-valued functions [18,19]. For any S-symbol f on p× p×O(ϕ0) we define an
operatorW(f ) on the Hilbert space L2(p,E) by
(5.1)(W(f )φ)(T ) = (2π)−n ∫
p×p
ei〈S,Z〉fˆ
(
T + 1
2
S,Z
)
φ(T + S)dS dZ
for φ ∈ C∞0 (p,E).
In fact the Weyl calculus can be extended to much larger classes of symbols (see for instance [18]). Here we only
consider a class of polynomial symbols. We say that a symbol f on p × p × O(ϕ0) is a P -symbol if the function
fˆ (T , S) is polynomial in S. Let f be the P -symbol defined by f (T ,S,ϕ) = u(T )Sα where u ∈ C∞(p,E) and
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(5.2)(W(f )φ)(T ) = (i ∂
∂S
)α(
u
(
T + 1
2
S
)
φ(T + S)
)∣∣∣∣
S=0
(see [27]). In particular, if f (T ,S,ϕ) = u(T ) then
(5.3)(W(f )φ)(T ) = u(T )φ(T )
and if f (T ,S,ϕ) = u(T )Sk then
(5.4)(W(f )φ)(T ) = i(1
2
∂ku(T )φ(T )+ u(T )∂kφ(T )
)
where ∂k denotes the partial derivative with respect to the variable Tk .
The correspondence f →W(f ) is called the Berezin–Weyl calculus on p× p×O(ϕ0). In order to dequantize the
derived representation dπ , that is, to calculate the Berezin–Weyl symbol of the operators dπ(X) (X ∈ g), we need the
following lemma.
Lemma 5.1. For A ∈ k let cA :p → p be the map defined by cA(T ) = −A · T . Then
(5.5)Trp
(
dcA(T )
)= Trp(γ (adT ) ad prp(A)).
Proof. First we suppose that A ∈ k0. Then cA = adA|p. Since adA|p is skew-symmetric with respect to the restriction
to p of the Killing form we get Trp(dcA(T )) = Trp(adA) = 0. Suppose now that A ∈ p. Put − xtanhx =
∑
m0 a2mx
2m
.
Then, for S ∈ p,
dcA(T )(S) =
∑
m0
a2m
( 2m−1∑
k=0
(adT )k adS(adT )2m−k−1A
)
.
The same arguments as in the proof of Lemma 4.2 show that the trace of the endomorphism of p defined by
S → (adT )k adS(adT )2m−k−1A = −(adT )k ad((adT )2m−k−1A)S
is equal to 0 for k = 0,1, . . . ,2m− 2. The conclusion follows. 
Proposition 5.2. For X = (w,A) ∈ g, the Berezin–Weyl symbol of the operator −idπ(X) is the P -symbol fX on
p × p ×O(ϕ0) given by
(5.6)fX(T ,S,ϕ) = p(w)+
〈
ϕ,L(p,A)
〉+ 〈A · T ,S〉
where p = e(T ).
Proof. If we put ckA(T ) = 〈cA(T ),Ek〉 for k = 1, . . . , n then we can write (4.5) as
−i dπ(X)φ(T ) = p(w)φ(T )− i dρ(L(p,A))φ(T )− i n∑
k=1
ckA(T )∂kφ(T )−
i
2
Trp
(
γ (adT ) ad prp(A)
)
φ(T ).
Using Proposition 3.1 (4) and the properties (5.3) and (5.4) of the Weyl calculus, we see that the symbol of −i dπ(X)
is
fX(T ,S,ϕ) = p(w)+
〈
ϕ,L(p,A)
〉− n∑
k=1
ckA(T )Sk +
i
2
n∑
k=1
∂kc
k
A(T )−
i
2
Trp
(
γ (adT ) ad prp(A)
)
.
From Lemma 5.1 we deduce
fX(T ,S,ϕ) = p(w)+
〈
ϕ,L(p,A)
〉− n∑
k=1
ckA(T )Sk.
Finally, using (4.2) and (5.5), we obtain (5.6). 
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In the first part of this section we present a general notion of adapted Weyl correspondence. In the second part we
construct an adapted Weyl correspondence on the coadjoint orbit O(ξ0) of the group G = V  K .
6.1. Let G0 be a connected Lie group, g0 the Lie algebra of G0 and g∗0 the dual space of g0. Let π0 be a uni-
tary irreducible representation of G0 on a Hilbert space H0. Suppose that the representation π0 is associated with a
coadjoint orbit O of G by the Kirillov–Kostant method of orbits. We denote by {·, ·} the Poisson brackets on C∞(O)
corresponding to the Kirillov symplectic 2-form on O.
An adapted Weyl correspondence is an isomorphism W from a vector space A of complex-valued (or real-valued)
smooth functions on the orbit O (called symbols) to a vector space B of (non-necessarily bounded) linear operators
on H0 satisfying the following properties:
(i) the elements of B preserve a fixed dense domain D of H0;
(ii) the constant function 1 belongs to A, the identity operator I belongs to B and W(1) = I ;
(iii) A ∈ B and B ∈ B implies AB ∈ B;
(iv) for each f in A the complex conjugate f¯ of f belongs to A and the adjoint of W(f ) is an extension of W(f¯ )
(in the real case: for each f in A the operator W(f ) is symmetric);
(v) the elements of D are C∞-vectors for the representation π0, the functions X˜ (X ∈ g0) are in A and W(iX˜)v =
dπ0(X)v for each X ∈ g0 and each v ∈ D.
We have already presented in the introduction two important examples: the nilpotent case and the compact case.
If the group G0 is a connected simply-connected nilpotent Lie group, then A is taken to be the space of polynomial
functions on O 
 R2n and B is taken to be the algebra of polynomial differential operators acting on Rn. In this case,
the subspace D of H0 = L2(Rn) is taken to be the Schwartz space S(Rn). An adapted Weyl correspondence is then
given by the usual Weyl transform on R2n. Indeed, the points (ii) and (iv) of the previous definition are immediate
properties of the Weyl transform (see [13]) and the point (v) is a result from [28]. If the group G0 is a connected
simply-connected semisimple compact Lie group and if O is an integral coadjoint orbit of G0, then we deduce from
Proposition 3.1 that the inverse map of the Berezin calculus defines an adapted Weyl correspondence from a finite-
dimensional space of functions on O onto the space of the operators on a finite-dimensional complex vector space.
Let W be an adapted Weyl correspondence on O and let X and Y be in g0. Since {X˜, Y˜ } = i [˜X,Y ] we deduce
from (v) that W({X˜, Y˜ }) = i[W(X˜),W(Y˜ )]. In [14], Mark Gotay introduced and discussed precise definitions of
quantization for a Lie subalgebra of C∞(M) when M is a Poisson manifold. The previous notion of adapted Weyl
correspondence can be related to the general definitions of [14] as follows. Given an adapted Weyl correspondence
W , we consider a subspace A0 of A satisfying
(a) A0 is closed under the Poisson bracket;
(b) the constants and the functions X˜ (X ∈ g0) belong to A0;
(c) if the Hamiltonian vector field of f ∈A0 is complete then W(f ) is essentially self-adjoint;
(d) for f and g in A0, W({f,g}) = i[W(f ),W(g)] on D.
Then the map W defines a prequantization of A0 in the sense of [14, Definition 1]. The map W can define a
quantization in the sense of [14, Definition 3], for the pair (A0,g) only under some additional assumptions. For
instance, let P(O) denote the Poisson algebra of polynomial functions on O. Then the problem of quantizing the
pair (P(O),g0) has been investigated by Mark Gotay (see [14] and references therein), and, in general, there are no
quantizations for this pair (see, however, [14, Section 6.5]).
6.2. In this subsection we show that the dequantization procedure used in Section 5 allows us to obtain an explicit
diffeomorphism from p2 ×O(ϕ0) onto O(ξ0) which is a symplectomorphism for the natural symplectic structures.
Using this symplectomorphism we then construct an adapted Weyl correspondence on O(ξ0). We keep the notation
from the previous sections.
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fX(T ,S,ϕ) is linear there exists a map Ψ from p2 ×O(ϕ0) to g∗ such that
fX(T ,S,ϕ) =
〈
Ψ (T ,S,ϕ),X
〉
for each X ∈ g and each (T ,S,ϕ) ∈ p × p × O(ϕ0). From Proposition 5.2 we can immediately deduce a precise
expression for .
Proposition 6.1. For (T ,S,ϕ) ∈ p × p ×O(ϕ0) we have
(6.1)Ψ (T ,S,ϕ) =
(
e(T ),ϕ + tanh
(
1
2
adT
)
ϕ +
(
adT + adT
tanh adT
)
S
)
.
Proof. With the notation of the previous sections we have for A ∈ k, T ∈ p and S ∈ p
〈A · T ,S〉 =
〈
− adT prk0(A)+
adT
tanh adT
prp(A),S
〉
= 〈prk0(A), adT S〉+
〈
prp(A),
adT
tanh adT
S
〉
=
〈
A,
(
adT + adT
tanh adT
)
S
〉
.
Here we have used (4.2) and the fact that k0 and p are orthogonal with respect to the Killing form. Also, by (4.3), we
have for ϕ ∈O(ϕ0)
〈
ϕ,L(p,A)
〉= 〈ϕ,prk0(A)− tanh
(
1
2
adT
)
prp(A)
〉
= 〈ϕ,prk0(A)〉+
〈
tanh
(
1
2
adT
)
ϕ,prp(A)
〉
= 〈ϕ,A〉 +
〈
tanh
(
1
2
adT
)
ϕ,A
〉
=
〈
ϕ + tanh
(
1
2
adT
)
ϕ,A
〉
.
The result therefore follows. 
Let ω0 and ω1 be the Kirillov 2-forms on O(ξ0) and O(ϕ0), respectively. Denote by {·, ·}1 and {·, ·}0 the Pois-
son brackets associated with ω1 and ω0. We equip p2 with the symplectic form dT ∧ dS := ∑nk=1 dTk ∧ dSk . The
corresponding Poisson bracket on C∞(p2) is
(6.2){f,g} =
n∑
k=1
(
∂f
∂Tk
∂g
∂Sk
− ∂f
∂Sk
∂g
∂Tk
)
.
We form the symplectic product p2 ×O(ϕ0). We denote by {·, ·}2 the Poisson bracket associated with the symplectic
form ω2 := (dT ∧ dS) ⊗ ω1. Let u,v ∈ C∞(p2) and a, b ∈ C∞(O(ϕ0)). Observe that for f (T ,S,ϕ) = u(T ,S)a(ϕ)
and g(T ,S,ϕ) = v(T ,S)b(ϕ) we have
(6.3){f,g}2 = u(T ,S)v(T ,S){a, b}0 + a(ϕ)b(ϕ){u,v}.
Lemma 6.2. Suppose that f and g are two P -symbols on p2 ×O(ϕ0) of the form
u(T )+ 〈v(T ),ϕ〉+ n∑
k=1
wk(T )Sk
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(6.4)[W(f ),W(g)]= −iW({f,g}2).
Proof. By linearity it is enough to prove that (6.4) holds for f and g of the form u(T ), 〈v(T ),ϕ〉 and w(T )Sk .
(1) Consider first the case f = w(T )Sk and g = w′(T )Sl . Applying (5.4), we obtain[W(f ),W(g)]= (W(f )W(g)−W(g)W(f ))φ
= 1
2
(−w(∂k∂lw′)φ +w′(∂k∂lw)φ −w(∂kw′)(∂lφ)+w′(∂lw)(∂kφ)).
On the other hand we have
{f,g} = (∂lw)w′Sk −w(∂kw′)Sl.
Using again (5.4), we get
W
({f,g})= i(1
2
∂k
(
(∂lw)w
′)φ + (∂lw)w′(∂kφ)− 12∂l
(
(∂kw
′)w
)
φ −w(∂kw′)(∂lφ)
)
.
Thus (6.4) holds for f = w(T )Sk and g = w′(T )Sl .
(2) Now we consider the case f = 〈v(T ),ϕ〉 and g = 〈v′(T ),ϕ〉. According to Proposition 3.1 (4) we have fˆ =
−i dρ(v(T )). Then (W(f )φ)(T ) = −i dρ(v(T ))φ(T ) and[W(f ),W(g)]φ(T ) = −[dρ(v(T )), dρ(v′(T ))]φ(T ) = −dρ([v(T ), v′(T )])φ(T ).
Since {f,g} = 〈[v(T ), v′(T )], ϕ〉 we see that (6.4) holds.
(3) If f = 〈v(T ),ϕ〉 and g = w(T )Sk then as before[W(f ),W(g)]φ(T ) = −w(T )dρ(u(T ))(∂kφ)(T ).
From {f,g} = 〈(∂kv)(T ),ϕ〉 we deduce
−iW ({f,g})φ(T ) = −i dρ(∂k(T ))w(T )φ(T ) = [W(f ),W(g)]φ(T ).
(4) The computations for the other cases are similar. 
Theorem 6.3. The map Ψ introduced in Proposition 6.1 is a symplectomorphism from (p2 × O(ϕ0),ω2) onto
(O(ξ0),ω0).
Proof. From (6.1) we deduce
(6.5)Ψ (T ,S,ϕ) =
(
p,M(p).
(
ϕ − tanh
(
1
2
adT
)
ϕ + adT
sinh adT
S
))
where ϕ ∈O(ϕ0), T ,S ∈ p and p = e(T ).
Fix (T ,S,ϕ) ∈ p × p ×O(ϕ0). By Lemma 2.1, there exists v ∈ V such that
(
M(p)−1v
)∧ p0 = − tanh
(
1
2
adT
)
ϕ + adT
sinh adT
S
where p = e(T ). Using the relation (6.5), we see that
Ψ (T ,S,ϕ) = (p,M(p).ϕ + v ∧ p)= (v,M(p)).(p0, ϕ) ∈O(ξ0).
This proves that Ψ takes values in O(ξ0).
Now let ξ ∈O(ξ0). Put ξ = (v, k).(p0, ϕ0) where v ∈ V and k ∈ K . We can write k = M(p)u where p ∈ Z(p0)
and u ∈ K0. Then ξ = (p,M(p).ϕ + p ∧ v) where ϕ = u.ϕ0. Hence, using again (6.5), we easily see that there exists
a unique element (T ,S,ϕ) in p × p ×O(ϕ0) such that Ψ (T ,S,ϕ) = ξ . This proves that Ψ is a one-to-one mapping
from p2 ×O(ϕ0) onto O(ξ0).
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X˜ ◦Ψ .
Let X and Y in g. Then by Proposition 5.2 and Lemma 6.2 we have[W(fX),W(fY )]= −iW({fX,fY }2).
On the other hand[W(fX),W(fY )]= [−i dπ(X),−i dπ(Y )]= −dπ([X,Y ])= −iW(f[X,Y ]).
Hence we obtain f[X,Y ] = {fX,fY }2. Since [˜X,Y ] = {X˜, Y˜ }1 we have finally
{X˜, Y˜ }1 ◦Ψ = {X˜ ◦Ψ, Y˜ ◦Ψ }2.
This implies that Ψ ∗(ω1) = ω2. Since the 2-form ω2 is non-degenerate the map Ψ is regular. Thus, the map Ψ is a
symplectomorphism. 
In order to construct an adapted Weyl transform on O(ξ0) we transfer to O(ξ0) the Berezin–Weyl calculus on
p2 ×O(ϕ0). We say that a smooth function f on O(ξ0) is a symbol on O(ξ0) if f ◦ Ψ is a symbol for the Berezin–
Weyl calculus on p2 ×O(ϕ0). We say that f is a P -symbol (or a S-symbol) on O(ξ0) if f ◦ Ψ is a P -symbol (or a
S-symbol) on p2 ×O(ϕ0).
Theorem 6.4. Let A be the space of P -symbols on O(ξ0) and let B be the space of differential operators on p with
coefficients in C∞(p,E). Then the map W :A→ B that assigns to each f ∈A the operator W(f ◦ Ψ ) on L2(p,E)
is an adapted Weyl correspondence in the sense of the definition given in Section 6.1.
Proof. The properties (i), (ii) and (iii) of the definition of an adapted Weyl correspondence are clearly satisfied with
D = C∞0 (p,E). The property (iv) follows from Proposition 3.1 (2) and from the similar result for the usual Weyl
calculus [18]. Finally, property (v) is just a reformulation of Proposition 6.1. 
Using Proposition 3.1 (5) and the properties of the usual Weyl transform [18] we easily obtain the following
proposition.
Proposition 6.5. (1) For each S-symbol f on O(ξ0) the operator W(f ) is a trace-class operator and
Tr
(
W(f )
)= ε ∫
O(ξ0)
f (ξ) dμO(ξ0)(ξ)
where dμO(ξ0)(ξ) is the Liouville measure on O(ξ0) and ε is a constant.
(2) For each S-symbol f on O(ξ0) we have
∥∥w(f )∥∥2HS =
∫
p2
∥∥fˆ (T , S)∥∥2HS dT dS.
Here the subscripts HS denote the Hilbert–Schmid norm of the operators.
Remarks. (1) As in [6] we can use the previous construction of an adapted Weyl correspondence on the orbit O(ξ0)
to construct a covariant star-product defined on the symbols on O(ξ0).
(2) The map Ψ might define a symplectomorphism from p2 ×O(ϕ0) onto O(ξ0) even when the orbit O(ϕ0) is not
integral.
(3) A natural question arising in this context is whether the orbit O(ξ0) admits g as a basic algebra in the sense
of [14].
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In this section we consider V = Rn+1 and K = SO0(n,1) is the identity component of the group SO(n,1) of real
(n+ 1)× (n+ 1) matrices of determinant 1 leaving invariant the bilinear form on V defined by
〈p,p′〉 = −
(
n∑
k=1
pip
′
i
)
+ pn+1p′n+1.
Using this bilinear form, we identify V ∗ to V .
Let (e1, e2, . . . , en+1) be the standard basis of Rn+1. We take p0 = men+1 where m> 0. Then K0 
 SO(n,R) and
the orbit Z(p0) is the sheet of the hyperboloid 〈p,p〉 = m2 defined by pn+1 > 0.
For 1  i, j  n + 1, we write Eij for the matrix whose ij th entry is 1 and all of the other entries are 0. The
matrices Aij = Eji − Eij (1  i < j  n) form a basis for k0 and the matrices Ek = Ekn+1 + En+1k (1  k  n) a
basis for p.
We identify k∗ to k using the form defined on k by 〈X,Y 〉 = Tr(X.Y ). The basis (Ek)1kn of p is orthonormal
with respect to 〈·, ·〉. In the identification k∗ 
 k, the matrix Aij (1 i < j  n) corresponds to the element ei ∧ ej of
k∗ and the matrix Ek (1 k  n) to the element ek ∧ en+1. We denote by j the isomorphism from Rn onto p defined
by j (T1, T2, . . . , Tn) =∑nk=1 TkEk .
In this situation, we can easily calculate the expression of the symplectomorphism Ψ .
Proposition 7.1. For T ,S ∈ p and ϕ ∈O(ϕ0) we have
Ψ (T ,S,ϕ) =
(
e(T ),
1
ρ
tanh
(
ρ
2
)
[T ,ϕ] + S + 1
ρ2
(
ρ
tanhρ
− 1
)(
ρ2S − 〈T ,S〉T )).
Here ρ = 〈T ,T 〉1/2 and for T = j (T1, T2, . . . , Tn),
e(T ) =
(
m
sinhρ
ρ
T1, . . . ,m
sinhρ
ρ
Tn,m coshρ
)
.
By making a change of coordinates in R2n, we can recover a result of [7] (see also [8]).
Proposition 7.2. Let θ be the map from p × p to Rn × Rn defined by θ(T ,S) = (p˜, q˜) where
j (p˜) = m sinhρ
ρ
T ,
j (q˜) = 1
m
(
ρ
sinhρ
S − ρ coshρ − sinhρ
ρ2 sinhρ coshρ
〈T ,S〉T
)
and ρ = 〈T ,T 〉1/2. Then θ is a symplectomorphism.
(2) The map Ψ1 defined by Ψ1(p˜, q˜, ϕ) = Ψ (θ−1(p˜, q˜), ϕ) is the symplectomorphism from Rn × Rn ×O(ϕ0) onto
O(ξ0) given in [7]. We have
Ψ1
(
(p˜, q˜), ϕ
)= (p,ϕ + tanh(1
2
adT (p)
)
ϕ + q˜ ∧ p
)
where p = (p˜,pn+1) with pn+1 = (m2 + ∑nk=1 p2k)1/2 and T (p) denotes the element of p such that exp(T (p)).
p0 = p.
Proof. Direct computation. 
In the case n = 3 the previous symplectomorphism Ψ1 is well known: see, for instance, [11].
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