Adaptive time stepping methods for metastable dynamics of the Allen Cahn and Cahn Hilliard equations are investigated in the spatially continuous, semi-discrete setting. We analyse the performance of a number of first and second order methods, predicting step sizes required to satisfy specified local truncation error σ in the limit of small order parameter → 0. It is seen that in this setting, some methods, including all so-called energy stable methods but also some fully implicit methods, require asymptotically more time steps than others. We show that schemes in which the dominant local truncation error can be expressed as some order of time derivative of the solution yield schemes that perform optimally as measured by time steps to achieve prescribed local accuracy. We show that first order Backward (Implicit) Euler has a dominant local trunctation error that lies entirely in a strongly damped space, which affords additional accuracy beyond that afforded by naive formal estimates. This last result is obtained with a formal asymptotic argument. All conclusions are confirmed in computational studies. *
Introduction
The literature for computational methods for Allen-Cahn (AC) dynamics [2] , and its higher order relative Cahn Hilliard (CH) dynamics [4] , is dominated by the proposal, use, and analysis of so-called energy stable schemes [16, 15, 19, 7] . AC and CH dynamics are gradient flows on an energy functional, and the solution should decrease that energy in time. Energy stable schemes guarantee that decrease no matter what time step is chosen. This is a desirable property not shared by fully implicit time stepping methods. Proponents of energy stable schemes have suggested that fully implicit time stepping approaches may require step sizes that are so small as to render implicit schemes computationally prohibitive. We will show in this work that some (but not all) fully implicit methods can outperform energy stable schemes when subject to fixed accuracy requirements. The recent article [20] gives especially clear evidence that when time steps are chosen appropriately, fully implicit methods are conditionally energy stable, and further that the large time steps allowed by energy stable schemes can come at the cost of significant loss of accuracy. We extend the commentary in [20] to show that in the metastable dynamic regime of AC and CH, some (but not all) fully implicit methods can take optimally sized time steps. By optimal, we mean the asymptotically largest time steps as the order parameter → 0 that satisfy a given local eror tolerance. Here, represents the width of interfacial layers in metastable dynamics and, like the authors of [20] , we use the form of the equations scaled so that this dynamics happens in an O(1) time scale. A combination of asymptotic analysis and careful computational work backs up our claims. We wish to make clear that in this work, we refer to "optimal" time stepping that gives the best asymptotic behaviour of time steps as → 0 with given local error tolerance. This criteria does not take into account solver efficiency and other factors.
Our study focuses on pure materials science applications rather than the use of Cahn-Hilliard equations to track interfaces in so-called diffuse interface methods [21] in which the CH dynamics are coupled to other physics. We consider the simplest form of AC and CH dynamics, whose Gamma limit (as → 0) is well understood and use that well known structure to gain insight into the behaviour of the schemes. The conclusions are backed by well resolved 2D computational studies. The authors believe that the insight gained from these studies will also apply to schemes used for other materials science models which are less well understood.
We consider a number of first and second order time stepping schemes: the energy stable Eyre's method [9] , Backward (Implicit) Euler (BE) [10] , Trapezoidal Rule (TR) [10] , Second order Backward Differentiation Formula (BDF2) [10] , Secant [8] , and a second order Singular Diagonally Implicit Runge Kutta method with good stability properties (DIRK2) [10] . The resulting implicit systems are considered in the spatially continuous semidiscrete setting in a 2D periodic domain, with numerical validation done with a suitably refined Fourier spectral approximation using the Preconditioned Conjugate Gradient Solver (PCG) developed in [6] . Adaptive time stepping is done based on a user-specified local error tolerance σ. The variation of the number of time steps with for fixed σ is predicted based on formal consideration of the local truncation error of the schemes in the metastable dynamics. The formal predictions are then validated in computational studies. With this criteria, first order BE performs better (asymptotically fewer time steps as → 0) than Eyre. Second order TR and BDF2 perform better than Secant and DIRK2. The difference in both cases is asymptotically larger for CH than AC. These comparisons are also valid for computational time, using PCG counts as the measure, to similar accuracy. It is seen that optimal numbers of time steps are obtained when the dominant local truncation error is a higher order time derivative. This observation may have application in other systems with metastable dynamics.
It is observed that BE is more accurate than a naïve prediction based on the size of the local truncation error would suggest. A formal analysis of the scheme for the AC case shows that the dominant error made in one time step is asymptotically smaller than expected. This is due to a special structure of the local truncation error for BE, in which the asymptotically largest term lies in a strongly damped space. This structure is not present in any other method we consider.
We introduce the equations and numerical schemes in Section 2. The scaling for AC and CH is chosen so that the metastable interface dynamics (approximate curvature motion for AC and Mullins-Sekerka flow [12] ) for CH occurs in O(1) time. In Section 3 we examine the metastable dynamics of the equations and make predictions for the behaviour of the time steps with and local error tolerance σ which are verified numerically in Section 4. We give an asymptotic analysis for the surprising accuracy for BE in Section 5 and end with a short discussion.
Equations and Schemes
We consider the simplest form of the AC dynamics for u(x, t) given by
where f (u) = u 3 − u is a standard form of the reaction term. CH dynamics is described by a higher order partial differential equation
For computational simplicity, we consider the two-dimensional (2D) cases of these equations in a doubly periodic cell [0, 2π] 2 . The time scaling in the equations above is chosen to give sharp interface (as → 0) motion in O(1) time. The sharp interface limit yields curvature driven flow for AC and a nonlocal Mullins-Sekerka flow for CH [12] . Both types of dynamics have an associated energy functional
where
(u 2 − 1) 2 and the reaction term f (u) = W (u). The energy E(t) is monotonic decreasing due to the gradient flow nature of the dynamics. For AC the gradient is in L 2 and for CH it is H −1 .
Time stepping
We consider the simplest implicit scheme, first order Backward Euler (BE), also known as Implicit Euler. Applied to (1) keeping space continuous, we have
where u n (x) approximates the exact solution u(x, t n ) and k n = t n+1 − t n is the time step. We use the generic f (u) = u 3 − u as mentioned above. Dropping the subscript on the time step and the unknown solution at time level n + 1 we have the nonlinear problem
for u given u n .
Definition 1 A time stepping scheme is said to have the energy decay prop-
This property could be conditional on the choice of time step size. Additionally, it could depend on u n . If a scheme has the energy decay property for any u n and k, the scheme is called unconditionally energy stable.
Theorem 1 (from [20] ) If u n ∈ X, with X = {u : ∇u ∈ L 2 and u ∞ ≤ 1} . and k < 2 there is a unique solution u that has the energy decay property.
An alternative first order scheme to fully implicit BE was proposed by Eyre [9] :
The scheme is derived conceptually by keeping the convex part of the reaction term f (u) = u 3 − u implicit and taking the rest explicit. In this sense, it is an IMEX [3] method but an unusual one since a nonlinear term is kept implicit and a linear term is handled explicitly. The method has appealing properties:
Theorem 2 (from [9] ) The time step (5) has a unique solution u for any u n and k that is unconditionally energy stable.
Both BE and Eyre approaches can be applied to CH (2):
In this case, BE has unique solutions with the energy decay property when k < 3 [20] and Eyre is unconditionally energy stable [9] . We also consider the second order methods Trapezoidal Rule (TR), Secant (S) [8] , Second Order Backward Differencing (BDF2), and Second Order Singular Diagonal Implicit Runge Kutta (DIRK2) [10] methods. These are described below for u t = F(u) with
for AC and F(u) = − ∆∆u + ∆f (u)/ for CH With this notation:
Secant is a variant of TR with the term
where W is the energy term from (3). It is known to be conditionally energy stable [8] . For the simple form of W we have taken, the expression above can be factored explicitly. DIRK2 is a two stage method
with α = 1 − 1/ √ 2. Both DIRK2 and BDF2 are L-stable, and so preferable to TR and Secant from the perspective of stiff ODE solver theory [10] .
Spatial discretization and solution procedure
The current work concentrates on the time stepping errors, and it is convenient to consider the semi-discrete, spatially continuous approximation. This idealization is approximated well by the Fourier spectral spatial discretization and the Preconditioned Conjugate Gradient (PCG) solvers developed in [6] . The computational results shown have sufficient spatial resolution that spatial errors do not affect the results in the digits shown. The computations are done in a full 2D setting, rather than in a reduced dimensional radial setting as could be done, in order to give PCG iteration counts for the various time stepping methods that have meaning for more general computations. Note that the PCG counts are independent of spatial resolution when the problem is resolved.
Error estimation and adaptive time stepping
We perform two time steps of the same size k in order to use a specialized predictor u p for u n+2 .
2 for AC and − ∆∆u + ∆f (u)/ for CH as above. Time step sizes are adjusted so that
The predictor u p is formally one order more accurate than the numerical approximation u n+2 from time stepping, up to fifth order. The predictor has an inherent dominant local error k 5 u ttttt /90 that is a pure time derivative of u, which is shown below in Section 3.1.3 to be a desirable property. There is a subtle behaviour for BE applied to AC in metastable dynamics that causes the estimator to asymptotically overestimate the local error. This is discussed in Section 5.
For the one step methods, the time step is adjusted adaptively to maintain a local error below σ as described in [6] . For BDF2, time steps are only adjusted by a factor of two. When time steps are reduced (using Hermite cubic interpolation for the restart value) or increased, four time steps are taken before checking the local error to allow relaxation of the initial error layer.
Local Truncation Errors in Metastable Dynamics 3.1 Metastable dynamics
In our formulation, it is known that after a short time O( 2 ) solutions to AC tend to interfaces between regions of solution near the equilibrium values, u ≈ ±1.
These interfaces have width and move approximately with curvature motion. We refer to this dynamics as metastable or slow, even though with the particular time scaling we have chosen it occurs in in O(1) time. For the majority of the time, the solution will be in this regime, so we concentrate now on the expected and observed behaviour of time stepping in this setting. With the choice of f (u) = u 3 − u, we have with g(z) := tanh(z/ √ 2) and z = dist(x, Γ)/ , where Γ is the approximate interface with arc length parameter s moving with curvature motion (normal velocity equal to curvature). We fix its location at the u = 0 level set. The local coordinates (s, z) are shown in Figure 1 . This structural result on the metastable solution can be obtained with formal asymptotics. In the outer asymptotic region for AC the solution takes the form u = ±1 to all orders. Curvature motion as the limit → 0 has been proven rigorously [13, 1] .
CH has the same metastable solution structure (7) with normal interface velocity given by Mullins-Sekerka flow, in O(1) time in our scaling (2) . We refer the reader to the review article [14] for details.
From (7), we see that time and space derivatives are large near the interface. Starting with
we can take a time derivative to obtain:
where V is the normal velocity at the point on Γ closest to x. Formally taking higher derivatives in this pattern yields:
This is used to analyze the truncation error of the time stepping schemes.
Predicted time step sizes for AC
A strategy for adaptive time stepping is to have a user specified local error tolerance of σ. The error for each time step is estimated and the time step adjusted so that there is an estimated error in that single time step less than σ. It is known that the dominant local truncation error for BE is k 2 u tt /2 which in metastable dynamics is O(k 2 / 2 ) from (8). The local truncation error restriction then requires time steps of size
We now proceed to determine the expected behaviour of time steps with and σ from the other schemes. We can write the BE scheme (4) and Eyre's scheme (5) for AC in an instructive way
Knowing that the truncation error for BE is O(k 2 / 2 ) we see that the truncation error for the Eyre scheme is dominated by the last term in its expression above, which has leading order k
Thus, the advantage of the Eyre scheme to be able to take large time steps and remain energy stable is never realized if accurate computational results are required. Reference [20] has an alternate way to view the loss of accuracy that does not highlight this asymptotic difference. We can determine the dominant term in the local truncation errors of the other schemes applied to AC:
We see that while all methods are second order accurate, the Secant and DIRK2 methods will take asymptotically (as → 0) more time steps for the same local tolerance σ. The results are summarized in Table 1 . It is Table 1 : Order predictions for the behaviour of the numerical schemes with local error tolerance σ in the metastable regime of AC dynamics. Here, L is the local error, k is the time step size, and M is the number of time steps to reach a fixed end time.
clear that BE takes asymptotically (as → 0) fewer time steps than Eyre and is more accurate, although they are both first order in time step size. TR and BDF2 take asymptotically fewer time steps than Secant and DIRK2 although they are all second order methods. The computations in Section 4 below show that these time step estimates correspond to real computational behaviour. Tables 1 and 2 and how it varies with and σ. As shown in Figure 3 we are also predicting how a profile of time steps k(t) behaves with and σ.
Remark 1 We predict the number M of time steps in

Predicted time step sizes for CH
The same local truncation analysis can be done for the CH in the metastable regime where the solution has the same interface structure (7) with the interface Γ moving approximately with Mullins-Sekerka flow in O(1) time. BE, TR and BDF2 have the same error expressions as above, but Eyre, Secant and DIRK2 have local truncation errors when applied to CH listed below:
where we have used the fact that the Laplacian ∆ increases the size of terms by 1/ 2 near the interface. The results are summarized in Table 2 . The predictions in this table are validated in the numerical experiments in the next section. Although the methods all have the formal order of accuracy in Table 2 : Order predictions for the behaviour of the numerical schemes with local error tolerance σ in the metastable regime of CH dynamics. Here, L is the local error, k is the time step size, and M is the number of time steps to reach a fixed end time.
terms of time step size, the behaviour as → 0 varies significantly. Note that the gap between BE and Eyre, and between TR/BDF2 and Secant/DIRK2 is wider for CH dynamics than it was for AC.
Discussion: the source of increased local error
In the metastable regime, the two terms in AC and CH (diffusion and nonlinear reaction) are both large but approximately cancel to give the slow dynamics. The methods with asymptotically (as → 0) small local errors (BE, TR, BDF2) have dominant truncation errors that are pure time derivatives of the solution, which inherit this high order cancellation. The methods which have large local errors (Eyre, Secant, DIRK2) have truncation errors that involve the reaction term individually, hence the amplification in size. In particular, DIRK2 applied to u t = F(u) has an error proportional to F u 2 t . From this discussion, we believe the ranking of the schemes in this work will also apply to other nonlinear problems with metastable dynamics.
Computational Results
Allen Cahn
We take initial conditions in the form of a radial front
and compute with = 0.2, 0.1, 0,05 and 0.025. The benchmark for accuracy is the time T at which the value at the domain centre (π, π) changes from negative to positive. Except for the exponentially small (in ) derivative discontinuities at the periodic boundaries, the dynamics approximate the sharp interface limit of curvature motion of a circle. The expectation from asymptotic analysis of the sharp interface limit is that
This is confirmed by the numerical solutions below. Some snapshots of the dynamics are shown in Figure 2 . A video of the dynamics is also available [17] .
First order methods
The PCG approach is known to have bounded condition number under the scaling k = C 2 for BE with C < 1 [20] and we observe good behaviour in the example below even with C > 1 in the metastable regime. It is observed computationally in this work that the PCG for Eyre's method is independent of k and although the authors are not aware of a proof in the literature.
Results of the numerical experiments in which σ and were varied for BE and Eyre are shown in Tables 3 and 4 . Spatial errors do not affect the digits shown in the results. Table 3 validates the second order O(k 2 ) local truncation error since the number of time steps was predicted to be M = O(1/ √ σ) for both methods with constant, noting that √ 10 ≈ 3.16. Such results for other schemes and for the CH benchmark problem below are not shown, but verify the formal accuracy of the schemes. Table 3 : Computational results for the AC benchmark problem with fixed = 0.2 and local error tolerance σ varied. BE results are on the left, Eyre on the right. Here, M is the total number of time steps taken (with the ratio to the value above in brackets), CG is the number of conjugate iterations (with the ratio to the number of time steps in brackets), E is the error in the benchmark time. Table 4 : Computational results for the AC benchmark problem with fixed local error tolerance σ = 10 −4 and varied. Here, M is the total number of time steps taken (with the ratio to the value above in brackets) and CG is the number of preconditioned conjugate gradient iterations (with the ratio to the number of time steps in brackets), E is the error in the benchmark time with * denoting a result correct to three decimal places. The time steps decrease in size as the simulation approaches the topological singularity at t ≈ 2. Note that the profiles k(t) have the same shape and are scaled in σ and according to our theoretical predictions.
involves more computational work than BE and gives less accurate answers. CG counts for both methods are small as expected. You see (unexpectedly) that the final accuracy of BE does not seem to degrade as → 0 for fixed σ. This is discussed in Section 5 below.
For completeness, we show the time step sizes as a function of time for BE in Figure 3 with and σ varied. As mentioned in Remark 1 our predictions for the behaviour of the time steps sizes k as and σ are varied describe a profile k(t).
Remark 2 Note that for the BE computation for = 0.025 we can still get reasonable accuracy taking σ = 10 −2 . In this case, the maximum value of k/ 2 is 14.6. Clearly, the theory which guarantees existence of solutions and energy decay for k < 2 [20] can be improved for metastable dynamics.
Second Order Methods
The CG counts of all the second order methods are relatively insensitive to , similar to the first order methods shown above. We show the number of time steps used for the four methods in Table 5 , for σ = 10 −4 fixed and varied. The superiority of TR and BDF2 is clearly seen with 
Cahn Hilliard
For the initial conditions we take
with r = (x − π) 2 + (y − π) 2 and compute with = 0.2, 0.1, 0,05 and 0.025. As before, the benchmark is the time T at which the value at the domain centre (π, π) changes from negative to positive. The dynamics are shown in Figure 4 and a video of the dynamics is also available [18] . Table 6 : Computational results for the CH benchmark problem with fixed local error tolerance σ = 10 −4 and varied. Here, M is the total number of time steps taken (with the ratio to the value above in brackets), CG is the number of conjugate iterations (with the ratio to the number of time steps in brackets), and E is the error in the benchmark time with * denoting a result correct to three decimal places.
First order methods
Results of the numerical experiments in which is varied for BE and Eyre are shown in Table 6 below. These validate the prediction of M = O(1/ ) for BE and M = O(1/
2 ) for Eyre with σ constant. For CH, the implicit problem for BE is more difficult to solve as → 0 with fixed σ, but it is still more accurate than Eyre stepping for equivalent computational cost. As with AC, we see that BE does not suffer from global accuracy decrease as → 0.
Second order methods
The CG counts for the second order methods behave like those of BE with as shown above. We show the number of time steps used for the four methods in Table 7 , for σ = 10 −4 fixed and varied. The superiority of TR and BDF2 is clearly seen, consistent with M = O(1/ ) , compared to M = O(1/ 5/3 ) (noting that 2 5/3 ≈ 3.17) for Secant and DIRK2 as predicted above.
Accuracy and Asymptotic Consistency
Consider the accuracy results in Table 4 for BE applied to AC with fixed local error tolerance σ = 10 −4 and varied . Note that the accuracy in the benchmark time does not degrade as → 0. This is unexpected, as a naïve prediction would be that the final accuracy scaled like Table 7 : Computational results for the second order methods applied to the CH benchmark problem with fixed local error tolerance σ = 10 −4 and varied. Shown are the total number of time steps taken (with the ratio to the value above in brackets)
M is the number of time steps. It is clear that the resulting solution accuracy for the schemes under specified local error tolerance is a nontrivial question.
Consider again the approximate solution structure in the metastable regime (7) . We consider the scaling k = c with c sufficiently small and fixed. We write
where e n is the error, which we wish to characterize. We can assume that e n is largest near the interface and so representable in the local coordinates e n (s, z) as shown in Figure 1 . At each s we make an L 2 (in z) orthogonal decomposition of e n in the following way:
where r n (s, z) ∈ span{g (z)} := G and w n ∈ G ⊥ at each s. Inserting (9) into the discrete equation (4), linearizing around the exact solution keeping only dominant terms, gives
where L := ∂ 2 /∂z 2 + f (g) and τ n is the local truncation error. To lowest order in k,
at t = (n + 1)k where V is the normal velocity of the interface (curvature for AC). This is a typical result for smooth nonlinear problems, that the error is approximately due to the linearized problem forced by the truncation error. Note that g ∈ G ⊥ (this does not depend on the specific reaction term f = u 3 −u chosen here) and L has G as its kernel and has bounded inverse on G ⊥ from standard Fredhold theory [11] . We use K for L −1 | G ⊥ . Using the decomposition (10) in (11) with the expression for the dominant truncation error τ above we see there is a natural decomposition of the error into the spaces G and G ⊥ :
to dominant order (in → 0). We can sum (12) over O(1/k) time steps to find r = O(c) and consider (13) to see that w = O(k). In words, because the dominant truncation error is in G ⊥ , it is heavily damped every time step and only a lower order term accumulates in the global temporal error. No other time stepping method considered in this work has this property.
The authors are preparing a manuscript in which these formal arguments are made rigorous [5] .
Remark 3 Note that the error estimator (6) uses F(u) which sees the undamped dominant truncation error term, which is why the number of time steps behaves with in the manner predicted in Section 3.1.1. Thus for BE applied to AC in the metastable regime, the estimator asymptotically overestimates the local error.
Discussion and Future Work
We have identified the scaling of time stepping for several first and second order schemes for AC and CH under the restriction of fixed local truncation error, σ. In particular, we derive the asymptotic behavior of time-step number with σ and asymptotic parameter and verify these results against numerical experiments. We see that methods whose dominant local truncation error can be expressed as a pure time derivative have better asymptotic performance under fixed local truncation error than those schemes without this property. BE, TR, and BDF2 all have this desirable property. We believe these methods will also have superior performance for other problems with metastable dynamics.
Our numerical results show that BE performs better than expected in the small regime and we argue that this is due to its local truncation error lying entirely in the heavily damped spectral space associated to the linearization around the front solution. The authors are developing a more rigorous analysis of this phenomenon [5] . Accurate local error estimation for these problems is another interesting question to pursue.
