Among algorithms in recommendation system, Collaborative Filtering (CF) is a popular one. However, the CF methods can't guarantee the safety of the user rating data which cause private preserving issue. In general, there are four kinds of methods to solve private preserving: Perturbation, randomization, swapping and encryption. In this paper, we mimic algorithms which attack the privacy-preserving methods with randomized perturbation techniques. After leaking part of rating history of a customer, we can infer this customer's other rating history. At the end, we propose an algorithm to enhance the system so as to avoid being attacked.
Introduction
Recently, with the rapid development of science and computer technology, recommender systems are ubiquitous on e-commerce websites. People can get great convenience in sharing information and resources. In the meanwhile, it's easy to be stuck in the information overload. The research on personalized recommendation is coming into being in time.
Typically, the recommender system is based on the recommender algorithm. There are four major types of algorithms: content-based recommendation, collaborative filtering (CF) recommendation, recommendation based on network structure and graph theory and hybrid recommendation [1] , CF is the earliest and most successful technology applied to the recommendation system. It can be further categorized into the neighborhood-based methods and model-based methods [2] . On the paper, we mainly discuss the first one. Moreover, the neighborhood-based methods are generally performed by the k nearest neighbor rule (KNN) [3] .
The task of collaborative filtering recommendation system based on KNN can be abstractly described as follows [4] : Considering a matrix represents a user's revealed or stated preference for the whole items. Through the preference of the users, we can predict a user's preference on some items by means of his k nearest neighbors' preference, but it arise a series of security problems.
It has shown that continual observation of recommendation with some background information makes it possible to infer the individual's rating or even transaction history, especially for the neighbor-based methods [4] . This is usually called as a KNN attack, in which an adversary can infer the rating history of an active user by creating fake neighbors based on background information [3] .
To overcome this challenge, researchers propose different privacy-preserving schemes to produce prediction without jeopardizing privacy [6] . Some mask users' confidential information data before submitting them to the data holder by disguising the rated items and the ratings [7] . In a certain sense, even it can improve scalability of user-item matrix, but when a user, a sunset of his transaction history is available to the attacker, an inference attack can be successful if it enables the attacker to learn items which are not part of the known items [4] .
To resist KNN attack, the neighbor information in both stages should be preserved, we integrate Zhu's algorithm [2] to address the problem. In the stage of selecting k neighbors, we can employ the exponential mechanism ensuring little influence on the chosen probability for a particular item after deleting a user. Thus the attacker can't infer the rating history by creating fake ratings .
To copy with the sparsity of user-item matrix, in the study, we give the definition of content-based profiling (CBP) of user's ratings based on item categories, moreover, we can preserving the user's rating record, if we combine with the PNS, we can get better result.
Preliminaries
Description of the recommendation system. The recommendation system collects user's ratings and form user-item matrix n×m, representing ratings from n users on m items. For an active user (a), we can predict the rating for a target item (q) after sending her available ratings. The prediction consists of two steps:
(1) Select neighbors by computing similarities between user a and the rest of users;
(2) Predict a weighted prediction according to preferences of neighbors on q. Calculate the similarities between user a and any user u. Pearson's correlations coefficient (PCC) is given in
where r ui is the rating for item i from user u; r u is the average rating of user u; m is the number of items which are co-rated by uses. After comparing similarities, choose the K closest neighbors based on similarities. P aq means a prediction for a on q, namely, Related Work. To solve the sparsity of user-item matrix and improve scalability, Chen et al used orthogonal non-negative matrix tri-factorization [8] . Jeong et al offer a novel iterative semi-explicit rating method, which aggregates neighbor ratings and extrapolates unrated elements in a semi-supervised manner to obtain a dense preference matrix [5] , and Russell and Yoon applied discrete wavelet transformation as an approach to enhance the scalability of memory-based collaborative filtering recommender systems, in which data size was reduced significantly to decrease time [9] .
After overcoming the sparsity and scalability problems, the quality of predictions are taken into consideration. Kim et al propose a collaborative filtering method to provide an enhanced recommendation quality derived from user-created tags [10] , and Lee et al propose a CF-based recommendation methodology based on both implicit ratings and less ambitious ordinal scales [11] .
As the information overload becoming more and more serious, privacy-preserving grasping more and more interests. Kaleli and Polat propose a novel privacy-preserving scheme to produce SOM clustering-based recommendations on vertically distributed data among multiple parties [12] . Bilge and Polat build RPT onto discrete wavelet transform-based recommender systems to preserve individuals' privacy [13] .In the paper of ALPER and Huseyin, they focus on privacy-preserving schemes applied on clustering-based recommendations to produce referrals without greatly jeopardizing users' privacy [5] .
KNN Attack. Recently, Calandrino et al presented the KNN attack [4] . They claim that if the partial rating history is available to the attacker, they can infer user's remaining rating history.
Considering an attacker has known the user U's partial transaction history, i.e., he already know m items which user U has already rated ,his goal is to find out the remaining rated item that he does not know. The attacker initially creates k fake users as sybils, and arrange the sybils' rating history with the m items using the user U's rating history. With the KNN and CF method, there are high probability that k nearest neighbors of each sybils will consist of the other k-1 sybils and the user U, the attacker can scan the recommendation list which given by the recommendation system according to the similarities among all users. If any item not belong to the former m items occurs, it should be rated by the user U.
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For traditional CF methods, a KNN attack can perform well due to the sparsity of a typical rating dataset, and m=O (log n) is dangerous for the user to be attacked, where n is the total number of users in the rating dataset. However, in the paper, the KNN attack are based on the masked data with privacy protection by randomized perturbation techniques Experiment Dataset. In order to illustrate the performance of our proposal, we carry out the experiment based on the MovieLens dataset (http://www.movielens.org/) which has been widely used in the CF methods. It consists of 1.000.209 ratings, which was assigned by 6040 users on 3952 movies. The data guarantees that each user give their preference on at least 20 movies, the rating scores vary from 0(bad) to 5(excellent).we employ part of the dataset to perform the experiment.
Experimental Setup. In order to simplify the process of the KNN attack algorithm, we present the recommendation system in Fig.1 (a) .
To evaluate the KNN attack method, the steps are follows, which are showed in Fig.1 (b) . Select the active user a, the data are based on the MovieLens dataset; we can choose the active user from the 3952users randomly. Then, set the true rating number M, it assumes that the attacker has already known the k rating history of the active user a. Creat K fake sybils, they just have rated m movies which are based on the active user a, and the other ratings are put to zero. Afterwards, update the previous dataset, and add the k fake sybils to the former rating dataset. Given the recommendation to the sybils, we put the updated data into the recommendation system (the process are presented in Fig.1 ). For the sybils, every movies will have its own prediction, and we sort the prediction rating in decrease.
For the active user a, we denote the number which had been rated as N, and counting the number D which the movies occur in the rated dataset and are recommended to sybils (we just recommend the first N movies in the prediction dataset), so the accuracy S:
The experiment is implemented by Matlab R 2012b and conducted on a PC. We carry out a series of K and M, they are compared in terms of the attack accuracy, in the following part, we will discuss the result in detail. 
Results and Conclusion
The Influence of K. In the experiment 1, we choose the 4169th user as the active user, and he has rated 2314 movies, we set the true rating number M as 600 and 800,and let the fake sybils K range from 500 to 1000, it has predicted that the attack accuracy S just makes little difference, as shown in Table1. The Influence of M. In the experiment 2, we choose the 1010th user as the active user, and he has rated 1004 movies, we set the fake sybils K as 300 and 450, and let the true rating number M range from 500 to 1000, it has predicted that the attack accuracy S changed a lot, in a certain range, with the increase of M,S shows greater. But when M is larger than 400, the attack accuracy is becoming worse and worse as shown in Table 2 . The influence of N. When we set the same M and K, we figure out that the attack accuracy S is greater while the user give more rating on the movie. Though for the 62th user, S is lower as 0.5, because the rating number is small, it is a small part of the movie dataset. But for the maximum rating user, the prediction is pretty good, S can reach at least 0.7, owing to the half of the rating movies, the user can be attacked easily.
Moreover, for the true rating number M and the fake sybils M, M is the vital factor. In the process of recommendation, clustering is the significant stage, it determines whether the k fake sybils can be clustered together, further it influences the prediction and the accuracy.
Conclusion
For the KNN collaborative filtering algorithm, though the privacy can be protected by adding random rating, it can be attacked partly, when the rating movie number increase, the threat to the 720 Mechanics, Mechatronics, Intelligent System and Information Technology privacy of the user is serious. In the experiment in part V, it predict that the user's information can be access to 75% if the parameter is set right, with the increase of the rating movie, the accuracy of prediction can be higher.
To solve the problem of KNN and CF algorithm, we can adopt a private neighbor selection method. In a sense, it can prevent the adversary from inferring "who is the neighbor". Specifically, we choose a mechanism to perform private selection on the item similarity matrix to find k neighbors. The mechanism should guarantee there are high chance that the k nearest neighbor will be chosen, and deleting a user has little impact on the chosen probability, so it is unlikely to infer the rating history by creating faking neighbors of active user
