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ABSTRACT
Design of High Performance Frequency Synthesizers
in Communication Systems. (May 2005)
Sung Tae Moon, B.S., Seoul National University
Chair of Advisory Committee: Dr. Edgar Sa´nchez-Sinencio
Frequency synthesizer is a key building block of fully-integrated wireless com-
munication systems. Design of a frequency synthesizer requires the understanding of
not only the circuit-level but also of the transceiver system-level considerations. This
dissertation presents a full cycle of the synthesizer design procedure starting from the
interpretation of standards to the testing and measurement results.
A new methodology of interpreting communication standards into low level cir-
cuit speciﬁcations is developed to clarify how the requirements are calculated. A
detailed procedure to determine important design variables is presented incorporat-
ing the fundamental theory and non-ideal eﬀects such as phase noise and reference
spurs. The design procedure can be easily adopted for diﬀerent applications.
A BiCMOS frequency synthesizer compliant for both wireless local area network
(WLAN) 802.11a and 802.11b standards is presented as a design example. The two
standards are carefully studied according to the proposed standard interpretation
method. In order to satisfy stringent requirements due to the multi-standard ar-
chitecture, an improved adaptive dual-loop phase-locked loop (PLL) architecture is
proposed. The proposed improvements include a new loop ﬁlter topology with an
active capacitance multiplier and a tunable dead zone circuit. These improvements
are crucial for monolithic integration of the synthesizer with no oﬀ-chip components.
The proposed architecture extends the operation limit of conventional integer-
iv
N type synthesizers by providing better reference spur rejection and settling time
performance while making it more suitable for monolithic integration. It opens a
new possibility of using an integer-N architecture for various other communication
standards, while maintaining the beneﬁt of the integer-N architecture; an optimal
performance in area and power consumption.
vTo my beloved wife Sung Hwa and son Hahnseok
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1CHAPTER I
INTRODUCTION
A. Background and Motivation
Wireless communication gained popularity as the electronics industry introduces ac-
cessible consumer products leading the emerging market. Recent advance of personal
electronic devices demands a high performance network connectivity between the de-
vices to provide users maximum eﬃciency and convenience. Wireless local area net-
work (WLAN) is one of the most popular among many short-distance communication
standards such as Bluetooth and HiperLAN. WLAN has become the preferred choice
over other standards due to its transparency to users accustomed to well established
wired local area network (LAN).
Two major limitations of WLAN systems have been low data rate and high
cost. The former is being overcome by allocating new frequency bands for WLAN
service. Among these are the industrial-scientiﬁc-medical (ISM) band at 2.4 GHz
and the unlicensed national information infrastructure (U-NII) band at 5 GHz. New
standards have been developed with still others under development to take advantage
of these frequency bands.
To be cost eﬀective, a practical implementation of WLAN emerged as the 802.11b
supplement, specifying the physical layer extension in the 2.4-GHz band. However, a
11 Mbit/sec throughput turns out to be not enough as the usage model shifted from
text-based content to multimedia content. 802.11a extends the capability of WLAN
by moving the physical layer extension into 5-GHz band. With wider bandwidth
available, a 802.11a transceiver can reach a throughput of 54 Mbit/sec.
The journal model is IEEE Transactions on Automatic Control.
2The most eﬀective way to save production cost and to minimize form factor
has been a monolithic implementation of entire RF transceiver on a single chip. Even
though 802.11b and 802.11a both provide same services to user, due to the popularity
of 802.11b equipment, most of the new products have to support both standards at
the same time. The cost of supporting both standards, however, is a major concern.
Therefore, a multi-standard transceiver is essential to keep the size and cost at a
minimum, while maximizing the amount of shared building blocks in both operating
modes.
The increasing demand for high-performance WLAN system is the motivation for
studying here the design of fully integrated receiver for multi-standard 2.4 GHz and
5 GHz. In this dissertation we focus only on the frequency synthesizer and describe
how new architectures and circuit topologies enable us to reduce the cost and power
consumption while achieving high performance and high integration.
B. Organization
The main objective of this dissertation is to study the design procedure of high per-
formance frequency synthesizers for multiple wireless communication standards. To
prove the eﬀectiveness of the procedure we demonstrate in the context of a multi-
standard WLAN 802.11a and 802.11b receiver. The design procedure developed in
this study applies to various wireless communication standards and is not limited to
WLAN application.
The following chapter introduces three short-range wireless communication stan-
dards and discuss how the information in the given standard document can be trans-
lated into more speciﬁc circuit level requirements. In this chapter we cover Bluetooth,
WLAN 802.11a and WLAN 802.11b standards.
3Chapter III deals with phase-locked loop (PLL) based frequency synthesizers,
which are an essential part of any modern wireless system. In this chapter we specif-
ically examine system level PLL design strategies. The trade-oﬀ eﬀect of loop band-
width and phase margin on loop settling time, stability, spur levels, and output phase
noise are studied and design recommendations are developed. We show a very simple
and eﬀective design procedure for WLAN 802.11b synthesizer as an example. We also
present a brief review of recent advances on frequency synthesizer design.
Chapter IV focus on high frequency and low noise voltage controlled oscillator
(VCO) design techniques. In this chapter we review existing low phase noise VCO
design procedures and present recent development on low noise techniques.
In chapter V we put the theoretical developments of the previous chapters into
practice and present the implementation of a fully integrated BiCMOS frequency
synthesizer for multi-standard WLAN 802.11a and 802.11b at 5 GHz/2.4 GHz. The
experimental results show a superior spur rejection performance while meeting all
speciﬁcations of both target standards. Finally chapter VI concludes with a summary
and a list of suggestions for future work.
4CHAPTER II
INTERPRETING STANDARDS INTO SPECIFICATIONS
A. Introduction
Wireless communication – as the counterpart of wired communication such as tele-
phone and local area network (LAN) – found a revived popularity after introduction of
cellular phone and other personal electronic devices such as personal digital assistant
(PDA), portable personal computer (PC) and MP3 player. It is highly desirable for
those mobile devices to have a wireless connectivity to other similar devices or broader
network, namely the internet. There is a variety of communication standards to meet
diﬀerent requirements and accommodate usage models. The circuit design must be as
ﬂexible and agile as possible to keep up with rapid advances. Therefore, it is imper-
ative to develop a systematic procedure to translate the requirements of a standard
into lower level circuit speciﬁcations. These relations are generally intuitively clear to
most circuit designers but when it reaches to the point when accurately establishing
the detailed numerical specs, such as settling time and phase noise, confusion and
indetermination rule as appropriate literature is lacking or hard to ﬁnd.
Fig. 1 shows relationships between standards and circuit speciﬁcations, concern-
ing the design of frequency synthesizer. Usually a multitude of information from
standard documents have inﬂuences on the calculation of each speciﬁcation. Then
the determined speciﬁcations aﬀect more than one building blocks and even the ar-
chitecture of the synthesizer itself. Among the building blocks, the loop ﬁlter need
the most information from the speciﬁcations. This is because the loop ﬁlter is the
only building block that has enough ﬂexibility and open variables to balance the
trade-oﬀ of the conﬂicting requirements. Other building blocks such as VCO and
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Fig. 1. From standards to speciﬁcations
prescaler have also critical eﬀect on the performance. However, there are limitations
how far the performance of those building blocks can be improved within the bound-
ary of the given process technology without being excessively expensive in terms of
power dissipation and chip area. Once the performance of the other building blocks
is determined, the loop ﬁlter can compensate for their shortcomings.
The detailed speciﬁcations for the transistor-level design of frequency synthesizers
are not readily available from the standard, but are embedded within the description
of the requirements for the communication system. Also, particular characteristics of
the system design set constrains in the speciﬁcations of the frequency synthesizer. For
example, even though the RF frequencies are set for a given standard, the selection of
a given intermediate frequency (IF) determines the required output frequency range
of the synthesizer. Table I is used to illustrate the information in some standard
documents, that is relevant to frequency synthesizer design. Full details of several
6Table I. Short range wireless communications standards
Bluetooth 802.11a 802.11b 802.11g
Bit rate 1 Mbps 54 Mbps 11 Mbps 54 Mbps
Sensitivity -70 dBm -82 dBm -76 dBm -76 dBm
Frame Error Rate 10−3 (BER) 10−5 8× 10−2 8× 10−2
Band (MHz) 2400–2479 5180–5805 2412–2472 2412–2472
Channel Spacing 1 MHz 20 MHz 5 MHz 20 MHz
Accuracy ±75 kHz ±20 ppm ±25 ppm ±25 ppm
Settling < 259 µs 224 µs 224 µs 224 µs
Interference +40 dB +32 dB +35 dB +35 dB
at 3 MHz at 40 MHz at 25 MHz at 25 MHz
wireless communication standards can be found in [1–4].
B. Frequency Band and Tuning Range
Every communication standard utilizes a speciﬁc frequency band in the spectrum
of electro-magnetic waves according to the usage models, and the regulations of the
governing body. For instance, the 2.4 GHz ISM band is most popular for short range
communication standards such as Bluetooth and Wireless LAN, because the usage
of the ISM band is free and the frequency is high enough to limit the reach of the
transmitted signal.
The architecture of the entire receiver in which the synthesizer is being part has
signiﬁcant eﬀect on the tuning range speciﬁcation. What is given in the standard
documents is the center frequency of each channels that the standard speciﬁes for
a multiple access purpose. In order to down-convert the signal of a given channel
to an IF, the carrier signal from the synthesizer should be IF away from the center
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Fig. 2. Channel center frequency and carrier frequency
frequency. Fig. 2 shows the relationship between the channel center frequency and
the carrier frequency. The carrier frequency can be either higher or lower than the
channel center frequency depending on the architecture of image rejection mechanisms
employed by the receiver system. In the case of a direct-conversion receiver, where
the IF is zero, the carrier frequencies and the channel center frequencies are identical.
In PLL based frequency synthesizers, the tuning range of the VCO determines
the limits on the overall system tuning range. The tuning range of the VCO should be
much larger than the frequency band of interest since it has large range of uncertainty
due to process variations and modelling uncertainties. A 20% deviation in either
inductance or capacitance in a LC oscillator result in more then 10% error in the
output frequency.
More rigorous analysis of the eﬀect of process variations on the tuning range is
as follows. Fig. 3 depicts the situation where the tuning range of a VCO is aﬀected
by process variations. While the standard document speciﬁes the tuning range of the
synthesizer from fspec low to fspec high, a real implementation of the VCO has tuning
range target from ftarget low to ftarget high. In order to compensate the eﬀect of process
variations, the tuning range of the real implementation should be larger than the
speciﬁcation given by the standard. Now we quantify exactly how much overhead is
required. Assuming the carrier frequency is tuned by a LC-tank resonator,
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Fig. 3. Determining tuning range speciﬁcation under process variations
ftarget low =
1
2π
√
LCmax
(2.1)
ftarget high =
1
2π
√
LCmin
(2.2)
where Cmax and Cmin are the capacitance limits of the varactor to be designed. The
passive circuit elements L and C can vary due to the process variations. The range
of the variation is deﬁned as,
αL < L < βL (2.3)
γC < C < δC (2.4)
α, β, γ, and δ are the ratios of the variation where 0 < α, γ < 1 and β, δ > 1. As
shown in the lower portion of Fig. 3, the variation of the circuit elements may shift
the low frequency boundary from ftarget low to f1, and the high frequency boundary
from ftarget high to f2. These new boundaries can be expressed as,
f1 =
1
2π
√
αLγCmax
(2.5)
f2 =
1
2π
√
βLδCmin
(2.6)
From (2.1) and (2.2),
f1 =
ftarget low√
αγ
(2.7)
9f2 =
ftarget high√
βδ
(2.8)
The new boundaries, f1 and f2 must cover the required tuning range from fspec low to
fspec high.
fspec low > f1 (2.9)
fspec high < f2 (2.10)
Combined with (2.7) and (2.8), the new requirements are,
ftarget low <
√
αγfspec low (2.11)
ftarget high >
√
βδfspec high (2.12)
The new requirements may seem to have just small diﬀerences, but in reality
they have signiﬁcant eﬀect on the tuning range speciﬁcations. We can verify this in
the following example. For Bluetooth receiver, the synthesizer is required to provide
carrier frequencies from 2.4 GHz to 2.48 GHz. If we assume ±10% variation for both
inductor and capacitor, the ratios of variation are α = γ = 0.9, and β = δ = 1.1.
From (2.11) and (2.12),
ftarget low < 0.9fspec low = 2.16 GHz (2.13)
ftarget high > 1.1fspec high = 2.728 GHz (2.14)
The new requirements state that the tuning range is increased from 80 MHz to
568 MHz, which is 7-times wider than the previous requirement. In terms of per-
centage value, the tuning range is increased from 3.28% to 23%. Other examples
including WLAN 802.11a and 802.11b standards with 10% and 20% process varia-
tions are summarized in Table II. All the examples show drastic increase in tuning
range requirements even with a relaxed process variation assumption of 10%. This
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Table II. Tuning range requirements under process variations (unit:MHz)
Standard 10% variation 20% variation
Bluetooth 2400–2480 2160–2728 1920–2976
(∆80) (∆568) (∆1056)
802.11a 5180–5805 4662–6386 4144–6966
(∆625) (∆1724) (∆2822)
802.11b 2412–2472 2170–2720 1929–2967
(∆60) (∆550) (∆1038)
is generally true in the cases of narrow-band communication standards with high
frequency carriers in GHz range.
Due to the extremely stringent requirement, it is normally not practical to design
a VCO covering the tuning range extended by process variations. A popular solution
to this is to implement an oﬀ-line discrete tuning capability using capacitor banks.
Digital input bits are selected before the operation of the receiver compensating for
the eﬀect of process variations by trimming the varactor. Each chip from a single
wafer may require diﬀerent tuning input bits since process variation highly depend
on the location of the chip on the wafer. Some well-controlled analog CMOS/BiCMOS
process technologies have better than 10% process variations for special inductors and
capacitors, limiting the expansion of tuning range due to uncertainty.
C. Channel Agility and Settling Time
Whenever the transmission or reception channel switches in a communication sys-
tem, the transceiver must change its local oscillator frequency to synchronize with
the received/transmitted signal. Since most frequency synthesizers utilize a feedback
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mechanism to control the accuracy of the output frequency, and minimize the dif-
ference between the output and the target frequency, the switching of the output
frequency cannot be instantaneous. The output frequency approximately follows the
step response of a second order system for very small phase errors. This condition
holds only when the frequency step is much smaller than the center frequency, as in
narrow-band systems. For large frequency steps in wide-band systems, the response
will slow down due to very non-linear behavior associated with large phase errors.
Frequency hopping, turnaround time and packet structure determines how fast
the loop has to settle below certain limit. For instance in the Bluetooth standard,
the frequency synthesizer settling time is not clearly deﬁned, but it can be calculated
from the relationship between the time slot length and the packet length. Detailed
information about packet structure can be found on Section 4.6 of the Bluetooth
standard document [4]. Fig. 4 summarizes all the diﬀerent types of packet structure
and their timing speciﬁcations.
2870µs
1626µs
366µs
Single time slot packet (HV1~3, DV, DM1, DH1)
625µs
1875µs
3-time-slot packet (DM3, DH3)
5-time-slot packet (DM5, DH5)
3125µs
Fig. 4. Bluetooth packet length
Since the Bluetooth standard uses frequency hopping at 1600 hops per second,
the transceiver is only allowed to transmit within a time slot of Tslot = 625 µs.
The length of a standard single packet to be transmitted in a time slot is 366 bit
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Table III. Settling time requirements
Downtime (Tdown) 75% of Tdown 50% of Tdown
Bluetooth 229 µs 171 µs 114 µs
802.11a 224 µs 168 µs 112 µs
802.11b 224 µs 168 µs 112 µs
long, corresponding to Tpkt = 366 µs. In addition, Section 9.1 Master/Slave Timing
Synchronization from [4] speciﬁes an uncertainty window of ±10µs due to the timing
mismatch between the transmitting device and the receiving device. This subtracts
Tuncertainty = 20µs from the downtime. Thus the downtime between two consecutive
time slots is,
Tdown = Tslot − Tpkt − Tuncertainty = 239 µs (2.15)
The transceiver must complete a transition between transmitting and receiving during
the Tdown period, including the settling of the frequency synthesizer. Likewise, the
downtime of the multiple time slot packets can be calculated in similar fashion. The
worst case is a 3-time-slot packet, which has 229 µs of downtime. Note that the
settling time of the frequency synthesizer is only a fraction of the turnaround time
because the blocks following the mixer, such as variable gain ampliﬁer (VGA), also
need certain amount of time to settle once the frequency synthesizer is settled.
Wireless LAN standards explicitly specify channel agility to be 224 µs in the
standard Section 18.4.6.12 [5]. A frequency synthesizer is considered to be settled
when the center frequency is stable within the frequency accuracy limit, which is
±60 kHz for the case of 802.11b. Finally Table III summarizes the settling time
requirements for Bluetooth, WLAN 802.11a, and 802.11b. Tdown is a theoretical
maximum of the settling time for synthesizer. 75% and 50% of Tdown is also shown
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for more realistic speciﬁcations. Generally a settling time of in the order of 100 µs is
required for safe operation.
D. Spectral Purity
The spectral purity of the local oscillator is usually not explicitly speciﬁed in most of
the communication standards. Instead, phase noise and spurious signal speciﬁcations
are usually derived from adjacent channel interference requirements [6]. The strongest
adjacent channel interferences of several popular short-range standards are listed in
Table I.
fLODC
PNPSig
PInt
PLO
fBW
PSig+PLO
PInt+PN+PBW
Fig. 5. The eﬀect of phase noise and interference
The eﬀect of phase noise and adjacent channel interference is shown in Fig. 5.
While the signal (PSig) is downconverted to DC or IF by the LO signal (PLO), the
interference (PInt) is also downconverted to DC or IF by the phase noise (PN) and
is added to the signal of interest. Since the phase noise is a random process, the
eﬀective bandwidth (PBW ) is added to calculate the total power. The signal to noise
ratio (SNR) of the baseband signal is the diﬀerence of the power of the two, and it
must be larger than the minimum SNR required to meet the receiver bit error rate
(BER) requirement
SNR = (PSig + PLO)− (PInt + PN + PBW ) > SNRmin (2.16)
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After rearrangement,
PN − PLO < (PSig − PInt)− PBW − SNRmin (2.17)
where PN − PLO denotes the phase noise requirement in dBc – a power spectrum
density relative to the carrier power. For example, from Table I, Bluetooth standard
speciﬁes an interferer of +40 dB at 3 MHz away from the desired signal. The channel
bandwidth is 1 MHz, which translates into PBW = 10 log 10
6 = 60 dB. The minimum
SNR requirement for a BER of 10−3 is 18 dB, which can be determined from system
level baseband simulations1. SytemViewTMsoftware is used to simulate GFSK coded
baseband signal for Bluetooth system. The BER of the ﬁnal signal is measured while
sweeping the additional noise power. Substituting these numbers in (2.17), the phase
noise requirement is −118 dBc at 3 MHz from carrier. This calculation assumes the
phase noise is white within the channel bandwidth. A realistic design goal should
include some margin from the calculated value.
fLODC
PSp
PSig
PInt
PLO
PSig+PLO
PInt+PSp
Fig. 6. The eﬀect of reference spur and interference
Reference spur can be a especially serious problem if the system uses narrow
channel spacing and the spur coincide with the adjacent channels as shown in Fig. 6.
1Since the adjacent channel downconversion due to phase noise is an additive noise
to the existing noise in the received signal, SNRmin must be 3 dB higher than the
calculated value.
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This kind of situation can happen when implementing Bluetooth transceivers with
an integer-N type frequency synthesizer. The calculation is similar to the previously
presented for phase noise case except that the interference is downconverted by spuri-
ous signal, which is considered as a single tone. With the SNR of the baseband signal
being,
SNR = (PSig + PLO)− (PInt + PSp) > SNRmin (2.18)
After rearrangement,
PSp − PLO < PSig − PInt − SNRmin (2.19)
where PSp − PLO denotes the power of spurious signal in dBc, relative to the carrier
power. For example, Bluetooth standard speciﬁes an interferer of +30 dB (PSig−PInt)
at 2 MHz away from the desired signal. The reference spur can be also at 2 MHz
away from the carrier if the frequency of the reference signal is 2 MHz. The minimum
SNR requirement is 18 dB (SNRmin), same as the previous example. Substituting
the numbers in equation (2.19), the spurious signal requirement results in −48 dBc
at 2 MHz from carrier.
fLODC
PSp
PSig
PLO
Fig. 7. The eﬀect of reference spur in 802.11b system
In the case of Wireless LAN 802.11b as shown in Fig. 7, the reference spur can fall
within the received signal, not the adjacent channel because the channel bandwidth
can be larger than the reference frequency. The SNR of the received signal is degraded
16
Fig. 8. Block diagram of SystemViewTM setup
by a pair of downconverted signals of itself due to spurs. If we assume the eﬀect of
the downconverted signals due to spurs is comparable to that of the existing input
noise, we can calculate the SNR at the output of the mixer as,
SNR = (PSig + PLO)− (PSig + PSp + 6 dB) > SNRmin (2.20)
where 6 dB comes from the fact that there are two side bands (+3 dB) and existing
input noise (+3 dB). After rearrangement,
PSp − PLO < −SNRmin − 6 dB (2.21)
Since the minimum SNR requirement at the output of the mixer is 21.5 dB, the spur
requirement is less than 27.5 dB.
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More accurate result can be found from system level simulations taking into ac-
count the eﬀect of ﬁltering and correlation factor. Also, the dynamics of the spurs
such as sensitivity to input SNR and BER can be determined by simulating the spe-
ciﬁc level of spur that degrades the receiver BER below the given speciﬁcation. The
complementary code keying (CCK) coded baseband signal of 802.11b system is simu-
lated using SytemViewTMsoftware. The block diagram of the setup in SytemViewTMis
shown in Fig. 8. Source signal is a random digital bit stream generated by token #114
on the lower left corner. The source signal is CCK coded by an encoder token #8.
The baseband signal is formed by adding (token #190 and #191) the encoded source
signal and white noise (noise source token #151 and #109). The power of the added
white noise can be adjusted by gain stages (token #178 and #179), so that the
signal-to-noise ratio (SNR) of the input signal can be programmed. The same source
signal is redirected and then up-converted (mixer token #171 and #173) by 2 MHz
to emulate the spurious signals at the same frequency oﬀset away from the carrier.
The baseband signal and the up-converted spurious signal is added (token #159 and
#164) to simulate the degradation due to reciprocal mixing. The mixed baseband
signal is ﬁltered by a pair of low pass ﬁlters (token #135 and #136). Decoding of
the ﬁnal signal is done by a CCK decoder (token #101). Finally the degradation of
the signal is measured in terms of BER by BER measurement block (token #118)
comparing the original bit stream from the source and the output bit stream from
the decoder.
Simulation results are presented in Fig. 9. The SNR of the input signal swept
from 10.5 dB to 14 dB, while four diﬀerent spur power of −34, −28, −22 and −16 dB
are degrading the input signal. The result shows that the reference spur must be
at least 25 dB below the carrier signal to keep a BER better than 10−5 when the
input SNR is 12 dB. This requirement needs additional margin for a realistic design
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Fig. 9. The eﬀect of reference spur at 2 MHz in 802.11b system
Table IV. Spectral purity requirements
Reference spurs Phase noise
Bluetooth −54 dBc −124 dBc/Hz
at 2 MHz oﬀset at 3 MHz oﬀset
802.11a −40 dBc −126 dBc/Hz
at 2.5 MHz oﬀset at 40 MHz oﬀset
802.11b −40 dBc −126 dBc/Hz
at 2 MHz oﬀset at 25 MHz oﬀset
because it is sensitive to the variation of the input SNR: if the input SNR drops to
11.5 dB, the spur rejection requirement is increased by 9 dB, resulting in 34 dB below
the carrier.
Table IV summarizes the reference spurs and phase noise speciﬁcations calculated
for Bluetooth and WLAN standards. All the speciﬁcations assume 6 dB margin from
the raw calculated values. More robust design can use higher margin such as 12 dB.
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Table V. Summary of speciﬁcation mapping
Standard Speciﬁcation
General 802.11b General 802.11b
Frequency Band 2412–2472 MHz Tuning range 2412–2472 MHz
Channel spacing 5 MHz Tuning step 1 MHz
Hopping rate N/A Settling time 224 µs
Packet structure N/A Settling time N/A
Interference +35 dB at 25 MHz Phase noise −126 dBc at 25 MHz
Interference N/A Spur rejection −25 dBc at 2 MHz
Table V summarizes the mapping relationship between the communication stan-
dard and the building block speciﬁcation. It is possible for several aspects of the
standard to be mapped into a single speciﬁcation, and vice versa. For illustration
purpose, a speciﬁc example for 802.11b standard is given in separate columns. Note
that the example shown here is only valid for a direct-conversion type receiver archi-
tecture, but is not universally applicable. Depending on the choice of IF, the tuning
range and step may result in diﬀerent values.
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CHAPTER III
FREQUENCY SYNTHESIZER: A PRIMER
A. Introduction
A frequency synthesizer (FS) is a device capable of generating a set of signals of given
output frequencies with very high accuracy and precision from a single reference fre-
quency. The signal generated at the output of the frequency synthesizer is commonly
known as local oscillator (LO) signal, since it is used in communication systems as
the reference oscillator for frequency translation as shown in Fig. 10. The reference
signal at high frequency is used to downconvert the incoming signal into a lower fre-
quency where it can be processed to extract the information it is carrying. The same
reference signal can be used to upconvert a desired message to an RF frequency, such
that it can be transmitted over the medium.
Normally, the FS output signal is a sinusoidal tone plus harmonic tones that are
added due to non-linearities. Fundamentally, the whole frequency synthesizer system
is designed to ensure the accuracy of its output frequency under any condition. In
fact, the accuracy requirements are so tight that the accuracy are in the order of tens
of ppm. For example, the ﬁnal frequency accuracy in Wireless LAN 802.11a standard
is 20 ppm, which translates into 116 kHz for a carrier frequency of 5.805 GHz [1]. In
Frequency
Synthesizer
to baseband
from baseband
LNA
PA Mixer
IF or DC
Fig. 10. The role of a frequency synthesizer in a communication transceiver
21
addition to the frequency accuracy, the spectral purity of the output signal and the
settling time determine the performance merits of a frequency synthesizer.
(a) Frequency accuracy (b) Amplitude
(c) Phase noise (d) Spurious tones
(e) Settling time
Fig. 11. Performance merits of frequency synthesizer
Five important performance merits of frequency synthesizer are illustrated in
Fig. 11. Amplitude requirement is usually dictated by mixers, which take the output
of synthesizer as one of its inputs. The mixers require the amplitude of the LO signal
to be higher than certain level so that the conversion gain is large enough for the
incoming RF signal. However, the amplitude cannot be indeﬁnitely large since it
can leak through the mixer and aﬀect the performance of the front end low noise
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ampliﬁer (LNA). Eventually the leaked LO signal is mixed with itself and appear as
a DC oﬀset at the output of the mixer. The DC oﬀset due to LO leakage is one of
the most critical problem in direct-conversion architecture receiver.
The spectral purity requirement can be divided into two aspects: phase noise and
spurious tones. Phase noise is random deviation of the frequency of the synthesizer
output due to noise injected into the oscillator. The spectrum shows diﬀerent levels
of skirts around the carrier frequency as shown in Fig. 11(c). All the building blocks
of a synthesizer can aﬀect the phase noise performance. In wireless systems, the
phase noise contribution of the oscillator itself has the most prominent eﬀect on the
overall transceiver operation. Spurious tones occur when the input reference frequency
modulates the VCO, generating sidebands around the carrier. The sidebands are
exactly input reference frequency away from the carrier in the spectrum. If the
reference frequency is small enough that the sidebands fall in the band of interest,
they can have serious detrimental eﬀect.
Although the design of a frequency synthesizer is based on the traditional design
methodology of a PLL, monolithic implementations for mobile systems have their
own nuances. Due to sampling nature of frequency divider, the loop characteristic
of frequency synthesizer deviates from well known second order PLL. A practical
design procedure to meet stability limit and settling time is derived from analytic
transfer function. In a fully integrated system, frequency synthesizer design is a
major challenge since it has to meet stringent and conﬂicting requirements.
This chapter discusses the general design considerations and recent developments
of frequency synthesizers designs. Section B and C covers the details of conventional
frequency synthesizer. Section D deals with the non-ideal eﬀects, such as phase
noise and reference spurs. Section E summarizes the recent development of advanced
techniques to improve the performance of frequency synthesizers. We assume the
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reader has a basic understanding of PLL operation [7] and builds on that knowledge to
describe more detailed design issues particular to wireless communications frequency
synthesizers.
B. Types of Frequency Synthesizers
1. PLL Based Integer-N Synthesizer
The most popular technique of frequency synthesis is based on the use of a PLL. The
loop is synchronized or locked when the phase of the input signal and the phase of the
output from the frequency divider are aligned. As shown in Fig. 12, the output of the
VCO in the integer-N synthesizer is divided and phase-locked to a stable reference
signal. Once the loop is locked, the output frequency equals the reference frequency
times N .
fout = N · fREF (3.1)
PFD CP LoopFilter
fREF
1/N
VCO
Channel Selection
f
outfout / N
Fig. 12. Integer-N architecture
Integer-N architecture is the preferred solution for minimizing power consump-
tion and die area due to its simplicity. The integer-N architecture, however, lacks
the ﬂexibility of arbitrarily choosing fREF as is possible in more complex architec-
tures. Since fREF is ﬁxed by channel spacing requirements, the loop bandwidth can
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be severely limited, especially since it has to be signiﬁcantly lower than fREF for
stability considerations.
Although, the integer-N synthesizers can generate output frequencies in steps of
fREF , the channel spacing is not necessarily equal to fREF . The maximum possible
fREF can be calculated as follows: First, the channel frequencies must be integer
multiples of fREF as shown in equation (3.1), but at the same time the channel
spacing also has to be an integer multiple of fREF . To satisfy both conditions, the
fREF has to be the greatest common divisor (GCD) of the channel frequency and
the channel spacing. For example, Wireless LAN 802.11b standard speciﬁes channels
from 2412 MHz to 2472 MHz in steps of 5 MHz. Thus, the maximum possible fREF is
GCD(2412 MHz, 5 MHz) = 1 MHz. For a diﬀerent example, Wireless LAN 802.11a
standard speciﬁes a channel at 5805 MHz and a step of 20 MHz. In this case, the
maximum possible fREF is GCD(5805 MHz, 20 MHz) = 5 MHz.
2. PLL Based Fractional-N Synthesizer
An inherent shortcoming of the integer-N synthesizer is the limited option for the
reference frequency, fREF , because of the integer-only multiplication. A fractional-N
synthesizer architecture solves this problem by allowing fractional feedback ratios.
Shown in Fig. 13, the fractional-N synthesizer has a dual modulus divider that can
switch its division ratio between N and N + 1. By dividing the VCO frequency by
N during K VCO cycles and N + 1 during (2k − K) VCO cycles, it is possible to
make the average division ratio equal to N + K/2k, assuming a k bits accumulator
controlling the prescaler. Thus,
fout = (N + α) · fREF ,where 0 < α < 1 (3.2)
However, if the division modulus is switched periodically, the output is modulated
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PFD CP LoopFilter
fREF
1/N
1/(N+1)
VCO
Channel Selection Σ∆Modulator
f
out
Fig. 13. Fractional-N architecture
by the beat frequency of the fractional modulus. It can be shown that the output
spectrum has tones at αfREF , 2αfREF and so on, relative to the carrier frequency.
These are fractional spurs and can be problematic since they are very close to the
carrier.
The fractional spurs can be reduced by breaking the regularity of the division
modulus switching period, eﬀectively making the beat frequency randomized. A
dithering mechanism using Σ∆ modulator can not only randomize the beat frequency,
but shape the noise spectrum so that it has more power at higher frequency. The high
frequency quantization noise is ﬁltered by the loop ﬁlter of the PLL. A combination
of the order of the Σ∆ modulator and loop ﬁlter order can reduce the high frequency
quantization noise at levels that make the eﬀect of the noise negligible [8].
3. Direct Digital Synthesizer (DDS)
A fundamental reason that a feedback control loop is used in the implementation of
frequency synthesizers is because the relationship between the control voltage and the
output frequency of a VCO is unpredictable and subject to variations from unwanted
excitations. If a VCO’s output signal frequency were always predictable with no
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variation, there would be no need to use feedback control to correct the error in
frequency. The output of the VCO would be used directly as the ﬁnal output of the
frequency synthesizer. In this hypothetical system, there would be no problem of
stability and settling time. The settling time would be only limited by the gate delay
of the channel selection input.
f
out
Accu-
mulator ROM DAC LPF
Channel Selection
Clock
011101110101100
...
Fig. 14. Direct digital synthesizer block diagram
DDS generates its output signal from the digital domain and converts it in ana-
log waveform through a digital-to-analog converter (DAC) and ﬁltering as shown in
Fig. 14. Since the waveform is directly shaped from the amplitude values from a
read-only-memory (ROM), it doesn’t require feedback and it has all the advantages
of the hypothetical system previously described. In addition, it has other advantages
such as low phase noise and possibility of direct digital modulation. The DDS is a
suitable choice when the carrier frequency has to be settled very fast with very low
phase noise [9]. The application of the FS is to generate frequency-hopped carrier
signals for NMT-900 cell phone standard. Another usage of DDS is when extremely
ﬁne frequency resolution is required [10]. This synthesizer covers a bandwidth from
DC to 75 MHz in steps of 0.035 Hz with a switching speed of 6.7 ns.
The most serious shortcoming of DDS is speed: the clock of the digital circuitry
has to be at least twice as high as the output frequency. Operating a ROM and a
DAC at 4.8 GHz to generate 2.4 GHz output signals can be challenging in current
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technologies, if at all possible, and power consumption will be prohibitively high. In
addition, large quantization noise and harmonic distortion of high speed DACs can
degrade the spectral purity of the output signal. Using an analog mixer to upconvert a
low frequency synthesized signal, in order to generate high frequency outputs without
an excessively high frequency clock, has been reported in literature [11]. However, it
is a costly solution since it needs an extra analog PLL and high frequency mixers.
C. Phase Locked Loop (PLL) Design
This section covers the fundamentals of PLL design for frequency synthesizers. Rather
than focusing on circuit implementation issues, system level designs such as loop
transfer function and stability considerations are addressed with insightful observa-
tions. Extensive PLL design techniques can be found in [7, 12,13].
1. Charge Pump PLL
Virtually all of the PLL-based frequency synthesizers utilize a charge pump PLL
that was ﬁrst introduced by Gardner [14]. Charge pump PLL has important advan-
tages that make it suitable for the implementation of frequency synthesizers. These
advantages include:
1. The operation of phase frequency detector (PFD) makes the frequency acquisi-
tion range not limited by loop bandwidth but only by VCO tuning range.
2. Due to poles at the origin, charge pump PLL has inﬁnite open-loop gain at DC,
which make the static phase error to be ideally zero.
Since the role of a frequency synthesizer is to generate a signal with precise fre-
quency over given bandwidth, acquisition is more important operation rather than
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tracking as in data/clock recovery system. Whenever the transceiver needs to switch
between channels, the loop has to go out of lock and then acquire the new frequency.
The fact that the reference frequency is ﬁxed further diminishes the importance of
tracking behavior. Emphasis on the acquisition suggests that the ideal PLL architec-
ture for frequency synthesizers should incorporate PFD that gives full range acquisi-
tion.
PFD CP
1/2π
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o
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z
)
(1+s/ωp)sC1
Loop Filter
R1
C1
C2
VCO
Fig. 15. Charge pump PLL block diagram and linear approximation
A simpliﬁed block diagram of the charge pump (CP) PLL is shown in Fig. 15.
The fundamental process of operation is as follows. First, the VCO oscillates at its
natural frequency assuming the control voltage is arbitrary at the beginning. The
PFD compares the phase diﬀerence between the reference signal φIN and the VCO
output divided by the frequency divider, φOUT . The output of the PFD is a series
of pulses whose duty cycle is proportional to the phase diﬀerence φIN − φOUT . The
CP converts the voltage pulses into current pulses with a predetermined amplitude
I. The loop ﬁlter converts the current pulses into a low-pass ﬁltered voltage signal
that controls the frequency of the VCO. If the feedback is negative, the error between
φIN and φOUT gradually become smaller and smaller until φIN = φOUT . In this state
the loop is referred to be locked. Once the loop is locked, the frequency of the VCO
output is equal to the frequency of the reference multiplied by the feedback factor N .
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The process of locking is not instantaneous because the loop has a limited band-
width. The transfer function of the loop has to be studied to estimate the behavior
of the loop during its transient operation. Since the operation of the PFD and CP
is performed in the discrete-time domain, the complete transfer function becomes
complicated due to the z-transform representation. A more intuitive equation can be
obtained by assuming the phase error is small. With this assumption, the PFD and
CP are modelled as simple gain blocks, 1/2π and I respectively, as shown in Fig. 15.
The linear approximation gives two critical equations useful for the initial design
of a PLL. The ﬁrst equation is an open-loop transfer function which is φOUT/φIN
assuming the loop is opened between the frequency divider and the PFD.
Hopen(s) =
φOUT
φIN
(3.3)
=
KDKo(1 + s/ωz)
(1 + s/ωp)s2
(3.4)
where KD = I/(2πC1N), ωz = 1/(R1C1) and ωp  1/(R1C2). The open-loop transfer
function is important because its phase margin indicates how stable the system will be
after the loop is closed. Note that there are two poles at the origin and a stabilizing
zero is required to compensate for them. Details of PLL stability are covered in
section 2.
The second equation is a closed-loop transfer function φOUT/φIN . It can be also
calculated from Hopen(s)/(1 + Hopen(s)).
Hclosed(s) =
φOUT
φIN
(3.5)
=
1 + s/ωz
1 + s/ωz + s2/(KDKo) + s3/(ωpKDKo)
(3.6)
For simplicity, it is assumed that ωp is placed at very high frequency with respect
to the natural frequency ωn =
√
KDKo, then the transfer function becomes second
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order.
H ′closed(s) 
1 + s/ωz
1 + s/ωz + s2/(KDKo)
(3.7)
The step response of the closed-loop transfer function shows the locking transient, and
settling time performance can be determined from the transient waveform. Analytic
solution of the settling time can be derived from the second order transfer function.
The details of the settling analysis is covered in section 3.
2. Stability
As in any feedback system, stability is one of the most important aspects of the de-
sign considerations of frequency synthesizers. A potentially unstable synthesizer will
generate an output signal whose frequency doesn’t converge but oscillates between
certain frequency limits. The unstable output signal appears similar to narrow-band
FM modulated signal. An example of the measurement result of an unstable synthe-
sizer is shown in Fig. 16. The loop is forced to be unstable by increasing the charge
pump current over the limit. The waveform shows the transient response of the VCO
control voltage. The control voltage starts at high voltage level and then tries to
acquire a new level at lower voltage as the channel selection input changes. However,
it fails to settle at the destination voltage level but oscillate until the next channel
selection forces it back to the original voltage level. Note that the loop is stable at
higher control voltage level. This shows the stability condition of the loop depends
on current state of the operation.
There are two sources for the stability limit in charge pump PLL. The ﬁrst comes
from the fact that the operation of PFD and CP is in the discrete-time domain. Loop
bandwidth has to be carefully chosen so that the linear approximation is not violated
i.e. ωc < ωREF . The second comes from the two poles at the origin in the open-loop
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Fig. 16. Measurement results of an unstable synthesizer
transfer function. A stabilizing zero can compensate for the eﬀect of the double poles
at crossover frequency. More detailed analysis on stability limit follows.
First, the charge pump PLL has a critical stability limitation due to the discrete
nature of the PFD and CP output. The PLL operates as a sampled system and not
as a straightforward continuous-time circuit. It is known that a sampled second-order
PLL will become unstable if the loop gain is made so large that the bandwidth be-
comes comparable to the sampling frequency. Limited loop gain sets upper boundary
of the loop bandwidth obtainable for a given input reference frequency. Gardner’s
stability limit [14] states that:
ω2n <
ω2REF
π(π + ωREF/ωz)
(3.8)
The relationship between the natural frequency (ωn) and the loop bandwidth (ωc) is
approximately:
ωc  ω2n/ωz (3.9)
for critically damped and overdamped system. Substituting (3.9) into (3.8), it can
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be rewritten as:
ωc <
ωREF
π(1 + πωz/ωREF )
(3.10)
which indicates that the loop bandwidth (ωc) has to be signiﬁcantly lower than the
frequency of the reference input signal (ωREF ). Commonly ωc is chosen below one-
tenth of ωREF to guarantee stability. Another important factor to consider when
determining the loop bandwidth is the size of the capacitors to realize the bandwidth.
If the loop bandwidth is too narrow, the size of the capacitors can be excessively large
to be implemented in a fully-integrated solution. Using dual-pass active ﬁlter [15]
or impedance multiplier [16] are proposed to emulate a large capacitance without
consuming huge die area. Their application is limited to a multiplication factor no
more than 20 due to uncertainties from mismatch. Furthermore, the additional active
device in the signal path can degrade phase noise and increase reference spurs due to
leakage current.
The second stability limit comes from the open-loop transfer function. As has
already been shown in equation (3.3), the open-loop transfer function of a charge
pump PLL has two poles at the origin, which makes the loop inherently unstable. A
zero should be placed at a lower frequency than the crossover frequency to make the
phase margin large enough (> 45◦). Since the zero reduces the slope of the magnitude
response, an additional pole at a higher frequency than the crossover frequency is also
required to maintain adequate spurious signal rejection.
Three examples of diﬀerent pole/zero placements are shown in Fig. 17. The
open-loop transfer functions of those three examples referred to (3.3) are
Hunder(s) =
1 + 2s
2(1 + s/2)s2
(3.11)
Hcritical(s) =
1 + 3s
3(1 + s/3)s2
(3.12)
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Fig. 17. The eﬀect of pole/zero placement on phase margin. (a) Pole/zero are placed
2, 3 and 8 times crossover frequency ωc. (b) Phase margin increases from 42
◦
to 76◦ as pole/zero are placed farther apart.
Hover(s) =
1 + 8s
8(1 + s/8)s2
(3.13)
When a zero is located at 1/3 of the crossover frequency (wc) and a pole is placed at
3 times of wc, the loop is critically damped with the pseudo-damping ratio (ζ
′) of 1.
A phase margin of 63◦ can be achieved. When the zero is at wc/2 and the pole is at
2wc, the loop is underdamped with the damping ratio of 0.5. With an underdamped
loop, the phase margin is lowered to 42◦ and the transient signal overshoots. When
the zero is at wc/8 and the pole is at 8wc, the loop is overdamped with a damping
ratio of 3.5. With an overdamped loop, the phase margin is increased to 76◦ but the
settling time is degraded due to slow response.
3. Settling Time
Settling time is another important performance metric that is directly related to the
loop transfer function. Settling time determines how fast the frequency synthesizer
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can change the frequency of its output signal.
The transient step response of the third-order system can be calculated from the
closed-loop transfer function shown in the equation (3.6). The transfer function can
be greatly simpliﬁed by placing the stabilizing zero (ωz) and the additional pole (ωp)
at the equal ratio-distance (α2) from the crossover frequency (ωc) [17]. With this
placement strategy, we can determine the frequencies as,
ωz = ωc/α
2 (3.14)
ωp = ωc × α2 (3.15)
ωc = αωn =
√
ωzωp (3.16)
ωn =
√
KDKo (3.17)
With the above assumption, the closed-loop transfer function can be simpliﬁed
as,
Hclosed(s) =
α4ω2n(s + ωz)
s3 + α3ωns2 + α4ω2ns + (αωn)
3
(3.18)
=
α4ω2n(s + ωz)
(s + αωn){s2 + αωn(α2 − 1)s + (αωn)2} (3.19)
=
α2ω′2n (s + ωz)
(s + ω′n)(s2 + 2ζ ′ω′ns + ω′2n )
(3.20)
The equation (3.19) shows that this system has one real pole at −αωn and two
complex conjugate poles. We can deﬁne a pseudo-damping factor (ζ ′) and natural
frequency (ω′n) for the complex conjugate poles [18] as follows;
ω′n = αωn (3.21)
2ζ ′ω′n = αωn(α
2 − 1) (3.22)
⇒ ζ ′ = (α2 − 1)/2 (3.23)
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Note that the damping factor of the second-order approximation (ζ) is deﬁned
as ζ = ωn/(2ωz). The relationship between the second-order damping factor and the
pseudo-damping factor can be shown as
ζ =
√
2ζ ′ + 1
2
(3.24)
The step response can be calculated by inverse Laplace transform of equation
(3.20). The result is,
h(t) = 1 +
ζ ′e−ω
′
nt
ζ ′ − 1 +
e(
√
ζ′2−1−ζ′)ω′nt
2ζ ′ − 2 +
e(−
√
ζ′2−1−ζ′)ω′nt
2ζ ′ − 2 (3.25)
= 1 +
ζ ′e−ω
′
nt
ζ ′ − 1 +
e−ζ
′ω′nt
ζ ′ − 1 cos(
√
1− ζ ′2ω′nt) (when ζ ′ < 1) (3.26)
If the pseudo-damping factor is larger than one (ζ ′ > 1), then there are no
complex-conjugate poles; all three poles are on real axis. The transient response is
non-oscillatory and has a tendency for sluggish response. The system will behave
like an overdamped system. However, the response have a overshoot due to multiple
exponent terms, unlike the overdamped second-order system. If the pseudo-damping
factor is equal to one (ζ ′ = 1), all three poles are coincide at the same frequency
of ω′n. The transient response is still non-oscillatory and has larger overshoot than
the overdamped response. If the pseudo-damping factor is less than one (ζ ′ < 1),
the complex-conjugate poles will add ripple to the response curve. The eﬀect of the
pseudo-damping factor is summarized in Table VI.
Three examples of the transient step responses of the third-order transfer func-
tions are shown in Fig. 18(a). The closed-loop transfer functions of the examples
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Table VI. The eﬀect of pseudo-damping factor in third order system
Pseudo-damping Pole/zero Phase Maximum
factor (ζ ′) placement (α2) margin overshoot
0.5 (under) 2 42◦ 40%
1 (critical) 3 63◦ 20%
3.5 (over) 8 76◦ 10%
0 5 10 15 20 25 30
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
Time
Vo
lta
ge
Underdamped, ζ’=0.5 
Critically damped, ζ’=1
Overdamped, ζ’=3.5
(a)
0.1 1 10 
−40
−30
−20
−10
0
10
20
Radian
dB
Underdamped 
Overdamped 
Critically damped 
(b)
Fig. 18. Third-order closed loop characteristics. (a) Transient response of under-
damped, critically damped and overdamped system (b) Magnitude plot of
the closed-loop transfer function shows peaking in underdamped system.
are:
ζ ′ = 0.5 ⇒ Hunder(s) = 1 + 2s
(1 + s)(1 + s + s2)
(3.27)
ζ ′ = 1 ⇒ Hcritical(s) = 1 + 3s
(1 + s)(1 + 2s + s2)
(3.28)
ζ ′ = 3.5 ⇒ Hover(s) = 1 + 8s
(1 + s)(1 + 7s + s2)
(3.29)
Normally a critically damped loop works best for a typical frequency synthesizer de-
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sign. Underdamping is not desirable since it increases overshoot in transient response
while not improving settling time performance considerably. A slightly underdamped
loop can be beneﬁcial to keep the optimal settling time when the process variation is
signiﬁcant. When using an underdamped loop, the overshoot has to be kept within
the dynamic range of the charge pump and the tuning range of the VCO, otherwise
the settling time performance will be degraded.
−1 0 1 2 3 4 5
0
0.2
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0.8
1
Charge pump current limiting 
simulated at 0.7V 
Fig. 19. A simulation result of a settling time degradation due to charge pump current
limitation
Once the control voltage reaches the point where the charge pump transistors
operate in ohmic region, the charge pump current start to decrease. The loop gain
drops proportionally to the charge pump current, and the loop is prone to sluggish
response. A simulation shown in Fig. 19 is done with a model in Matlab simulink. The
system has an underdamped response as in equation (3.27). The normal transient
response is shown in grey waveform. Then the loop gain is dropped to 20% once
the control voltage reaches 0.7 V. The settling time degradation is shown in black
waveform. If the dynamic range of the charge pump is severely limited, as in a low-
voltage design, an overdamped loop can be a better choice to minimize the overshoot.
However, the loop bandwidth has to be increased to compensate for the degraded
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settling time due to overdamping.
The overshoot in transient response also translates into gain peaking in the fre-
quency domain. Fig. 18(b) shows that an underdamped system has excessive gain
peaking due to the stabilizing zero. The gain peaking ampliﬁes the phase noise of
the reference signal at the output of the frequency synthesizer. It is recommended
to use an overdamped system if the close-in phase noise of the reference signal has
considerable eﬀect on the performance. While this issue is almost never of concern in
RF system designs, it can be a signiﬁcant problem in some digital networks, such as
token rings [19].
An analytical solution for the settling time can be obtained from the step response
of the second-order closed-loop transfer function, equation (3.7). The second-order
equation is used because it can provide simpler and more intuitive results. Since
equation (3.7) does not take into account the eﬀect of the additional pole, the actual
settling time is longer than the analytic solution may suggest, depending on the
location of the additional pole. Settling time is a function of the natural frequency
(ω′n) and the pseudo-damping factor (ζ
′). It can be shown that
ts 


1
ζ′ω′n
ln ∆f
δfo
√
1−ζ′2
if ζ ′ < 1 (underdamped)
1
ζ′ω′n
ln ∆f
δfo
if ζ ′ = 1 (critically damped)
1
(ζ′−
√
ζ′2−1)ω′n
ln
∆f(
√
ζ′2−1+ζ′)
2δfo
√
ζ′2−1
if ζ ′ > 1 (overdamped)
(3.30)
where fo is the frequency from which the synthesizer starts the transition, ∆f is the
amount of frequency jump, and δ is the settling accuracy. As the loop bandwidth ωc
increases, the settling time gets shorter if the damping ratio is ﬁxed. The eﬀect of the
damping ratio on settling time is shown in Fig. 20. It is a plot of equation (3.30) with
ωc ﬁxed but not ωn, which is more realistic in the sense of design procedure. In this
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condition, the settling time is fastest when the loop is critically damped, and further
underdamping does not improve the settling time. Note that the analytic solution
in equation (3.30) is only an approximated result for the second-order closed-loop
transfer function, but not for the third-order one.
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Fig. 20. Settling time vs. damping factor for a second-order PLL
It is apparent that the settling time equation can be used as a quick feasibility
test in deciding which architecture to use for target application. Settling test gives
a clear idea if it is possible to use Integer-N architecture for given communication
standard in early design process, since almost all the design variables are already
given. For example, in Bluetooth standard, with ζ = 1.2 for good stability, the
settling time required for 0.001% settling is 119 µs. Since the settling time is well
below the requirement 239 µs, it is viable to start designing Integer-N frequency
synthesizer for Bluetooth receiver. On the contrary, in Global Systems for Mobile
Communication (GSM) standard, with the same condition as previous example, the
settling time is 292 µs. This is unacceptable even after tweaking to reduce the settling
time by risking stability since the entire slot length of the GSM packet is just 577 µs.
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Table VII. Summary of PLL design trade-oﬀs
Loop bandwidth Damping
Faster settling wide under
Better stability narrow over
Lower phase noise wide N/A
Better spur rejection narrow N/A
Low jitter peaking N/A over
Low overshoot N/A over
Smaller capacitor size wide N/A
Finally, the trade-oﬀs of design choices are summarized in Table VII. Loop
bandwidth and damping ratios have to be determined carefully, depending on the
requirement of the target application, since they improve some aspects of the per-
formance, and deteriorate others at the same time. For instance, in the frequency
synthesizer design in [20], the loop bandwidth is fc = 830 kHz and the damping
factor is ζ = 0.75, while the reference frequency is fREF = 11.75 MHz. Since the
loop bandwidth is close to the maximum of the Gardner’s limit and the damping is
underdamped, the PLL shows a fast settling time performance of 40 µs. However,
stability of the system is easily disturbed during the measurement and the transient
response waveform shows a large overshoot and ringing. In another design example
in [15], the loop bandwidth is fc = 45 kHz and the damping factor is ζ = 1, while
the reference frequency is fREF = 26.6 MHz. Relatively low loop bandwidth leads to
a slow settling time of 250 µs.
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4. PLL Design Procedure with an Example
In this section, an example of the design procedure of the frequency synthesizer
compliant for Wireless LAN 802.11b standard is presented. The procedure details the
considerations for stability and settling time of loop ﬁlter design. The same procedure
can be applied to diﬀerent communication standards with minimal modiﬁcations.
1. The ﬁrst step is to determine the reference frequency fREF . For 802.11b stan-
dard, the output frequency must cover the range from 2412 MHz to 2472 MHz
in steps of 5 MHz. If the quadrature outputs are to be generated by a divide-
by-two circuit, the VCO output frequency has to be twice the requirement.
Now the system must cover the range from 4824 MHz to 4944 MHz in steps of
10 MHz. Since GCD(4824, 10) = 2, the maximum fREF possible is 2 MHz.
2. From the Gardner’s stability limit, the loop bandwidth ωc has to be well below
ωREF . Considering that the settling time requirement is relatively relaxed, it
is beneﬁcial to make the loop bandwidth very narrow to reduce reference spur.
Let ωc = 2π × 30 kHz, then the loop bandwidth is 66 times below fREF .
3. For optimal settling time performance, place the zero and pole at 1/4 and
4 times the ωc, resulting the placement ratio of α
2 = 4. The second-order
approximated transfer function is critically damped with ζ = 1. The third-
order transfer function is slightly overdamped with the pseudo-damping ratio
of ζ ′ = 1.5.
4. From equations (3.7) and (3.9), the natural frequency is ωn = ωc/(2ζ) = 2π ×
15 kHz.
5. Now that ωn and ζ are determined, the settling time can be estimated from the
closed form equation (3.30). Using fo = 4824, ∆f = 120 and α = 25 × 10−6,
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the estimated settling is ts = 73 µs. It is faster than the required 224 µs by a
good margin.
6. From the loop bandwidth and the damping factor, the location of the stabilizing
zero can be determined as ωz = ωc/(α
2) = 2π × 7.5 kHz
7. For a good reference spur rejection performance, it is best to place the additional
pole as close to the crossover frequency as possible without degrading phase
margin. The optimal location of the additional pole is ωp = ωc × α2 = 2π ×
120 kHz
8. Assuming the VCO gain Ko = 2π × 300 MHz/V, the PFD-CP gain is KD =
ω2n/Ko = 4.7 V/rad.
9. Assuming the charge pump current I = 30µA, the rest of the circuit elements
can be calculated as follows:
C1 = I/(2πKDN) = 420 pF
R1 = 1/(ωzC1) = 50.5 kΩ
C2 = 1/(ωpR) = 26.3 pF
D. Non-ideal Eﬀects
1. Phase Noise
Phase noise is a measure of random uncertainty in the instantaneous frequency of
the frequency synthesizer output. Phase noise appears as random variations of zero
crossing point in time-domain measurement, and appears as a skirt around the carrier
frequency in frequency-domain measurement.
Leeson proposed a simple calculation methodology based on a linear time-invariant
(LTI) model [21]. More detailed observation can be made by utilizing a linear time-
43
V
out
t
V
out
t
V
out
t
(a)
(b)
(c)
Fig. 21. Time domain explanation of phase noise. (a) Ideal waveform (b) Phase error
due to impulse input (c) Eﬀect of diﬀerent amplitude in non-linear system
variant (LTV) [19] and a non-linear time-variant (NLTV) model. In Fig. 21, we
assume that the system is oscillating with some constant amplitude until the impulse
occurs. We consider how the system responds to an impulse depending on the linear-
ity and time-variance. In Fig. 21(b) an impulse is injected at the time that displaces
the zero crossings. Hence, an impulsive input produces a step in phase. Since the
phase displacement depends on when the impulse is applied, the system is obviously
time-varying. In a non-linear model as shown in Fig. 21(c), the increased amplitude
changes the gain of the transfer function of the non-linear system. Changed gain in
turn alters the frequency where the phase inversion occurs. Thus not only the phase,
but also the frequency of the oscillation is aﬀected by an impulsive input in non-linear
time-variant model. The implication is that a well-controlled amplitude is critical for
reducing phase noise in RF oscillators where the usage of an amplitude limiter is
prohibitive.
There are several sources of the noise in a synthesizer. The two main noise sources
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Fig. 22. Noise injection in linear model of PLL
are the noise the VCO, modelled by φnv, and the noise from the reference frequency
signal, φni. Fig. 22 shows a linear model of PLL with the noise input of the VCO and
the reference signal included. The noise contribution from the PFD, CP, and loop
ﬁlter can all be merged into the reference noise, φni. The transfer function of the
noise from φni to φOUT is similar to the closed loop transfer function of input-output
phase shown in (3.6).
Hni(s) =
φOUT
φni
(3.31)
=
N(1 + s/ωz)
1 + s/ωz + s2/(KDKo) + s3/(ωpKDKo)
(3.32)
Although it has low-pass ﬁlter characteristics, the transfer function has a gain
of N at low frequencies. This low frequency noise ampliﬁcation is expected from the
frequency multiplication of the synthesizer as shown in (3.1). If there is a small phase
variation in the reference signal, the phase variation is multiplied by N at the output
since the period of the output signal is N times smaller than the input. However, at
high frequencies, φni is attenuated at a roll-oﬀ rate of −40 dB/decade. The corner
frequency is approximately equal to the loop bandwidth given in (3.9).
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The transfer function of the VCO noise from φnv to φOUT shows diﬀerent behav-
ior. It has high-pass ﬁlter characteristics unlike the reference noise.
Hnv(s) =
φOUT
φnv
(3.33)
=
s2/(KDKo) + s
3/(ωpKDKo)
1 + s/ωz + s2/(KDKo) + s3/(ωpKDKo)
(3.34)
At low frequencies, the VCO noise is attenuated at a roll-oﬀ rate of−40 dB/decade.
At high frequencies, the transfer function converges to unity, which makes the VCO
noise shows up at the output without being ﬁltered. The reason behind the reversed
ﬁltering eﬀect of the the VCO noise can be explained intuitively. Since the VCO noise
is an internally injected within the loop, the loop has to counteract to the noisy input
so that the output signal is as tightly locked to the clean reference signal as possible.
The loop’s ability to force locking is only eﬀective within the loop bandwidth. Once
the frequency of noise exceeds the loop bandwidth, the loop has no eﬀect on the
injected signal since the system is simply not fast enough to react to the noise. Thus
the VCO noise is eﬀectively high-pass ﬁltered.
0.01 1 100
−60
−40
−20
0
20
40
60
80
100
Relative Frequency
dB
Reference noise
shaping function 
VCO noise
shaping function 
Fig. 23. Phase noise shaping functions
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Examples of the phase noise transfer functions are shown in Fig. 23. The solid
line is the high-pass characteristic of a VCO phase noise shaping function and the
dotted line is a low-pass characteristic of a reference phase noise shaping function.
The actual transfer functions are
Hni(s) =
1000(1 + 4s)
1 + 4s + 4s2 + s3
(3.35)
Hnv(s) =
(4s2 + s3)
1 + 4s + 4s2 + s3
(3.36)
We are summing a multiplication factor of N = 1000 in (3.35). Due to the multipli-
cation factor, there is a 60 dB gain for the reference noise transfer function at low
frequencies. It looks as if the contribution of the reference noise is much higher than
that of the VCO noise, but the absolute value of the reference noise should be much
smaller than the VCO noise.
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Fig. 24. Phase noise (a) Raw phase noise of reference and VCO (b) Phase noise con-
tributions after being shaped in PLL
Examples of reference noise and VCO noise are shown in Fig. 24(a). The solid
line is VCO phase noise, and the dotted line is reference phase noise. In this example,
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the reference noise is many orders of magnitude smaller than the VCO noise. Note
that the VCO phase noise has a steeper slope at low frequencies due to ﬂicker noise
contribution. Fig. 24(b) depicts the phase noises after the noise shaping function is
applied. As expected, the reference phase noise is dominant at low frequencies, and
the VCO phase noise is dominant at high frequencies.
Typically at low frequencies the synthesizer noise is dominated by reference noise
and at high frequencies by VCO noise. Considering that interference and spurious
emission are relatively far from the center frequency, the overall phase noise is pre-
dominated by the VCO since the PLL cannot reject the noise from VCO outside the
loop bandwidth. Fractional-N architecture can increase loop bandwidth somewhat,
but still it is not practical to widen the loop bandwidth enough to cover interference
signals. Moreover, wide bandwidth loop ﬁlter has less attenuation for the noise from
the reference oscillator as shown in the noise shaping function, Fig. 23. Thus there
is a trade-oﬀ between the close-in phase noise and the loop bandwidth. The close-in
phase noise is calculated only from the reference oscillator on the bases that the VCO
noise is attenuated enough below the loop bandwidth. Usually the close-in phase
noise has less impact than the VCO phase noise on the overall receiver performance.
2. Reference Spurs
Reference spurs are another undesirable signals besides phase noise that can nega-
tively impact the performance of synthesizers. Spurious tones are the most diﬃcult
problem in synthesizer design since it is hard to predict them in the circuit simulation
process. Only lab measurement can show real extent of spurious tones after the test
chip is done, since most of the spurious tones are due to coupling from other building
blocks of the whole system.
Reference spurs rise from the coupling of the input reference frequency to the
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VCO control voltage. The reference frequency can couple through up/down pulse mis-
match in PFD and charge injection mismatch in CP. There are other direct coupling
paths such as die substrate and power supply rails as shown in Fig. 25.
PFD CP LoopFilter
fREF
1/N
VCO
Up/down pulse
mismatch
Charge injection
mismatch
Substrate coupling
Power rail coupling
Fig. 25. Reference signal coupling paths
The coupled reference frequency aﬀects the control voltage of the VCO. The
phase of the VCO output signal is modulated by the periodic disturbance from the
coupling. Fig. 26 depicts the modulation of the output signal. The mechanisms of
reference spurs can be quantiﬁed as follows. The control voltage of the VCO has a DC
component and a pulsed modulating component. The DC component can be ignored
for simplicity in calculation of frequency modulation. Using Fourier series expansion,
the control voltage is
Vc(t) =
n∑
i=1
ai cos(iωmt) (3.37)
V
c
V
o
Control voltage +
Modulation signal
Frequency modulated
output signal
VCO
Fig. 26. VCO output is modulated by coupled reference signal
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where ωm is the radian frequency of the reference signal, 2πfREF . Since Vc determines
the frequency of the VCO, the phase of the VCO is an integral of the instantaneous
frequency. Thus the output of the VCO is
Vo(t) = VA cos(ωot + Ko
∫
Vc(t)) (3.38)
where VA is an amplitude of the output signal, ωo is a free running frequency, and Ko
is the VCO gain. Substituting (3.37) into (3.38),
Vo(t) = VA cos(ωot + Ko
∫ n∑
i=1
ai cos(iωmt)) (3.39)
= VA cos(ωot + Ko
n∑
i=1
ai
iωm
sin(iωmt)) (3.40)
Using the narrow band FM approximation,1
Vo(t)  VA cos(ωot)− VAKo
n∑
i=1
ai
iωm
sin(iωmt) sin(ωot) (3.41)
= VA cos(ωot) + VAKo
n∑
i=1
ai
2iωm
{
cos(ωo + iωm)t− cos(ωo − iωm)t
}
(3.42)
(3.42) shows that there are spurious tones at the harmonics of the reference
signal away from the carrier. The strongest spurs are the ones from the fundamental
frequency of the reference signal, ωm. The amplitude of the reference spurs relative
to that of the carrier signal can be calculated as
Aspur =
Koai
2iωm
(3.43)
1If B → 0, cosB  1 and sinB  B
cos(A + B) = cosA cosB − sinA sinB
 cosA−B sinA
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From the above equation, it is clear how the reference spurs can be reduced. For
a given ωm, Ko and ai must be decreased in order to reduce Aspur. Reducing the VCO
gain Ko is increasingly diﬃcult as process technology scales down since the voltage
headroom is getting smaller. There are several factors that inﬂuence the amplitude
of the modulating signal (ai). Apparently the coupling of the reference signal must
be weakened to reduce ai. That can be done by reducing up/down timing mismatch
in PFD and reducing leakage current in CP. Substrate coupling can be alleviated by
layout techniques such as multiple guard rings around critical path and separation of
blocks by deep trench and careful placement. Once the precautionary measures have
been done, the only factor that a designer have any control upon is the bandwidth
of the loop ﬁlter. The lower the bandwidth, the smaller the amplitude ai. Thus it
is beneﬁcial to have the loop bandwidth as low as possible within the limitation of
settling time.
An interesting observation can be made on the behavior of the reference spurs
when the carrier frequency is lowered by frequency division circuits. When the fre-
quency division occurs, the phase of the VCO output in (3.38) is divided. Assuming
divide-by-two operation, (3.38) becomes
V ′o(t) = VA cos
(
ωot + Ko
∫
Vc(t)
2
)
(3.44)
Following the same derivation, the ﬁnal equation for the carrier signal plus spurs is
V ′o(t) = VA cos
(ωot
2
)
+
VAKo
2
n∑
i=1
ai
2iωm
{
cos(
ωo
2
+ iωm)t− cos(ωo
2
− iωm)t
}
(3.45)
The result shows that while the carrier frequency is divided by two, the modula-
tion frequency is not aﬀected. Instead, the amplitude of the spurs is divided by two.
The example of the eﬀect of divide-by-two operation on spurs is depicted in Fig. 27.
Although the spectrum seem to be compressed in frequency axis after division, the
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Fig. 27. The eﬀect of frequency divide-by-two on reference spurs
oﬀset frequency of the spurs remain unchanged. 6 dB improvement on the reference
spurs rejection only comes from the reduced amplitude of the spurs.
E. Recent FS Design Techniques Progress
Even though frequency synthesizer theory is very mature, there is still a large re-
search eﬀort aimed to improve performance and optimize implementations for new
technologies and emerging standards. One of the main drivers for research in fre-
quency synthesizers has been the need to generate increasingly higher frequencies
while decreasing power consumption. This section presents a brief review of recent
advances in frequency synthesizer design.
1. Novel Architectures
The frequency synthesizer architecture is generally based on a phase-locked loop.
Dual loop architectures [22, 23] have been presented trying to alleviate the trade-oﬀ
between loop bandwidth and frequency steps in integer synthesizers. An area and
power consumption penalty is paid for the relaxed trade-oﬀ. A nested architecture
is proposed in [24] to obtain a wide-band PLL while maintaining ﬁne frequency res-
olution and spurs rejection. A stabilization technique [25] introduces a zero in the
open-loop transfer function through the use of a discrete-time delay cell and relaxes
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the trade-oﬀ between the settling speed and the magnitude of output sidebands.
2. Linearization Techniques
In an eﬀort to reduce spurious tones, [26] uses charge pump averaging and reduces
the magnitude of the fractional spurs to levels below the noise ﬂoor. [27] introduces a
phase noise cancellation and charge pump linearization technique performed by a DAC
driven by a mismatch shaping DAC controlled by a modulator which compensates
quantization errors introduced by the loop modulator. Another option for charge
pump linearization is to add a replica charge pump and a bias controller to compensate
the current mismatch in the charge pump [28]. This technique allowed a reduction of
8.6 dB of the spurious tones.
3. Digital Phase-Locked Loop
With the improvement of digital CMOS processes, there has been an increased in-
terest in all-digital RF frequency synthesizers [29–31]. One of the main advantages
of all-digital frequency synthesizers is the elimination of the PFD - charge pump non
linearity, the easy integration in modern technologies and a reduced dependence on
process variations. [29] presents a digital PLL with a DAC to control the VCO volt-
age and a digital phase-frequency detector (DPFD) accompanied by an adaptive loop
control that helps to obtain fast acquisition. This frequency synthesizer is mainly
oriented to clock generation.
4. Fast Settling Techniques
Fast settling techniques try to relax the trade-oﬀ between settling time and loop
bandwidth by providing additional means to speed the frequency switching process.
In [32], a switchable-capacitor array that tunes the output frequency, and a dual loop
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ﬁlter operating in the capacitance domain are proposed. A settling time smaller than
100 µs is obtained. A locking time as short as 30 µs is reported in [33] which uses
a discrete-time loop ﬁlter with a stabilization zero created in the discrete-time. A
diﬀerent technique is used by [34] where 64 identical charge pumps are enabled and
the loop resistor is reduced by 8x, eﬀectively increasing the loop bandwidth by 8x
only during the switching of the synthesizer. A settling time of 10 µs is reported.
5. VCO
RF oscillator design is challenging due to the uncertainty in the modelling of its pas-
sive devices. Hence, it is the building block that has received more attention in the
last few years. [35] reports a phase noise of −139 dBc/Hz at 3 MHz oﬀset using a
low inductor quality factor (Q) of 6 for an oscillation frequency of 1.8 GHz in a noise
shifting diﬀerential Colpitts VCO that uses current switching to reduce the phase
noise. [36] achieves -139 dBc/Hz at 3 MHz oﬀset at 1.7 GHz by adding a voltage
regulator to the VCO and thus reducing its sensitivity to the supply noise. A 36 GHz
VCO is presented in [37], 60 GHz and 100 GHz VCOs in 90 nm technology are pre-
sented in [38] and a 63 GHz VCO in standard 0.25 µm CMOS technology in [39].
Circular-geometry oscillators based in slab inductors are presented in [40] and a cir-
cular standing wave oscillator in [41]. A stable ﬁne-tuning loop is combined with an
unstable coarse-tuning loop in parallel, and as a result, a stable PLL with a relatively
wide tuning range of 600 MHz for a 4.3 GHz oscillator is obtained in [42], [43] shows a
20 GHz VCO with 25% tuning range achieved through the small parasitic capacitance
of a negative-resistance cell. [44] utilizes a single loop horseshoe inductor with a qual-
ity factor larger than 20 and an accumulation MOS varactor with Cmax/Cmin ratio
of 6 to provide a 58.7% tuning range between 3 and 5.6 GHz. Finally, [45] introduces
the ﬁrst digitally controlled oscillator (DCO) incorporating dithering to increase the
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frequency resolution of the DCO.
6. Quadrature Generation
Quadrature generation is an important part of the signal processing in an RF front-
end. Most of the modern communication standards use phase or frequency modula-
tion schemes, which require quadrature mixing to extract the information contained
in both sides of the spectra [6].
The most widely used technique involves the use of passive polyphase networks
conformed of integrated resistors and capacitors. To improve the accuracy of the 90
phase shift, the order of the phase shift network has to be increased to spread the
absolute value of the passive components. Phase errors as low as 3 can be obtained
due to process variations of the passive elements [46–48]. A drawback of this technique
is that the higher the order of the polyphase network, the larger the insertion loss
of the LO signal – 3 dB of attenuation per stage. Another common technique for
quadrature signal generation is the use of a VCO signal generated at twice the desired
LO frequency. This technique provides a broadband range of quadrature outputs, but
increases the power consumption by 20 to 30% due to higher operating frequencies.
The accuracy of the phase generation is limited by the matching of the ﬂip-ﬂops in
the frequency divider and the duty cycle error of the VCO output [49].
Calibration techniques are also found in the literature; they measure the phase
imbalance of the quadrature outputs and compensate it. In [50], a delay locked loop
(DLL) is used to adjust the phase error in a quadrature generator. A phase detector
controls the current in the phase shifter and adjusts the phase diﬀerent between two
split paths. The circuit proposed in [51,52] changes the duty cycle of the clock signal
to compensate for the phase imbalance at the output of the divide-by-two circuit by
adding a DC level component to the ﬂip-ﬂop clock. A self-calibration loop tunes each
55
branch of the phase shifter sequentially to average the phase error generated due to
mismatches in the passive components [53].
7. Prescaler
Being one of the most power hungry blocks in the synthesizer, along with the VCO, a
lot of eﬀort has been placed into reducing its power consumption. [54] uses dynamic-
logic frequency dividers based on true-single-phase-clock (TSPC) latches optimized
for low power and high speed operation. Exploiting dynamic loading, [55] achieves
a 1 V 2.5 mW divide-by-two ﬂip-ﬂop operating up to 5.2 GHz in 0.35 µm CMOS
technology. A very low power divider is presented in [56], based in a quasi-diﬀerential
locking divider operating up to 4.3 GHz while consuming 44 µW from a 0.7 V power
supply in a 0.35 µm CMOS process. Another approach to improve power consumption
is to use the injection-locked oscillator as a frequency divider. [57] shows that the
injection-locked frequency divider can provide a high speed divide-by-two circuit with
substantially lower power consumption than its digital counterparts.
As can be seen from the previous list of highlighted papers, there are open prob-
lems in almost every major building block of the frequency synthesizer. In particular,
new architectures that allow to relax the bandwidth and settling time trade-oﬀs, and
optimization of VCO performance, along with power eﬃcient frequency dividers, are
areas for research focus.
F. Conclusion
A description of frequency synthesizers that emphasizes the key design parameters
and speciﬁcations for their use in wireless applications has been presented. The
mapping between the communication standard into particular speciﬁcations has been
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highlighted for parameters such as phase noise, settling time, and spurious rejection.
A discussion on stability limits has been presented to establish the limits on the ratio
of loop bandwidth with respect to the reference frequency and the relative location
of the poles, zero and crossover frequency. The main design trade-oﬀs between noise,
bandwidth and stability have been described, as well as the implications on settling
time and stability of the relative location of the pole and zero on the transfer function.
A brief survey of the latest advances on the design of frequency synthesizers helps
to identify the areas where most of the design eﬀort needs to be put to improve the
performance of the circuit.
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CHAPTER IV
VOLTAGE CONTROLLED OSCILLATOR DESIGN
A. Introduction
The Voltage Controlled Oscillator (VCO) in wireless communication transceivers
plays the role as a local oscillator of the mixer for downconverting the received RF
signal to low intermediate frequency (IF). As the name implies, a VCO should pro-
duce a periodic output signal with its frequency controlled by an input voltage signal.
Typically a VCO must be accompanied by a feedback control system to stabilize
its output frequency. A stand-alone VCO is exposed to strong disturbances from
power supply and couplings through die substrate. The frequency of a VCO is most
vulnerable to the external disturbances due to its high sensitivity to input control
voltage.
The design process of RF VCO is unique among analog circuits because it in-
volves detailed design of passive elements such as inductors and capacitors. It also
shares a common problem of any high frequency analog circuits; while the overall
circuit topology is not so complicated, each component must be carefully modelled,
simulated, and laid out since they are highly sensitive to parasitic elements and pro-
cess variations.
In this chapter, two VCO design examples for two diﬀerent speciﬁcations are
presented. The ﬁrst example is a VCO designed for a Bluetooth transceiver using
0.35 µm CMOS process. The second example is a VCO designed for a multi-standard
Wireless LAN 802.11a and 802.11b receiver using 0.25 µm SiGe BiCMOS process. We
focus on these speciﬁc examples rather than general issues of VCO design in order to
emphasize practical aspects of the design process.
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Table VIII. VCO speciﬁcations
Bluetooth Multi-standard
Tuning range 2160–2728 MHz 4340–6386 Mbps
Tuning sensitivity 150 MHz/V 350 MHz/V
Phase noise −124 dBc/Hz −126 dBc/Hz
at 3 MHz oﬀset at 40 MHz oﬀset
I/Q Magnitude mismatch 5% 5%
I/Q Phase mismatch 15◦ 10◦
B. Speciﬁcations Study
The circuit speciﬁcations for Bluetooth and multi-standard VCO are summarized in
Table VIII. Details of the derivation of speciﬁcations from the standards are discussed
in Chapter II.
The tuning range speciﬁcations have 10% margin added to the target frequency
band. The tuning sensitivity speciﬁcations are more like a limitation on maximum
value it can take rather than target value. It is always desirable to have the tuning
sensitivity as low as possible because it reduces noise susceptibility of VCO. For exam-
ple, a tuning sensitivity of 150 MHz/V results in 150 kHz of frequency perturbation in
VCO output when control voltage has 1 mV variation. In Table VIII, multi-standard
VCO is allowed to have larger tuning sensitivity since the BiCMOS technology that
the system is built with oﬀers better options for noise isolation. In addition, it actu-
ally need higher tuning sensitivity because of wider tuning range. While lower tuning
sensitivity is desirable, it should be large enough to cover the tuning range with given
voltage headroom. For Bluetooth VCO, the required voltage headroom to meet the
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tuning range speciﬁcation is,
∆VBT =
2479− 2400
150
= 0.53 V (4.1)
Note that we are considering only the frequency band required without added
margin. In order to cover the extended tuning range, a much wider voltage headroom
is required. The new voltage headroom is,
∆VBText =
2728− 2160
150
= 3.79 V (4.2)
VBText, in fact, exceeds the maximum voltage limit of the given 0.35 µm CMOS
process. Unless the tuning sensitivity is substantially increased, it is impossible to
build a VCO that has full coverage of the extended tuning range. In order to solve this
problem, we introduce a secondary tuning mechanism, usually a bank of capacitors
programmable digitally. The secondary tuning adjusts the main tuning range close
to the standard requirement in case of process variation. Once adjusted, only the
main tuning is required to cover the required frequency range as long as the ∆VBT is
within the voltage limit. Detailed discussion of the secondary tuning mechanism is
given later in section IV-4.
C. Circuit Topology
Among many diﬀerent topologies of VCO implementations, the most popular choice
for high frequency narrow-band transceiver is LC-tuned negative-resistance oscillator.
LC-tuned oscillator has several important advantages over other oscillator topologies
that make it more suitable for RF communication applications.
1. The frequency of operation is in GHz range, which can be too high for relaxation
type oscillators. Ring oscillators can produce GHz output without problem.
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Table IX. Ring oscillator applications
Application Frequency Year Reference
Multi-phase clock 622 MHz 1997 [59]
Frequency synthesizer 2.4 GHz 2004 [60]
Clock recovery 10 GHz 2002 [61]
2. Since LC tank works as a tuned resonator, LC-tuned oscillators generally have
better phase noise performance than any other topologies for a given power
consumption. Ring oscillators can achieve a good phase noise performance [58],
but with higher power consumption. To meet the phase noise requirement
without consuming too much power, LC-tuned oscillator is better choice.
3. The required tuning range is relatively narrow compared to the carrier fre-
quency. They are 3.3%, 2.5%, and 11.4% for Bluetooth, 802.11b, and 802.11a
standards respectively. Narrow tuning range is essential to be able to use CMOS
varactors in the LC tank.
The well-known terrible phase noise performance of ring oscillators comes from
several factors. First, the resonator Q of a ring oscillator is poor; in fact, it is unity,
since the energy stored in the node capacitance is discharged every cycle. Next,
energy is restored to the resonator during the edges, rather than the voltage maxima.
The eﬀect of noise from the driver is maximum during the edges, so this degrades
the phase noise performance of ring oscillators. As a consequence, ring oscillators are
found only in the applications where the phase noise performance is noncritical, or
inside wideband PLLs that can clean up the spectrum.
The state-of-art design examples of ring oscillators are summarized in Table IX.
The ﬁrst example utilizes 9-stage ring oscillator to produce 9 diﬀerent phase outputs.
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Multi-phase output is something that LC-tuned oscillator cannot produce easily. The
second example utilizes a high frequency ring oscillator in 2.4 GHz frequency synthe-
sizer. The synthesizer has two cascaded PLLs, one of which is a fractional-N type
that has a wideband loop ﬁlter that has high rejection of phase noise. This implemen-
tation has large die are overhead due to multiple PLLs. The third example utilizes a
two-stage ring oscillator at 10 GHz for clock recovery application. The phase noise
requirement is −94 dBc/Hz at 2 MHz, which is much more relaxed than that of typi-
cal RF applications. For comparison, the Bluetooth standard speciﬁes −124 dBc/Hz
at 3 MHz, which is 30 dB higher requirement.
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Fig. 28. LC-tuned oscillator concept
A conceptual schematic of a LC-tuned VCO is shown in Fig. 28. Req represents
a total equivalent loss from the inductor, the capacitor, and the transistors. Without
Req, the oscillation at Vo node can be sustained ideally with no power consumption.
In reality, a transconductance gm of the driver compensates the loss of Req, so that
the oscillation can be sustained. The frequency of oscillation is tuned by resonance
frequency of the LC tank,
ωo =
1√
LC
(4.3)
A variable capacitor, or a varactor, can change its capacitance relative to the voltage
potential between its two nodes. Thus the center frequency of the VCO is controlled
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by a voltage input to the varactor.
ωo(V ) =
1√
LC(V )
(4.4)
Various implementations of the LC-tuned oscillator are shown in Fig. 29. While
all the examples have an LC tank in common, the driver can be any cross-coupled pair
of NMOS, PMOS, both NMOS and PMOS, or bipolar transistors. Since NMOS pair
can provide higher gm than PMOS pair with same amount of current, using NMOS
pair driver is a better choice for power conservation. However, using PMOS pair has
an advantage of lower noise because the tail current source can attenuate the voltage
ripples on the power supply rail. By using both NMOS and PMOS pair drivers,
the beneﬁts of both high gm and noise blocking can be achieved. Disadvantage of
the complementary pair drivers is that the swing of the output signal is limited due
to the voltage headroom limitation. Limited swing results in smaller output signal
amplitude. Depending on the available supply voltage, the complementary pair driver
topology can be more detrimental than beneﬁcial.
As discussed in the previous section, one of the critical concerns for the LC-tuned
oscillator is the tuning range. Although the tuning range of the normal operation is
relatively small, process variation can alter the whole range of the frequency tuning
of the VCO. It is required to have some sort of secondary tuning to compensate the
process variation.
The most challenging part of designing LC-tuned oscillator in a fully-integrated
implementation is the need of on-chip inductors. What makes it challenging is that a
typical implementation of an on-chip inductor has a very high loss, since the quality
factor (Q) of reasonably sized on-chip inductors is very low – less than 10 usually.
High gm is required to compensate the loss for sustained oscillation. High gm and
low Q both lead to poor phase noise performance. Secondly, since the quality factor
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Fig. 29. Examples of LC-tuned VCO’s. (a) NMOS pair driver (b) PMOS pair driver
(c) NMOS+PMOS complementary pair drivers (d) Bipolar driver
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is directly proportional to the size of the inductor, a good quality on-chip inductor
takes large area on the die. Typically more than 50% of the area of a VCO is the
on-chip inductor.
Another problem with LC-tuned oscillator is that it does not have quadrature
output inherently as is the case with the ring or relaxation oscillators. It is required
to have an extra I/Q generator from the output of the LC-tuned oscillator. Although
the polyphase network is commonly used to do the I/Q generations, since it is made of
passive components such as resistors and capacitors, it is prone to process variations.
Extra caution is required during layout of this passive polyphase network to prevent
large magnitude/phase mismatches.
D. Design Trade-oﬀs
Apparently from Fig. 29, there are only a few variables involved in a VCO design.
Initially, all the parameters that a designer need to decide on are the inductance (L),
the capacitance (C), the bias current (Itail), and the size of the driver transistors.
However, all the parameters are closely related to the performance of the VCO and
often they trade-oﬀ each other for a common factor [62, 63]. The following sections
identify most of the important trade-oﬀs of VCO design parameters to provide clear
guidelines for the initial design of a VCO.
1. Power-Noise Trade-oﬀ
The ﬁrst trade-oﬀ in VCO design we investigate is the one between power consumption
and phase noise. It is intuitive to estimate that the higher the power consumption, the
lower the phase noise. For example, if we assume there were two identical oscillators
with equal phase noise, and if the outputs of the two oscillators would be summed
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into a single output, the output signal power would be doubled while the output noise
power would be only grown by
√
2 since they are random processes. Thus the phase
noise would be decreased by
√
2 while consuming twice the power. More analytic
observation can lead to an important design guideline regarding the inductance and
the bias current.
The ﬁrst equation that is needed to calculate power-noise trade-oﬀ is the signal
power of the oscillator output. Since the tank is considered as a passive block, the
amplitude of the output signal Vsignal linearly grows with the bias current until it
hits the supply voltage or MOS transistors enter triode region. The bias current is
converted into voltage by the equivalent resistance of the tank Req in Fig. 28. Since
the quality factor of the inductor is the lowest, we can assume the Req is dominated
by the parallel resistance of the inductor Rp.
1 So the signal power can be expressed
as,
V 2signal =


I2tailR
2
p = I
2
tail(ωoL)
4/R2s , when drivers are active
V 2limit , when drivers are non-active
(4.5)
The next equation needed is the noise power of the output. In Fig. 28, the noise
current from the active devices enters the tank circuit and shaped by the impedance
of the tank. It can be shown that the power density of the output noise is [6],
v2n = 4kTγgm
R2p
4Q2L
( ωo
∆ω
)2
(4.6)
= kTγgm(ωoL)
4
( ωo
∆ω
)2
(4.7)
which shows the output noise power is proportional to the inductance for a given
1Series-parallel conversion of a lossy inductor is valid only close to the resonant
frequency. It can be shown that Rp = Q
2
LRs, where Rs is a series resistance and QL
is a quality factor of the inductor, deﬁned as QL = ωoL/Rs
66
oscillation frequency.
The phase noise is a relative power of output noise with respect to the signal
power. Thus it is calculated from (4.7) divided by (4.5). The phase noise equation is,
PN =
V 2signal
v2n
=


kTγgm
I2tailQ
2
L
( ωo
∆ω
)2
, when drivers are active
kTγgm(ωoL)
4
V 2limit
( ωo
∆ω
)2
, when drivers are non-active
(4.8)
From equation (4.8), the phase noise can be decreased either by increasing Itail
(consuming more power) or by increasing the quality factor of the inductor QL. QL
can be increased by having larger inductance L or smaller series resistance Rs since
QL = ωoL/Rs.
From this observation, it is clear that the bias current Itail should be as large as
possible to reduce the phase noise. However, the phase noise cannot be indeﬁnitely
small since the amplitude of the signal has a limit of Vlimit due to saturation of the
drivers. Once the limit is reached, increasing Itail has no eﬀect on the phase noise
performance.
Usually the power consumption requirement of any wireless system is very strin-
gent. So it is safe to say that we should use maximum power available for VCO to
increase the amplitude of the oscillation and reduce phase noise.
• Rule #1 : Increase Itail until the drivers saturate for a better phase noise
performance.
2. Inductance-Noise Trade-oﬀ
Since there is no other amplitude limiting mechanism in the LC-tuned VCO shown in
Fig. 29, the drivers eventually saturate if Itail is increased too much. Once the drivers
are not active, the phase noise is directly proportional to the inductance from (2.17).
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Therefore the inductance should be decreased for better phase noise performance in
saturation.
Decreasing inductance has negative eﬀect on the signal amplitude. From equation
(4.5), Itail should be increased to compensate for the loss and keep the amplitude
unchanged.
• Rule #2 : Use minimum L that satisﬁes the signal amplitude requirement to
minimize phase noise in saturation.
3. Inductance-Tuning Range Trade-oﬀ
The oscillation frequency is determined by the varying capacitance value. If the
maximum and the minimum capacitance is given, the tuning range can be calculated
from (4.3). The maximum frequency is obtained when the capacitance is the smallest,
ωmax =
1√
LCmin
(4.9)
And the frequency is minimum when the capacitance is the largest,
ωmin =
1√
LCmax
(4.10)
Since the tuning range is the diﬀerence between the maximum frequency and the
minimum frequency,
∆ω = ωmax − ωmin = 1√
L
( 1√
Cmin
− 1√
Cmax
)
(4.11)
This shows that the tuning range is inversely proportional to the absolute value of the
inductance. However, the inductance cannot be just decreased to increase the tuning
range since decreased inductance also shifts the frequency band to higher frequency.
The capacitance has to be increased to maintain the frequency band. Since it is easier
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Table X. VCO design procedure
Step Parameter Action
1 L Use an arbitrary small value L
2 Itail Increase Itail until amplitude is maximum.
3 Power Check if power dissipation is within limit.
If not, decrease Itail and increase L.
If it is, increase Itail and decrease L.
Repeat until L is minimized.
4 PN Check if phase noise requirement is met.
If not, increase Q of the inductor.
Repeat until PN meets the speciﬁcation.
to make a varactor with large capacitance variation when the mean capacitance is
large, reducing inductance helps to increase tuning range eventually.
• Rule #3 : Use minimum L to maximize tuning range width.
Using the three design rules described so far, a simple design procedure is sug-
gested in Table X. Finding optimal design values is an iterative process. There are
various points where the previous steps need to be repeated and the design values
revised. Detailed design examples of real VCO design are given in the following
sections.
E. Bluetooth CMOS VCO Design Details
The schematic of a CMOS VCO for Bluetooth standard is shown in Fig. 30. The
building blocks of the circuit can be identiﬁed as; current mirror to provide tail
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Fig. 30. Schematic of a CMOS Bluetooth VCO
current bias, NMOS and PMOS pairs to drive the oscillation, LC tank for tuning the
frequency, I/Q generator (polyphase network) and buﬀers.
The following procedure shows how each design variable is calculated. It deviates
from the procedure described in Table X a little bit because the power consumption
is too limited. Instead of starting from inductance value, the following procedure
begins with a ﬁxed bias current.
1. Bias Current
Due to the power consumption constraint, the bias current for the VCO is set at the
maximum of 4 mA.
Itail = 4 mA (4.12)
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2. Inductor in Standard CMOS Process
Traditionally, an inductor is something that should be avoided in analog circuit design
because it is impossible to be integrated in an IC mainly due to the size. However,
as the frequency of operation is getting higher and higher, it became viable to use
an inductor in the design of a RF analog circuitry since the size of the inductor is
inversely proportional to the frequency of operation.
Calculating the inductance and other parasitic elements of an on-chip spiral
inductor is not a simple matter. Sophisticated Electro-Magnetic (EM) simulation
is required for accurate calculation. But a simpliﬁed equation can provide valuable
intuition for the initial design process. An empirical formula that has reasonable
accuracy for a square shaped spiral is given in [64],
L  1.3× 10−7 A
5/3
m
A
1/6
tot W
1.75(W + G)0.25
(4.13)
where Am is the metal area, Atot is the total inductor area, W is the track width,
and G is the track spacing. It is clear that in order to maximize the inductance, W
and G should be minimized while using the maximum metal area Am from the given
total inductor area Atot.
Another important parameter of an inductor design is quality factor. For a given
inductance, the quality factor is roughly proportional to the track width W since the
series resistance contributes the loss of an inductor the most. Once the track width
is increased larger than the skin depth for the operating frequency, series resistance
does not decrease anymore. Increasing the track width further will degrade the quality
factor due to substrate loss. We can summarize a set of rules for design of a on-chip
spiral inductor.
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(a) (b)
Fig. 31. ASITIC usage example. (a) Command window (b) Spiral inductor for Blue-
tooth VCO.
1. Increase the track width for better Q.
2. Limit the track width below the skin depth.
3. To keep the inductance unchanged, the total area has to be increased propor-
tionally.
4. If the total area is too large, the substrate loss become signiﬁcant and Q does
not improve anymore.
5. Limit the total area to keep the self-resonance frequency is well above the op-
erating frequency.
6. Use hollow-centered coil to improve Q by reducing the loss due to the Eddy
current.
Actual design of the inductor is done by using ASITIC inductor modelling CAD
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Table XI. Spiral inductor parameters for Bluetooth VCO
Radius 80 µm
Metal width 8 µm
Metal spacing 1.5 µm
Number of turns 4
Inductance L 1.99 nH
Quality factor Q 5.27
Series resistance Rs 5.57 Ω
Self-resonant frequency fres 17.29 GHz
tool.2 By using ASITIC, we can design, analyze, and model the electrical and mag-
netic behavior of any passive metal structures residing above a lossy conductive sub-
strate. Fig. 31(a) shows an example of ASITIC command window. Fig. 31(b) shows
the spiral structure generated by ASITIC for Bluetooth VCO. The spiral inductor for
the Bluetooth VCO has the parameters given in Table XI.
The most serious challenge in making a spiral on-chip inductor for the target
Bluetooth transceiver is that only very limited area is allowed for the VCO. After
an intensive optimization and iterative simulations, we could design an inductor with
Q of 5.27 and self-resonant frequency fres of 17.2 GHz and inductance L of 1.99 nH
using the maximum die area allowed, which is 200 µm × 200 µm. Relatively high
fres suggests that it is possible to increase the overall size of the inductor for a better
quality factor. The lumped-element model of the inductor is shown in Fig. 32. Note
that this model is only valid at a single frequency, 2.4 GHz in this case.
Now we need to verify if the designed inductor meets the amplitude requirement
2ASITIC (Analysis and Simulation of Spiral Inductors and Transformers for ICs)
is developed by Ali M. Niknejad from U. C. Berkley.
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L = 1.99 nH RS = 5.57 ohm
4.35 ohm 19.1 ohm
42.8 fF 36.6 fF
Fig. 32. On-chip spiral inductor model
for our application. We can calculate the output amplitude from equation (4.5).
Vsignal = ItailRp = ItailQ
2
LRs (4.14)
= 4 mA× 5.272 × 5.57 Ω (4.15)
 0.619 V (4.16)
Since Vsignal is a peak-to-peak amplitude of one side of a diﬀerential signal, the
power of the ﬁnal single ended signal is approximately 6 dBm.3 The front-end mixer
that follows the VCO dictates the output signal amplitude requirement. The require-
ment for Bluetooth transceiver is 0 dBm. A margin of 6 dB is reserved for non-ideal
losses from other sources. The assumption that we have agreed for the calculation is
that the loss of the inductor is dominant, which is not entirely true since other sources
such as the non-ideality of the varactor and the output resistance of the transistors
are present.
3dBm is a measure of power of a signal with respect to 1 mW reference. It also
assumes a 50 Ω load. dBm = 10 log{V 2rms/(50 Ω× 1 mW)}
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3. CMOS Varactor
In VCO design, it is required to have a varactor4 to set the resonant frequency of
the tank circuit according to the desired output frequency. Traditionally in bipo-
lar process, a diode can be used as a voltage-controlled variable capacitor since the
junction capacitance is a function of the voltage applied across itself. However, in
CMOS process, there is no well controlled PN junction available unlike bipolar pro-
cess. So varactors in CMOS process depend on the capacitance between the gate and
the channel or the bulk. The gate capacitance is well controlled during fabrication
process and we can get reasonably high capacitance density due to the thin oxide
layer as a dielectric material.
The behavior of capacitance variation between gate and bulk nodes changes
depending on the operation mode of the transistor as following [65].
1. Accumulation mode
Fig. 33 shows accumulated electrons on the surface beneath the gate area form
a conducting plate. The capacitance between the gate and the bulk is the same
as the oxide capacitance COX .
VBG < 0
G
p+ p+
n
B
G
B
C
ox
G
B
Fig. 33. Accumulation mode capacitance
4The name comes from a variable reactor.
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2. Depletion mode
Fig. 34 shows depletion region pushes the electrons away from the surface and
the total capacitance become a serial combination of the oxide capacitance COX
and the depletion capacitance Cd. Usually Cd is smaller than COX , in turn,
result in smaller capacitance in total.
G
B
0 < VBG < Vth
G
B
C
ox
Cd
G
p+ p+
n
B
Fig. 34. Depletion mode capacitance
3. Inversion mode
As shown in Fig. 35, once the gate voltage pass the threshold voltage, the holes
injected from the drain and the source area begin to form an inversion layer
underneath the gate area. Therefore, the total capacitance is again equal to the
oxide capacitance COX .
VBG > Vth
G
p+ p+
n
B
G
B
C
ox
G
B
Fig. 35. Inversion mode capacitance
From the discussion above, it is clear that the variation of the capacitance is not
linear in MOS transistor. In fact, the slope of the capacitance goes up and down
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Quality factor
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Fig. 36. CMOS varactor capacitance variation. (a) capacitance (b) quality factor
as shown in Fig. 36. In other words, the capacitance variation is not linear and
non-monotonic.
This non-monotonic nature of the MOS varactor raises a serious problem when
controlling the capacitance in a feedback loop. If the sign of the slope of the capaci-
tance is changed from the normal operation point, the feedback becomes feedforward
and the loop would lose control and saturate. Moreover, the point of the slope reverse
is depend on the threshold voltage of the transistor, which has large process variation
during the fabrication. To solve this problem, two alternatives are provided.
1. Accumulation/Depletion mode CMOS varactor
Shown in Fig. 37, this varactor is a non-standard device that has n+ in the
drain and source region of a transistor instead of p+. Since there is no p-type
semiconductor to provide the hole in this device, the inversion cannot be formed
even after the threshold voltage.
Generally the accumulation/depletion mode varactor is considered to have bet-
ter quality as a varactor compared to the inversion mode ones. However, since
this device is non-standard, exclusive modelling is required to characterize the
accurate operation of the device. Even worse, it may not be permitted to be
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G
n+ n+
n
B
Fig. 37. Accumulation/Depletion mode CMOS varactor
processed at all.
2. Inversion mode CMOS varactor
As shown in Fig. 38, the bulk of the inversion mode varactor is connected to
the highest voltage available. In this case, VBG cannot go below zero and no
accumulation is possible.
G
VB = VDD
Fig. 38. Inversion mode MOS varactor
Compare Fig. 36 with Fig. 39 and note that the capacitance of the inversion
mode varactor is monotonically increasing.
Although the inversion mode varactor has poor quality compared to the accu-
mulation/depletion varactor, it is a popular choice since it is a standard PMOS
device and the model is readily available.
Now, we are going to calculate how much capacitance is required to meet the
frequency tuning range speciﬁcation, regardless what type of varactor is being used.
Once the inductance L is decided, it is a simple matter to calculate the capacitance
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Fig. 39. Capacitance variation of the inversion mode CMOS varactor. (a) capacitance
(b) quality factor
C since the frequency of oscillation fo is the resonant frequency of the tank. To make
the resonant frequency 2.4 GHz with L of 1.99 nH,
Ctank =
1
ω2oL
=
1
(2π × 2.4 GHz)2 × 1.99 nH (4.17)
= 2.21pF (4.18)
Note that this capacitance is the total capacitance of the tank, not the capaci-
tance of the varactor alone. The tank capacitance can be expressed as
Ctank = Cv + CL + CCMOS + Cload (4.19)
where Cv is the capacitance of the varactor, CMOS is the parasitic capacitance of the
CMOS transistors, CL is the parallel capacitance of the inductor, and Cload is the
loading input capacitance of the buﬀer that follows the VCO output. Because of the
parasitics, the varactor can control only a portion of the total tank capacitance.
From circuit simulations, the total parasitic capacitance is approximately 1.21 pF.
That leaves us 1 pF to be used for the varactor capacitance Cv. Usually the ratio
between the maximum (Cvmax) and the minimum (Cvmin) capacitance we can get
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from a MOS varactor is ﬁxed regardless the size of the capacitance. From another
circuit simulations shown in Fig. 39, we know the ratio is about 3 for 0.35 µm CMOS
technology since the minimum capacitance in depletion mode is 107.7 pF and the
maximum capacitance in inversion mode is 353.3 pF. The ratio highly depend of
which technology the varactor is fabricated.
Cvmax = 3× Cvmin (4.20)
In order to make the mean value of the varactor capacitance to be 1 pF,
Cvmin + Cvmax
2
=
Cvmin + 3Cvmin
2
= 2Cvmin = 1 pF (4.21)
From (4.20) and (4.19), the minimum and the maximum total capacitance are calcu-
lated as,
Ctankmin = Cvmin + CL + CCMOS + Cload = 1.71 pF (4.22)
Ctankmax = 3Cvmin + CL + CCMOS + Cload = 2.71 pF (4.23)
Using the capacitance values, the tuning range can be calculated.
fmax =
1
2π
√
LCtankmin
= 2.728 GHz (4.24)
fmin =
1
2π
√
LCtankmax
= 2.167 GHz (4.25)
∆f = fmax − fmin = 561 MHz (4.26)
Note that the frequency tuning range of the VCO is now, rather high, 561 MHz.
From Table VIII, it actually covers the entire extended tuning range requirement that
takes into account 10% process variation. However, we have already established in
section IV-B, that the tuning sensitivity 150 MHz/V is too small to cover the entire
extended tuning range. This only means that the tuning sensitivity of the designed
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varactor is much higher than 150 MHz/V. We can calculate the tuning sensitivity from
Fig. 39. The inversion mode varactor changes its capacitance from the minimum to
the maximum when the bias voltage changes from 0.5 V to 1 V. Thus the tuning
sensitivity is,
Stuning =
∆f
1 V− 0.5 V = 1122 MHz/V (4.27)
which is way too high for the given speciﬁcation. The increased sensitivity will re-
sult in higher phase noise and frequency drift. To decrease the tuning sensitivity, a
discrete-tunable varactor array is introduced in the next section.
4. Discrete-Tunable Varactor Array
As we already discussed in previous section, there is a serious trade-oﬀ between the
tuning range and the sensitivity. If the tuning range is wide, it is good for countering
process variations, but it will increase the sensitivity of the frequency to control
voltage noise, and vice versa. To solve this trade-oﬀ, the discrete-tunable varactor
array is introduced.
VB = VDD
G
D0
D1
V
c
140/0.4 56/0.4 56/0.4 56/0.4
C
v1 Cv2 Cv3 Cv4
Fig. 40. Discrete-tunable inversion mode varactor array
As shown in Figure 40, the varactor array consists of two parts; a large inversion
mode MOS varactor Cv1 that is controlled by Vc and several small same type MOS
varactor controlled by the digital word D0D1. Now the tuning sensitivity is decided by
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Cv1 only since it is the only varactor that is directly connected to the control voltage.
And the total tuning range is decided by the combination of Cv1 and remaining small
varactors Cv2 ∼ Cv4 . In this way, we can make the tuning range wide enough to cover
the process variations yet the tuning sensitivity is low enough to make the noise on
the control voltage Vc negligible.
The simulation results show that by using the discrete-tunable varactor array,
the VCO can cover the range of 2380 MHz ∼ 2730 MHz while maintaining the gain
of less than 140 MHz/V.
5. CMOS Transistor Drivers
The size of the driver transistors can be calculated from the requirement of the size of
the negative resistance to compensate the loss of the LC tank to sustain the oscillation.
gm of the cross-coupled MOS pairs must be high enough to compensate the loss of the
tank. A simpliﬁed schematic to model the loss mechanisms is shown in Fig. 41. goN
and goP represents ﬁnite output resistances of NMOS and PMOS pairs, respectively.
Series resistances RC and RL are added to model lossy capacitor and inductor. RP
represents all other sources of loss not modelled by the added resistances.
g
m
1/(g
oN+goP)
C
RC
L
RL
Rp
Fig. 41. VCO model for loss calculation
The series resistances of the varactor and the inductor, RC and RL can be con-
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g
m
1/(g
oN+goP) C QC2RC L QL2RL Rp
Fig. 42. VCO model after series-to-parallel conversion
verted into parallel resistors for easier calculations. Once converted into parallel
resistors, the total loss is a parallel combination of all the resistors. The schematic
after the series-to-parallel conversion is shown in Fig. 42. Quality factors QL and QC
play a critical role in the conversion process. As noted in the Fig. 42, the higher the
quality factor, the higher the parallel resistance. High parallel resistance results in
less loss. The quality factors are deﬁned as,
QL =
ωoL
RL
(4.28)
QC =
1
ωoCRC
(4.29)
The amount of gm that is needed to compensate all the loss can be shown as,
gm > αmin
{
goN + goP +
1
RP
+
1
Q2CRC
+
1
Q2LRL
}
(4.30)
where αmin is the excess small-signal loop gain of the system for the startup condition.
Typically αmin must be higher than or equal to 3 to ensure the startup in the worst
case condition and to overcome process variations.
The most dominant loss is the loss of the inductor due to low quality factor. It
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is calculated as,
1
Q2LRL
=
1
5.272 × 5.57 Ω (4.31)
= 6.5 mS (4.32)
The next dominant loss source is the varactor. It is calculated as,
1
Q2CRC
=
1
592 × 0.56 Ω (4.33)
= 0.51 mS (4.34)
From equation (4.30), the minimum requirement of the driver transconductance
is,
gm > 21 mS (4.35)
When calculating the size of transistors from given transconductance, the minimum
length of the given process technology should be used to minimize the eﬀect of para-
sitic capacitances.
6. Layout
Fig. 43 shows the layout of the CMOS VCO for Bluetooth application. The VCO
consists of four sub-blocks; MOS drivers, varactor, inductors, and phase shifter. It
is important to make the layout as symmetric as possible so that the positive and
the negative signal of the diﬀerential signal may see the same input and output
impedances.
The layout of the spiral inductor is the most important in VCO layout. The
detail of the inductor layout is shown in Fig. 44. There are a set of rules to follow
during the spiral inductor layout to maximize its quality factor while minimizing the
size.
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Fig. 43. Layout of CMOS VCO for Bluetooth application
1. Make the spiral as close to a circle as possible. It will maximize the inductance
we can get from a given area. The one that is shown in Fig. 44 is in a octagonal
shape since only diagonal path is allowed.
2. Use hollow centered spiral. Small spirals close to the center do not have signif-
icant contribution to the inductance. They only increase the loss due to Eddy
current. Therefore, in order to increase the Q of the inductor, the center spirals
should be removed.
3. Use a patterned ground shield underneath the spiral to reduce the eﬀect of
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Fig. 44. Inductor layout detail
capacitive coupling to the substrate. The shield must be broken regularly in
the direction perpendicular to the current ﬂow to prevent magnetic coupling
that increases loss.
4. Avoid any closed-loop ring around the spiral since it will contribute to signal
loss. In Fig. 44, the connection between the patterned shield and the ground
node is done by a broken ring and combed interconnects.
7. Simulation Results
The simulation results shown in this section are from a post-layout simulations. The
circuit elements and parasitic components from the layout shown in Fig. 43 are ex-
tracted and simulated with Cadence Spectre simulator.
First of all, the oscillation startup condition is veriﬁed. In order to make the
oscillation start regardless the initial state, the VCO must have enough gm to com-
pensate the loss of the tank and other non-ideality. Fig. 45 shows the VCO can start
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Fig. 45. Diﬀerential I and Q signals from a transient response of the VCO
oscillation without any signiﬁcant startup kicking. The four waves shown on the top
side are diﬀerential signal pairs of the in-phase (I) and quadrature (Q) outputs. The
two waves on the bottom side are I and Q signal after a diﬀerential-to-single-ended
conversion. The simulated signal amplitude is about 0 dBm, which is 6 dB lower
than estimated in equation (4.14) due to additional loss. However, it is still within
speciﬁcation.
The next simulation results shown in Fig. 46 are the frequency tuning range and
the sensitivity of the VCO. Each waveform shows the relationship between the control
voltage (Vc) and the output frequency (fo). Each tuning bracket of discrete coarse
tuning has a frequency range of about 160 MHz over a control voltage variation of
1.2 V. Thus the frequency tuning sensitivity within a single bracket is
Stuning =
160 MHz
1.2 V
= 133 MHz/V (4.36)
which is within the speciﬁcation. Overall tuning range covered by all the coarse
tuning brackets is from 2380 MHz to 2730 MHz, which results in a total frequency
tuning range of 350 MHz.
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Fig. 46. Four coarse tuning brackets shows frequency tuning range and sensitivity. (a)
D0D1 = 00 (b) D0D1 = 01 (c) D0D1 = 10 (d) D0D1 = 11
Phase noise is simulated with a periodic steady state (PSS) analysis in SpectreRF
circuit simulator. PSS analysis can provide fairly accurate results since it takes into
account the eﬀect such as noise folding due to non linearity. Phase noise requirement
of the VCO is less than −124 dBc/Hz at a frequency oﬀset of 3 MHz from the carrier.
The simulation result in Fig. 47 shows a 6 dB better result, −130 dBc/Hz at 3 MHz
oﬀset frequency. Note that −124 dBc/Hz requirement already has 6 dB margin from
the absolute limit, but additional 6 dB margin in simulation is well reserved for the
noise sources neglected in the circuit simulation, such as substrate coupling and power
supply noise.
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-130 dBc/Hz
at 3 MHz offset
Fig. 47. Phase noise simulation result from PSS analysis
8. Testing and Measurement
The proposed Bluetooth receiver is fabricated in a 0.35-µm CMOS process. Fig. 48
shows the microphotograph of the fabricated chip with entire receiver building blocks.
The VCO is located at the bottom left corner of the chip, occupying 470 µm×590 µm
of die area. The VCO dissipates 10 mA from a single 3.3 V supply.
Fig. 48. Chip microphotograph of the Bluetooth receiver
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Testing and measurement of the VCO is done exclusively with a spectrum an-
alyzer. Spectrum analyzers can measure the power of the carrier signal, the tuning
range, and the phase noise performances. Although spectrum analyzers can measure
the power of the signal, but not as accurate as the measurement of a dedicated power
meter such as HP E4419B. The spectrum analyzer used in this experiment is FSE
model from Rohde & Schwarz.
Fig. 49. VCO testing setup with a spectrum analyzer
A conceptual diagram of the testing setup is shown in Fig. 49. A printed circuit
board (PCB) is developed especially for the testing of the Bluetooth receiver. The
VCO testing is a part of the whole receiver testing. The output of the VCO is connect
to the spectrum analyzer through 50 Ω matched high frequency cable. A matching
network is recommended between the output pin of the chip and the 50 Ω connector
to minimize the loss of signal.
The tuning range measurement is shown in Fig. 50(a). It shows a very good
agreement with the simulation results in Fig. 46. The measured tuning range of four
coarse tuning brackets is from 2370 MHz to 2720 MHz, with a total frequency tuning
range of 350 MHz. The coarse tuning setting of D0D1 = 11 (the curve shown on the
bottom) can cover entire band that is required for Bluetooth application. In an on-line
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Fig. 50. Experimental measurement results of Bluetooth VCO. (a) Tuning range mea-
surement with four coarse tunings (b) Phase noise measurement output from
FSE-K4 control software
operation of the frequency synthesizer, the coarse tuning does not have to change its
setting from D0D1 = 11. However, each fabricated chip may have diﬀerent variations
on the frequency tuning range, and that can change the coarse tuning setting.
The phase noise measurement is done with a control software installed on a
PC that is connected to the spectrum analyzer through a GPIB connection. Since
phase noise is a sort of random process, measured power of the phase noise has direct
relationship with resolution bandwidth settings of the spectrum analyzer. It becomes
cumbersome to manually change the resolution bandwidth for each measurement
point at diﬀerent frequency oﬀsets. The phase noise can be measured automatically
by using control software FSE-K4 otherwise very time consuming if done manually.
The result is shown in Fig. 50(b). The measured phase noise at 3 MHz oﬀset from
the carrier is about −128 dBc/Hz. Since the speciﬁcation is −124 dBc/Hz, it still
has 4 dB margin.
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F. Multi-Standard BiCMOS VCO Design Details
The next example is a VCO designed for a multi-standard wireless LAN receiver for
802.11a and 802.11b standards. A BiCMOS process technology is chosen to utilize the
bipolar transistors for minimum power consumption through out the whole receiver.
A bipolar transistor can provide higher small-signal transconductance gm than CMOS
transistor with same amount of bias current. In addition to bipolar transistors, the
IBM6HP BiCMOS technology provides unique options for designing the passive el-
ements, speciﬁc for the process. The detail of the passive elements design is in the
following sections.
V
c
Vb
Ib
VD1
VD2
Fig. 51. Schematic of a BiCMOS VCO
The VCO is implemented with a LC-tuned negative-gm oscillator as shown in
Fig. 51. Since it has the same architecture as the previous example of CMOS VCO,
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the overall design process is largely same. Fundamentally they share exactly same
design trade-oﬀs described in section IV-D.
Several circuit design techniques have been taken to improve the phase noise
performance. First, base nodes of the bipolar transistor drivers are AC-coupled with
oscillating nodes and biased by an extra DC biasing circuit to keep the transistors in
the active region. Although the biasing circuit increases the eﬀective base resistance,
improved linearity helps to reduce the overall phase noise. Second, a bypass capac-
itor on the common emitter node reduces the noise contribution of the current bias
transistors [66].
1. Bias Current
Just like the previous example, the power budget of the whole receiver system is
extremely tight. The maximum total current allowed for the VCO is 11 mA, which
is equivalent to 27.5 mW of power consumption from 2.5 V power supply. Since the
11 mA is a total current consumption limit, including a buﬀer between the VCO
and the following mixer, we have to budget it carefully distributing the power among
the VCO core, the bias circuits, and the buﬀer. After some preliminary circuit sim-
ulations, it is divided as; 6.5 mA for VCO core, 3 mA for buﬀer, and 1.5 mA for
biasing. Less than half of the 6.5 mA budgeted for VCO core is actually used as the
tail current source for the diﬀerential pair driver.
Itail = 3 mA (4.37)
2. Inductor in Analog BiCMOS Process
Being an analog semiconductor process technology, the IBM6HP process provides
special thick metal layer especially suited for a on-chip spiral inductor design. A
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AM (Analog Metal) 0.007 Ω/sq 4 µm
MT  0.05 Ω/sq 0.66 µm
M4  0.078 Ω/sq 0.54 µm
M3  0.078 Ω/sq 0.54 µm
M2  0.078 Ω/sq 0.54 µm
M1  0.127 Ω/sq 0.4 µm
Poly  4 Ω/sq 0.2 µm
Fig. 52. Thickness and sheet resistivity of poly and metal interconnects in IBM6HP
process
cross section of the poly and the metal layers available from the technology is shown
in Fig. 52. The top-metal is called analog metal (AM) and it is made of aluminum
with a thickness of 4 µm and a sheet resistivity of 7.25 mΩ/. It is extremely good
quality for analog design purpose, compared to the top-metal of the TSMC CMOS
0.35 µm process, which has a thickness of 1 µm and a sheet resistivity of 40 mΩ/.
The inductor designed for the VCO is shown in Fig. 53. Underneath the spiral,
there is a grid of deep-trench for better isolation of substrate coupled noise. Design
parameters of the inductor are given in Table XII. Simulated quality factor of the
1.214 nH inductor is 13. Once the bias current and the inductor parameters are
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Fig. 53. Inductor layout for multi-standard VCO
known, we can calculate the output amplitude from equation (4.5).
Vsignal = ItailRp = ItailQ
2
LRs (4.38)
= 3 mA× 132 × 2.93 Ω (4.39)
 1.49 V (4.40)
which is equivalent to 13.4 dBm. The requirement for multi-standard transceiver
is 3 dBm. Like in the case of Bluetooth VCO, a margin of 10 dB is reserved for
additional losses.
3. BiCMOS Varactor
In a bipolar semiconductor technology, it is possible to use a well-controlled intrinsic
diode between base and collector as a varactor. In this case, the varactor is a diode
with the properties of a voltage-dependent capacitor. Speciﬁcally, it is a variable-
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Table XII. Spiral inductor parameters for multi-standard VCO
Dimension 190 µm× 190 µm
Metal width 10 µm
Metal spacing 5 µm
Number of turns 2
Inductance L 1.214 nH
Series resistance Rs 2.93 Ω
Quality factor Q 13
capacitance, pn-junction diode that makes good use of the voltage dependency of
the depletion-area capacitance of the diode. All diodes exhibit this phenomenon to
some degree, but specially made varactor diodes exploit the eﬀect to boost the ca-
pacitance and variability range achieved - most diode fabrication attempts to achieve
the opposite.
Depletion region
Barrier potential
P N
Fig. 54. PN-junction as a varactor
In Fig. 54, two materials are brought together to form a pn-junction diode. The
diﬀerent voltage levels in the two materials cause a depletion region, which contains
no free electrons or holes. The movement of electrons through the materials creates
an electric ﬁeld across the depletion area that is described as a barrier potential and
has the electrical characteristics of a charged capacitor.
It is operated reverse-biased so no current ﬂows through it, but since the width
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of the depletion region varies with the applied bias voltage, the capacitance of the
diode can be made to vary. Generally, the depletion region width is proportional to
the square root of the applied voltage; and capacitance is inversely proportional to
the depletion region width. Thus, the capacitance is inversely proportional to the
square root of applied voltage.
The varactor provided by IBM6HP process comes in a 2×20 µm standard layout
cell. Unit mean capacitance of the varactor is 1.3 fF/µm2, which result in 52 fF per
cell. And the capacitance variation range is ±20% that can make the standard cell
varactor vary from 42 fF to 62 fF.
Fig. 55. Varactor layout
The layout of the varactor used in the VCO is shown in Fig. 55. The total
eﬀective area of the varactor is 20 µm× 20 µm and the capacitance varying range is
from 416 fF to 624 fF. From preliminary simulations, a parasitic capacitance of 200 fF
is added to the total capacitance. Thus the minimum and the maximum capacitances
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are,
Cmin = 616 fF (4.41)
Cmax = 824 fF (4.42)
Using the capacitance values, the tuning range can be calculated as the following.
fmax =
1
2π
√
LCmin
= 5.820 GHz (4.43)
fmin =
1
2π
√
LCmax
= 5.032 GHz (4.44)
∆f = fmax − fmin = 788 MHz (4.45)
The varactor can provide the VCO with 788 MHz of tuning range; wide enough for
both standards individually but not both at the same time. Discretely programmable
capacitor banks are present to switch modes between the two standards. The program
input of the capacitor banks are denoted as VD1 and VD2 in Fig. 51. Once the mode
is set, there is no on-line switching involved during the channel transition.
4. Bipolar Transistor Driver
One of the most signiﬁcant advantage of using bipolar transistor drivers in VCO
circuit is that it can provide higher transconductance (gm) when biased with an equal
current. The gm of a bipolar transistor is,
gmbipolar =
Ic
VT
(4.46)
where Ic is the collector bias current and VT is the thermal voltage, kT/q. The
limitation of CMOS gm comes from the subthreshold conduction eﬀect. In saturation
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mode, a NMOS transistor has a gm of
gm =
√
2µnCox
W
L
ID (4.47)
where µn is the mobility of electrons, Cox is the oxide capacitance, and ID is the
bias current. Equation (4.47) implies that gm could be increased indeﬁnitely with a
ﬁxed ID by increasing the transistor width, W . However, a problem lies with the bias
current. The bias current is expressed as,
ID =
µnCox
2
W
L
(VGS − VTH)2 (4.48)
If W increases while ID remains constant, then VGS has to decreas and the device
enters the subthreshold region. In the subthreshold region, ID exhibits a exponential
dependence on VGS. It can be shown that,
IDsub = Io exp
VGS
ζVT
(4.49)
where ζ > 1 is a nonideality factor. As a result, the transconductance is calculated
to be,
gmsub =
ID
ζVT
(4.50)
Comparing (4.46) and (4.50), it is clear that MOS transistor has an inferior transcon-
ductance by a factor of ζ.
The required amount of gm is calculated just like the CMOS case described in
section IV-5. The amount of gm that is needed to compensate the loss of inductor
and the varactor is given as,
gm > αmin
{
1
Q2CRC
+
1
Q2LRL
}
(4.51)
where αmin is the excess small-signal loop gain of the system for the startup condition.
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Like in CMOS VCO, αmin must be higher than or equal to 3 to ensure the startup of
output oscillation.
The most dominant loss is the loss of the inductor due to low quality factor. It
is calculated as,
1
Q2LRL
=
1
132 × 2.93 Ω (4.52)
= 0.002 mS (4.53)
and the next dominant loss source is the varactor. It is calculated as,
1
Q2CRC
=
1
602 × 1.02 Ω (4.54)
= 0.0003 mS (4.55)
From equation (4.51), the minimum requirement of the driver transconductance
is,
gm > 6.9 mS (4.56)
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Fig. 56. gm vs. bias current curves of bipolar transistors with diﬀerent emitter length
Fig. 56 shows the variation of gm vs. bias current. Each curve is drawn for
bipolar transistor with diﬀerent emitter length ranging from 2 µm to 10 µm. Ideally,
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Fig. 57. BiCMOS VCO layout
the plot of gm vs. Ic should be a straight line starting from the origin with a slope of
1/VT as described in equation (4.46). In reality, if the emitter length is short, gm is
compressed as the bias current Ic increases due to collector current saturation. As the
emitter length gets longer, gm behaves more similar to the ideal case. Shorter emitter
length is beneﬁcial since smaller transistor has less parasitic capacitances, which in
turn makes the transistor fast. gm exceeds the required value of 6.9 mS even when
the emitter area is much smaller than 2 µm. Although we could reduce Ic and use
larger bipolar transistor to improve the power consumption performance, Ic must not
be reduced since it will make the signal amplitude decrease according to 4.38). We
can conclude that the bias current is limited by the signal amplitude requirement,
not by the small signal gm requirement.
5. Layout
The overall layout of the VCO is shown in Fig. 57. Symmetric layout is important for
the diﬀerential signaling. Most of the area is occupied by the two inductors on both
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sides. Rest of the components are placed between the inductors. The noise decoupling
capacitors are laid out on the bottom part of the area between the inductors, which
would have been wasted even if they were not present. Thus the addition of the noise
decoupling capacitor does not increase overall area consumption of the VCO.
6. Testing and Measurement
The testing and measurement of the bipolar VCO for multi-standard receiver is done
as a part of the frequency synthesizer testing. The detail of the measurement results
is discussed in section V-E.
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CHAPTER V
MULTI-STANDARD FREQUENCY SYNTHESIZER
A. Introduction
Wireless communication systems have gained popularity as the electronics industry
introduces accessible consumer products leading the emerging market. WLAN is
one of the most popular among many short-distance communication standards such
as Bluetooth and HiperLAN. WLAN has become the preferred choice over other
standards due to its transparency to users accustomed to well established Wired
Local Area Network.
To be cost eﬀective, a practical implementation of WLAN emerged as the 802.11b
supplement, specifying the Physical Layer Extension in the 2.4-GHz band. However,
a 11 Mbit/sec throughput turns out to be not enough as the usage model shifted from
text-based content to multimedia content. 802.11a extends the capability of WLAN
by moving the Physical Layer Extension into 5-GHz band. With wider bandwidth
available, a 802.11a transceiver can reach a throughput of 54 Mbit/sec. Even though
both 802.11b and 802.11a provide the same services to user, due to the popularity
of 802.11b equipment, most of the new products have to support both standards at
the same time. The cost of supporting both standards, however, is a major concern.
Therefore, a multi-standard transceiver is essential to keep the size and cost at a
minimum, while maximizing the amount of shared building blocks in both operating
modes.
The speciﬁcations related to the frequency synthesizer design in both 802.11a
and 802.11b standards require very similar performance [1,2]. Due to this similarity,
it is possible to design a single frequency synthesizer that meets the speciﬁcations of
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both standards without duplication or switching of blocks involved. The details of
the speciﬁcations are investigated in section B.
In fully integrated WLAN systems, the frequency synthesizer is a major design
challenge. It has to meet stringent and conﬂicting requirements – such as having
enough rejection for unwanted disturbances (narrow loop bandwidth) while keeping
the settling time of the PLL fast enough to meet the channel switching requirement
(wide loop bandwidth). Previous design eﬀorts in [67, 68] showed that it is impos-
sible for a conventional implementation of an integer-N synthesizer to meet both
settling time and spurious signal rejection requirements for multi-standard 802.11a
and 802.11b receiver. However, there are no 802.11a and 802.11b multi-standard
frequency synthesizers for direct conversion receiver using an integer-N architecture
reported yet. [69] utilizes a fractional-N architecture, which requires very large silicon
area (3.22 mm2) and high power consumption (231 mW). The integer-N implemen-
tation reported in [70] is targeted for a non-zero IF heterodyne receiver.
In section C and D, the problem of the conﬂicting bandwidth requirement is
addressed by introducing an improved adaptive dual-loop PLL (ADPLL) architecture
with a new loop ﬁlter topology that is better suited for spurious signal rejection and
single-chip integration. Details of the circuit measurement follow in section E.
B. Speciﬁcation Study
Table XIII summarizes the comparison between 802.11a and 802.11b standards [1,
2]. The most signiﬁcant diﬀerence between 802.11a and 802.11b is their respective
frequency band. To accommodate an increased throughput, 802.11a uses the 5 GHz
ISM band instead of the 2.4 GHz ISM band. If a single VCO were to cover both
5 GHz and 2.4 GHz frequency bands, it would require a ±41% tuning range. Having
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Table XIII. Wireless LAN 802.11a and 802.11b Standards
802.11a 802.11b
Frequency band 5180–5805MHz 2412–2472MHz
(4824–4944MHz)
Channel spacing 20MHz 5MHz (10MHz)
fREF 2.5MHz 1MHz (2MHz)
Divider ratio 2072–2322 2412–2472
Settling time 224µs 224µs
Phase noise -126dBc at 40MHz -126dBc at 25MHz
Frequency accuracy ±100kHz ±120kHz
such wide tuning range is impractical since the VCO would require a very large
capacitance, which degrades the phase noise performance.
An alternative solution is to synthesize at twice the frequency for 802.11b so
that its band centers at 4.884 GHz as shown in Fig. 58. The actual output for the
2.4 GHz band 802.11b is generated with a divide-by-two circuit. With this approach,
the VCO tuning range can be as low as ±9%, which can be easily achieved.
2412 2472
802.11b
4824 4944 5180 5805
×2
802.11a
MHz
Fig. 58. Frequency band assignment
Since the target for the synthesizer is to use an integer-N architecture, the next
step is to determine the reference frequency fREF that allows to synthesize the re-
quired carrier signals for both standards and the corresponding frequency divider
ratio. In an integer-N implementation, only integer multiples of fREF can be synthe-
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sized as output frequencies. For 802.11a, the highest possible fREF is 5 MHz since
all the channels are multiple of 5 MHz. But for 802.11b, the highest possible fREF is
2 MHz since the channels are multiple of 2 MHz, even though the channel spacing is
10 MHz. In order to meet the speciﬁcations for both standards simultaneously, the
loop has to be designed for the lowest fREF requirement, 2 MHz for 802.11b mode.
Although the maximum possible fREF for 802.11a mode is 5 MHz, it is better to
reduce it by half to 2.5 MHz to make the loop characteristic similar to each other for
both standards.
One of the main problems of integer-N architectures is the spurious tones at the
output of the VCO caused by the sampling process present in the phase frequency
detector (PFD) and charge pump [7]. In narrow-band communication systems, these
spurs usually lie outside the channel bandwidth and may downconvert adjacent chan-
nels into the desired channel. However, in the case of 802.11b, the reference spurs fall
within the received signal because the channel bandwidth is larger than the reference
frequency [71].
fLODC
PSp
PSig
PLO
Fig. 59. The eﬀect of reference spur down conversion in 802.11b system
The eﬀect of reference spur down conversion is shown in Fig. 59, where PSig, Psp,
and PLO are the power of received signal, spurs, and carrier signal, respectively. Sys-
tem level simulations are required to determine the speciﬁc level of spur that degrades
the receiver bit error rate (BER) below the given speciﬁcation. The CCK coded
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Fig. 60. Simulation results of BER degradation due to reference spur at 2 MHz in
802.11b system
baseband signal of 802.11b system is simulated using SytemViewTMsoftware. The
baseband signal is up-converted by 2 MHz and then added to the original baseband
signal. The degradation of the ﬁnal signal is measured in terms of BER. Simulation
results of BER degradation are presented in Fig. 60. The SNR of the input signal
is swept from 10.5 dB to 14 dB, while four diﬀerent spur powers of −34, −28, −22,
and −16 dB degrade the input signal. The results show that the reference spur must
be at least 25 dB below the carrier signal to keep a BER better than 10−5 when the
input SNR is 12 dB. This requirement needs additional margin for a realistic design
because it is sensitive to the variation of the input SNR: if the input SNR drops to
11.5 dB, the spur rejection requirement is increased by 11 dB, resulting in 36 dB
below the carrier.
Reference spur rejection can be improved by narrowing loop bandwidth. How-
ever, narrow bandwidth leads to slow settling time. To improve spur rejection while
maintaining required settling time performance, an ADPLL architecture is investi-
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gated in the next section.
C. System Architecture
Integer-N architecture is the preferred solution for minimizing power consumption
and die area due to its simplicity. But it lacks the ﬂexibility of arbitrary fREF as in
more complex fractional-N architecture. In integer-N architecture, the output carrier
frequencies must be integer multiples of fREF . Thus the loop bandwidth is limited
by the ﬁxed fREF . Stability considerations limit the loop bandwidth to less than
1/10th of fREF [14]. The limitation on fREF becomes more severe in a narrow-band
system such as wireless LAN, since the spacing between two consecutive channels is
very close.
Narrow loop bandwidth is beneﬁcial when there are strong disturbances in the
forward path of the loop. It is particulary useful to reject reference spurs since the
unwanted signal will experience a low-pass transfer function when appears at the
output of the frequency synthesizer. However, if the bandwidth is too narrow, the
loop time constant becomes too slow to meet the settling time requirement.
Several techniques have been proposed to relax the tradeoﬀ between settling time
and spur rejection [14, 72]. A common technique is the so-called gear shifting, which
involves increasing the loop bandwidth during a frequency transition [73]. One of
the main disadvantages of this technique is the introduction of glitches on the VCO
control line during the bandwidth switching. This glitches introduce extra phase
error in the loop and can degrade the improved settling time. The problem of slow
settling time can be avoided by utilizing the adaptive dual-loop PLL (ADPLL) as a
speedup method, which also eliminates the introduction of glitches during bandwidth
switching [74]. The fundamental idea of the adaptive dual-loop PLL is shown in
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Fig. 61. Adaptive dual-loop phase locked loop (PLL) architecture
Fig. 61. When the loop is stable, and thus the phase error small, only the main
loop is active and the synthesizer operates with a narrow loop bandwidth. If the
divider ratio changes, and the phase error becomes large due to a frequency step in
the feedback path, the auxiliary path becomes active and pushes the loop bandwidth
to a higher frequency. Once the output signal is close enough to the target frequency,
the auxiliary path is disabled and only the main loop is active. The loop bandwidth
returns to its original value so that any spurious signal is rejected.
Normally, the ADPLL is used when there is a need to speed-up the loop to meet
settling time requirement [75]. However, there are still some challenging issues in using
the ADPLL as a spur rejection scheme in fully-integrated design. The increased spur
rejection is obtained through a considerable reduction of loop loop bandwidth on the
main path. In order to reduce the loop bandwidth substantially, very large capacitors
may be required, which can be prohibitively large. Thus the direct application of
an ADPLL may not be a practical solution for spur rejection. To overcome this
problem without a considerable penalty in silicon area, an active capacitor multiplier
is introduced to implement large capacitors. Details of the implementation of the
capacitor multiplier are presented in section D-3.
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D. Circuit Description
1. Phase Frequency Detector with Dead Zone Width Control
As shown in Fig. 61, the ADPLL requires two sets of phase frequency detectors and
charge pumps to implement the adaptively adjustable loop bandwidth. A key element
in ADPLL architecture is the PFD in auxiliary path that has an additional larger dead
zone intentionally. Normally conventional PFD would have a dead zone cancellation
circuit to prevent it in the ﬁrst place, since dead zone degrades overall phase noise
performance of a PLL. In the dead zone, a PFD practically stops working and does
not produce UP/DOWN pulses. The ADPLL architecture takes advantage of this
eﬀect by using it as a method to eﬀectively remove the auxiliary path from the PLL
without glitch problem. Due to the dead zone, the auxiliary path stops producing
pulses when the phase error is smaller than a predetermined phase error range. In
other words, only when the loop is in transition state, the auxiliary path is operating
and speed-up of the loop is accomplished [75].
The problem of implementing ADPLL for a narrow band system is that the phase
error is quite small already even for the maximum frequency transition, which would
generate the maximum phase error. The maximum phase error for 802.11b synthesis
can be calculated when the frequency jumps from the lowest frequency 4824 MHz
to the highest frequency 4944 MHz. Assuming the synthesizer is settled to produce
4824 MHz output, the signal after the frequency divider must be the same frequency
as the reference signal since the PLL is locked to the reference. The period of the
reference signal is,
P1 =
1
2 MHz
= 0.5 µs (5.1)
In order to make the frequency transition, the division ratio has to change from
2412 to 2472 for the new output frequency. Right after the division ratio is changed,
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Fig. 62. PFD with dead zone control
the synthesizer output frequency is still unaﬀected. Now the signal after the frequency
divider has longer period than before since the division ratio is increased. Thus the
new period of the signal is,
P2 =
1
4824 MHz/2472
= 0.512 µs (5.2)
P1 and P2 have a diﬀerence of only 12 ns in time. The phase error in terms of degree
is,
EP = 360
P2 − P1
P1
= 8.96 degree (5.3)
This shows that the maximum phase error possible in 802.11b synthesizer must
be less than 9 degree. The auxiliary PFD must be able to perceive this as a large
phase error so that it can contribute to the speed-up process. If the dead zone in the
auxiliary PFD is larger then 9 degree, the auxiliary path has no eﬀect what so ever
even during the frequency transition and there is no improvement in settling time. In
order to have an optimum dead zone width with such ﬁne resolution, it is necessary
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Fig. 63. The operation of the dead zone PFD
to have a tuning mechanism to counter the uncertainties due to process variation.
The proposed architecture of the PFD with dead zone width control is shown
in Fig. 62. It is based on conventional digital implementation of PFD. But it has
reduced reset pulse length due to reset pulse cancellation circuit. Dead zone is imple-
mented by variable capacitors that increases rising time of the UP/DOWN pulses.
The operation is depicted in Fig. 63. The top set of UP/DOWN pulses are from
conventional PFD, and the bottom set of pulses are from dead zone PFD. In the dead
zone PFD, the rising time is slower than the conventional one. Thus when the phase
error is large, it generates narrower pulses compared to conventional PFD. Once the
phase error drops below the dead zone width, the pulse become so narrow that it
cannot rise high enough to turn on next gate. This eﬀectively makes the dead zone
PFD out of operation.
The width of the dead zone can be tuned through a 3-bit digitally programmable
capacitor bank. The width of the dead zone also has a critical eﬀect on the stability
and the speed-up performance of the synthesizer. If the dead zone width is too
narrow, the speed-up eﬀect of the auxiliary path would be too pronounced and make
the loop unstable. On the other hand, if the dead zone width is too wide, the eﬀect
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Fig. 64. Cascode charge pump
of the auxiliary path would be not enough to speed-up the settling of the synthesizer
considerably. The proposed PFD with dead zone width control makes it possible to
optimize the dead zone width by tuning it oﬀ-line. It can be done by testing the
settling time performance of the stand alone frequency synthesizer before turning
on the whole receiver. The tuning is required only once per chip since the process
variation is the main source of the uncertainty. Once tuned, no switching is necessary
during a normal operation.
2. Charge Pump
The PFD is followed by a charge pump shown in Fig. 64, with a cascode output. The
cascode transistors provide a larger output resistance that reduces the output voltage
dependence of the output current. Switches Mp and Mn are sized to reduce the current
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Fig. 65. Active capacitance multiplier. (a) Conceptual diagram (b) Circuit implemen-
tation with bias
mismatch and switching time of the charge pump. The charge pump currents of the
narrow-bandwidth main path and wide-bandwidth auxiliary path (ICP1 and ICP2 in
Fig. 61) are 9.7 µA and 197 µA, respectively. This is a factor of nearly 20. The choice
of CP currents is intimately related to the values of the loop ﬁlter components and
stability considerations. Details of the loop ﬁlter design are presented in section D-4.
3. Capacitance Multiplier
Before discussing the loop ﬁlter, how to obtain a large capacitance in small area is
discussed. It is critical because the loop bandwidth has to be very low to obtain high
spur rejection, requiring a very large capacitance.
The principle of active capacitance multiplication is shown in Fig. 65 [76]. The
current i0 ﬂowing through capacitor C is mirrored with a ratio of 1 : N by M2 and
subtracted from the input node. This extra current extraction (Ni0) is seen from
the input as larger total current variation for a given input voltage, or equivalently a
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lower input impedance. The impedance seen from the input port zin equals,
zin =
vin
i0 + Ni0
=
vin
sCvin + sCNvin
=
1
sC(1 + N)
(5.4)
Equation (5.4) shows that the eﬀective capacitance is multiplied by a factor of
(1 + N).
Leakage current at the input of the capacitance multiplier due to ﬁnite output
impedance can be a problem in the capacitance multiplier [16]. However, the atten-
uation of the loop ﬁlter at the reference frequency is kept large enough such that
the eﬀect of the leakage current on the reference spurs is minimized. Also, a large
transistor length and small bias current are used to help reduce the amount of leakage
current.
4. Loop Filter
The loop ﬁlter is the most important block in this PLL design because it determines
the characteristics of closed loop behavior on both operation modes: locked state and
frequency transition. Settling time and spur rejection depend on loop bandwidth.
Measurement results from previous designs [67,68] showed that a 36 kHz loop band-
width is wide enough for the synthesizer to meet the settling time requirement but
so wide that it does not provides adequate rejection for spurious signals. It is not
possible to further reduce the loop bandwidth since it would prevent the loop from
meeting the settling time requirement.
An adaptive dual loop scheme solves this dilemma by featuring a loop ﬁlter that
can change its bandwidth and stability consideration depending on the operation
mode. To avoid the glitch problem, there is no switch in the loop ﬁlter to discretely
alter the value of its passive elements. The loop ﬁlter changes its transfer character-
istic by gradually shifting which combinations of its two input ports receive current
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Fig. 66. Dual bandwidth loop ﬁler. (a) Schematic of dual bandwidth loop ﬁlter with
active capacitance multiplier (b) Bode plot of Hmain(s) and Haux(s) shows
transition of transfer function
pulses from charge pump outputs.
The circuit implementation of the proposed loop ﬁlter is shown in Fig. 66(a).
Two diﬀerent open loop transfer function can be derived by substituting the loop
ﬁlter into the ADPLL system shown in Fig. 61. One is a transfer function following
the main path of the loop, which has narrow bandwidth for high spur rejection. The
other is a transfer function following the auxiliary path of the loop, which has wide
bandwidth for settling time speed-up.
The main path has a charge pump current ICP1. The eﬀect of the auxiliary path
can be ignored for now by assuming ICP2 = 0. The transimpedance from ICP1 to
note V1 is,
Zmain(s) =
V1
ICP1
∣∣∣∣
ICP2=0
 1 + s(R1 + R2)C1
C1s(1 + s(R1 + R2)C2)(1 + sR3C3)(1 + sR2C4)
(5.5)
Using the above equation, the open loop transfer function of the main path calculated
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from Fig. 61 is,
Hmain(s) =
φout
φin
 KoICP1(1 + s(R1 + R2)C1)
2πNC1s2(1 + s(R1 + R2)C2)(1 + sR3C3)(1 + sR2C4)
(5.6)
where Ko is the VCO gain. Similarly, the auxiliary path has a charge pump current
ICP2. The transimpedance from ICP2 to note V1 is,
Zaux(s) =
V1
ICP2
∣∣∣∣
ICP1=0
 1 + sR2C1
C1s(1 + s(R1 + R2)C2)(1 + sR2C4)
(5.7)
Using the above equation, the open loop transfer function of the auxiliary path is,
Haux(s) =
φout
φin
 KoICP2(1 + sR2C1)
2πNC1s2(1 + s(R1 + R2)C2)(1 + sR2C4)
(5.8)
Note that not only Hmain(s) has an additional pole at 1/R3C3, but it also has a
zero at the frequency of 1/(R1 + R2)C1 – lower than that of Haux(s). Observe that
by using a factor of 3 for the separations between pole/zero and crossover frequency,
it is ensured that the damping factor of the closed loop transfer function is larger
then 0.8, so that the overshoot in transient response does not cause serious problem.
A factor of 4 makes the loop critically damped. Stability constraints can be met by
following the guidelines described below.
1. Low bandwidth loop
(a) Zero at 1/(R1 + R2)C1 has to be at least 3 times lower than crossover
frequency (fc1).
(b) Pole at 1/R3C3 has to be at least 3 times higher than crossover frequency
(fc1).
(c) Additional pole at 1/(R1 + R2)C2 has to be at least 3 time higher than
pole frequency.
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2. High bandwidth loop
(a) Zero at 1/R2C1 has be at least 3 times lower than crossover frequency
(fc2).
(b) Pole at 1/(R1 + R2)C2 has to be at least 3 times higher than crossover
frequency (fc2).
Fig. 66(b) shows the actual locations of poles and zeros for this implementation.
Only the main path is active in steady state operation and the loop bandwidth is
kept narrow at 9.3 kHz. At the beginning of a frequency transition, if the phase
error is larger than the width of the dead zone speciﬁed by the PFD in the auxiliary
path, both PFD’s produce UP/DOWN pulses. In this case, both the main and the
auxiliary path becomes active and the loop bandwidth is pushed to 42 kHz for faster
settling. Since both paths are active, the equivalent total transfer function of the
loop ﬁlter is the addition of Hmain(s) and Haux(s). However, since the charge pump
output current of the auxiliary path (ICP2) is much larger than the output current of
the main path (ICP1), the transfer function of the wide bandwidth path, Haux(s) has
a dominant eﬀect on the loop. The total transfer function can be expressed as,
Htotal(s) =


Hmain(s) when in steady state
Hmain(s) + Haux(s)  Haux(s) when in transition
(5.9)
As the phase error gets smaller, it becomes comparable to the width of the dead
zone. The auxiliary loop PFD stops producing any output once the phase error drops
below the dead zone limit and it does not have an eﬀect on the loop anymore. The
loop gradually shifts back to narrow bandwidth transfer function, so that it can have
more rejection for spurious signals. In this implementation spur rejection performance
at 2 MHz is improved by 47 dB.
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Fig. 67. Simulation result of open loop transfer functions Hmain(s) and Haux(s). (a)
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The actual simulation result of the open loop transfer function of the main and
the auxiliary loop is shown in Fig. 67. The broken line is Hmain(s), the dotted line is
Haux(s), and the solid line is Hmain(s) +Haux(s). As expected, Hmain(s) +Haux(s) is
dominated by Haux(s). The phase waveform in Fig. 67(b) shows the phase margin of
Hmain(s) is higher than that of Haux(s) for better stability.
Note that C4 in Fig. 66(a) is seemingly unimportant since it does not have a
signiﬁcant contribution to the transfer functions. However, it is essential for ﬁltering
non-linear pulsed current from the charge pumps preceding the loop ﬁlter as shown in
Fig. 68. With C4 of 1 pF, the voltage peak is larger than 0.5 V. Once C4 is increased
to 10 pF, the peak is decreased below 0.1 V. Care should be taken to suppress such
voltage peaks since the eﬀect of C4 only appears as a high frequency pole in the linear
model in equation (5.6) and (5.8). Only rigorous circuit simulation can accurately
predict its detrimental eﬀect. While a large value of C4 provides better ﬁltering, it
should be small enough so that its eﬀect does not degrade the overall phase margin.
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Fig. 68. Voltage peaks on V2 node in Fig. 66(a) due to pulsed current output from the
charge pump
Finally the parameters of the PLL design is summarized in Table XIV. The
bandwidth of the main loop is kept at 9.3 kHz while the largest passive capacitor is
only 39 pF. The active capacitance multiplier makes the eﬀective capacitance as large
as 975 pF. All the passive elements are integrated on-chip.
It is worthwhile to verify how much of die area is saved by utilizing the active
capacitance multiplier. The chosen process technology, IBM6HP BiCMOS, has a
metal-insulator-metal (MIM) capacitance density of 0.7 fF/µm2. Thus 975 pF capac-
itor would occupy 975 pF/0.7 fF/µm2  1.4 mm2. The active capacitance multiplier
with 39 pF passive capacitor occupies 0.06 mm2, which is only 4.3% of the are 975 pF
capacitor would consume. This shows that the active capacitance multiplier is an
essential part of implementing a low-spur frequency synthesizer based on reduced
loop bandwidth. Without it, the proposed solution for spur rejection becomes very
expensive because of the increased overhead in die area.
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Table XIV. PLL design parameters
Auxiliary loop Main loop
Loop bandwidth 42 kHz 9.3 kHz
fzero 12.5 kHz 2.5 kHz
fpole 150 kHz 150 kHz, 50 kHz
Phase margin 47◦ 55◦
Icp 197 µA 7.9 µA
Passive elements R1 51 kΩ
R2 12.7 kΩ
R3 95.5 kΩ
C1 39 pF × 25
C2 16.7 pF
C3 33.4 pF
C4 10 pF
5. VCO
The VCO is implemented with a LC-tuned negative-gm oscillator as shown in Fig. 69.
The details of the VCO design has been covered in section IV-F. BiCMOS technology
provides some unique options for designing the passive tank elements. Special low-
resistance, top-metal layer is utilized for the on-chip inductor. Simulated quality
factor of the 1.5 nH inductor is 13. The intrinsic base-collector diode of a bipolar
device is used as a varactor, which provides a ±17% capacitor variation range. The
varactor can provide the VCO with 760 MHz of tuning range; wide enough for both
standards individually but not both at the same time. Discretely programmable
capacitor banks are present to switch modes between the two standards. Once the
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Fig. 69. Schematic of VCO
mode is set, there is no on-line switching involved during the channel transition.
Several measures have been taken to meet the phase noise requirement. Base
nodes of the bipolar transistor drivers are AC-coupled with oscillating nodes and
biased by an extra DC biasing circuit to keep the transistors in the active region.
Although the biasing circuit increases the eﬀective base resistance, improved linearity
helps to reduce the overall phase noise. A bypass capacitor on the common emitter
node reduces the noise contribution of the current bias transistors [66].
6. Prescaler
A 15/16 dual-modulus phase switching prescaler follows the VCO. The prescaler is
comprised of three stages of cascaded asynchronous dividers, an 8-to-1 multiplexer,
phase selection circuitry and a ﬁnal divide-by-two stage, as shown in Fig. 70. The
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Fig. 70. 15/16 phase switching prescaler block diagram
output of the VCO itself provides the local signal for 802.11a standard at 5 GHz
range. The output of the ﬁrst asynchronous divider provides the local signal for
802.11b standard at 2.4 GHz range. The use of asynchronous frequency dividers
reduces the power consumption of the prescaler compared to conventional dividers
operating at the same frequency [63].
The output of the third stage of dividers generate eight phases separated by a
45◦ each at a frequency corresponding to 1/8 of the VCO frequency. By controlling
the sequence of phase selection switching block, the divider can perform either divide-
by-16 operation or divide-by-15 operation.
E. Testing and Measurement
The proposed synthesizer was fabricated through MOSIS in a 0.25-µm BiCMOS pro-
cess. Fig. 71 shows the microphotograph of the fabricated chip. The synthesizer
dissipates 70 mW from a single 2.5 V supply including all the biasing circuits on the
PCB, and occupies a chip area of 1.7 mm2. An eﬀective capacitance of 975 pF is
implemented with the active capacitance multiplier occupying only 0.06 mm2 of die
area with minimal overhead on power consumption; the bias current needed for the
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Fig. 71. Chip microphotograph of the multi-standard frequency synthesizer
capacitance multiplier is 10 µA.
1. Printed Circuit Board (PCB) Design
An exclusive PCB is designed and fabricated for measurement of the chip. A photo
shot of the PCB is shown in Fig. 72(a). Block diagram shown in Fig. 72(b) presents
general features of the PCB. On the bottom portion, there are three variable voltage
regulators to supply the digital blocks, the VCO, and the rest of the analog blocks
separately. The separation of the digital and the analog power supply prevents the
supply noise of the digital blocks from degrading the sensitive analog blocks. Among
the analog blocks, the VCO is separated from the rest. It has been reported in
[77] that an integrated voltage regulator dedicated for VCO supply can improve the
performance of the VCO.
The test chip is placed close to the top left corner so that the critical interconnects
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Fig. 72. PCB for the multi-standard synthesizer testing. (a) Photo shot (b) Block
diagram
for RF output can be as short as possible. Diﬀerential outputs from the chip is
converted to single ended signals by passive baluns placed next to the output pins.
2.4 GHz and 5 GHz outputs need diﬀerent types of balun because transformer used
as the balun has a narrow band characteristic.
Simple current biasing circuits are composed of 8 pairs of 18-turn potentiometers
and shorting jumpers for current measurement. High turn potentiometers are required
for precise current adjustment.
On the righthand side, a series of DIP switches set the digital input words for
several blocks including; low frequency counters as part of frequency divider, VCO
coarse tuning for band selection between 802.11a and 802.11b, dead zone width control
of the auxiliary PFD.
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Fig. 73. Testing bench setup
2. Testing Setup
Testing bench setup is shown in Fig. 73. The equipments used in the testing are listed
below.
• Agilent Inﬁniium Oscilloscope (on the top shelf) for settling time measurement
• Rohde & Schwarz FSEB Spectrum analyzer (on the middle shelf) for output
power spectrum measurement
• Agilent 33250A Function Generator (on the bench, right) for reference frequency
source
• HP 33120A Function Generator (on the bench, left) for hopping channel center
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frequency
• Agilent E3631A Power Supply (on the bench, middle)
3. Measurement Results
First, the tuning range of the frequency synthesizer is measured by the spectrum
analyzer. The carrier center frequency is synthesized from the lowest channel to the
highest.
Lower/Middle Band
5180~5320 MHz
Upper Band
5745~5805 MHz
(a)
2.472 GHz2.412 GHz
(b)
Fig. 74. Measured tuning range. (a) 802.11a (b) 802.11b
Fig. 74(a) shows the tuning range of the synthesizer in 802.11a mode. 802.11a
standard speciﬁes three separate bands; U-NII lower band (5180–5240 MHz), U-NII
middle band (5260–5320 GHz), and U-NII upper band (5745–5805 MHz). The result
shows that the synthesizer can generate all the center frequencies required by the
standard. Fig. 74(b) shows the tuning range in 802.11b mode. Changing modes
between 802.11a and 802.11b is done by digital input bits. The eﬀective size of the
varactor in the VCO is increased so that the free running frequency of the VCO can
127
cover 4824–4944 MHz range. The output for 802.11b mode is generated by a divide-
by-two circuit, which makes the frequency coverage from 2412 MHz to 2472 MHz.
The result also shows a full coverage of the required center frequencies.
(a) (b)
Fig. 75. Measured output spectra. (a) 802.11a at 5.805 GHz (b) 802.11b at 2.500 GHz
The next measurement shows the reference spur rejection performance of the
synthesizer. Fig. 75(a) and (b) shows the spectrum of the output signal for 802.11a
at 5.805 GHz, and for 802.11b at 2.500 GHz respectively. The reference spurs are
56 dB below carrier at an oﬀset of 2.5 MHz for 5.805 GHz output, and 59 dB below
carrier at an oﬀset frequency of 2 MHz for 2.500 GHz output. The reference spur
is lower for the 2.500 GHz output even though the reference signal is closer to the
carrier. This is because the 2.500 GHz output is produced by dividing 5 GHz signal
by two, that results in 6 dB reduction of the modulated spurious signals including
reference spurs and phase noise.
The reference spurs can be increased intentionally by disabling the main path
of the ADPLL. With only the auxiliary path active, the loop should be unstable
theoretically. In the testing session, the PLL lost its locked state occasionally in
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Fig. 76. High reference spurs are generated by disabling the main path
random incidents and had to reacquire the locked state. However, it was possible to
measure a output spectrum as long as the center frequency is not actively changed by
frequency hopping input. Fig. 76 shows the output spectrum with increased reference
spurs for 802.11a mode. The spurious tones are increased by 31 dB, resulting at
25 dB below the carrier signal. Note that along with the increased fundamental term
of the reference spur, the third harmonic term become signiﬁcant in the high spur
measurement.
Fig. 77. Settling time measurements with and without the auxiliary loop for speed-up
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The settling behavior of the synthesizer is studied by observing the waveform of
the VCO control voltage during a frequency transition. Fig. 77 shows a settling time
of about 80 µs. The eﬀective loop bandwidth of this settling time is 42 kHz as shown
in Fig. 66(b). The ﬁgure also shows that the settling time is increased to about 250 µs
when the high bandwidth loop is disabled. It can be done by disabling the auxiliary
path. Unlike disabling the main path, it does not involve stability problem. The slow
slope in Fig. 77 clearly shows that it can settle with no problem when the output
frequency is changed. The eﬀective loop bandwidth of 250 µs settling is 9.3 kHz.
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Fig. 78. Simulation result of a non-linear slow response
It is worthwhile to note that the slow response shown in Fig. 77 has very non-
linear characteristic. At the beginning of the transition, the waveform rises as fast
as the fast response. Then it is abruptly slowed down and follows a conventional
characteristic of a slow linear step response. It seems as if the auxiliary path still can
aﬀect the transient response even when it is disabled by removing the bias current of
the auxiliary charge pump. When the phase error is very large at the beginning of a
transition, the dead zone PFD can generate pulses that can be capacitively coupled
to the output of the charge pump, even when the charge pump is not active. Once the
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phase error gets low enough, the eﬀect of the capacitive coupling become insigniﬁcant
to the overall response of the loop. A simulation result on Matlab model is shown
in Fig. 78. Both the main and auxiliary path is active until the transient waveform
reaches 0.3 V, and then only the main loop is active during the rest of the transition.
Reduced bandwidth of the main loop slows down the transition considerably after
the initial jump. However, this should not aﬀect the normal operation of the ADPLL
when both main and auxiliary charge pump are active.
Fig. 79. A sample phase noise measurement
The phase noise is measured for every carrier frequency required in both stan-
dards. A sample of phase noise measurement result is shown in Fig. 79. The phase
noise measurement environment is same as described in the previous chapter sec-
tion IV-8. Measured results are summarized in Fig. 80. For 802.11a, the phase noise
spans from −141 to −136 dBc/Hz at 40 MHz oﬀset frequency. For 802.11b, the phase
noise performance is better, spanning from −143 to −140 dBc/Hz at 25 MHz oﬀset
frequency. This is due to the same reason as aforementioned 6 dB reduction of mod-
ulated spurious signals by divide-by-two operation. Finally, the measurement results
are summarized in Table XV.
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Fig. 80. Phase noise of each channel carrier. (a) 802.11a (b) 802.11b
Table XV. Measurement results summary
802.11a 802.11b
Tuning range 5180 ∼ 5805 MHz 2412 ∼ 2472 MHz
Spurs −56 dBc at 2.5 MHz −59 dBc at 2 MHz
Settling time  80 µs < 80 µs
Phase noise −141 ∼ −136 dBc/Hz −143 ∼ −140 dBc/Hz
at 40 MHz oﬀset at 25 MHz oﬀset
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CHAPTER VI
CONCLUSIONS
In this dissertation we discussed a design procedure of frequency synthesizers and
proposed an improved circuit architecture for better performance. We demonstrated
the design of a multi-standard frequency synthesizer for WLAN application, covering
from the interpretation of standards to the testing and measurements.
A new methodology of interpreting communication standards into low level cir-
cuit speciﬁcations was developed to clarify how the requirements are calculated. The
highlighted parameters included: phase noise, settling time, and spurious rejection.
We studied two Wireless LAN standards, 802.11a and 802.11b, using the new method-
ology, and clearly deﬁned the requirements to be met by circuit implementations.
Once the requirements were speciﬁed, we presented a detailed procedure to deter-
mine important design variables from the speciﬁcations. The procedure incorporated
the fundamental theory such as stability and settling time of feedback system, and
non-ideal eﬀects such as phase noise and reference spurs. The design procedure can
be easily adopted for diﬀerent applications and is not limited to WLAN application.
A BiCMOS frequency synthesizer compliant for both WLAN 802.11a and 802.11b
standards was presented as a design example. An integer-N architecture was chosen
for optimal performance in area and power consumption. However, satisfying both
standards imposed stringent design requirements due to the limitations of the integer-
N architecture. An improved adaptive dual-loop PLL architecture with a new loop
ﬁlter topology and a tunable dead zone was proposed to improve reference spur re-
jection and settling time performance.
The improvements made it possible to implement an integer-N type synthesizer
with a reference frequency of as low as 2 MHz, while keeping the reference spurs and
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settling time within speciﬁcation. The synthesizer is fabricated in a 0.25 µm BiCMOS
process and dissipates 70 mW from a single 2.5 V supply, and it occupies a silicon
area of 1.7 mm2. Test-chip measurement results show −56 dBc reference spurs at a
frequency oﬀset of 2 MHz, thanks to a very low loop bandwidth of 9.3 kHz, which
is realized with an eﬀective capacitance of 975 pF occupying only 0.06 mm2 of chip
area. Even with the low loop bandwidth, the speed-up eﬀect of the adaptive dual
loop PLL kept the settling time close to 80 µs.
We demonstrated that the proposed architecture could extend the operation
limit of conventional integer-N type synthesizers. The new architecture made it
viable to use integer-N synthesizers for more demanding applications, including a
multi-standard WLAN transceiver. It opened new opportunities of designing high
performance frequency synthesizers. The most attractive beneﬁt of the new architec-
ture is that it maintains the beneﬁt of the integer-N architecture with minimal cost
in chip area and power consumption.
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APPENDIX A
ROUTH-HURWITZ STABILITY CRITERION
The Routh-Hurwitz stability criterion is a method for determining whether or
not a system is stable based upon the coeﬃcients in the system’s characteristic equa-
tion. It is particularly useful for higher-order systems because it does not require the
polynomial expressions in the transfer function to be factored.
The procedure for using the Routh-Hurwitz criterion is as follows:
1. Write the characteristic equation (a polynomial in s) in the following form:
a0s
n + a1s
n−1 + . . . + an−1s + an = 0
2. If any of the coeﬃcients are zero or negative and at least one of the coeﬃcients
are positive, there is a root or roots that are imaginary or that have positive
real parts. Therefore, the system is unstable.
3. If all coeﬃcients are positive, arrange the coeﬃcients in rows and columns in
the following pattern:
sn a0 a2 a4 a6 · · ·
sn−1 a1 a3 a5 a7 · · ·
sn−2 b1 b2 b3 b4 · · ·
sn−3 c1 c2 c3 c4 · · ·
sn−4 d1 d2 d3 d4 · · ·
...
...
...
...
...
...
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s2 e1 e2
s1 f1
s0 g1
where the coeﬃcients are:
b1 =
a1a2 − a0a3
a1
, b2 =
a1a4 − a0a5
a1
, b3 =
a1a6 − a0a7
a1
· · ·
c1 =
b1a3 − a1b2
b1
, c2 =
b1a5 − a1b3
b1
, c3 =
b1a7 − a1b4
b1
· · ·
d1 =
c1b2 − b1c2
c1
, d2 =
c1b3 − b1c3
c1
, · · ·
The Routh-Hurwitz stability criterion states that the number of roots with posi-
tive real parts is equal to the number of changes in sign of the coeﬃcients in the ﬁrst
column of the matrix. Note that the exact values are not required for the coeﬃcients;
only the sign matters.
If a system is stable (all of its poles are in the left half of the complex plane),
then all the coeﬃcients ai must be positive and all terms in the ﬁrst column of the
matrix must be positive.
For example, given a system with characteristic equation
a2s
2 + a1s + a0 = 0
we can determine which values of ai will make the system stable and which will make
the system unstable.
Arranged in matrix form, the coeﬃcients are
s2 a2 a0
s a1
1 a1a0/a2
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The Routh-Hurwitz criterion states that all of the coeﬃcients in the ﬁrst column
of coeﬃcients must be positive, so for this case we must have a2 > 0 and a1 > 0.
Since a2 and a1 are positive, a0 must be greater than 0 as well.
As another example, consider the system with characteristic equation
s3 + s2 + 2s + 24 = 0
Arranged in matrix form, the coeﬃcients are
s3 1 2
s2 1 24
s −22
1 24
Since at least one of the coeﬃcients (-22) is less than zero, this system is unstable.
In fact, it has two roots in the right half-plane.
In the case of the third-order closed-loop transfer function of PLL as shown in
equation (3.6), the characteristic equation is
s3/(ωpKDKo) + s
2/(KDKo) + s/ωz + 1 = 0 (A.1)
The coeﬃcients matrix is;
s3 1/(ωpKDKo) 1/ωz
s2 1/(KDKo) 1
s 1/ωz − 1/ωp
1 1
In order to make this system stable, all of the coeﬃcients in the ﬁrst column
of coeﬃcients must be positive. Thus the condition when the PLL is stable can be
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derived as,
ωp > ωz (A.2)
which states and the frequency of the additional pole must be higher then the fre-
quency of the stabilizing zero.
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APPENDIX B
GARDNER’S STABILITY LIMIT
Linearized PLL model is based on averaged-response, time-continuous, constant-
element operation of the loop. There are features arising from the actual discontinuous
operation that need attention, even for narrow bandwidths. In some sense, the loop
operates on a sampled basis and not as a straightforward continuous-time circuit.
In particular, an analog, second-order PLL is unconditionally stable for any value of
loop gain, but the sampled equivalent will go unstable if the gain is made too large.
The end result is the characteristic equation (denominator of the transfer function
equation (3.7)) of the sampled PLL in the z-plane, which has the form
D(z) = (z − 1)2 + (z − 1)2πωzK
′
ωREF
(1 +
2πωz
ωREF
) +
4π2ω2zK
′
ω2REF
(B.1)
where K ′ = (ωn/ωz)2 may be regarded as a normalized loop gain, ωREF is the input
frequency, and ωz is the ﬁlter zero frequency.
Transient response for small phase errors and loop stability are studied by exam-
ining the locations of the zeros of D(z) – the poles of the z-domain transfer function.
The root locus shows pole locations in the z plane for varying K ′; an example is
sketched in Fig. 81. The shape of the locus is very similar to that of a conventional
second-order loop in the s-plane.
The two poles start at z = 1 for K ′ = 0 and move on a circle with center at
z = (1 + 2πωz/ωREF )
−1 for values of
K ′ <
4
(1 + 2πωz/ωREF )2
(B.2)
For larger K ′, the poles lie on the real axis; one pole migrates towards the center of
the locus circle and the other migrates towards −∞.
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Fig. 81. Root locus plot of second-order loop in z-plane.
The loop is stable only if the poles lie inside the unit circle. Instability results
where the outbound pole crosses the unit circle at z = −1, as noted in Fig. 81.
Normalized gain at the crossing point is
K ′ = − 1
πωz
ωREF
(
1 +
πωz
ωREF
) (B.3)
This value of K ′ is the stability limit. It can be rearranged by substituting K ′ with
(ωn/ωz)
2, and the result is same as shown in equation (3.8).
We can observe the discrete-time domain behavior of the system from the inverse
z-transform of equation (B.1). The partial fraction of the transfer function has a form
of,
H(z) =
a1z
z − 1 + b1 −
a1z
z − 1 + b2 (B.4)
where a1  Ωoωz/ω2n, b1  2πω2n(π + ωREF/ωz)/ω2REF , and b2  2π2ω2n/ω2REF . Ωo is
an initial condition.
The inverse z-transform of equation B.4 is,
h(n) = a1(1− b1)n − a1(1− b2)n (B.5)
Damping of the transient response depend on the range of the coeﬃcient b1 and b2.
When 0 < b1, b2 < 1, the system is overdamped. The response is an exponential
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decay. When b1 = b2 = 1, the system is critically damped. When 1 < b1, b2 < 2,
the system is underdamped and the response start to show oscillatory behavior since
(1 − bx) < 0. Once b1 and b2 reaches the value of 2, the system becomes unstable.
The stability limit shown in equation (B.3) is obtained when b1 = 2.
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