Abstract. Ambient intelligent systems are context aware by perceiving and reasoning about their environment, they perceive the needs of their users and proactively respond to these needs by being context sensitive. Users do not interact with these systems by traditional means only, but also through behavioural interfaces. This combination of mixed initiative systems and unconventional interfaces puts strong requirements on the explanatory capabilities of any system. The work presented here focuses on explaining the behaviour of an ambient intelligent systems to its users. It demonstrates how explanations can be combined with context to deal with the different types of explanations that are required for a meaningful interaction of a system and its users.
Introduction
ability to explain ones own understanding of the world and ones own behaviour, as a necessary precondition for appearing intelligent.
Background
One approach to realising intelligent behaviour is by employing case-based reasoning [12] . This method springs from understanding reasoning as an explanation process [13] . Our understanding of common occurrences assists us in comprehending stories, in such a way that details omitted or assumed implicitly do not make a story incomprehensible for us. Our general knowledge about situations, the expectations, and the behaviour which should be exhibited are stored in what has been referred to in psychology as scripts [14] , which are closely related to the concept of schema [15, 16] .
Sørmo et al. [17] present a framework for explanations in intelligent systems with a special focus on case-based reasoning. Specifically, they identify five goals that explanations can satisfy. The goal of transparency is concerned with the system's ability to explain how an answer was reached. Justification deals with the ability to explain why the answer is good. When dealing with the importance of a question asked, relevance is the goal that must be satisfied. Conceptualization is the goal that handles the meaning of concepts. Finally, learning is in itself a goal, as it teaches us about the domain in question. These goals are defined from the perspective of a human user. His expectation on what constitutes a good explanation is situation dependend and has a historic dimension (compare e.g. Leake [18] ).
Roth-Berghofer has explored some fundamental issues with different useful kinds of explanations and their connection to the different knowledge containers of a case-based reasoning system [19] . Based on earlier findings from natural language explanations in expert systems, five different kinds of explanation are identified: conceptual explanations, which map unknown new concepts to known ones, why-explanations describing causes or justifications, how-explanations depicting causal chains for an event, purpose-explanations describing the purpose or use of something, and cognitive explanations predicting the behaviour of intelligent systems. Roth-Berghofer, further on, ties these different kinds of explanation to the different knowledge containers of case-based reasoning systems [20] , namely case base, similarity measure, adaptation knowledge, and vocabulary.
Building on these two works, we have earlier started to investigate a combined framework of user goals and explanation kinds [21] . The goal of this work was to outline a design methodology that starts from an analysis of usage scenarios in order to be able to identify possible expectations a user might have towards the explanatory capabilities of an intelligent system. The requirements recognised can further on be used to identify which kind of knowledge has to be represented in the system, and which knowledge containers are best suited for this task. In this work, we have identified the need for a socio-psychological analysis of workplaces in order to be able to design systems that can meaningful engage in socio-technical interactions.
In order to further explore the assumed advantages of designing systems from a socio-technical perspective, we have later on investigated the use of theories from industrial and organisational psychology in designing a case-based reasoning system geared towards ambient intelligence. The work presented here shows how the user-centric explanation goals can be satisfied by relating kinds of explanations in context awareness and context sensitivity with a socio-technical approach to modelling context.
Use of Activity Theory as a Means to Model Context
We have published some work on using activity theory to model context awareness [22, 23] . Although we have discussed the use of this theoretical framework to help understand when to deliver an explanation [24] , we have not previously explored how to make use of the same theoretical framework for designing explanatory capabilities for context aware systems. We will now outline how these deficiencies can be overcome.
First in this section, we will give a short summary of aspects of activity theory that are important for this work. See [25] for a short introduction to activity theory and [26, 27] for deeper coverage. The theoretical foundations of activity theory in general can be found in the works of Vygotsky and Leont'ev [6, 7, 28] .
Activity theory is a descriptive tool to help understand the unity of consciousness and activity. Its focus lies on individual and collective work practice. Some of its basic properties are:
-Hierarchical structure of activity: Activities (the topmost category) are composed of goal-directed actions. These actions are performed consciously. Actions, in turn, consist of non-conscious operations.
If an action fails, the operations comprising the action can get conceptualised and might become conscious actions in the next attempt to reach the overall goal. This is referred to as a breakdown situation. -Object-orientedness: Objective and socially or culturally defined properties. Our way of doing work is grounded in a praxis which is shared by our co-workers and determined by tradition. The way an artefact is used and the division of labour influences the design. Hence, artefacts pass on the specific praxis they are designed for. -Mediation: Human activity is mediated by tools, language, etc. The artefacts as such are not the object of our activities, but appear already as socio-cultural entities. -Continuous Development: Both the tools used and the activity itself are constantly reshaped. Tools reflects accumulated social knowledge, hence they transport social history back into the activity and to the user. -Distinction between internal and external activities: Traditional cognitive psychology focuses on what is denoted internal activities in activity theory, but it is emphasised that these mental processes cannot be properly understood when separated from external activities, that is the interaction with the outside world.
We have used an expanded model of activity theory, the Cultural Historical Activity Theory (CHAT, compare e.g. [29, 30] ), in order to analyse the use of technical artefacts as instruments for achieving a predefined goal in the work process as well as the role of social components, like the division of labour and community rules.
We have linked these different aspects of an activity to related categories of context in order to build a psychologically plausible context model. At the same time, we have used the model to guide our analysis of the work processes to be modeled into the system. However, we have not exploited all of the above mentioned aspects of activity theory in order to gain insight into the expectations and needs of the prospective users with regard to explanations.
Explanations and Context
The term explanation can have different foci. Either as goals that explanations can satisfy or as kinds of explanations that can be given. In addition, Leake identifies three different facets of explanations within the context of case-based reasoning [31] :
-Using explanations to support the case-based reasoning process -Generating explanations by case-based reasoning -Using cases for explaining system results to an external user With our notion of user goals, we can subsume the last two facets as both being targeted towards the user of the system. In our understanding, showing the case to the user is a special case of 'generating explanations by case-based reasoning', making use of the case-based reasoning assumption that similar problems have similar solutions. Provided that the user has some knowledge about the similarity function and that the case structure is understandable by the user, the displayed case acts as an explanation to the user (see e.g. [17, 32] ). We are left with two functions of an explanation, as described in [33] : first, enhancing and promoting the reasoning process. Second, delivering some knowledge about the reasoning process, its results, or implication to the user. We call the first aspect the system centric view on explanation and the second one the user centric view on explanation:
1 -Explanation as part of the reasoning process itself.
Example: a knowledge intensive case-based reasoning system can use its domain knowledge to explain the absence/variation of feature values. -Giving explanations of the found solution, its application, or the reasoning process to the user. Example: in an engine failure diagnosis system, the user gets an explanation on why a particular case was matched. We have earlier argued that an ambient intelligent system consists of three layers, each with their own responsibility [3] . The top layer is responsible for perceiving the world and order the perceived data into a coherent context structure on which reasoning is possible. The awareness layer is responsible for assessing the context and classify an ongoing situation. This layer demonstrates the ability of context awareness. Finally, the third layer is responsible for selecting and executing suitable behaviour based on the classification done in the awareness layer. This ability is referred to as context sensitivity.
In this architecture, context serves two purposes. Initially it is used as a focussing lens on the part of the world that can be perceived. Here the context limits the parts of the knowledge that the system uses to classify the situation. The second use of context is in the context sensitivity layer, where context is viewed as a lens that focuses the part of the system's knowledge that is to be used to satisfy the goal of the situation. Figure 1 depicts the dual use of context. Initially the Situation Context is what the context aware part uses to execute the case-based reasoning process that classifies the situation. Once the situation has been classified a suitable goal for this situation is found. This goal further limits the part of the context that is necessary for the context sensitivity part to exhibit appropriate behaviour. The goal as well as the context are made available to the context sensitivity part, as is indicated by the Goal arrow and the Goal Context in the figure.
For the purpose of this paper we will disregard the perception layer of the architecture as the perception layer demonstrates no reasoning capabilities, and only structures perceived data syntactically. Following our earlier arguments introduced in [3] , we identify these two aspects as two distinct steps in the reasoning process: Identify the behaviour the system should expose User Centric
Elucidate why the system identifies a particular situation
Explicate why a certain behaviour was chosen -Context Awareness: Trying to detect which situation the system is in. Example: An ambient intelligent system for supporting health personnel figures out that the user is on a ward-round because of the time of the day, the location, and the other persons present. -Context Sensitivity: Acting according to the situation the system thinks it is in. Example: the same system fetches the newest versions of electronic patient records of all patients in the room from the hospital systems. When the user stands close to the bed of a patient, the system automatically displays them.
Combining these views on explanation and on context, we end up with two dimensions of inquiry as depicted in Table 1 . This table shows the four different areas where explanations can be required, divided into a system centric and user centric view.
In the system centric view where explanations are a part of the reasoning process it is possible to initially generate an explanation used to recognise the situation. In this step we are using explanations to find out what situation we are in, by explaining similarities between a new situation and previously experienced situations. Following the recognition of a situation we can now use explanations to identify appropriate behaviour.
When dealing with the user centric view we can initially use explanations to elucidate why the system assumes that we are in a certain situation. The system can use all available sources of knowledge in order to gain the user's confidence in its capabilities. In the situation where the the system is required to explicate the behaviour that it exhibits, the explanation is used to explain why it takes a specific action.
As described above, activity theory has been used to recognise contextual facets of a work situation. By integrating the knowledge necessary for supporting the different explanatory goals of the user with this contextual information, the explanatory capabilities of the system are coupled with the different contexts. Hence, the hypothesis is that this explanatory knowledge will indeed primarily be used in the appropriate context.
We will now explore the relations between the basic properties of activity theory and explanation goals. Hierarchical structure of activity: The fact that activities are hierarchically structured, and that changes in these structures occur, facilitates certain explanation goals. Actions that are performed often will be transformed into operations. Vice versa, if an anticipated outcome of an operation does not occur, non-conscious operation will become conscious actions. This is called a breakdown situation. The explanatory capabilities of a system should support this. In fact two goals are relevant in these situations:
-Transparency: If parts of the non-conscious operations are carried out by artefacts, the system might need sufficient knowledge to explain the artefacts inner working in case of a breakdown. -Relevance: If an artefact involved in an action can behave differently than expected, it should be made clear why the unexpected behaviour occurred.
Object-orientedness: In the activity theoretical sense of the term objectoriented, the meaning of this term is twofold. On one hand, it highlights that all human activities have an objective, a goal, and therefore points towards the mental part of an activity. On the other hand, it refers to the fact that this mental objectives are directed towards the physical world. This holds for automated processes insofar as the automation already assumes a goal, and is supposed to support this goal:
-Transparency: It should be possible for a system to explain its relation to the physical processes. -Justification: An intelligent system should be able to explain its goals to the user.
Mediation: Every activity will incorporate some tools, be it physical (like machinery) or psychological artefacts (like language). If parts of the activity are carried out by an intelligent artefact, this artefact both acts as a mediator in the physical world and as a mediator of the psychological processes of the user:
-Justification: The system should be able to explain the connection between its actions and the reasoning process.
Continuous development:
The aspect of continuous development deals with the continuous change in the way we interact with the world. Both the user's activities and the artefacts used are changing. It should be noted that this includes the necessity for an intelligent system to adopt to changes over time:
-Learning: The system should be able to support the user's learning processes. If the system is extended, or new capabilities are included, the system should be able to act as teacher. It should therefore incorporate knowledge about how the new component facilitates the problem solving process.
Distinction between internal and external activities: Activity theory tries to overcome the dichotomy of mental processes and the outside world by focussing on the relation between internal and external activities. It is therefore crucial that the system supports the user in building an understanding of the artefacts used.
-Conceptualisation: The system should support the user's understanding of it by providing means of explaining its own world model to him.
Not all explanation goals can be satisfied by an activity theoretical perspective alone. Some goals can only be satisfied by inspecting other parts of the knowledge model, either in all cases or for certain situations. As an example, when recognising a situation the transparency goal can be satisfied by supplying a trace of the reasoning process used for classification. The different sources of knowledge required to satisfy the different goals will be further discussed in the following section.
Identifying Explanations Kinds from Goals
With the combination of explanations and context described above it is now possible to identify different kinds of explanations by identifying the explanation goals of the user. The four different areas where explanations can be required are shown in Table 1 . For the purpose of this paper we will focus on the user centric perspective where explanations are used to elucidate why the system identifies a particular situation and to explicate why a certain behaviour was chosen.
As we have stated before, users do not interact with an ambient intelligent system by traditional means only but also through behavioural interfaces. This means also that if the system gets everything right, it should be unobtrusive and supportive. The main situations where explanations are necessary are when something goes wrong, i.e. the system does not recognise the correct context or follows a path of actions which the user perceives as wrong, unusual, or unexpected. So while we do not dismiss the option that a user wants some explanation from the system even if it does what the user expects, we do not focus on this aspect in this paper. But it has to be kept in mind that the system's explanatory capabilities should also cover its ability to explain itself when nothing goes wrong. This is of special importance during the beginning of the use of the system in order to gain the user's trust into the system.
We would also like to point out that we have chosen not to consider the learning goal in this paper. The learning goal is specifically targeted towards educational systems. The goal of such a system is typically not only to find a good solution to a problem, but to explain the solution process to the user in a way that will increase his understanding of the domain. We do not consider this type of systems at the time being.
Context Awareness
In case of the context aware user centric perspective the system might misclassify a situation. In this case the system must satisfy the goals of transparency, justification and conceptualisation. In case of transparency and justification they explain the process through which the classification was reached. The choice between a transparency or justification goal is governed by the user's proficiency level. Where an expert user will require transparency, a novice user requires justification 2 . These two goals map to the 'how' and 'why' explanation kinds, where 'how' explains the causal chain of events leading to the classification, and 'why' justifies why the system thinks that the answer is good. The knowledge required to supply these kinds of explanations is found within the reasoning method, e.g. similarity measures in case-based reasoning.
Context Sensitivity
When dealing with the context sensitive user centric perspective, the system has two main situations in which explicating is required (not counting the situation where the system exhibits flawless behaviour). These two main situations are when the system exhibits wrong behaviour for the situation, and when it exhibits unexpected behaviour. Both of these situations can result in a breakdown situation as defined by activity theory. In case of a wrong behaviour the system's goal is not in line with the user's goal, any operations performed by the user will fail and become actions, thus a breakdown situation is occurring. In this case, the system displaying wrong behaviour must satisfy the same goals as when misclassifying the situation. This means that the transparency/justification goals must be satisfied. As with the case of misclassification, these goals map to the 'why' and 'how' kinds, which require knowledge about the reasoning process employed. In addition, the hierarchical structure principle in activity theory can guide the process through which these goals are satisfied. From a user perspective, the system can behave unexpectedly in several different manners: it can request an unexpected action from the users, non-user actions can be performed by a new or alternative person or by a new or unexpected artefact.
When the system requests a new action from the user, a breakdown situation occurs, and the user must respond consciously. Again, the goals of transparency/justification must be satisfied. In addition, the system must satisfy the relevance goal by explaining the relevance of the requested action, and in case of previously unperformed actions conceptualization is required. The hierarchical structure principle in activity theory can guide the process through which the transparency/justification and relevance goals are satisfied, whereas the conceptualization goal can be satisfied by inspecting the specific domain model. The relevance goal maps to the 'purpose' kind where an explanation of the purpose of the requested action gives the relevance. Finally the conceptualization goal maps to the 'conceptualization' kind, mapping unknown concepts to known ones.
If a non-user action is performed by a new or alternative artefact, three goals must be satisfied: transparency/justification, relevance and conceptualization. The mediation principle in activity theory can guide the process where the transparency/justification goal is satisfied, whereas the relevance and conceptualization goals are satisfied by inspecting the specific domain model. As aforementioned the transparency/justification goals map to the 'why' and 'how' kinds and the conceptualization goal maps to the 'conceptualization' kind. In the case of the relevance goal, this maps to the 'purpose' kind when dealing with alternative artefacts by describing the purpose of this artefact. When dealing with a new artefact, the relevance goal also maps to the 'conceptualization' kind.
For non-user actions performed by a new or alternative person, the description is similar to the one for artefacts. However, one important distinction exists. In the activity theoretical part of the knowledge model persons are part of the community that cooperates with the user through a division of labour. However, our current modelling of persons and roles does not distinguish between the two. Thus, even though an action is performed by a new or alternative person, the fact that the role is unchanged means that the activity as viewed from the system is unchanged. This is contrary to the way artefacts are perceived, where using a new or alternative artefact to perform an action will result in a change in the activity. This means that no activity theoretical principle can guide the satisfaction of the goals, thus other parts of the knowledge model must be inspected.
Example
We will briefly investigate the relations between context and explanation by the means of an example. Let us consider the following scenario: We have a casebased diagnostic system for aircraft failures. An engineer is equipped with an intelligent mobile assistant and one of his tasks is to diagnose the probable causes of engine problems. Let us assume that the engineer is working both at his home base and at line stations where faults have occurred.
Scenario 1 -Misclassified Context: Let us assume that our engineer is going to work with the head of engineering on a new schedule for sending engineers to line stations. He is doing administrative work and not working on technical problems. The time of this meeting, however, is at a time where there is usually a briefing with all engineers, and the system also recognises that some of the other people usually participating at this meeting are present. However, instead of being in a meeting room, we are at the office of the head of the engineering group, a fact which contradicts the assumption of being in the briefing. The system might now explain away this unusual facet by generalising that both the meeting room and the office are rooms and that an office to a certain degree serves the same purpose as a meeting room. Therefore, the system assumes that we are in a briefing and delivers fault information about the airplanes which are scheduled to be worked on.
When this error becomes obvious to the engineer, he might want to check why the system displayed this kind of information. So we are in the explicate phase of Table 1 . If he is an expert user of the system, he might have an interest what lead to the problem, so his goal is transparency. The kind of explanation helpful is a 'why' explanation, in particular one where the system displays the best matched cases and that it has classified the office as a general kind of room.
Scenario 2 -New Artefact Used: Let us now assume that the engineer is working on a diagnostic task and, in the course of this task, needs access to some performance data. This is recognised by the system. The knowledge source usually used for this kind of data is temporarily not available, so the system queries a different system which was added recently. This comes as a suprise to the engineer who was not aware of neither the unavailability of the first system nor the existence of the second.
The engineer now wants to know why the data from the new system is helpfull, he has a relevance goal. This can be supported by a 'purpose' kind of explanation, and by inspecting its own domain knowledge, the system can describe the purpose of the new data source, for example by explaining that the new data source is a backup system for performance data.
Summary and Future Work
This paper builds on a view of ambient intelligence encompassing first an understanding of the situation (context awareness) and then decisions on behaviour (context sensitivity). It has been argued that in both phases, explanations can be viewed from a system centric as well as a user centric perspective. It has further been described how explanations play a key role in ambient intelligent systems as a necessary prerequisite for a system being perceived as intelligent by human users.
The conceptual framework presented here describes how explanations can be used in the different parts of an ambient intelligent system. Further on, it describes how knowledge about requirements for explanations which can fulfil different user goals can be gained. We have introduced a means of taking user goals into account which is both psychologically plausible and in line with the tradition in context aware computing.
We have further on outlined how an understanding for user goals can be obtained both from an activity theoretic analysis of the activity environment and from the general and domain specific knowledge encompassed in the system at hand.
We have described how different user goals for explanations are related to different kinds of explanation and by this have outlined what knowledge a system has to contain in order to fulfil the user's goals. However, we have not yet tied this into a detailed methodology for intelligent systems design.
The three layered conceptual architecture (perception -awareness -sensitivity) combined with our conceptual model of explanations in ambient intelligence gives a foundation for the development of explanation aware applications. The different goals a user might have towards explanations together with their mapping to kinds and the inclusion of socio-technical analytic methods help us integrating the explanatory capabilities of the application at an early stage of the design process.
Our current implementation of an ambient intelligent case-based reasoning system can cater to the system centric perspective of explanations to some degree, but this has to be developed further. Regarding the user centric perspective, the current application does support the transparency, conceptualization and justification goals, where the latter is only supported partially due to the underlying issues with plausible inheritance in the current Java implementation. For the other goals, further implementation work is necessary.
