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ABSTRACT
Optimal transport aims to estimate a transportation plan that
minimizes a displacement cost. This is realized by optimiz-
ing the scalar product between the sought plan and the given
cost, over the space of doubly stochastic matrices. When
the entropy regularization is added to the problem, the trans-
portation plan can be efficiently computed with the Sinkhorn
algorithm. Thanks to this breakthrough, optimal transport has
been progressively extended to machine learning and statis-
tical inference by introducing additional application-specific
terms in the problem formulation. It is however challenging to
design efficient optimization algorithms for optimal transport
based extensions. To overcome this limitation, we devise a gen-
eral forward-backward splitting algorithm based on Bregman
distances for solving a wide range of optimization problems
involving a differentiable function with Lipschitz-continuous
gradient and a doubly stochastic constraint. We illustrate the
efficiency of our approach in the context of continuous domain
adaptation. Experiments show that the proposed method leads
to a significant improvement in terms of speed and perfor-
mance with respect to the state of the art for domain adaptation
on a continually rotating distribution coming from the standard
two moon dataset.
Index Terms— Forward-backward splitting, Bregman dis-
tance, optimal transport, continuous domain adaptation.
1. INTRODUCTION
Optimal transport (OT) is a fundamental notion in probability
theory [1] that defines a notion of distance between probability
distributions by quantifying the optimal displacement of mass
according to a so-called ground cost associated to the geom-
etry of a supporting space. The first formulation of optimal
transport problem was introduced by Monge [2] in the 18th
century, but it was later reformulated in a more tractable way
by Kantorovich [3] in the early 1940s. However, the practical
application of OT to solve computational tasks started only
recently with the introduction of the entropic penalty to re-
place the nonnegative constraints in the transportation plan [4].
The resulting problem was significantly faster to solve than
the unregularized counterpart using Sinkhorn algorithm [4–6],
which spread the use of OT for computing distances between
probability measures [7–11].
Recent practice of OT has found application in multiple
problems in signal processing and machine learning, such as
color transfer [12], image regestration [13], generative mod-
elling [14], and domain adaptation [15]. In this sense, most
applications of OT work by extending the general optimal
transport problem using a number of regularization terms
and domain priors to structure the solution of the transport
plan [15–17]. The resulting optimization problems can be
solved using different algorithms. For example, if the loss
function is differentiable, one can use the conditional gradient
algorithm, which consists of linearizing the whole objective
function [18, 19]. By linearizing only a part of the objective,
the authors in [20] optimize a better approximation of the
objective function, namely generalized conditional gradient
splitting (CGS) algorithm. The latter however relies on line
search to ensure the convergence, requiring an efficient solver
of the partially linearized problem to be of strong interest.
In this paper, we propose a new forward-backward splitting
algorithm based on Bregman distances. The nice feature of
the proposed method is that it works with a constant step-size,
making it both efficient and easy to implement. To illustrate
the flexibility of our approach, we develop an application of
optimal transport to continuous domain adaptation. We ad-
dress the scenario in which the target domain is continually,
albeit slowly, evolving, and in which, at different time frames,
we are given a batch of test data to classify. This type of
behavior can be seen in a variety of applications, such as
traffic monitoring with gradually changing lightning and atmo-
spheric conditions [21], spam emails evolving through time, or
smooth regional variations of language across a country [22].
Continuous domain adaptation has also found applications in
healthcare, adapting the problem of X-ray segmentation to
different domains [23]. To the best of our knowledge, we are
the first to tackle the problem of continuous domain adaptation
using optimal transport.
The remaining of the paper is organized as follows. Section
2 presents the general form of the optimization problem that
we aim at solving and details the proposed forward-backward
algorithm. Section 3 details the problem formulation of the
the continuous domain adaptation. Section 4 provides results
on a synthetic data for domain adaptation problem. Finally,
Section 5 concludes the paper.
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2. OPTIMIZATION ALGORITHM
Problem setup. LetMn+ be the space of discrete probability
measures of size n. Given two distributions µ(1) ∈ Mn+ and
µ(2) ∈ Mm+ , we denote by C(µ(1), µ(2)) ∈ Rn×m to the
transport cost between them, such that [C]ij measures the
cost to transport one unit of mass from [µ(1)]i to [µ(2)]j . We
define the regularized optimal transport problem between these
measures as
minimize
γ∈Rn×m
〈γ,C〉+ λH(γ) + J(γ) (1)
s.t. γ < 0, γ1m = µ(1), γ>1n = µ(2),
where H denotes the entropy operator1, λ > 0, 1n =
[1 . . . 1] ∈ Rn, and J : Rn×m → R is a differentiable
function with β-Lipschitz continuous gradient that acts as
regularizer for the transport plan.
Proposed algorithm We propose to solve problem (1) via
a forward-backward splitting algorithm based on Bregman
distances [24, 25]. To this end, we remark that the Problem (1)
can be generically formulated as
minimize
γ∈S
ϕ(γ) + J(γ),
where ϕ : Rn×m → R ∪ {+∞} is a lower semicontinuous
convex function defined as
ϕ(γ) = 〈γ,C〉+ λH(γ),
and S ⊂ Rn×m is a convex subset defined as
S = {γ ∈ Rn×m | γ < 0, γ1m = µ(1), γ>1n = µ(2)}.
The above problem fits nicely into the forward-backward
splitting framework of [24, 25], which allows us to solve (2)
through the following iterative algorithm2
γk+1 = prox
f
αϕ+ιS
(∇f(γk)− α∇J(γk)), (2)
where γ0 ∈ Rn×m, α > 0, and f is a Legendre function.
The key ingredient in the algorithm above is the f -proximity
operator of ϕ+ ιS , which is defined as
proxfαϕ+ιS
(
Σ) = argmin
γ∈S
αϕ(γ) + f(γ)− 〈γ,Σ〉.
By setting f = H , the proximity operator boils down to an
entropic optimal transport problem
proxHαϕ+ιS
(
Σ) = argmin
γ∈S
〈γ, αC − Σ〉+ (1 + αλ)H(γ),
1We define the entropy operator as
H(γ) =
∑
i,j
h(γij) with h(γij) =

γij log γij − γij if γij > 0
0 if γij = 0
+∞ otherwise.
2ιS denotes the indicator function of S, which is equal to 0 for every
γ ∈ S, and +∞ otherwise.
Algorithm 1 Fast algorithm for the regularized optimal trans-
port problem defined in (1).
Require: Function J : Rn×m → R with β-Lipschitz continu-
ous gradient
Require: Cost C ∈ Rn×m, marginals µ(1) ∈ Mn+, and
µ(2) ∈Mm+
Require: Step-size α > 0
Require: Initialization γ0 ∈]0,+∞[n×m
1: for k = 0, 1, . . . do
2: Ck = αC + α∇J(γk)− log(γk)
3: γk+1 = sinkhorn(Ck, 1 + αλ, µ
(1), µ(2))
4: return γ∞
whose solution can be efficiently computed with the Sinkhorn
algorithm [4]. According to the iterations in (2), replacing
Σ with ∇H(γk) − α∇J(γk) leads to Algorithm 1, which
is guaranteed to converge to a solution to Problem (2) by
adequately setting the step-size α, as discussed in [24, 25].
Note that Algorithm 1 is strikingly similar to the gener-
alized gradient splitting algorithm (CGS) proposed in [20].
Indeed, they both consist of a sequential application of the
Sinkhorn algorithm to an initial coupling, until it converges
to a solution to the regularized problem. However, the CGS
method performs a line search at each iteration to ensure the
convergence, whereas Algorithm 1 simply works with a con-
stant step-size, leading to an optimization method that is both
more efficient and much easier to implement [24, 25].
3. CONTINUOUS DOMAIN ADAPTATIONWITH
OPTIMAL TRANSPORT
The vast majority of machine learning algorithms are designed
and built around the assumption that the training and test sam-
ples are independent and identically distributed. Nevertheless,
in some situations this is not the case, and in practice some
distributional shift between the training and test distributions
may cause a significant drop in the performance of the clas-
sifier. Domain adaptation algorithms [10] try to solve this
mismatch, and propose ways to design classifiers that can
handle differences in the test and trained distributions.
This happens when designing spam filters, for instance.
Indeed, email features are in constant change, and a classifier
trained to reject spam email in 2020 will not perform well
in 2021. Similarly, a computer vision system deployed in an
autonomous car would experience continuous changes in the
atmospheric and lighting conditions that cause a continuous
shift in the distribution of its inputs. In this work, we propose
to use a quadratic regularized optimal transport model [16] to
solve continuous domain adaptation problems [21] for which
the target domain is slowly evolving (cf. Figure 1). To this
end, we propose to extend the work in [9], and formulate a
Fig. 1: Example of a source domain and a sequence of slowly-
varying target domains.
regularized optimal transport model that takes into account the
transportation cost, the entropy of the probabilistic coupling,
the labels of the source domain, and the similarity between
successive target domains. We denote the available discrete
samples by {X(t)}t∈N, where X(0) ∈ Rn(0)×d is the matrix
of the source signal positions, and X(t) ∈ Rn(t)×d are the
matrices of the moving target positions for each time t ∈ N.
In addition, we assume that the training samples X(0) are
associated with a set of class labels y(0) ∈ {1, . . . , L}n(0) ,
and the sequence of test samples are associated with unknown
labels {y(t)}t>0.
In order to infer the unknown labels, we propose to esti-
mate a sequence of signal mappings Tt : Rn
(0)×d → Rn(0)×d
that assign each source sample a position in the target domain.
As is common in OT we define Tt as the barycentryc mapping
of the source signals X(0) to the target signal at time t
Tt(X
(0)) = n(t)γ(t) X(t). (3)
Under this parameterization, adaptation is performed by
estimating the sequential transport plans {γ(t)}1≤t≤M us-
ing a set of regularized optimal transport problems. In this
setup, we will use C(t,t+1) ∈ Rn(t)×n(t+1) to denote the
transportation cost from source to target at time t, where each
entry [C(t,t+1)]ij contains the Euclidean distance between
[Tt−1(X(0))]i,: and [X(t)]j,:.
In short, to perform the continuous domain adaptation we
do:
1. First, we compute the probabilistic coupling between the
source distribution µ(0) and the first target distribution
µ(1) as the solution to the entropic optimal transport
γ(0) = argmin
γ∈S0
〈γ,C(0,1)〉+ λH(γ),
where, ∀t ∈ N,
St = {γ ∈ Rn×m+ |γ1n
(t+1)
= µ(t), γ>1n
(t)
= µ(t+1)}.
2. Then, for every t ∈ N \ {0}, we compute the proba-
bilistic coupling between the distribution µ(t) and the
subsequent distribution µ(t+1) as follows
γ(t) = argmin
γ∈St
〈γ,C(t,t+1)〉+ λH(γ) (4)
+ ηcRc(γ) + ηtRt(γ),
where ηc > 0, ηt > 0, Rc is a class-based regular-
izer, and Rt is a time-based regularizer that promotes
smoothness of the transport plan through time.
The class regularizer aims to convey label-based infor-
mation that is grounded on the assumption that each
target sample has to receive masses only from source
samples that have the same label. In this work we follow
the term proposed in [15] and set
Rc(γ) =
∑
j
∑
`
‖γ(I`, j)‖2.
Here above, I` ⊂ {1, . . . , n(t)} gathers the row indices
of γ ∈ Rn(t)×n(t+1) that belong to the same class ` ∈
{1, . . . , L}. The mixed norm is used in order to model
the “group sparsity”, e.g., dependencies between the
group of points that belong to the same class.
The novelty of our work stems from the additional tem-
poral regularization which is modeled via a smoothness
penalization of the barycentric mapping based on
Rt(γ) = ‖n(t)γ X(t) − n(t−1)γ(t−1)X(t−1)‖2F .
3. Finally, we train a classifier on the mapped source sam-
ples n(t−1)γ(t−1)X(t−1) and evaluate the accuracy on
the new target datapoints X(t).
4. EXPERIMENTS
4.1. Speed of convergence of the optimization algorithm
We first study the performance of the proposed algorithm to
solve the regularized adaptation step in (4). In particular, we
compared the performance of our algorithm with CGS using
two different sets of regularization parameters in a domain
adaptation task with 5000 samples in the source domain and
1000 in the target domain taken from the standard two moon
dataset. For both Algorithm 1 and CGS algorithm [20], Figure
2 reports the normalized cost evaluations versus the cumulative
time per iteration. The curves show that the proposed approach
converges faster than CGS, especially with a low entropic
regularization (i.e., small λ). This is due to the fact that one
iteration of Algorithm 1 is cheaper than one iteration of CGS
algorithm, due to the line search performed by the latter to
adjust the step size.
4.2. Continuous domain adaptation performance
To assess the effectiveness of the proposed time regulariza-
tion, we compare the adaptation and tracking performance of
several optimal transport strategies that use different combi-
nations of regularizers to perform the domain adaptation. In
our experiments we replicate the setup proposed in [9] where
they use the standard two entangled moon dataset as source.
(a) λ = 0.5, ηc = 0, ηt = 50.
(b) λ = 0.01, ηc = 0, ηt = 50.
Fig. 2: Objective value versus time. The step size is set to
α = 10.
To create the sequence of targets we sample new data points
from the source distribution and rotate them around the origin
in batches with steps of 18 degrees. In our simulations we use
500 labeled data samples in the source domain, and 50 samples
in each target domain. After each adaptation step, we train
a new 1-Nearest Neighbor classifier on the mapped source
samples and evaluate its accuracy on a 1000 new datapoints
for each target.
We compare three different methods for continuous do-
main adaptation that use optimal transport: The algorithm
proposed in [9], where on top of the typical entropic regulariza-
tion, they add a group lasso regularization term to the optimal
transport problem to penalize transport mappings where sam-
ples from different classes in the source are coupled with the
same samples in the target. Our proposed algorithm, in which
we add the time regularization term introduced in Section 3
to promote temporal smoothness. And finally, a combination
of the two algorithms where we add both regularizers in the
optimization. Besides, for each of the algorithms we run two
sets of experiments:
• Sequential cost (seq): We sequentially map the source
samples X(0) to the targets at time t ∈ N. We use
the positions of the mapped samples Tt(X(0)) and the
positions of X(t+1) to compute the optimal transport
cost C(t,t+1) ∈ Rn(t)×n(t+1) .
• Static cost: We fix the source samples to X(0) and di-
rectly match them to the target samples X(t) at time t ∈
N. In this case, the transport cost C(0,t) ∈ Rn(0)×n(t) .
In each set of experiments, we compare three different set-
tings: Using only time-based regularization, only class based-
regularization and a combination of the two. The hyperpa-
rameters in each setting are optimized using grid search on a
validation test different than the one used for testing.
Figure 3 shows the performance of the different methods.
Clearly, the use of a sequential adaptation strategy, instead of
a static one, allows for better tracking and adaptation. Further-
more, we can see that using the previously proposed group
lasso regularization on the source labels [9, 15] is not enough
to guarantee a continuous adaptation. On the contrary, the time
regularizer ensures temporal consistency along the sequence
of adaptations and preserves the accuracy of the classification
method on all the targets.
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Fig. 3: Performance comparison of different continuous do-
main adaptation strategies with optimal transport. Plot shows
average and minimum and maximum values over 10 runs us-
ing the best regularization parameters for each of the methods
(tuned using grid search on different samples).
5. CONCLUSIONS
We have presented an efficient algorithm to solve regularized
optimal transport problems based on forward-backward split-
ting and Bregman divergences. In the most general form, this
algorithm can be used to minimize any differentiable func-
tion with Lipschitz-continuous gradients and doubly stochastic
constraints. This algorithm is more efficient and easier to
implement than the competing CGS. Additionally, we have
introduced a new optimal transport framework for continuous
domain adaptation on slowly varying domains. Our solution
is based on the introduction of a temporal regularization term
in the optimal transport problem that promotes smoothness
along the trajectory of the mapped source samples. Finally, we
have tested our framework on a synthetic example and showed
its superior performance over the state-of-the-art algorithms.
In future work, we plan to extend our temporal regularization
term to different metrics like the Wasserstein distance, and to
work on accelerated versions of our optimization algorithm.
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