Measurement of MTFs of Radiographic Screen-Film Systems
When transfer function analysis is applied to radiographic screen-film systems, it is usually assumed that the response of a screen-film system is linear, isoplanatic, and isotropic. The screen-film system is considered to be linearized when the film density distribution is converted to the corresponding "effective" relative x-ray radiant exposure (or relative illuminance) distribution by use of the H & D curve. The word "illuminance" (Mees and James, 1966) has been used frequently for radiographic screen-film systems because the linearization procedure was first employed in photography. The screen-film system has been regarded as isoplanatic and isotropic because the manufacturing processes for screens and films are assumed to provide uniform products. This is shown in Figure  4 .1 where a narrow beam of x rays, obtained with a 12 µm X 12 µm platinum aperture, is imaged with three different screen-film systems. These "pinhole" images indicate the isotropic nature of the PSFs of these screen-film systems. In addition, it has been shown that the LSFs of screen-film systems are symmetric, and that no phase shift is observed (Rossmann, 1969) . Therefore, the MTF instead of the OTF has generally been employed to describe the transfer function of the screen-film system.
Macroscopic nonlinearities of radiographic systems can be corrected by means of their H & D curves. However, there are other factors which may produce microscopic nonlinearities in screen-film systems, namely, the use of double-coated film, formation of a direct x-ray image on the film, and photographic nonlinearity such as edge enhancement due to the development effect (Mees and James, 1966) . The nonlinearity caused by double-coated film has been investigated both theoretically and experimentally (Lubberts, 1969a; Rossmann and Sanderson, 1968; Doi, 1973) , and the conclusion was that the error introduced by this effect under the usual experimental conditions is comparable to or less than the experimental error. However, under unusual conditions, such as an extremely asymmetric illumination of the film from front and back screens, the error due to this nonlinearity can exceed the experimental error and can influence the accuracy of the MTF measurement. The effects of the other two factors on the linearity of screenfilm systems are less well known and are usually neglected. However, physical and chemical properties of screen-film systems are changed over the years, and it may be necessary to reinvestigate this matter as well as other imaging properties of modern screen-film systems.
It is expected that, if these nonlinear factors influence the MTF and LSF measurements, the measured quantities will depend on the density of the images to be analyzed. Figure 4 .2 shows the density dependence of the LSF of a fast screen-film system (Strubler et al., 1973) . The relative illuminance at various distances is plotted against the peak densities of slit images. There is no appreciable trend in the dependence of the LSF on density; therefore, such a screen-film system can be linearized. Another way of examining the linearity of a screen-film system is demonstrated in Figure 4 .3, in which the measured edge response (dots) is compared with the solid curve calculated from the LSF (Rossmann et al., 1964) . The two results are in good agreement; this indicates consistency and accuracy of the measurements and provides a basis for the assumed linearity of the screen-film system.
The MTFs of screen-film systems have been measured by many different techniques. These may be divided into two basic approaches: (1) the Fourier transform of the LSF or (2) measurement of the contrast of a periodic pattern.
In the first approach, based on Fourier analysis, the LSF or the slit image is obtained experimentally, and then the digital Fourier transform is performed with a computer (Doi et al., 1982) . Analog techniques for the Fourier transform have also been attempted with a coherent optical system (Born and Wolf, 1964) which requires a pinhole or slit image on a photographic transparency (Wagner et al., 197 4) , or with an incoherent optical system which employs a sinusoidal mask (Doi, 1965a (Doi, , 1965 or a Moire pattern (Bouwers, 1965) for an emitted slit image (light distribution). When computers became readily available, the digital approach became popular for the determination of the MTFs.
In the second approach, based on contrast measurements, a periodic pattern such as a sinusoidal or square-wave pattern of varying spatial frequency is used as an object, and the contrast of the resulting image is determined experimentally. The ratio of the image contrast to the object contrast, plotted against the spatial frequency, provides the MTF ifthe sinusoidal pattern is employed, or the square-wave response if the square wave pattern is used. The MTF can be calculated from the square-wave response as will be discussed in Section 4.3. Details of MTF measurements for screen-film systems are described below.
Slit Method with Digital Fourier Transform
A block diagram for MTF measurements by the slit method is shown in Figure 4 .4. In this method, two separate slit exposures are made with the screen-film system: a low exposure for determination of the cen- (Strubler et al., 1973) . Relative illuminance at the center of the slit image is normalized to be unity, and the distance (µm) from the center of the slit image is indicated in the figure.
tral portion of the LSF and a high exposure for evaluation of the tails (Doi et al., 1982 ). The exposed film is developed together with a sensitometric strip which is obtained from an x-ray intensity-scale sensitometer (see Section 4.1.4). The slit images and the sensitometric strip are scanned by a microdensitometer. The LSF is then obtained by conversion of the density to the (Rossmann et al., 1964) . The edge response is a one-dimensional distribution of an image corresponding to an edge object, which covers a half plane, measured in a direction perpendicular to the edge. Small values of relative illuminance at short distances indicate the image area behind the edge blocking the radiation incident on the screen-film system, and large values at long distances indicate the open area where the system is exposed to x-rays. Relative illuminance here is arbitrarily defined, and the distance for the abscissa is measured from an arbitrary point. relative illuminance by means of the H & D curve and by connection of two partial slit images, which is accomplished by scaling down the high-exposure slit image to the level of the low-exposure slit image. The MTF is then derived by digital Fourier transform of the LSF. Since the LSFs of screen-film systems are symmetric, the MTF may be calculated from the Fourier cosine transform of one half of the LSF with an appropriate normalization such as
where x and u are the distance and the spatial frequency, respectively. The advantages of this method are threefold: (1) Both LSF and MTF are determined. The LSF is, of course, obtained by direct measurement, and the MTF is calculated from Equation (1). (2) The instrumentation is relatively simple. Alignment of the slit with the incident x-ray beam is easier than alignment of the edge.
(3) Extensive information on various technical factors affecting this method is available, as described in the following. One of the disadvantages is the need for large x-ray exposures to yield slit images, which may cause a difficulty in using a short exposure time due to limited tube loading.
4.1.l Slit Device
A schematic diagram and a photograph of a device for making x-ray slit exposures are shown in Figures 4.5 and 4.6, respectively. The slit, made of a 2-mmthick platinum alloy, is aligned with the x-ray beam. The screen-film system is placed in vacuum contact with the slit; this eliminates not only poor contact between screens and film, but also the effect of geometric unsharpness. The slit device is aligned with the x-ray beam either by being rotated or by being shifted in a direction perpendicular to the x-ray beam. Figure  4 . 7 shows projected slit images at approximately 130 cm behind the slit; these images were obtained by the latter method at several positions of the slit device. For this demonstration, the position of the slit device was varied in 0.5-mm steps. Misalignment can be detected easily by comparison of the darkness, narrowing, and symmetry of these projected slit images. For precise alignment, a similar series of slit images made in smaller steps, such as 0.1 mm may be necessary.
The choice of an appropriate slit width is important. A wide slit can degrade the slit image whilst a narrow slit can introduce a nonlinear effect due to the direct xray image of the slit, being produced from direct interaction of a narrow x-ray beam with the film itself instead of the screens. The narrower the slit width, the smaller the degradation of the LSF and the MTF will be, but the more the direct x-ray image on the film appears. Since the MTF of an exposing slit having width w is given by
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slit width can be estimated from these relationships (Doi and Sayanagi, 1964; Doi et al., 1975) . Based on theoretical analysis of this degradation and on experimental results for the direct x-ray image (Rossmann et al., 1964) , a 5-to 10-micrometer slit has often been employed, which has a negligible effect on the MTF measurements.
Truncation Error
Although the LSF may have an infinite spatial extent, it is usually measured to approximately 0.01 of its maximum value for experimental reasons. This, in effect, truncates the LSF and introduces oscillating perturbations into the MTF, thus limiting its accuracy (Sanderson, 1968; Doi et al., 1972) . This error, which is due to the lack of data for the tail portion of the LSF, is called the truncation error. It has been shown (Doi et al., 1972) that the magnitude of the truncation error is related to the area of the tail portion of the LSF, that is, the area of the portion that usually is not measured. This indicates that even if the truncation level of the LSF is small, the area under the unknown tail portion may be large and, therefore, will result in a considerable error in the MTF. Figure 4 .8 illustrates the comparison of MTFs computed from LSFs truncated at two significantly different levels. . _ . For reduction of the truncation error, a combination of two techniques is employed, namely, multiple-slit exposure and exponential extrapolation of the LSF tail (Doi et al., 1972) . With the multiple-exposure technique, two or more separate slit exposures are made, and the LSF can then be measured to approximately 0.01 of its maximum value. The remaining truncation error, which can be considerable at low spatial frequencies, is then corrected by exponential extrapolation of the long, sweeping tail. If the tail LSF is given by the exponential approximation
where truncation of the LSF occurs at distance d from the LSF center, then the Fourier transform is derived as
where</>= tan-i(27rbu). Since the tail LSF in Equation (4) is extrapolated from the truncated LSF which is obtained experimentally, the constants a and b can be determined if one assumes that the exponential curve goes through the points (xi.ti) and (x 2 ,t 2 ) on the trun- 
where the Fourier transform is applied to only onehalf of the LSF because of the LSF symmetry. Figure 4 .9 shows the deviation of MTFs when they are computed from the measured LSF with and without the correction procedure. The truncation error without the correction can be as large as 0.07 in terms of the modulation transfer factor. With the correction technique, the truncation error is reduced to approximately 0.02, which is about equal to the precision of the experiment.
Aliasing Error
The MTF of a screen-film system has been defined by the Fourier transform of a continuous LSF, as described earlier. However, the LSF of the screen-film system is generally obtained from discrete data points sampled at various distances, which are usually equally spaced. The sampling distance is typically between 5 and 25 microns, depending on the width of the LSF. The MTF is then calculated by numerical inte-0.050 ~0.025 gration, which is commonly based on the trapezoidal rule, and by use of a Fast Fourier Transform (FFT) algorithm (Cooley and Tukey, 1965) . The calculated MTF, therefore, differs slightly from the "true" MTF which could be obtained from the LSF sampled with an infinitely small distance increment. It has been shown (Metz et al., 1972) that the calculated MTF ~(u) obtained with the sampling distance .ix is related to the "true" MTF(u) by
Higher-order terms MTF(u + n/iix) (n = ±1,±2, ... )
contributing to the calculated MTF ~xCu) at lower spatial frequencies are called "aliases" of the true MTF, and the frequency ur = 1/2.ix is called the folding frequency or Nyquist frequency. The error in MTF due to the discrete LSF data for the Fourier transform is called the aliasing error. The aliasing error in the computed MTFs due to a finite sampling distance for the LSFs is illustrated in Figure 4 .10. The aliasing error for screen-film systems can be very large in the high-spatial frequency range. The greater the sampling distance, the greater the aliasing error will be. Therefore, a simple method of reducing this error is to use the largest distance increment that gives a tolerable error in the computed MTF. Theoretical and experimental studies indicate that the sampling distance should be less than about 25% of the half width at half maximum (HWHM) of the LSF (Metz et al., 1972) , if errors in the computed MTFs are to be less than 0.005.
X-Ray Sensitometry
The accurate determination of the H & D curve of a screen-film system is important for the linearization of the system response (Dahle and Haus, 1980) . It is known that the shape of the H & D curve depends on factors such as the type of film, the processing conditions, .and the exposure time. Specifically, failure of the reciprocity law for light exposure is an important factor for accurate measurement of H & D curves, since the H & D curve of a screen-film system varies with the exposure time employed (Bencomo and Haus, 1979) , whereas the H & D curve of a film under direct x-ray exposure without screens does not. Since the radiographic image is obtained by an x-ray exposure at a fixed exposure time, the H & D curve used for quantitative analysis needs to be determined by a method which employs an exposure time comparable to that used for slit exposure. In the derivation of the H & D curve of a screen-film system, therefore, only the exposure rate should be changed. This procedure is called 4. 1 Slit Method with Digital Fourier Transform . • • 17 intensity-scale sensitometry, whereas time-scale sensitometry has been employed in situations where the reciprocity law holds.
The simplest method of varying the x-ray exposure rate is to change the distance between the x-ray tube focal spot and the screen-film system and estimate the change in exposure by means of the inverse-square law. However, a proper calibration may be required due to the effects of air attenuation at long distances and x-ray scatter from materials used for the sensitometer. It is also important to maintain a constant xray tube output. A photograph of the physical arrangement for such a sensitometer is shown in Figure 4 .11 (Haus and Rossmann, 1970) . The intensity-scale x-ray sensitometer is considered currently the most accurate device for determination of H & D curves of screenfilm systems.
Another method is step-wedge sensitometry. A step wedge made of absorbers such as aluminum and/or copper is used to attenuate the x-ray beam incident on the screen-film system (Hale and Bloch, 1978) . To minimize the change in beam quality, a heavy filter such as approximately 30 mm of aluminum is placed in front of the x-ray tube collimator. In addition, lead masks may be used for reduction of the scatter from the step wedge (Bednarek and Rudin, 1980) . The H & D curves measured by this method indicate a slightly lower contrast and a greater latitude than the corresponding values measured with the intensity-scale sensitometer (L. K. Wagner et al., 1980) , probably due to the scatter. The x-ray exposure rate may also be varied by adjustments in the x-ray tube current. However, if a wide range of tube current is used, the high-tension wave form may change, and this results in changes of the xray exposure rate per unit current and beam quality. Thus, this procedure may be limited to the determination of H & D curves over a relatively narrow range of exposure rates. With this method, the measured film contrast tends to be slightly lower than that obtained with the intensity-scale sensitometer when sensitometry over a wide range of exposure rates is performed. The cause of this result is unknown at present.
Recently, a number of investigators attempted to construct the H & D curve from measurements over many separate segments of the curve; this is called "bootstrap sensitometry. for the first set, is then made at an increased kV setting in such a way that the lowest density in the second set is below the highest density in the first set, so that the· two segments of the H & D curve overlap. Additional exposures at increased kVs are then made to complete the curve.
Bootstrap sensitometry can be performed by means of a combination of other parameters such as tube current and time instead of tube voltage and time. L. K. Wagner et al. (1980) employed an aluminum step wedge by exposing twice at two different exposure times; this corresponds to a step wedge-time combination. The use of the step wedge simplifies the experimental procedure considerably. Bednarek and Rudin (1980) employed a step wedge-distance combination and also a graphic determination of the H & D curve based on the relationship of densities between two films exposed at different distances. This graphical approach was intended to reduce the uncertainties of constructing the H & D curve from segmental measurements. They found good agreement between bootstrap and intensity-scale sensitometry.
In another method of sensitometry which is widely used for the quality assurance of processing conditions in radiology, a simulated-light sensitometer is used. With this device, the light exposure rate is adjusted by means of a neutral density filter through which a film is exposed. It is generally believed that the simulated light sensitometer can produce the same H & D curve as that obtained with the x-ray sensitometer if the geometry and spectral distribution of the simulated light accurately matches the spectral distribution of the light emitted from the intensifying screens, and if the light-absorbing step wedge is accurately made. Tsuyama and Yamamoto (1983) reported that the H & D curves obtained with a well-made light sensitometer are similar to those measured with the intensity-scale x-ray sensitometer, especially at densities below about 2.0.
With the intensity-scale x-ray sensitometer, the effects of some parameters on the shape of H & D curves have been investigated. It has been shown that the shapes of the H & D curves of most blue-and greensensitive radiographic films do not change significantly with the screens employed (Haus et al., 1977; Holje and Doi, 1982) , even though it is well known that the H & D curve of a photographic film depends on the spectral composition of the light used (Mees and James, 1966) . Vyborny (1979) studied the dependence of the shape of H & D curves on x-ray beam quality and found no significant change in the shapes of the H & D curves from most beam qualities normally encountered in diagnostic radiology. For very soft x-ray beams, however, the shape of the H & D curve may change because of the difference in the fractions of light exposure in the front and back emulsions.
Major changes in the shapes of H & D curves can occur, however, depending on the film used and the processing conditions (Sanderson and Johnston, 1975) , including film processor type and chemical composition as well as daily variations in the chemical condition of the developer and in the temperature of the film processor, and also batch-to-batch variations in the films as well as film aging (Kodera et al., 1984) .
Interlaboratory Comparison of MTF Measurements
An interlaboratory comparison of MTF measurements has been carried out at the University of Chicago (UC) and the Bureau of Radiological Health (BRH) (now the Center for Devices and Radiological Health) (Doi et al., 1982) . Each laboratory prepared a set of film samples, including sensitometric strips and slit images, analyzed its own samples, exchanged samples with the other laboratory, and analyzed the samples from the other laboratory.
The film samples prepared at the University of Chicago were exposed at 80 kV with a 1.64-mm aluminum filter. The peak density of the low-density slit image was kept between 2.00 and 2.40. The "blast" factor, which is the ratio of the high exposure to the low exposure for producing the two slit images, was approximately 5. The two partial LSFs were connected, providing smooth LSF data to a level of approximately 0.01 of the peak value. The remaining tail part of the LSF was obtained by exponential extrapolation. The MTF was then calculated from the digital Fourier transform of the LSF data together with the correction term (see Section 4.1.2). The sampling distance of the LSF was 0.01 mm for the high-and medium-speed screen-film systems and 0.005 mm for the slow system. The scanning aperture of the microdensitometer was 6.7 µm X 1,300 µm.
The reproducibility of the LSF and MTF determinations has been estimated from the standard deviation obtained from independent measurements (Doi and Rossmann, 1975) . For a medium-speed screenfilm system, the average standard deviation for relative illuminance of the LSF above the 5 percent level was 0.013; the average standard deviation for the modulation transfer factors at spatial frequencies less than 10 mm-1 was 0.011. The precision of measurements generally improves for unsharp systems and becomes poor for sharp systems. This may be related to the difficulty of scanning the narrow slit images produced with sharp systems.
In the film samples prepared at the Bureau of Radiological Health, the peak diffuse density of the lowdensity slit image was approximately 2.5, and the intended "blast" factor was approximately 5.5. Blast factors estimated from radiation monitor measure-. men ts ranged from 5.36 to 5. 77. However, the blast factor used to match a high-density slit image to a lowdensity image was determined from the images themselves after conversion of density to relative radiant exposure. These ranged from 4.2 to 6.0. The cause of the differences between the blast factors determined 4. 1 Slit Method with Digital Fourier Transform • • • 19 by the two methods is not well understood at present, but similar results have been obtained at several laboratories. One possible explanation for this phenomenon is that the slight irregular motion of the x-ray tube focal spot during the exposure might have changed the actual exposure seen by the film, since the film is exposed through a very narrow (10 µm) and very deep (2 mm) slit.
After connection of the two partial slit images, LSF data were available to a level of approximately 0.01 of the peak value. The tails of the LSF were further extended by fitting an exponential function of the data in the tails on each side of the LSF. After the fast Fourier transform (FFT) (Cooley and Tukey, 1965) , the resulting MTF was corrected for the width of the slit through which the screen-film system was exposed, and for the width of the microdensitometer slit used to scan the slit image.
The maximum difference in MTF between measurements made on the same samples by different operators was typically about 0.02; for measurements on different samples of the same screen-film type, the maximum difference was about 0.03. These extreme differences usually occurred in the frequency domain below 1 mm-1 . Above 2 mm-1 , the differences seldom exceeded 0.01. Figure 4 .12 shows the MTFs of the three screen-film systems measured at the BRH and the UC on the film samples prepared by the BRH. At low-spatial frequencies, MTFs obtained at the BRH tend to be slightly higher than MTFs obtained at the UC. This subtle difference at low-spatial frequencies may be due to the slight differences in the procedures used at the two laboratories for extrapolating the tail portion of the LSF.
The maximum difference between the modulation transfer factors evaluated at the two laboratories was 0.017 at 0.6 mm-1 for the slow system. For mediumspeed and fast systems, the maximum differences were 0.018 and 0.004, respectively; these are of the order of the experimental error. Therefore, these results indicate that microdensitometer scans and analysis of data on slit images performed at the two laboratories do provide comparable MTF data for these screenfilm systems.
Slit Method with Analog Fourier Transform
The MTFs of x-ray fluorescent screens and of x-ray tube focal spots were measured by the analog Fourier transform of an emitted slit image (Doi and Sayanagi, 1964; Doi, 1965b) . With this method, the fluorescent screen is exposed to x rays through a slit, thus providing the slit image distribution. A sinusoidal mask, . which is made of a photographic transparency, is superimposed on the slit image distribution and is (Doi et al., 1982) . Note that the high MTF curve for Detail/XRP system indicates that the system is capable of responding to high spatial frequency components and therefore can give sharp and high-resolution images. scanned in a direction perpendicular to the incident xray beam. The total light output of the slit image transmitted through the sinusoidal mask is then detected by a photomultiplier. The output of the photomultiplier, when plotted on a recorder, yields a sinusoidal variation, the modulation of which is proportional to the MTF.
Since this method is based on a photo-electronic approach, the measurement is less time-consuming and its precision is relatively high. A similar method in which a Moire pattern is used has been applied to measurements of the MTFs of fluorescent screens and of image intensifiers (Bouwers, 1965) . The Moire pattern of two gratings produces a triangular mask distribution; therefore, in the determination of the MTF, the higher order harmonics which are included in the photomultiplier output due to this triangular distribution have to be eliminated electronically.
These analog Fourier transform methods can be applied in the determination of the MTF of an individual single screen at the front or back position. In medical radiography, however, a single screen or a pair of screens is used in contact with a single-emulsion or a double-emulsion film, respectively. The combination of the film and screens will involve light scattering, transmission and reflection in the film and interfaces, thus yielding additional image degradation due to the light spread. This phenomenon is known as the crossover exposure effect (see Section 5.1). Therefore, in order to derive the MTF of a screen-film system, it is necessary to take into account the MTF of the individual screens, as well as the MTF of the crossover exposure effect.
Another analog Fourier transform method involves the use of a coherent optical system based on the Fraunhofer diffraction pattern (Born and Wolf, 1964) . The two-dimensional MTFs were demonstrated by using the pinhole images of x-ray tube focal spots (Groh et al., 1973; Wagner et al., 1974) . The Wiener spectra of photographic granularity (Ooue, 1969) and the Fourier spectra of radiographic images (Goodenough et al., 1974) were also demonstrated by this method. Although the coherent optical system is convenient for qualitative demonstration, it may not be practical for quantitative measurements, because the relationship between the light intensity of the diffraction pattern and the x-ray intensity yielding radiographic images is very complicated and there is no simple calibration method (Ooue, 1969) .
Edge-Response Method
The LSF may be determined directly from the slit image as described above, or it may be calculated from the first derivative of the edge response (Rossmann, 1963a) . One problem associated with the edge response method is that the first derivative is very sensitive to fluctuations in the experimental data, so that the small amount of noise included in the experimental edge trace may become a large error in the calculated LSF. In addition, it is difficult to make an accurate determination of the tail portion of the LSF. Both of these factors may cause uncertainties in the calculated LSF, and thus in the MTF. One approach to reducing this noise problem is to employ a smoothing technique on the data or to repeat the measurements many times. Noise reduction is important because noise not only leads to variability, but also to a positive bias in the estimate of the MTF whenever both cosine and sine terms in the Fourier transform are used to obtain the MTF. Fisher (1982) presented a method for averaging repeated measurements that includes an estimation and subtraction of this bias. The bias removal is based on estimates of the variance in the sine and cosine components of the OTF. His results indicated a reduction of excessive fluctuations in the measured MTFs of screen-film systems. This method has also been used in other branches of communications engineering (Middleton, 1960) and nuclear magnetic resonance (NMR) imaging (Henkelman, 1985) .
Sine-Wave Response Method
When an x-ray exposure distribution with sinusoidal variation in space is used to expose a screen-film system, the corresponding effective illuminance distribution for the image will contain a similar sinusoidal pattern with the same spatial frequency, but with a reduced modulation (or contrast). The MTF can then be obtained from the ratios of the image contrast to the object contrast for various spatial frequencies of the object pattern.
The generation of an x-ray exposure distribution that has sinusoidal variation in space is very difficult, however. Hofert (1963) attempted to produce approximately sinusoidal patterns to measure the MTF of screen-film systems by using an aluminum wedge filter and a special device which can move the filter and the cassette in such a way that the exposure of a narrow x-ray beam transmitted through the filter varies sinusoidally with time. The same technique was later applied to the determination of MTFs of x-ray films used with high-energy x rays for industrial radiography (Dyer and Criscuolo, 1966) . In principle, the sinewave response method has the advantage that the MTF is obtained from direct physical measurements. With these approaches, however, it is difficult to produce high spatial frequency patterns and also to avoid a change of x-ray beam quality.
As an alternative method, Uchida (1965) proposed to use a waveform variation of the x-ray tube current to produce the sinusoidal x-ray pattern and a spinning-top device to expose the screen-film system. However, the measurement of the MTF of the screenfilm system by this method has not been pursued, and its accuracy and precision are not known at present.
Square-Wave Response Method
A square-wave pattern instead of a sine-wave pattern has frequently been employed for measurements of MTFs of screen-film systems (Coltman, 1954; Lubberts, 1969b; Rossi et al., 1976; Ovitt et al., 1975; Weiss, 1978; Barnes, 1979; Schmidt, 1982) and of focal spots (Sakuma et al., 1969) .
The square-wave pattern can be produced rather easily if a lead test object or a variable-slit device (Doi, 1964) is used. The square-wave response, Hsq(u), which can be determined from contrast measurements in the same way as that used for the sine-wave response or the MTF, is related to the MTF through Coltman's equations (1954) 
and n is the number of prime factors other than unity in (2k -1), m is the number of prime factors other than unity which appear only once in (2k -1). Therefore, the MTF can be calculated from the measured square-wave response. A practical limitation of this method to obtain the MTF is the need for the squarewave response at frequencies much higher than the frequency of interest. The relationship between the MTF and the square-wave response of a screen-film system is illustrated in Figure 4 .13. Commercially available lead test patterns consist of thin lead foils, the thickness of which ranges approximately from 20 to 200 µm. The lead foils are supported by sheets -of plastic of approximately 2-mm total thickness. It has been found (Schmidt, 1982; Hatagawa and Yoshida, 1983 ) that the scatter from the plastic part of the test pattern can influence the measured square-wave response; therefore, careful attention to the input x-ray pattern due to a given lead test object is necessary for accurate measurement of MTFs.
