Abstract-In Wireless Sensor Networks (WSN), cluster networks structures have the advantage of providing scalable and energy-efficient solutions as the sensor nodes are highly energy-constrained. In this paper, we propose a dynamic clustering algorithm for WSN which is in application to event monitoring. In this clustering algorithm, the cluster head selection approach takes the received signal strength residual energy of node and distance between the cluster head and the sink node into consideration. Through this method, the cluster size is constrained and the energy consumption of intra-cluster communication is reduced. The simulation results show that the proposed algorithm can efficiently conserve energy and prolong the lifetime of WSN, especially when the sink node is far from the network.
INTRODUCTION
With the advances in technologies of micro-electromechanical systems, embedding system technology and wireless communication with low power consumption, it is now possible to produce micro wireless sensors for sensing, wireless communication and information processing. These inexpensive and tiny sensor nodes work together to form a wireless sensor networks (WSNs).
It is well-known that a clustering architecture enables better resource allocation and helps to improve power control [1] . Dynamic cluster architecture offers desirable features such as survivability, scalability and formation of a cluster which is triggered by certain events of interest. Because of these features, dynamic cluster is suitable for the application of target tracking [2] . Although there has been a good deal of work on the development of static clustering algorithm [3] , the dynamic clustering protocols has not been fully studied yet. A hierarchical dynamic clustering method is introduced in [4] , but it causes high maintenance costs. In [5] a dynamic clustering method based on Voronoi diagram is studied, however it suffers from high computation degree and the cluster head (CH) selection mechanism is not rationality. [6] takes both the node sensing information and the node energy for the CH selection in consideration, whereas it ignores the distance of the CH to the sink node and the cluster size is not restricted.
In this paper, an improved energy efficient dynamic clustering protocol based on [6] is proposed. It takes the distance of the CH to the sink node in consideration and restricts the cluster size by a new method. The rest of the paper is organized as follows. We introduce the network model, energy model and the signal decay model in section 2. The issue description is also contained in this section. We delve into the protocol details in section 3. Then the simulation results and evaluation of the performance is analyzed in section 4. Finally, we offer some conclusions in section 5.
II. MODELS AND ISSUE DESCRIPTION

A. Network Model
The network model of the dynamic clustering algorithm we proposed is composed as follow:
1) All nodes in the network are homogenous except the sink node. These nodes have the same initial energy, ability of data aggregation, detection range, transmission range and the transmission range is much bigger than the detection range.
2) The transmit power can be adjusted in an available range.
3) The position of each node is fixed and is known . 4) There is only one sink node and it's immobile.
B. Energy Model
The energy consumption of the cluster member includes three phases. In cluster formation phase, the cluster member receives CH election information; When the cluster has been constructed, the cluster member sends event information to the CH; When the lifetime of the cluster has ended, the cluster member receives reorganization message. The energy consumption of the CH is as follow: in cluster formation phase, the CH receives reorganization information from former CH and broadcasts an advertisement message (ADV) to the cluster member. When the cluster has been constructed, the CH receives event information from the cluster members and performs data aggregation. Then the CH transmits data to the sink node. When the lifetime of the cluster has ended, the CH broadcasts reorganization message.
Different assumptions have been made by researchers about the radio characteristics, including energy dissipation in transmit and receive modes. We assume that the energy consumption of the sensor node is mainly due to data transmission and reception. We use the same radio model as stated in [8] . Both the free space ( this loss by appropriately setting the power amplifier-if the distance is less than a threshold equation reference goes here 0 d , the free space model is used; otherwise the multipath model is used. Thus, to transmit a k bit message a distance d , the radio expends [8] :
and to receive this message, the radio expends:
Where, elec E is the electronics energy; fs ε and mp ε are the amplifier energy of the free space model and the multipath model.
C. Signal Decay Model
This paper adopts the signal decay model of [9] .The signal energy measure on the th i sensor node over a time interval t , denoted by ( ) i S t , can be expressed as follows:
In equation ( 
D. Issue Description
An energy effective dynamic clustering algorithm should follow some principles as follows:
1) The signal energy measured on the sensor should be strong. A strong signal means the sensor is near to the target. It can get more credible information and the data aggregation can be more accuracy;
2) The CH should have more residual energy. The CH performs the task of maintain the cluster and inter-cluster communication. Thus, it will consume more energy.
3) The cluster size should be reasonable. It means that the cluster size should be neither too large nor too small. In a big size cluster, the communication between boundary cluster member and the CH will consume too much energy. Otherwise, too much cluster member may cause more collision. On the other hand, a small size cluster has a small detection range and the CH changes too frequently which also would cause additional energy consumption. Thus, it requires confining the cluster size in order to insure the locality of the cluster.
III. CLUSTERING ALGORITHM
The energy efficient dynamic clustering algorithm this paper proposed can be described as follow:
1) When the event of interest occurs in the detection area, the nodes which detected the target signal start to cluster, the clustering process includes two phases: CH selection and cluster member recruitment.
2) The cluster members transmit the information they have collected to the CH.
3) The CH receives the information from its members and transmits the output of data aggregation to the sink node. 4) When the lifetime of the cluster ends, the CH broadcasts reorganization message and the nodes start to construct new cluster.
In what follows, we focus on describing cluster head selection and cluster member recruitment in detail.
A. Cluster Head Selection
When the event of interest is detected by some nodes in the network, the nodes whose detected signal strength exceeds a predefined threshold 0
To design the back-off timer, we consider three factors: the detected signal strength, residual energy of node and the distance between CH to the sink node.
The back-off timer value determined by: (4) shows that if node i detected a stronger signal strength, has more residual energy and nearer to the sink node, its timer value will be smaller and it has a higher probability to become a CH.
If i does not receive a solicitation packet until the backoff timer expires, it becomes CH and broadcasts an information solicitation packet. The packet contains its ID, location and time information. If by the time the back-off timer expires, i receives a solicitation packet from other volunteer, it cancels the timer and become a cluster member. It will store the relative information of the CH and synchronize its time to the CH.
B. Cluster Member Solicitation
Many studies select the transmission range to be the cluster range [10] [11] . The disadvantage is the locality of the cluster can not be achieved which may cause energy waste. Otherwise, if we set a specialized range for the cluster, the node number of the cluster may be not enough to carry out the task because of the random deployment of the nodes and the indeterminacy of the target location. This paper proposed an adaptive method to solve this problem. We firstly set a threshold range [ ] N and max N can be determined by the task requirement in applications. The basic principle is ensuring the CH can collect enough replies from the cluster members in order to estimate the target state information. Based on this method, the cluster range will be small when there are a lot of active nodes around the CH and the CH will select a big cluster range when the number of the active node is small. In a word, the CH can determine the cluster range adaptively through the method.
IV. SIMULATION AND PERFORMANCE EVALUATION
In order to evaluate the new algorithm this paper proposed, we compare our algorithm with the dynamic clustering protocol in [6] In the CH selection phase, the algorithm we proposed takes the distance between the volunteer and the sink node into consideration in order to reduce the energy consumption when the CH transmit data to the sink node . In the experiment, we set the abscissa of the sink node to be 100m, and the ordinate of the sink node is selected from 300m to 900m. It means the distance from the network to the sink node is increasing. The residual energy of the nodes is random values in range (0, 2). We compare the energy consumption when the CH transmits data to the sink node between the new algorithm and the algorithm in [6] .
Figure1 shows that the energy consumption of the two protocols both increase when the distance from the network to the sink node increase. In each sink node position, the energy consumption generated by the dynamic clustering algorithm this paper proposed (protocol 1) is less than the algorithm of [6] (protocol 2). With the increase of the distance between the network and the sink node, algorithm 1 can saved more energy. The simulation result shows that the distance between the network and the sink node plays an important role in energy consumption. Then we compare the dead rate of nodes and the lifetime of the network of the two protocols, as figure2 shows. We set the sink node position to be (100, 350). Figure2 shows that the first dead node (FDN) occurs in the 80th round when protocol 1 is performed, and it occurs in the 100nd round when protocol 2 is performed. Comparing with protocol 1, the FND is prolonged 36% through protocol 2. The lifetime of the network is prolonged from 450 rounds to 700 rounds. The new protocol can effectively prolong the lifetime of the network. The performance of protocol 2 is better than protocol 1 because of two reasons: 1) protocol 2 takes the distance between the sink node and the CH into consideration which saves the energy of data transmission from the CH to the sink node. 2) as the cluster range is restricted, the data transmission between the cluster members and the CH causes less energy consumption.
V. CONCLUSIONS
An energy efficient dynamic clustering algorithm for wireless sensor networks is proposed in this paper. In the CH selection phase, the protocol takes the detected signal strength, the residual energy of node and the distance between the CH and the sink node into consideration. In the cluster member solicitation phase, the protocol restricts the size of the cluster based on the task and the cluster range could be adjusted adaptively. The protocol can efficiently conserve energy and prolong the lifetime of the network.
In this paper, we propose a dynamic clustering algorithm for WSN which is in application to event monitoring. In this clustering algorithm, the cluster head selection approach takes the received signal strength residual energy of node and distance between the cluster head and the sink node into consideration. Through this method, the cluster size is constrained and the energy consumption of intra-cluster communication is reduced. The simulation results show that the proposed algorithm can efficiently conserve energy and prolong the lifetime of WSN, especially when the sink node is far from the network. As future work, we intend to study the influence of the CH selection caused by the weighted coefficient.
