In this paper we study the non-determinism between the inference rules of the lazy narrowing calculus lnc (Middeldorp et al., 1996) . We show that all non-determinism can be removed without losing the important completeness property by restricting the underlying term rewriting systems to left-linear confluent constructor systems and interpreting equality as strict equality. For the subclass of orthogonal constructor systems the resulting narrowing calculus is shown to have the nice property that solutions computed by different derivations starting from the same goal are incomparable.
Introduction
Besides being a general method for solving unification problems in equational theories that are presented by confluent term rewriting systems (TRSs for short), narrowing (Hullot, 1980 ) is the computation model of many functional logic programming languages (Hanus, 1994a) . Since narrowing is a complicated operation, various calculi consisting of a small number of more elementary inference rules that simulate narrowing have been proposed, e.g. by Martelli et al. (1986 Martelli et al. ( , 1989 , Hölldobler (1987 Hölldobler ( , 1989 , Snyder (1991) , Hanus (1994b) , Ida and Nakahara (1997) . These calculi are highly non-deterministic: in general all choices of (1) the equation in the current goal, (2) the inference rule to be applied, and (3) the rewrite rule of the TRS (for certain inference rules) have to be considered in order to guarantee the desirable property of completeness. In this paper we address the second kind of non-determinism for the calculus lnc of (Middeldorp et al., 1996) . This calculus is the specialization of Hölldobler's calculus trans (1989) , which is defined for general equational systems and based on paramodulation, to (confluent) TRSs and narrowing. The main reason for adopting lnc in this paper is that its completeness has been established for arbitrary confluent TRSs (Middeldorp et al., 1996) .
The lazy narrowing calculus lnc consists of the following five inference rules: In the rules [o] , [i] , and [v] , s t stands for s ≈ t or t ≈ s. Contrary to usual narrowing, the outermost narrowing rule [o] generates new parameter-passing equations s 1 ≈ l 1 , . . . , s n ≈ l n besides the body equation r ≈ t. These parameter-passing equations must eventually be solved, but we don't require that they are solved right away.
This paper is a continuation of (Middeldorp et al., 1996) . Familiarity with the basics of term rewriting and narrowing will be helpful in the sequel. Surveys can be found in (Dershowitz and Jouannaud, 1990; Klop, 1992) . Below we recall some basic concepts.
The narrowing calculus nc consists of the following inference rule:
G , e, G (G , e[r] p , G )θ if there exist a fresh variant l → r of a rewrite rule in R ∪ {x ≈ x → true}, a non-variable position p in e, and a most general unifier θ of e |p and l.
The rewrite rule x ≈ x → true is used to simulate syntactic unification. It is similar to reflection in other narrowing calculi. In the above situation we write G , e, G ; θ (G , e[r] p , G )θ. This is called an nc-step. We call e [r] p θ the descendant of e. An equation e in G , G has the corresponding equation e θ in (G , G )θ as descendant. A sequence G 1 ; θ1 · · · ; θn−1 G n of nc-steps is called an nc-derivation and abbreviated to G 1 ; G 1 ⇒ θ1 · · · ⇒ θn−1 G n may be abbreviated to G 1 ⇒ * θ G n where θ = θ 1 · · · θ n−1 . An lnc-refutation is an lnc-derivation ending in the empty goal .
Let θ 1 and θ 2 be substitutions and V a set of variables. We write θ 1 θ 2 [V ] if there exists a substitution θ such that xθ 1 θ = xθ 2 for all x ∈ V . In the presence of a TRS R, the relation is generalized to R as follows: θ 1 R θ 2 [V ] if there exists a substitution θ such that xθ 1 θ ↔ * R xθ 2 for all x ∈ V . We say that θ 1 and θ 2 are independent on V if neither θ 1 R θ 2 [V ] nor θ 2 R θ 1 [V ] . A substitution θ is a solution of a goal G if The set of function symbols F of a TRS R is partitioned into disjoint sets F D and F C as follows: a function symbol f belongs to F D if there is a rewrite rule l → r in R such that l = f (l 1 , . . . , l n ) for some terms l 1 , . . . , l n , otherwise f ∈ F C . Function symbols in F C are called constructors, those in F D defined symbols. A term built from constructors and variables is called a constructor term. A constructor system (CS for short) is a TRS with the property that the arguments l 1 , . . . , l n of every left-hand side f (l 1 , . . . , l n ) of a rewrite rule are constructor terms. A left-linear TRS without critical pairs is called orthogonal.
The remainder of this paper is organized as follows. In the next section we discuss the non-determinism in lnc and recall some results of (Middeldorp et al., 1996) . In Section 3 we show under what restrictions the non-determinism between the inference rules of lnc for equations that descend from parameter-passing equations can be removed. In Section 4 we do the same for equations that descend from equations in the initial goal. In Section 5 we present our deterministic lazy narrowing calculus. We also prove a minimality result for the computed solutions by this calculus. In Section 6 our calculus is compared with the narrowing calculi of (Ida and Nakahara, 1997) and (González-Moreno et al., 1996) . A comparison of the performance of lnc and our deterministic lazy narrowing calculus on a small number of examples confirms our theoretical result.
Non-Determinism
There are three sources of non-determinism in lnc: the choice of the equation, the choice of the inference rule, and the choice of the rewrite rule l → r (in the case of [o] ). In (Middeldorp et al., 1996) it is shown that all three choices are don't know nondeterministic. This means that in general all possible choices have to be considered in order to guarantee completeness, resulting in a huge search space. In particular, lnc lacks strong completeness. In other words, completeness is not independent of selection functions. (This contradicts Corollary 7.3.9 in (Hölldobler, 1989) . Middeldorp et al. showed that lnc is strongly complete whenever basic narrowing is complete (Hullot, 1980; Middeldorp and Hamoen, 1994) .) Actually things are not that bad. In (Middeldorp et al., 1996) we showed that for completeness it is sufficient to restrict attention to the selection function S left that selects the leftmost equation in every goal. So we may assume that G -the sequence of equations to the left of the selected equation-in the inference rules of lnc is empty. A formal statement of completeness is given below. Observe that we don't require TRSs to be terminating. Theorem 2.1. (Middeldorp et al., 1996) Let R be a confluent TRS and G a goal. For every normalized solution θ of G there exists an lnc-refutation G ⇒ * θ
So the non-determinism of lnc due to the selection of the equation is avoided if we adopt the leftmost selection function. The structure of the proof of Theorem 2.1, to which we refer later, is as follows. First of all, every normalized solution of G is subsumed by a substitution produced by a normal nc-refutation starting from G. (This follows from Theorem 4 and Lemma 38 in (Middeldorp et al., 1996) .) An nc-refutation Π: G ; * θ is said to be normal if it respects S left and satisfies the following property: if narrowing is applied to the left-hand side (right-hand side) of a descendant of an equation s ≈ t in G then θ 2 Var(sθ1) (θ 2 Var(tθ1) ) is normalized. Here θ 1 and θ 2 are (uniquely) defined by writing Π as
The main part of the proof of Theorem 2.1 consists in showing that for every non-empty normal nc-refutation Π: G ;
there exist an lnc-step
such that Π 1 is smaller than Π in some well-founded order (Definition 18 in (Middeldorp et al., 1996) ) on nc-refutations and σ 1 θ 1 θ for a suitable set of variables V :
The inference rule employed in the lnc-step Ψ 1 depends on what happens to the selected (leftmost) equation in the given nc-refutation Π, as shown below. In the following five lemmata Π denotes a normal nc-refutation G ;
+ θ with G = s ≈ t, G and V denotes a finite set of variables that includes all variables in the initial goal G of Π. The numbers in parentheses refer to the statements in (Middeldorp et al., 1996) whose combination imply the statements below.
Lemma 2.2. (13, 32, 34) Suppose narrowing is applied to a descendant of s ≈ t in Π at position 1. If l → r is the applied rewrite rule in the first such step then there exists a normal nc-refutation φ [o] such that
The transformations φ [o] and φ [d] in Lemmata 2.2 and 2.4 correspond to φ [o] • φ 1 and φ [d] • φ 2 in (Middeldorp et al., 1996) . The purpose of φ 1 and φ 2 is to reorder narrowing steps in such a way that subsequent applications of φ [o] and φ [d] (in (Middeldorp et al., 1996) ) result in nc-refutations that respect S left . Since we don't need to know the details of the transformations φ 1 and φ 2 here, we choose to incorporate them in the definitions of φ [o] and φ [d] .
According to the next lemma the above transformations decrease the complexity of nc-refutations. Proof. We distinguish the following cases, depending on what happens to the selected equation e = S left (G) in Π. Let G = e, G and e = s ≈ t.
(1) Suppose narrowing is never applied to a descendant of e at position 1 or 2. We distinguish four further cases.
(a) Suppose s, t / ∈ V. We may write s = f (s 1 , . . . , s n ) and t = f (t 1 , . . . , t n ). Note that the root symbols of s and t must be equal, for otherwise Π cannot be a refutation as narrowing is never applied to a descendant of s ≈ t at position 1 or 2. Let
(b) Suppose t ∈ V and s = t. In this case the first step of Π 1 must take place at the root of e.
. Take σ 1 = ε. (c) Suppose t ∈ V and s = t. We distinguish two further cases, depending on what happens to e in the first step of Π.
(i) Suppose narrowing is applied to e at the root position. Let σ 1 = {t → s} and (1)(a)
(ii) Suppose narrowing is not applied to e at the root position. This is only possible if s / ∈ V. Hence we may write
(d) In the remaining case we have t / ∈ V and s ∈ V. This case reduces to case (1)(c) by an appeal to Lemma 2.8.
(2) Suppose narrowing is applied to a descendant of e at position 1. Let l = f (l 1 , . . . , l n ) → r be the used rewrite rule the first time this happens. Because Π is normal, s cannot be a variable. Hence we may write
Suppose narrowing is applied to a descendant of e at position 2. This case reduces to the previous one by an appeal to Lemma 2.8.
In all cases we obtain Π 1 from Π by applying one or more transformations φ [o] , φ [i] , φ [d] , φ [v] , φ [t] together with an additional application of φ swap in case (1)(d) and (3).
According to Lemmata 2.7 and 2.8 Π 1 has smaller complexity than Π. 2
The case analysis in the above proof is summarized in Table 1 . The proof of Theorem 2.1 is completed by a straightforward induction argument.
In the present paper we address the non-determinism of lnc due to the selection of the inference rule. Part of the work has been done in (Middeldorp et al., 1996) where the eager variable elimination problem is addressed. The non-deterministic application of the various inference rules to selected equations causes lnc to generate many redundant derivations. At several places in the literature it is mentioned that this type of redundancy can be greatly reduced by applying the variable elimination rule [v] prior to other applicable inference rules. In (Middeldorp et al., 1996) it is shown that a restricted version of
the eager variable elimination strategy is complete (with respect to S left ) for orthogonal TRSs. The definition of the strategy relies on a notion of descendants for lnc-derivations.
the outermost narrowing rule [o] has the body equation r ≈ t as only one-step descendant. In the imitation rule [i] all equations s
has all equations s 1 ≈ t 1 , . . . , s n ≈ t n as one-step descendants. Finally, the selected equations in [v] and [t] have no one-step descendants. One-step descendants of non-selected equations are defined as expected. Descendants are obtained from one-step descendants by reflexivity and transitivity. Observe that every equation in an lnc-derivation descends from either a parameter-passing equation or an equation in the initial goal. An equation of the form x t, with x / ∈ Var(t), is called solved. An lnc-derivation is called eager if the variable elimination rule [v] is applied to all selected solved equations that are descendants of a parameter-passing equation. This is equivalent to saying that the variable elimination rule [v] is applied to all selected solved equations that do not descend from an equation in the initial goal.
Theorem 2.10. (Middeldorp et al., 1996) Let R be an orthogonal TRS and G a goal.
For every normalized solution θ of G there exists an eager lnc-refutation
Consider the orthogonal TRS
and the goal f (b) ≈ a. Of the infinitely many lnc-refutations that respect the selection function S left shown in Figure 1 , only the leftmost one is eager. We conclude this section by sketching the proof of Theorem 2.10. The proof consists of two parts. First it is shown that, as a consequence of the standardization theorem of Huet and Lévy (1991) for orthogonal TRSs, every normalized solution of G is subsumed by a substitution produced by an outside-in normal nc-refutation starting from G. An nc-refutation Π: G ; * θ is said to be outside-in if for every equation e ∈ G the rewrite sequence eθ → p1, l1→r1 · · · → pn, ln→rn true in Πθ satisfies the following condition: for all 1 i < n, if there exists a j with i < j n such that < p j < p i then p i \p j ∈ Pos F (l j ) for the least such j. The nc-refutation Π 1 constructed in the proof of Lemma 2.9 is outside-in whenever Π is outside-in:
In the second part of the proof a property P of equations in the initial goal of ncrefutations is defined. It is shown that parameter-passing equations introduced in the transformation proof of Lemma 2.9 satisfy this property (Lemma 49 in (Middeldorp et al., 1996) ), because we are dealing with outside-in nc-refutations. The property P is shown to be preserved by lnc-descendants obtained during the transformation proof (Lemma 51). Finally, it is shown that Ψ 1 in Lemma 2.9 consists of a ⇒ [v] -step whenever the selected (leftmost) equation in Π is solved and satisfies the property P (Lemma 52). Orthogonality in Theorem 2.10 is assumed only for allowing the use of the standardization theorem of Huet and Lévy. Recently we learned that standardization holds for arbitrary left-linear TRSs (Boudol, 1985; Suzuki, 1996) . Hence we can strengthen Theorem 2.10 as follows.
Theorem 2.11. Let R be a left-linear confluent TRS and G a goal. For every normalized solution θ of G there exists an eager lnc-refutation
Note that left-linear TRSs are in general not confluent. Consider the left-linear confluent TRS consisting of the rewrite rules
and the goal x ∨ ¬x ≈ . One easily verifies that of the infinitely many lnc-refutations respecting S left starting from this goal only finitely many are eager.
Descendants of Parameter-Passing Equations
In this section we address the remaining non-determinism between the inference rules of lnc for descendants of parameter-passing equations. Consider the TRS 
we can either apply the decomposition rule [d] followed by the variable elimination rule [v] or apply [o] followed by [v] . In the former case we obtain the solution {x → b} and in the latter the solution {x → a}. Since these solutions are incomparable (with respect to R ), we cannot eliminate the non-determinism between the outermost narrowing rule [o] and the decomposition rule [d] while retaining completeness.
Observe that R is not a CS because the defined symbol f occurs in the argument of the left-hand side g(f (b)). In this section we will prove that for left-linear confluent CSs all non-determinism between the inferences rules of lnc can be eliminated for descendants of parameter-passing equations. 
Proof. Let Π be the given lnc-derivation. We may write Π as
where e is the parameter-passing equation of which s ≈ t is a descendant. We use induction on the length n of the subderivation Π :
In order to make the induction work we prove that (2) t is a linear constructor term. If n = 0 then s ≈ t is a parameter-passing equation. Let s ≈ t be the leftmost equation in H and let f (l 1 , . . . , l n ) → r be the rewrite rule employed in
Freshness of the variables in the rewrite rule yields
Hence (1) is satisfied. For (2) we simply note that proper subterms of left-hand sides of rewrite rules in left-linear CSs are linear constructor terms. Suppose n > 0. Write Π as
such that s ≈ t descends from s ≈ t . According to the induction hypothesis we have (3) Var(H 1 , s ) ∩ Var(t ) = ∅ and (4) t is a linear constructor term. First we consider the case that s ≈ t is selected in the last step of Π . This is equivalent to H 1 = . The last step of Π cannot be an application of the inference rules [v] and [t] because then s ≈ t would have no descendants. So we consider the following three cases.
[o] Because t is a constructor term, its root symbol is not defined and hence we must
Because the variables in the rewrite rule are fresh we obtain (1) from (3). As t = t , (2) is an immediate consequence of (4). 
Hence (1) holds. Because t i is a (proper) subterm of t , (2) follows from (4). Next we consider the case that s ≈ t is not selected in the last step of Π . Let θ be the produced substitution in the last step of Π . We have s ≈ t = s θ ≈ t θ. If the applied inference rule is [i] or [v] then D(θ) ⊆ Var(H 1 ), otherwise θ = ε and thus also D(θ) ⊆ Var(H 1 ). From (3) we obtain t = t and thus (2) follows from (4). We Table 2 . Selection of inference rule for descendant s ≈ t of parameter-passing equation.
. Hence in all cases we obtain (1) from (3). 2
One might think that Lemma 3.1(1) holds for arbitrary left-linear TRSs. This is not true. Consider for example the TRS
and the lnc-derivation
The equation x ≈ x descends from the parameter-passing equation
The first part of Lemma 3.1 implies in particular that Var(s) ∩ Var(t) = ∅ for every descendant s ≈ t of a parameter-passing equation. Hence we can forget about the occurcheck in the variable elimination rule [v] when dealing with such equations. The second part of the lemma implies that the outermost narrowing rule [o] is only applicable to the left-hand side of descendants of parameter-passing equations. Moreover, if [o] can be applied, then the decomposition rule [d] is not applicable. Combining these observations with Theorem 2.11 yields complete determinism in the choice of inference rule for descendants of parameter-passing equations, provided of course we are dealing with left-linear confluent CSs. Table 2 shows how the inference rule is completely determined by the root symbols of both sides of the selected descendant s ≈ t of a parameter-passing equation.
The case root(t) ∈ F D is impossible according to Lemma 3.1(2). Observe that the imitation rule [i] is never applied to descendants of parameter-passing equations. This is because if [i] is applicable then, according to Lemma 3.1(1), so is the variable elimination rule [v] and by Theorem 2.11 the latter is given precedence.
Incorporating the above observations into lnc gives rise to the calculus lnc pp whose inference rules are presented below. To distinguish descendants of parameter-passing equations from descendants of initial equations, we use rather than ≈ to denote the former. The first group of rules are designed for descendants of initial equations. The only difference with the inference rules of lnc specialized to S left is that in the outermost narrowing rule we mark the parameter-passing equations using : 
In the next section we turn our attention to descendants of equations in the initial goal.
Descendants of Initial Equations
Whereas the restriction to left-linear confluent CSs is sufficient to remove all nondeterminism in the choice of inference rule for descendants of parameter-passing equations, this is not the case for descendants of initial equations. Consider for example the , but in order to obtain the incomparable solution {x → b} it is essential that we apply [o] to its right-hand side.
In functional logic programming it is customary to consider two expressions to be equal if and only if they reduce to the same ground constructor normal form. This so-called strict equality is adopted to model non-termination correctly (Giovannetti et al., 1991; Antoy et al., 1994) . If we interpret ≈ as strict equality then the non-determinism in the above examples disappears: neither {x → a} nor {x → b} are (strict) solutions of the goals f (x) ≈ f (b) and f (x) ≈ g (x) . In the following definition we are slightly less restrictive. Note that we don't require that the constructor term u in the above definition is ground. Also note that a strict solution may substitute non-constructor terms for variables. (See however Lemma 5.3.) In this section we will prove that for confluent TRSs all nondeterminism between the inference rules of lnc can be eliminated for descendants of initial equations with strict semantics. We would like to stress that we don't need the restriction to left-linear CSs here. The structure of the proof is similar to that of the second half of the proof of Theorem 2.10: we define a property of initial equations in ncrefutations (Definition 4.2), we show that initial equations of the lnc-refutation obtained in the transformation proof of Theorem 2.1 satisfy this property (Lemma 4.3), we show that the property is preserved by lnc-descendants obtained during the transformation in the proof of Theorem 2.1 (Lemma 4.4), and finally we show that there is no nondeterminism between the inference rules for selected equations that have the property (Lemma 4.5). be an nc-refutation and e ∈ G. We say that e is strictly solved in Π if the sequence starting from eθ in the corresponding rewrite sequence Πθ: Gθ → * is of the form eθ → * t ≈ t → true with t a constructor term. 
some t ∈ T (F C , V). This implies that t ∈ T (F C , V). 2
In the following two lemmata, Π 1 and Ψ 1 refer to the nc-refutation and the lnc-step constructed in Lemma 2.9.
Lemma 4.4. Suppose Π: G ;
+ is a normal nc-refutation and let e be an equation in G that is strictly solved in Π. If e is a descendant of e with respect to Ψ 1 then e is strictly solved in Π 1 .
Proof. First we consider the case that e = s ≈ t is the selected equation in G.
Consider the case analysis in the proof of Lemma 2.9. In cases (1)(b) and (1)(c)(i) there is nothing to show as e has no descendants in G 1 . In case (1)(a) we have s = f (s 1 , . . . , s n ), t = f (t 1 , . . . , t n ), and e = s i ≈ t i for some 1 i n. Because e is strictly solved in Π, the equation eθ is rewritten in Πθ to an equation of the form
Hence, by construction of φ [d] , in Π 1 θ 1 the equation e θ 1 is rewritten to u i ≈ u i . Since subterms of constructor terms are constructor terms, we conclude that e is strictly solved in Π 1 . In case (1)(c)(ii) we have s = f (s 1 , . . . , s n ), t ∈ V, and e = s i ≈ x i for some 1 i n. From φ [i] (Π)θ 2 = Πθ we infer that eσ 1 is strictly solved in Π 2 = φ [i] (Π). By the same reasoning as in case (1)(a)-note that e is a descendant of eσ 1 with respect to the lnc-step G 2 ⇒ [d] G 1 -we conclude that e is strictly solved in Π 1 = φ [d] (Π 2 ). In case (2) the rewrite sequences starting from eθ in Πθ
for some substitution θ . Because by assumption s ≈ t is strictly solved in Π, the sequence from rθ ≈ tθ to true has the form rθ ≈ tθ → * u ≈ u → true with u ∈ T (F C , V). Hence r ≈ t is strictly solved in Π 2 = φ [o] (Π). Since the rewrite sequence starting from (r ≈ t)θ 2 in φ [o] (Π)θ 2 is an instance ‡ of the rewrite sequence starting from (r ≈ t)θ 1 in φ [d] (Π 2 )θ 1 , the equation r ≈ t is also strictly solved in Π 1 = φ [d] (Π 2 ). Observe that r ≈ t is the (only) descendant of e with respect to Ψ 1 : G ⇒ [o] G 1 . Finally, case (3) reduces to case (2) because strict solvability is trivially preserved by φ swap .
Next we consider the case that e ∈ G is not selected in the first step of Π. The (unique) descendant e = eσ 1 ∈ G 1 of e inherits strict solvability from e as the rewrite sequence starting from eθ in Πθ is an instance ‡ of the rewrite sequence from e θ 1 in Π 1 θ 1 . 2 † This follows from Lemma 32 and the proof of Lemma 13 in (Middeldorp et al., 1996) .
‡ Modulo an inconsequential reordering of rewrite steps due to the transformations φ 1 and φ 2 which are part of φ [o] and φ [d] , cf. the text following Lemma 2.6.
It is interesting to note that parameter-passing equations generated in Lemma 2.9 are in general not strictly solved. Consider for example the TRS
and the normal nc-refutation Π: f (b) ≈ a ; a ≈ a ; true. The equation f (b) ≈ a is strictly solved in Π because a is a constructor. Since in the first step of Π narrowing is applied at position 1, we obtain Π :
from Lemma 2.9. The parameter-passing equation b ≈ x is not strictly solved in Π 1 as b is a defined symbol.
Lemma 4.5. Let Π: G ;
+ be a normal nc-refutation and suppose that the selected (leftmost) equation e = s ≈ t is strictly solved in Π.
(
1) Ψ 1 consists of an ⇒ [o] -step if and only if root(s) ∈ F D or root(t) ∈ F D . Moreover, if [o] is applied to the right-hand side t of e then root(s) / ∈ F D . (2) Ψ 1 consists of a ⇒ [v] -step if and only if e is solved and s, t ∈ T (F C , V).
Proof. The following observations follow easily from the fact that e is strictly solved in Π: if root(s) ∈ F D then narrowing is applied to a descendant of e in Π at position 1, if root(t) ∈ F D then narrowing is applied to a descendant of e in Π at position 2, and if s / ∈ T (F C , V) or t / ∈ T (F C , V) then narrowing is not applied at the root position in the first step of Π.
(1) According to the proof of Lemma 2.9 Ψ 1 consists of an ⇒ [o] -step only in cases (2) and (3). In case (2) we have root(s) ∈ F D and in case (3) (1)(c)(i) and (1)(d). In both cases narrowing is applied at the root position in the first step of Π. This is only possible if the equation e is solved and, according to one of the above observations, s, t ∈ T (F C , V). Conversely, assume that e is solved and s, t ∈ T (F C , V). This is only possible if narrowing is applied at the root position in the first step of Π, hence we are in case (1)(a), (1)(b), (1)(c)(i), or (1)(d) of the proof of Lemma 2.9. In cases (1)(a) and (1) 
2
Lemmata 4.3-4.5 imply that for completeness (with respect to strict solutions) it suffices to apply a single inference rule of lnc to each goal whose selected leftmost equation 
is applied if and only if s = t. b [v] is applied if and only if t ∈ T (F C , V) and s / ∈ Var(t). c [v] is applied if and only if s ∈ T (F C , V) and t / ∈ Var(s). d [o] is applied to the left-hand side s.
descends from an equation in the initial goal. According to Lemma 4.5 the unique inference rule is completely determined by the form of the selected equation. Table 3 shows how the inference rule depends on the selected strictly solved equation s ≈ t.
It is interesting to note that the resulting strategy is almost the opposite of eager variable elimination: conflicts between the variable elimination rule [v] and the outermost narrowing rule [o] are always resolved by giving preference to the latter and often the imitation rule [i] is selected even if [v] is applicable.
We describe a further restriction on the applicability of the imitation rule [i] for descendants of initial equations in the case of confluent TRSs. Consider the goal x ≈ c(x) with c a constructor. Applying [i], the only applicable inference rule, results in a variant of x ≈ c(x). Hence lnc produces an infinite derivation. Since the goal x ≈ c(x) has no strict solution, we might as well stop the generation of new goals. More generally, a goal x t with x = t has no strict solution if there is an occurrence of x in t such that only constructors appear along the path from the root of t to this occurrence. This motivates the following definition. Definition 4.6. Let t be a term. We define the subset Var C (t) of Var(t) inductively as follows:
Lemma 4.7. Let R be a confluent TRS. An equation x t with x = t has no strict solution if x ∈ Var C (t).
Proof. There exists a position p ∈ Pos V (t) such that t |p = x and root(t |q ) ∈ F C for all positions q < p. Note that p = . Suppose to the contrary that θ is a strict solution of x t. So tθ and xθ both reduce to some constructor term u. Because in the rewrite sequence tθ → * R u no steps takes place at a position above p, we have xθ = tθ |p → * R u |p . However, as p = , u and u |p are different normal forms of xθ, contradicting confluence.
. Let R be a confluent TRS and G a goal. For every strict and normalized solution θ of G there exists an lnc
Note that in the above theorem G is assumed to be a sequence s 1 ≡ t 1 , . . . , s n ≡ t n of initial equations. The calculus lnc i can be slightly improved by replacing the selected equation f (s 1 , . . . , s n ) t in the outermost narrowing rule [o] (for parameter-passing equations) by f (s 1 , . . . , s n ) ≈ t, i.e., there is no need to apply outermost narrowing to right-hand sides of descendants of parameter-passing equations. (The reason for this is that the proof of Lemma 49 in (Middeldorp et al., 1996) reveals that the first part of property P holds for arbitrary normal nc-refutations.)
The Final Calculus
The results of the preceding two sections give rise to the deterministic lazy narrowing calculus, lnc d for short, whose inference rules are presented below. The first group of rules are designed for descendants of initial equations:
[o] ≡ outermost narrowing for initial equations (l 1 , . . . , l n ) → r. This latter non-determinism cannot be avoided because goals in general have different incomparable (strict) solutions.
Combining the results of the preceding sections yields the following completeness theorem.
Theorem 5.1. Let R be a left-linear confluent CS and G a goal. For every strict and normalized solution θ of G there exists an lnc
Proof. According to Theorem 2.1 there exists an lnc-refutation Ψ:
According to the proof of Theorem 3.2 Ψ is an lnc pprefutation. According to the proof of Theorem 4.8 Ψ is an lnc i -refutation. We conclude that Ψ is an lnc d -refutation. 2
We would like to emphasize that the results in Sections 3 and 4 are independent of each other. So if we are faced with a confluent TRS that is not a left-linear CS, we can still remove all non-determinism due to the selection of the inference rule for descendants of initial equations, provided we adopt strict semantics. Only if both restrictions (left-linear CS and strict semantics) are fulfilled, we can use the fully deterministic calculus lnc d .
In the remainder of this section we show that substitutions computed by different lnc d derivations are incomparable, provided we are dealing with orthogonal CSs. Hence for this subclass of TRSs lnc d can be seen as a minimal unification procedure. First we show that the substitutions produced by lnc d map variables in the initial goal to constructor terms, provided we are dealing with left-linear CSs. This is not entirely obvious as the [v] inference rule may yield non-constructor substitutions. Actually, this can only happen with the first half of [v] . Hence we find it convenient to split the [v] inference rule into two parts:
Definition 5.2. Goals appearing in an lnc d -derivation can be written as
for some m, n 0. We partition Var(G) into two sets:
and and θ Var(G) is a constructor substitution, as before. In the remaining cases we reason as follows: [v] 2 According to Lemma 3.1(2) the substitution θ 2 = {x → s} in this case is a constructor substitution. Hence so is θ Var(G) . From Lemma 3.1 ( 
2
Note that the restriction to CSs in the above lemma is essential: for the TRS {f (f (a)) → a} and the goal f (x) ≡ a, lnc d computes the non-constructor substitution {x → f (a)}.
The next lemma states that when comparing constructor substitutions with respect to a confluent TRS, we can ignore the TRS. Proof.
. So there exists a substitution θ such that xθ 1 θ ↔ * R xθ 2 for all x ∈ V . Without loss of generality we assume that D(θ) ⊆ Var V (θ 1 ). Since xθ 2 is a normal form and R is confluent we have xθ 1 θ → * R xθ 2 , for all x ∈ V . We define a substitution θ that satisfies xθ 1 θ = xθ 2 for all x ∈ V . For every y ∈ D(θ) there exists an x ∈ V and a position p ∈ Pos(xθ 1 ) such that y = xθ 1|p . Moreover, because xθ 1 is a constructor term, yθ → * R xθ 2|p . We define θ (y) = xθ 2|p . It remains to show that θ (y) does not depend on the choice of x and p. If y = x θ 1|p for some x ∈ V and position p ∈ Pos(x θ 1 ) then yθ → * R x θ 2|p . Since θ 2 V is a constructor substitution, xθ 2|p and x θ 2|p are normal forms of yθ. Confluence yields
We need one more result, before we are in a position to prove our minimality result. 
where θ = θ 1 θ 2 , θ = θ 1 θ 2 , and ei- = f (s 1 , . . . , s n ) t, G 3 and let l = f (l 1 , . . . , l n ) → r and l = f (l 1 , . . . , l n ) → r be the employed rewrite rules in Ψ and Ψ . We have 
There are two lnc d -refutations, both computing (when restricted to the variable x) the (unique) solution {x → a}.
Concluding Remarks
Ida and Nakahara (1997) study a lazy narrowing calculus oinc which is similar to lnc with the leftmost selection function. The essential difference is that oinc lacks the imitation inference rule. Because of this oinc is complete only for orthogonal TRSs and goals that satisfy the restriction that the right-hand side of every equation is a ground normal form. Ida and Nakahara incorporated strict semantics into oinc, resulting in the calculus s-oinc which is very similar to our lnc d in that descendants of parameterpassing equations and descendants of initial equations are distinguished. However, s-oinc is not deterministic in the choice of inference rule, neither for descendants of parameterpassing equations nor for descendants of initial equations. We have shown in this paper that determinism in the choice of inference rule for descendants of initial equations can be achieved for arbitrary confluent TRSs with strict semantics. Moreover, we feel that the imitation rule for descendants of initial equation in s-oinc appears out of the blue as it is not present in the calculus oinc.
González- Moreno et al. (1996) present the constructor-based lazy narrowing calculus clnc. Although the underlying theory is different-a rewriting logic for modelling nondeterministic functions by non-confluent systems (CRWL) versus standard equational logic-clnc and lnc d have many features in common. The inference rules of clnc for both descendants of parameter-passing equations (which are called approximation conditions in (González-Moreno et al., 1996) ) and descendants of initial equations (joinability conditions) are fully deterministic but, whereas for descendants of parameter-passing equations we always give preference to the variable elimination rule [v] , in clnc conflicts between [v] (OB and IB in (González-Moreno et al., 1996) ), the outermost narrowing rule [o] (NR2) and the imitation rule [i] (IIM) are resolved by giving preference to the latter two in case the variable is demanded (Giovannetti et al., 1991) . (Giving unrestricted preference to [v] would result in a calculus that may compute incorrect solutions with respect to CRWL semantics; cf. Example 2 in (González-Moreno et al., 1996) . Giving unrestricted preference to [o] and [i] would result in an incomplete calculus, as can be seen from Figure 1 .) However, unlike lnc d the calculus clnc is not strongly complete (nor complete with respect to leftmost selection) because the selection of an equation in a goal may have to be postponed before an inference rule can be applied to it. Nevertheless, González-Moreno et al. show that the choice of (applicable) inference rules is don't care non-deterministic. (They call this latter property strong completeness.)
The question how to reduce non-determinism while preserving completeness has also been addressed for the standard definition of narrowing (cf. nc in Section 2). We mention basic (Hullot, 1980) and LSE (Bockmayr et al., 1995) narrowing for terminating TRSs. Efficient refinements of standard narrowing for functional logic programs (viewed as nonterminating TRSs that satisfy additional syntactic restrictions-like orthogonality-to ensure confluence) are described in (Antoy et al., 1994 (Antoy et al., , 1997 Hanus, 1994a; Loogen et al., 1993; Loogen and Winkler, 1995; Moreno-Navarro and Rodríguez-Artalejo, 1992 ). Since there is no non-determinism due to the selection of the inference rule in standard narrowing, there is no basis for a comparison with the work reported in this paper. We do however include some remarks on needed narrowing. Antoy et al. (1994) define and prove the completeness of needed narrowing for inductively sequential TRSs. They present two optimality results for needed narrowing. First of all, only independent † solutions are computed by needed narrowing. Since the class of inductively sequential TRSs coincides with the class of strongly sequential (Huet and Lévy, 1991) orthogonal CSs, Theorem 5.6 shows that strong sequentiality is not essential for obtaining the independence of computed solutions. The second optimality result presented in (Antoy et al., 1994) states that needed narrowing derivations have minimal length. This result has no counterpart in lnc d .
Concerning future work, we would like to extend the results presented in this paper to conditional TRSs. This, however, is a non-trivial matter. Of the three completeness results for lnc presented in (Middeldorp et al., 1996) only one so-far has been extended to the conditional case: lcnc-the conditional version of lnc-is complete whenever basic conditional narrowing is complete (Hamada and Middeldorp, 1997) . At present it is unknown whether lcnc with leftmost selection is complete for arbitrary confluent conditional TRSs. (The technical reason is that Lemma 31 in (Middeldorp et al., 1996) doesn't extend to conditional TRSs.) It is also unclear whether the eager variable elimination result described in (Middeldorp et al., 1996) extends to lcnc. Since these two results form the foundation of the present work, the extension to conditional CTRSs is problematic indeed.
We conclude this section by comparing the performance of lnc with leftmost selection and lnc d on a small number of examples. All numbers below are based on an implementation in SICStus Prolog 2.1#6 running on a Sun Ultra1 with 128M memory. Consider † In (Antoy et al., 1994) a rather peculiar definition of independence is used: substitutions θ and θ are called independent on a set of variables V if there exists an x ∈ V such that xθ and xθ are not unifiable. This definition is not equivalent to the standard definition we gave in Section 1, even when R = ?: the substitutions {x → a} and {y → b} are independent but not according to the above definition; likewise, the substitutions ε and {x → c(x)} are independent according to the above definition but clearly ε 6 {x → c(x)}. However, it seems that for substitutions computed by needed narrowing derivations starting from the same goal, the independence definition of (Antoy et al., 1994) reduces to the standard definition. First consider the goals x + y ≡ S n (0) for n 0. Table 4 shows for various values of n the size of the (finite) search tree and the runtime in seconds for both calculi. Next consider the goal x + y ≡ z. This goal has infinitely many incomparable (strict) solutions. The numbers in Table 5 correspond to finite approximations of the infinite search tree. Finally, consider the goal qsort([S(0), 0]) ≡ x which admits the unique solution θ = {x → [0, S(0)]}. It takes 0.038 seconds to compute the (finite) lnc d search tree for this goal. The total number of nodes is 120 and the depth of the tree is 64. Table 5 shows, for various depths, the performance of lnc and lnc d . Since every lnc d -derivation is an lnc-derivation, lnc will also compute θ, but we haven't been able to verify whether its search tree is finite or not.
