Person re-identification is indispensable for consistent labeling across different camera views. Most existing studies use static cameras, apply background subtraction to detect moving people, and then focus on the matching of detection results. However, if cameras are mobile or only single image frames (not videos) are available, then background subtraction cannot be used, and human detection needs to be performed on entire images. In this paper, different from most of the existing work, we focus on a crowdsourcing scenario to find and follow person(s) of interest in the collected images/videos. We propose a novel approach combining R-CNN based person detection with the GPU implementation of color histogram and SURFbased re-identification. Moreover, GeoTags are extracted from the EXIF data of videos captured by smart phones, and are displayed on a map together with the time-stamps. All the processing is performed on a GPU, and the average processing time is 5 ms per frame.
INTRODUCTION
Large camera networks are increasingly being deployed in public places such as airports, subways, campuses and office buildings. These cameras are usually installed across wider areas with non-overlapping fields of view (FOV) to provider better coverage. However, with these setups, tracking of person(s) is still limited to the areas where the cameras are installed. Thanks to the widespread use of smart phones, crowdsourcing of videos has the potential to provide a much larger coverage for longer periods of time. For instance, a video or image captured by someone at a remote location (with no pre-installed camera) can have the person of interest in it. If it is possible to have access to large number of videos captured at different locations over time, this would potentially allow following a person over a much larger area for extended periods of time. However, the extremely large amount of data captured in these scenarios makes it impossible for humans to perform manual analysis, and necessitates autonomous analysis of data. Video analysis enable long term characterization and modeling of the people in the scene. Such application is required for high-level surveillance tasks and make them even smarter [6] .
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Deep Convolutional Neural Networks (CNNs) have received a lot of attention recently, especially after achieving very good performance in the ImageNet challenge [17] . Later, Girshick et al. [12] combined region proposals with CNNs, and introduced R-CNN, regions with CNN features, for object detection. Then, faster R-CNN [24] has been proposed, which focus on the speed up by pruning the hypothesis in detection.
Person re-identification has been studied by many researchers in the past few years [5, 4, 28, 11, 25, 20, 21, 22] . Earlier research focused on taking advantage of camera inner parameters during the matching process. Most of the existing work relies on the appearance-based similarity between images, such as color and texture of clothing, to establish correspondences. In general, recent approaches focus on three aspects; (1) designing subjectdiscriminative [30] , descriptive and robust visual descriptors to characterize a person's appearance [1] , (2) using feature transformation which projects features between different camera-dependent spaces, such as feature warping [19] , and sparse basis expansion [18, 16] , and (3) learning suitable distance metrics that maximize the chance of a correct matching [2, 14, 23] .
In many of the existing works, cameras are static and background subtraction is applied to detect moving objects. This significantly simplifies and speeds up the detection stage. Then, focus is placed on the matching part. However, if cameras are mobile or only single images (not videos) are available, then background subtraction cannot be employed. In this case, human detection needs to be performed in the entire image, which is in general a computationally intensive process. In this paper, different from most of the existing work, we focus on a crowdsourcing scenario to find and follow person(s) of interest in the collected images/videos. We propose a novel approach combining R-CNN based person detection with the GPU implementation of color histogram and SURF-based re-identification. Moreover, the GeoTags are extracted from the EXIF data of videos captured by smart phones, and these locations are displayed on a map together with the time-stamps for a spatiotemporal representation/visualization of the trajectory. All the processing, including R-CNN based detection, histogram correlation and SURF-based matching, is performed on GPU. The average processing time for the proposed detection and matching algorithm is 5 ms per frame on an NVIDIA Quadro K5200 8GB GPU. The experimental results show the promise of the proposed method.
The rest of the paper is organized as follows: The proposed approach is described in detail in Sec. 2. The experimental results are presented in Sec. 3, and the paper is concluded in Sec. 4.
PROPOSED METHOD
In our proposed method, we use the pre-trained Region-based Convolutional Networks (R-CNN) [12] , implemented with Caffe [15] , to detect people in images. We refer to the image containing the person(s) of interest as the query image and the frames in the video(s) to be examined as the candidates images. The R-CNN detector, which is run on all video images, returns the bounding boxes of candidate people regions in each image. Then, both the color histogram and SURF features are extracted from the candidate regions to be matched with the subject(s) of interest. After a match is found, GeoTag information is extracted from the matched video to generate the spatio-temporal model for candidates, and mark their path on a map. The overall flow diagram of the proposed method is provided in Fig. 1 . 
R-CNN-based Detection
We apply the R-CNN model [12] provided in Caffe for better performance in detection results. A higher detection rate will provide better matching results across different views. In our experiments, we observed that all people in the videos were successfully detected by the R-CNN detector.
The architecture of the used R-CNN is shown in Fig. 2 . It has 7 layers. Since the training images for the convolutional neural network needs to be a fixed-size of 227 × 227 pixels, all the images are resized to the required size first. As stated in [7] , in the first layer, the resized images are convolved with 96 kernels of size 11x11x3 pixels with a stride of 4 pixel, and then max-pooling is applied in 3x3 grid. The second layer has the same framework, with 256 kernels of size 5x5x48. Layer 3 and 4 are two convolution layers without pooling, which both have 384 kernels. Layer 5 is similar to layer 2. Layer 6 and 7 are fully connected layers with 4096 nodes. The activation function used in convolution and fully connected layer is Rectified Linear function. More details can be found in [17] and [12] . 
GPU Accelerated Re-identification
The process of detection and re-identification of people across many different views can be computationally very expensive. Each region proposed by the R-CNN on each candidate image has to be compared with the representation of person(s) of interest in the query image to see if there is a match. In order to reduce the processing time of each video frame, we implemented a GPU-based parallel matching strategy, which speeds up the detection and reidentification phase. The matching procedure has the following steps:
1. Apply R-CNN based detection on video frames to get bounding boxes for candidate people regions. 2. Convert candidate regions to HSV color space, compute histograms and compare with the histogram of the person(s) of interest from the query image by using color correlation. 3. If the histogram correlation score is higher than a threshold τ , apply SURF to detect matching feature points between candidate regions and images person(s) of interest.
As mentioned previously, R-CNN detection provides the coordinates of the bounding box around candidate people regions. Then, we convert this region to the HSV color space to reduce the effect of illumination changes. Afterwards, we calculate the color histograms, and compare the histograms by using color correlation calculation in (1), where H1 and H2 are the two color histograms, N is the total number of histogram bins, and H =
If the histogram correlation score is higher than a threshold τ , a matcher based on Speeded Up Robust Features (SURF) [3] is applied to detect matching feature points between candidate regions and images person(s) of interest. SURF is a fast, scaleand rotation-invariant detector and descriptor, which outperforms previous methods with respect to repeatability, distinctiveness and robustness. In this work, a SURF-based detector and matcher is implemented on GPU to recognize the same person from multiple different views. If the number of matched points is larger than 50% of the smaller number of points (between the candidate region and the person of interest), a match is declared.
Spatio-Temporal Model
The prevalence of smart phones not only provides large volumes of video/image data with ever-increasing quality, but also makes GPS information, via GeoTags, more accessible. To generate the spatio-temporal model of a person, who is matched across different videos captured by different phones at different locations, we extract the EXIF information, and then visualize it on GOOGLEMAP API. EXIF is an exchangeable file format that contains the metadata embedded within the video. As shown in Fig 3, it includes information such as the length of the video, GPS location, timestamp and compression rate. We use EXIFtool [13] to extract the GeoTags, and obtain the location where the video was initially captured.
It should be noted that the GeoTags only provide the GPS location of the device when it starts recording the video. Thus, we need to estimate the distance between the target and the device to display the location of the target. We do this by using the bounding box sizes for people obtained at four different pre-defined distances from smart phones. Table 1 provides the list of bounding box sizes obtained at 20 ft, 40 ft , 60 ft and 80 ft from the capturing smart phone. We find the closest bounding box size from this list and use the corresponding distance as the distance of the target from the phone. Then, we draw a circle with this radius around the GPS location of the device. Since the videos are obtained through crowdsourcing, there can be another video of the same person captured around the same time. We follow the same steps for the location from another device, and use the intersection of the circles as the location of the target. This process is illustrated in Fig. 4 .
As mentioned above, the GPS location is only available for the first frame of the video. Thus, to be able to track the location of a target over time, we need many videos captured at different times, and this is when crowdsourcing comes to the rescue. When there are enough videos obtained through crowdsourcing, it will provide a more complete spatio-temporal picture of the trajectory of the target. It should be noted that, the proposed approach can be applied to images as well as videos. Since, each image has its own GPS and time-stamp information, localization will be more precise compared to videos. To be able to use the intersection of the circles as the location, when we have videos as the input, we used short videos in our experiments (since GPS data is only available for the first frame).
Distance from camera (ft) Bounding box size 20 300 x 950 40 143 x 454 60 100 x 283 80 68 x 220 
EXPERIMENTAL RESULTS
As mentioned above, all the processing, including R-CNN based detection, histogram correlation and SURF-based matching, is performed on GPU. The average processing time for the proposed detection and matching algorithm is 5 ms per frame on an NVIDIA Quadro K5200 8GB GPU.
We performed different experiments using videos captured by multiple smart phones at different places. The targets are seen from different views (frontal, side view etc.) in the captured videos. In the first experiment, a total of three videos were recorded, from three different phones, capturing a target from different angles, namely front view, side view and back view. Figure 5 shows the Table 2 . As expected, since the query is a back view, the correlation between the query and a candidate region with the back view is the highest. The correlation score for the front view comes next, and the score between the query and a side view is the smallest for the same person. This experiment also allowed us to determine an empirical threshold for τ that allows matching the same person from different views, and also having a discriminative power for different people. The GeoTag locations on a map, for this experiment, are displayed in Fig. 6 .
The second experiment scenario has a more complicated setup involving the detection and matching of three different targets simultaneously. There are four different smart phones capturing videos of these three targets from different locations and angles. To better simulate a crowdsourcing scenario, a total of 38 videos are recorded from these four devices so that there are more videos to process, which would provide a more complete GeoTag information over time. Each video contains at least one target or more.
Example matching images are shown in Fig. 8 . There is a large variation in the distance of targets from the capturing device, which can be observed from the original frames as well as the lower resolution of some of the detected targets. All three candidates have been successfully re-identified across different cameras, capturing from different angles, by histogram correlation and SURF-based matching. Table 3 shows example color correlation scores between the query image and all three candidates. As can be seen, the highest correlation scores are across the diagonal. Fig. 7 shows the GeoTag locations on a map for all three targets over time. Red, green and yellow marks correspond to targets one, two and three, respectively. 
CONCLUSION
We have proposed a method, which performs R-CNN based person detection and then person re-identification via matching on GPU. A pre-trained model from R-CNN is used to detect person candidate regions in videos. Then, both color and SURF features are extracted for each candidates, and used for matching with the person of interest. The GPS location in the image/video EXIF information is used to obtain a spatio-temporal model for the path taken by the target, and these locations are displayed on a map. All the processing is performed on GPU, and takes an average of 5ms to process one frame. As feature work, we will incorporate more features to improve the re-identification.
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