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 The current boom in computer power has created avenue to study materials’ properties 
under extreme thermodynamic conditions where experimental characterization is very 
challenging. This thesis is an aggregation of several objectives ranging from the study of elemental 
as well as extended materials for technological, high energy density (HED), and geophysical 
applications; all at high pressure. The density functional theory (DFT), ab initio metadynamics and 
ab initio molecular dynamics (AIMD) methods have been employed to analyze structural phase 
transitions, electronic, vibrational, and mechanical properties of selected materials at high 
pressure. Where available, high-pressure-high-temperature (HPHT) experiments were combined 
with the various theoretical methods for complete elucidation of the system. 
 The first set of projects in this thesis involve study of structural phase transition in two 
elements: carbon (C) and nitrogen (N). The first part presents the results of structural phase 
transition in a two-dimensional polymeric C60 after being subjected to uniaxial compression at 
high temperature in a metadynamics simulation. The new structure exhibits a mixed sp2/sp3 
hybridization. The structure is stable at ambient condition and exhibits superior mechanical 
performance than most of widely used hard ceramics. The second part presents theoretical results 
on the identification, and characterization of single bonded nitrogen in crystal structure 
isostructural to black phosphorus (BP-N) at 146 GPa and 2200 K. The crystal structure exhibits a 
unique puckered two-dimensional layer exhibiting exciting physical and chemical phenomena 
including prospect for high energy density (HED) applications. Synchrotron x-ray diffraction and 
Raman spectroscopy were used for experimental characterization of the BP-N. First-principles 
methods were employed in the theoretical characterization.  
The second set of projects involve the theoretical studies of transition metal (TM) -TM 
alloys/compounds. The first part of the chapter investigates structural phase transition leading to 
shape memory loss in the shape memory alloy NiTi. The second part investigates the formation of 
Au-Fe compounds at high pressure. A detailed analysis of the transition kinetics and dynamical 
pathway in NiTi using the metadynamics method reveals the possibility of the B19′ phase of NiTi 
losing its shape memory when subjected to high stress conditions and heated above a critical 
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temperature (Tc) of 700 K. Using the particle swarm-intelligence optimization algorithm interfaced 
with first principles methods, we predicted the formation of bulk intermetallic compounds of two 
bulk-immiscible components, Fe and Au. the systems are stabilized by pressure and notable 
electron transfer.  
Next, the results of theoretical studies of the formation of noble gas element - TM 
compound were presented. The identification of a thermodynamically stable compound of Argon 
(Ar) and nickel (Ni) under thermodynamic conditions representative of the Earth’s core using 
density functional calculations were presented. The study present evidence of the reactability of 
Ar with one of the Earth’s core’s main constituents, Ni. The compound of Ar and Ni was identified 
as ArNi with a L11 Laves structure. It was found that ArNi compound is stabilized by notable 
electron transfer from Ni to Ar.  
The final project is an extensive theoretical study of the formation of alkali metal-transition 
metal intermetallic compounds at high pressure and temperature relevant to the upper mantle and 
the core of the Earth. These studies were carried out using particle swarm-intelligence optimization 
and genetic algorithms interfaced with first principles methods. The first part investigates the 
formation of K-Fe compounds at thermodynamics conditions relevant to the Earth’s interior while 
the second part investigates the formation of K-Ni compounds in the Earth’s interior. It was found 
that K and Fe can form intermetallic compounds that are stabilized by high pressure and energy 
reordering of atomic orbital. Phase transitions were also reported and the instabilities that induce 
them were also investigated. Furthermore, the study on K-Ni systems identify the crystal structure 
for the long-sought structure of the only experimentally known K-Ni compound to date. The 
identified K2Ni exhibits a semiconducting ground state with an indirect bandgap. The results of 
both studies indicate that the chemical properties of elements can change dramatically under 
extreme conditions and could have significant implications for understanding the Earth’s interior.   
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INTRODUCTION AND THEORETICAL METHODS 
 The advent of powerful computers has opened the way for the study of materials’ properties 
under extreme thermodynamic conditions that are beyond the reach of laboratory experiments. 
These [extreme] conditions naturally exist in the earth’s interior. The origin, mechanism of 
accretion, growth, composition, and state of Earth’s core remain significantly uncertain and 
theoretical calculations could in principle improve our understanding of them, most especially the 
crystal structure and the chemical composition of the inner core and possible stratification of the 
outer core. Therefore, the formation and the working of the earth’s interior can be studied non-
invasively by constructing models, that on one hand, mimic physical and chemical processes in 
the earth and on the other hand, are understandable by computer. Generally, the development of 
robust models of planets requires (among other things) the knowledge of various minerals that 
exist inside planets and their physical properties such as thermal conductivity, density, viscosity 
e.t.c [1-5]. The reliability of the results of any of these models are as good as the underlying theory, 
and so is their computer simulation. Many of these theories are difficult, if not impossible, to solve 
exactly and an alternative in term of numerical approximations are employed. Formulating 
simulation models from fundamental laws of physics reduces the number of approximations 
needed in the computer simulation, thereby increasing the accuracy of the results and reliability of 
the emerging predictions. The whole computer simulation process creates a virtual laboratory 
where experiments can be done at faster rate, cheaper cost and extreme conditions can be easily 
accessible. 
 Physical properties of solids at high pressure have been a major highlight of fundamental 
research in geophysics and planetary physics. Thermodynamic instabilities develop in ambient-
pressure materials as the pressure is raised, inducing transition into new phases with higher 
densities. Such new phases can possess a variety of novel and interesting electronic states such as 
super-ionic, super-hard, superconducting, and metallic states. Contrary to miniaturization required 
to experimentally generate pressures in the gigapascal (GPa) regime, such high pressures can be 
achieved in numerical simulation by adjusting the size and/or shape of unit cell. With the current 
boost in computational power and advanced material simulation Softwares, studies of materials 
with diverse complexities are becoming possible with unprecedented precisions and accuracy. In 
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fact, there is now great synergy between numerical simulations and experiments at high pressure: 
Numerical simulation can guide experiments and can also be used to understand complex 
experimental results. As exploration continues on the experiment front, more complex results 
emerge which require development of more robust and sophisticated theories as well as numerical 
algorithms to model, solve and understand them. 
 In stable materials, high pressure and temperature provides compression energies (𝑝∆𝑉) 
and thermal energies (𝑇∆𝑆) large enough to break intermolecular or intramolecular interactions 
within it and to overcome energy barriers. The breaking of such interactions causes instability to 
develop with in the materials and as such drive the materials into a new thermodynamically stable 
configuration, in other words, transform to a new phase. Some classic examples include the 
compression of graphite into diamond [6], compression of hexagonal boron nitride into cubic 
boron nitride [7] and compression of wurtzite GaN into rocksalt GaN [8] under diverse 
thermodynamic conditions. 
 Strictly speaking, a lot can be understood about solid materials (typically composed of 
atomic nuclei and electrons) by examining their crystal structures and chemical bonding. Thus, 
physical, and chemical theories of solid materials are generally formulated to capture the motion 
of the nuclei, electrons, including instances where the motion of both are correlated, quantum 
mechanically. In this dispensation, such theories can be effectively translated into computer 
simulation algorithms that explicitly concern themselves with electronic structures and those 
relating to nuclear motions. Simple monatomic systems have been successfully studied using the 
exact solution of the Schrödinger equation, however, difficulties set in when treating bigger 
systems with several atoms, for which the problem complexity grows to non-trivial, many body 
problems. Over time, several approximate solution methods to the many body problems have 
evolved. One of such methods that have received wide acceptance from the community of 
materials scientists is the density functional theory (DFT) in which solutions to the Schrödinger 
equation describing a material are derived self consistently without input parameters from 
experiments. This method is also popularly referred as first-principles or ab initio method [9]. 
These methods are discussed in detail in subsequent sections. 
 Experimentally, high static pressure (to few hundreds of GPa) can be generated within a 
diamond anvil cell (DAC) and dynamic high pressures are generated through shock waves [10]. 
These pressure media generally support in situ generation and measurement of experimental 
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observables such as pressure and to some extent, temperature. They further support analytical 
technique such as X-ray powder diffraction (XRD) and in situ spectroscopy such as Raman and 
infrared spectroscopy. High pressures in the terapascal (TPa) regime [10] are not readily 
achievable by DACs because of the level of miniaturisation of sample required for such pressures 
– a major set back to the DAC method. First-principles density functional theory are then combined 
with these experimental methods to explore pressure and density regions on the phase diagram of 
materials that otherwise would remain unexplored by experiments alone. For instance, laboratory 
experiments can be done at few hundreds of GPa using DAC after which observed properties such 
as phase stability and excitation modes are theoretically modelled and then extrapolated into the 
TPa regime. Furthermore, transferable models (constructed from low pressure experimental 
observations) can also be used for direct study of materials at the TPa regime without 
extrapolation; especially in instances where there are sparse or no experimental data to guide a 
reasonable extrapolation. Therefore, First-principles density functional theory calculations can 
provide a deeper insight into, and further assist in the understanding of experimental observations.
 Crystal structure of materials can be determined from experimental XRD data. Also, crystal 
structure searching algorithms can be combined with DFT calculations to explore high pressure 
regions for which there are no sufficient XRD data for accurate structure determination. Seemingly 
complex free-energy surface of various functional materials can be explored for structural 
configurations that corresponds to a local energy minimum (colloquially referred as metastable 
structural configuration) or global energy minimum (colloquially referred as ground-state 
structural configuration). These algorithms range (in their capabilities) from those that requires 
only the knowledge of the chemical composition to those that require starting experimental or 
theoretical structures, to identify the thermodynamically stable structure of interest under pressure. 
This remarkable predictive power benefits experimentalists in solving the structure of complex 
materials whose crystal structure deviate from standard simple structures [11]. Several efficient 
structure searching schemes for predicting stable crystal structures have been developed based on 
energy barrier cross-over or global energy minimization. These schemes include simulated 
annealing [12], minima hopping [13], ab initio molecular dynamics [14-15], metadynamics 
method [16] designed to overcome energy barriers. The global minimization methods include 
random sampling [17], genetic algorithms [18-20], particle swarm-intelligence optimization [21] 
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and so on. Some of these methods will be discussed in detail in the following sections and will be 
discussed further in subsequent chapters where they have been applied to solve various problems. 
 Different crystal structure searching algorithms have been combined with DAC-based 
spectroscopies to demonstrate the synthesis of stable Xe (Fe, Fe/Ni)x systems [22], rare earth 
elements (REE) and Ni, Co or Fe systems [23], iron-nickel systems [24] and alkali metal and Ni/Fe 
systems [25-27]  at thermodynamic conditions of the Earth’s core. These studies revealed unusual 
chemical and electronic changes in the reactants, resulting in different physical, optical and 
chemical properties exhibited by the final products. It was found that in some instance, the crystal 
structure of the compound is related to the crystal structures of the reactants [22] while in others, 
the compound adopts a completely different, and sometimes complex, crystal structures [24]. 
  
 
Figure 1.1. A cross-section of the Earth showing its interior profile. The blue and the red boxes 
are used to clearly mark out the pressure regions covered in this thesis. This figure is adapted for 
illustration from ref. [28]. 
 
The Earth’s core (shown and marked out in Fig 1.1) constituents made up 32% of the mass 
of the Earth and 16% of its volume. The core is subject to very high pressure and temperature (P-
T) conditions beyond 136 GPa and ~4000 K. Meanwhile, the exact composition of the core remains 
uncertain because of technical challenges involved in high P-T experiments. High pressure 
experimental data as well as state-of-the-art theoretical predictions have been used to establish 
stable crystal structures, solid-solid phase transitions, elemental partitioning and melting 
temperature of iron and iron alloys in the core [29]. Other properties including sound velocities, 
densities, electrical and thermal conductivities are also being measured and modeled theoretically 
at high P-T relevant to the Earth’s core conditions. The nature and physical properties of stable 
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crystalline phases of iron and nickel are strongly affected by light elements (elements lighter than 
iron) alloying in the core. In 1952, it was proposed that the core contains of order 10 wt% light 
alloys, in addition to iron and nickel because the seismological constrained density of the liquid 
outer core is substantially lower than that of pure iron at the Earth’s core P-T. The core is therefore 
thought to contain a considerable amount of one or more light elements such as K, Si, O, and/or C 
[30]. Specifically, K could produce significant amount of heat in the Earth’s core thereby 
contributing to the working of the Earth’s geodynamo. Significant experimental and theoretical 
works have been done in examining and establishing the presence of Si-Fe/Ni [30], O-Fe/Ni [31], 
and C-Fe/Ni [30] alloys in the core; but K-Fe/Ni study is scarce. Therefore, one of the objectives 
of this thesis is to study the K-Fe/Ni system and use them to understand some part of the Earth’s 
interior.    
 The radioactivity of the Earth is an important parameter for the understanding of the Earth’s 
internal energy budget, the evolution, and dynamics of the planet’s crust-mantle-core system. 
Attempts to estimate the overall radioactivity of the planet over the past few decades using 
geophysical and geochemistry tools has witness incremental success due to fundamental 
limitations in observing the Earth. Thus, so far, we have only some model-dependent estimates of 
the radioactive content of the Earth’s mantle and core. The crust and the upper mantle are 
accessible for sampling, as such, the radioactive contents of this part of the Earth’s interior can be 
reliably estimated. The dynamic activity of the Earth is driven by the heat produced in the interior 
of the Earth by decay of radioactive isotopes U, Th, and K. The heavy, heat-producing elements 
U and Th are believed to have been left in the mantle during the Earth’s differentiation, since their 
estimated concentrations in bulk silicate Earth (BSE) are consistent with the compositions of 
undifferentiated protoplanetary materials (CI chondrites). Thus, investigation of the radioactive 
heating from the Earth’s core has been focused on the 40K [32]. Therefore, it will be interesting to 
demonstrate that the radioactive decay product of the 40K can be retained in the Earth’s core and 
to also show in what form (compound) it will be retained. If a significant amount of 40K →Ar is to 
stay in the core, it has to somehow chemically bond to Fe and/or Ni. Hence, another objective of 
this thesis is to study the 40K →Ar-Ni system with the aim to understand the Earth’s core.  
Among other slightly heavy noble metals, the Earth crust is known to be depleted of 
siderophile gold (Au) which is believed to be transported from the mantle to the crust. An amount 
of Au that cannot be explained by its content in the mantle’s magma is also suggested to be 
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depleted in the mantle [33,34].  The distribution of the depleted mantle Au within the Earth’s 
interior is therefore worth investigating. The inclusion of siderophile light elements such as S, O, 
Si and C into various Earth’s models could not exhaustively explain the mass and density deficit 
observed as density jump across the inner core boundary (ICB) in seismic data. In general, the 
reactivity of Au and Earth’s core relevant element, such as Fe is scarce in literature. As a first step, 
plausibility of stable compound formation without considering its implication for the Earth’s inner 
core dynamics is a good start. Therefore, it will be interesting to demonstrate that Au can form 
chemical compound with Fe, the main constituent of the Earth’s core under pressure. Furthermore, 
the fact that Au and Fe are two immiscible solids makes it more interesting. Hence, another 
objective of this thesis is to study the Au-Fe system with the aim to understand the physics and 
chemistry of their formation at high pressures. 
 The knowledge of crystal structure is of great importance for estimating physical properties 
and phase equilibria in the Earth’s core. Such knowledge is also important for understanding the 
origin of seismic anisotropy and the dynamics of the core. While both experimental and theoretical 
methods were employed to study the crystal structure of iron and nickel at high P-T conditions, 
the extrapolated results have been very controversial [30]. Even though synchrotron XRD 
measurements at inner core P-T conditions were successfully performed, yet the phase diagram of 
neither pure iron nor nickel could exhaustively explain the phase diagram profile of the Earth’s 
interior. This disagreement, thus, points to the need to revisit the composition of the Earth’s 
interior, especially the core and understand how it helps to explain the Earth’s evolution, profile, 
internal energy budget and its implication on the working of the Earth’s geodynamo. 
Elemental systems are very important both from fundamental and applied sciences point 
of view. For example, cubic diamond (c-diamond), an allotrope of carbon is the hardest naturally 
existing materials [35-38] but highly insulating. For technological applications in electronics, 
carbon is continually being sought in a superhard form like the c-diamond but with semiconducting 
state up to metallic state like in graphite. Also, nitrogen, if compressed to high enough pressure, 
its bonds could be used to store significantly high energy (high energy density (HED)) that is 
released at will [39,40], but as the first element of group V, it has never been found in the black 
phosphorous structure. If nitrogen is found in black phosphorous structure, it could provide a firm 
base for exploring new type of HED nitrogen. Another objective of this thesis, therefore, is to 
predict new allotropes of carbon with an optimum combination of hardness and a relatively small 
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energy band gap compared to the c-diamond, that could outperform the present-day ceramics. 
Also, to find nitrogen in the black phosphorus structure there by completing the structural motif 
for the group V elements while improving our knowledge of the properties of HED materials. 
 In this thesis, various theoretical and experimental techniques have been used to study the 
crystal structure and structural phase transitions in functional materials at high pressures. We also 
determine their electronic, thermodynamic, and other properties. Materials examined include those 
that are relevant to our understanding of the Earth and its interior, and those with technological 
implications such as high energy density materials (HEDM), shape memory alloys (other wise 
referred as smart alloys) and superhard materials. The following body of work have been reported 
in this thesis: (i) ab initio study of elemental solids for application in electronics, superhard 
materials and HEDM. Using ab initio methods, a new allotrope of carbon was predicted and 
characterized. Furthermore, the long-sought black phosphorous (BP) phase of Nitrogen was 
identified from experimental data and theoretically characterized [41,42]. (ii)  ab initio study of 
transition metal-transition metal alloy for application in smart alloy systems and in understanding 
effects of high pressure on their formation. Using ab initio methods, shape memory loss was 
predicted in nitinol (NiTi) at temperature above 700 K while gold (Au) was predicted to form iron 
(Fe)-rich compounds under high pressure condition [43]. (iii) ab initio and experimental study of 
noble gas element-transition metal alloy for understanding of the Earth’s core. Combining ab initio 
methods and in situ X-ray diffraction techniques, it was shown that argon (Ar), a natural 
radioactive decay product of potassium (40K) form stable compound with nickel (Ni) at 140 GPa, 
2500 K; a thermodynamics condition relevant to the Earth’s interior [44], and the last project 
reported is (iv) ab initio study of alkali metal-transition metal alloy for understanding of the Earth’s 
interior. Using ab initio methods, alkali metal, K, was predicted to form stable compounds with 
core dominant elements: Fe and Ni, under high pressure condition [45,46]. First-principles density 
functional theory, crystal structure searching methods, ab initio molecular dynamics (AIMD), 
metadynamics and in situ XRD methods have been extensively applied to unearth structures of 
these materials and elucidate some interesting properties as well.  
 
1.1 Density Functional Theory 
The description of the structures and dynamics of many-electron system is one of the early 
but basic problems in theoretical physics and chemistry; like Dirac stated [47], The underlying 
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physical laws necessary for the mathematical theory of a large part of physics and the whole of 
chemistry are thus completely known, and the difficulty is only that the exact application of these 
laws lead to equations much too complicated to be soluble. Still, the seemingly insurmountable 
challenge of solving the Schrödinger wave equation for realistic (many-particle) systems has 
opened a whole new area in modern day physics and chemistry and the way we understand 
chemical systems. As introduced in 1964 by Kohn et al. [48], Density functional theory (DFT) 
[49-51] is an effective approach to obtain approximate solutions to the many-particle problems. 
DFT is conceptually rooted in the Thomas-Fermi model of a uniform electron gas [52], coupled 
with the Slater local exchange approximation [53]. Within the DFT framework, the ground state 
of a system is mapped to the ground-state electron density in a way that the Schrödinger wave 
equation,  
?̂?𝜓(𝒓1, … , 𝒓𝑁) = 𝐸𝜓(𝒓1, … , 𝒓𝑁),                                                  (1.1) 
in which 𝑁 is the number of electrons at positions 𝒓1, … , 𝒓𝑁, is satisfied for many-particle system.  
Although many DFT methods are ab initio because they are based on finding the energy 
eigenvalue of the Schrödinger wave equation from the wavefunction, others use the electronic 
density to obtain the energy eigenvalue. The latter could come as a semiempirical DFT method if 
functionals have been fitted to experimental data. Ab initio (first principles) theory embraces all 
essentially non-empirical and wavefunction-based methods of solving the Eq. (1.1) for many-
particle systems [54]. The Schrödinger wave equation for many-particle system is called the Kohn-
Sham (KS) equation [48]. Particles in many-particle systems continually interact, which make 
constructing analytical solutions to the KS equation close to impossible. Thus, development of 
approximate-solution schemes has evolved with each scheme having its own assumptions. 
Interesting properties ranging from electronic structure, lattice vibration, superconductivity, 
magnetic properties, to bonds and bond characterization were successfully studied using DFT [15].  
 
1.1.1 Schrödinger Equation and Born-Oppenheimer Approximation  
Given a molecular system of N-electron and M nuclei, the Schrödinger wave equation is 
given by the Eq. (1.1) where the Hamiltonian operator ?̂? is defined according to: 
?̂? = ?̂?𝑒𝑒 + ?̂?𝑁𝑁 + ?̂?𝑒𝑥𝑡 + ?̂?𝑒𝑒 + ?̂?𝑁𝑁  ,                                                           (1.2) 
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where  ?̂?𝑒𝑒 is the kinetic energy operator for electrons, ?̂?𝑁𝑁 is the kinetic energy operator for the 
nuclei, ?̂?𝑒𝑥𝑡 is the external potential operator, ?̂?𝑒𝑒 is the operator describing the potential due to 
electron-electron interaction and ?̂?𝑁𝑁 is the operator describing the potential due to nuclei-nuclei 
interaction. The 𝜓(𝒓1, … , 𝒓𝑁) is also a function of the spin coordinates of all 𝑁 electrons 
(𝑠1, 𝑠2, … , 𝑠𝑁). In principle, the spin dependence of the wavefunction is implicitly assumed and so 
through out this thesis, we shall invoke this assumption. 
The Born-Oppenheimer approximation was built on the premise that atomic nuclei are 
much heavier than individual electrons; each proton in a nucleus has more than 1800 times the rest 
mass of an electron, justifying the treatment of the nucleus as stationary relative to the electron. 
Thus, the many-particle system can be simplified by separating the nuclei and electrons into 
separate mathematical problems [54] and the ?̂?𝑁𝑁 term in Eq. (1.2) can be ignored. The ground-
state electron density which is the only physical observable of the DFT is then built from the 
solutions to the KS equations (KS orbitals) of each electron. 
 
1.1.2 Hohenberg-Kohn Theorem 
DFT is usually implemented through the KS equations whose validity, conceptually, 
depends on the validity of the statement of existence by Hohenberg and Kohn, referred to as the 
Hohenberg-Kohn (HK) theorem [51]. The first HK theorem is an existence theorem which states 
that ‘the ground state of any interacting many-particle system with a given fixed inter-particle 
interaction is a unique functional of the electron density 𝜌(𝑟)’.  Although the first Hohenberg–
Kohn theorem rigorously proves that a functional of the electron density E[𝜌0] exists, the theorem 
says nothing about the actual form of the functional. The HK theorem neither formulate a 
mathematical description of the mapping nor the form of the functional and all its associated 
approximations. The two HK theorems can be stated as: 
Theorem 1.1.2.1 ([48,51]). The ground-state energy from Schrödinger’s equation is a unique 
functional of the electron density. 
Proof. Consider the electron density 𝜌 for the ground state electron density of some N-electron 
system. If we assume that there are two external potentials 𝑉𝑒𝑥𝑡 and 𝑉𝑒𝑥𝑡
′ , different by more than a 
constant and suppose the two external potentials give the same 𝜌 for its ground state, then there 
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exists two Hamiltonians ?̂? and 𝐻′̂ corresponding to the same ground state density but different 
normalized N-electron wavefunctions 𝜓 and 𝜓′. If we designate 𝜓′ as a trial function for the 
Hamiltonian ?̂?, we can construct a proof by contradiction as follows 
𝐸0 < ⟨𝜓
′|?̂?|𝜓′⟩ = ⟨𝜓′|𝐻′̂|𝜓′⟩ + ⟨𝜓′|?̂? − 𝐻′̂|𝜓′⟩ = 𝐸0
′ +∫𝜌(𝒓) [𝑉𝑒𝑥𝑡(𝒓) − 𝑉𝑒𝑥𝑡
′ (𝒓)]𝑑𝒓,   (1.3) 
where 𝐸0 and 𝐸0
′  are the ground-state energies corresponding to ?̂? and 𝐻′̂ , respectively. Repeating 
the procedure above with a trial function 𝜓 for the Hamiltonian 𝐻′̂, yields: 
𝐸0
′ < ⟨𝜓|𝐻′̂|𝜓⟩ = ⟨𝜓|?̂?|𝜓⟩ + ⟨𝜓|𝐻′̂ − ?̂?|𝜓⟩ = 𝐸0 +∫𝜌(𝒓) [𝑉𝑒𝑥𝑡
′ (𝒓) − 𝑉𝑒𝑥𝑡(𝒓)]𝑑𝒓 .      (1.4) 
Adding Eqs. (1.3) and (1.4), yield the contradiction 𝐸0 + 𝐸0
′ < 𝐸0 + 𝐸0
′ , thus there cannot be two 
different 𝑉𝑒𝑥𝑡 corresponding to the same 𝜌 for their ground states. It then follows that the ground-
state energy from Schrödinger’s equation is a unique functional of the electron density [48,51]. 
                                                                                                                     
The second Hohenberg–Kohn theorem defines an important property of the functional and 
states that: 
Theorem 1.1.2.2 ([48,51]). The electron density that minimizes the energy of the overall functional 
is the true electron density corresponding to the full solution of the Schrödinger equation.  
Proof. The proof of second HK theorem is restricted to densities 𝜌(𝒓) that are ground state 
densities of the electron Hamiltonian with some external potential 𝑉𝑒𝑥𝑡. This defines a space of 
possible densities within which one can construct functionals of the density. Since all properties 
such as the kinetic energy, e.t.c., are uniquely determined if 𝜌(𝒓) is specified, then each such 
property can be viewed as a functional of 𝜌(𝒓), including the total energy functional: 
𝐸𝐻𝐾[𝜌] = 𝑇[𝜌] + 𝐸𝑖𝑛𝑡[𝜌] + ∫𝑉𝑒𝑥𝑡(𝒓)𝜌(𝒓)𝑑𝒓 + 𝐸𝐼𝐼  ≡ 𝐹𝐻𝐾[𝜌] + ∫𝑉𝑒𝑥𝑡(𝒓)𝜌(𝒓)𝑑𝒓 + 𝐸𝐼𝐼 ,   (1.5) 
where 𝑇[𝜌] is the kinetic energy functional, 𝐸𝑖𝑛𝑡[𝜌] is the electron-electron interaction energy 
functional and 𝐸𝐼𝐼 is the interaction energy of the nuclei. The functional 𝐹𝐻𝐾[𝜌] = 𝑇[𝜌] + 𝐸𝑖𝑛𝑡[𝜌] 
includes all internal energies, kinetic and potential, of the interacting electron system, which must 
be universal by construction. 
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 If we now, consider a system with the ground state density 𝜌(1)(𝒓) corresponding to 
external potential 𝑉𝑒𝑥𝑡
(1)(𝒓), the HK functional is equal to the expectation value of the Hamiltonian 
in the unique ground state, which has wavefunction 𝜓(1) 
𝐸(1) = 𝐸𝐻𝐾[𝜌
(1)] = ⟨𝜓(1)|𝐻(1)̂ |𝜓(1)⟩ .                                                    (1.6) 
Furthermore, we consider a different density, say 𝜌(2)(𝒓), which corresponds to a different 
wavefunction 𝜓(2). It then follows that the energy  
𝐸(2) = 𝐸𝐻𝐾[𝜌
(2)] = ⟨𝜓(2)|𝐻(1)̂ |𝜓(2)⟩                                                     (1.7)  
of the state is greater than 𝐸(1), since 
𝐸(1) = ⟨𝜓(1)|𝐻(1)̂ |𝜓(1)⟩ < ⟨𝜓(2)|𝐻(1)̂ |𝜓(2)⟩ = 𝐸(2) .                           (1.8) 
Thus, the energy given by Eq. (1.5) in terms of the HK functional evaluated for the correct ground 
state density 𝜌0(𝒓) is indeed lower than the value of this expression for any other density 𝜌(𝒓). It 
then follows that if the functional 𝐹𝐻𝐾[𝜌] was known, then by minimizing the total energy of the 
system, Eq. (1.5), with respect to variation in density function 𝜌(𝒓), one would find the exact 
ground state density and energy [48,51]. 
                                                                                                                     
In a nutshell, if the true functional form is known, then one can try to minimize the energy 
by varying the electron density, to find the ground state electron density. Once the ground state 
electron density is known, all the properties can be calculated. 
 
1.1.3 Kohn-Sham formulation of DFT  
Kohn and Sham [48] assume that the ground state density of an interacting, many-particle 
system is equal to that of some chosen non-interacting system. With Born-Oppenheimer’s 
approximation invoked, this ansatz leads to more solvable independent-particle equations for non-
interacting system. We are going to assume the atomic unit throughout this thesis, with ℏ = 1, 
𝑚𝑒 = 1 and 𝑒 = 1.  This means that an interacting, many-particle system obeying the Hamiltonian 

























  ,           (1.9) 
where electrons are denoted by lower case subscripts and nuclei, with charge 𝑍𝐼, denoted by upper 
case subscripts, was replaced with a different auxiliary system that can be solved more easily. If 
























 .   (1.10) 
Then, Eq. (1.9) can be re-written as: 
?̂? = ?̂? + ?̂?𝑒𝑥𝑡 + ?̂?𝑒𝑒 + ?̂?𝑁𝑁 .                                                           (1.11) 
Furthermore, 𝒓𝑖 is the position of the i-th electron, 𝑉𝑒𝑥𝑡(𝒓) is a measure of Coulomb interaction, 
in term of potential between the electrons and the nuclei. N is the number of electrons in the system, 
?̂?𝑒𝑒  is the electron-electron repulsion term and ?̂? is the kinetic energy operator. 
As a build-up on the first HK theorem, Kohn and Sham [48] assumes that the ground state 
density of the original interacting system is equal to that of some chosen non-interacting (auxiliary) 
system. This decouples the interacting-system problem to independent-particle equations for non-
interacting system with all the cumbersome many-body interaction terms dumped into an exchange 
correlation functional of the density. Essentially, DFT can be viewed as a powerful method in 





,                                                                   (1.12) 
implies knowledge of the wavefunction, the potential and all other observables that can be derived 
from them. In principle, many-particle wavefunction depends on 3N variables, and each of the N 
particles depend on three spatial variables, making it a 3N-dimentional problem. However, in 
practice, DFT is only a function of the density which has three variables, thereby reducing the 
complexity that arise for system with large value of  𝑁 to 3-dimensional problem solved N time.  
 The first HK theorem can be written in terms of the Hamiltonian in Eq. (1.11) and the 
electron density in Eq. (1.12) as: 
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𝐸[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] + 𝑉𝑁𝑁[𝜌] + 𝑉𝑒𝑥𝑡[𝜌].                                                (1.13) 
The external potential term can be written explicitly in terms of the density as: 
𝑉𝑒𝑥𝑡[𝜌] = ∫ ?̂?𝑒𝑥𝑡(𝒓) ∙ 𝜌(𝒓)𝑑
3𝒓  .                                                          (1.14) 
The universal functionals  𝑇[𝜌], 𝑉𝑒𝑒[𝜌] and 𝑉𝑁𝑁[𝜌] are unknown for a given system configuration 
while the system dependent functional 𝑉𝑒𝑥𝑡[𝜌] is specified. If we have a system for which the 
external potential 𝑉𝑒𝑥𝑡(𝒓) is known, substituting Eq. (1.14) into (1.13) and assuming the second 
HK theorem holds true, it suffices to write: 
𝐸[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] + 𝑉𝑁𝑁[𝜌] + ∫ ?̂?𝑒𝑥𝑡(𝒓) ∙ 𝜌(𝒓)𝑑
3𝒓 ,                        (1.15) 
and the ground-state energy of the system is derived by minimizing Eq. (1.15) with respect to the 
electron density 𝜌(𝒓) [48,55]. 
 Now, we attempt to write the functional described by the HK theorem in terms of single 
particle wavefunctions, 𝜓𝑖(𝒓), bearing in mind that Eq. (1.12) defines the electron density. The 
energy functional can be formulated as: 
𝐸[{𝜓𝑖}] = 𝐸𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐[{𝜓𝑖}] + 𝐸𝑋𝐶[{𝜓𝑖}],                                                  (1.16) 
where 𝐸𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 is a collection of terms whose analytical form is completely known and every 
other term including all the quantum mechanical effects not described by the analytical form are 
represented as 𝐸𝑋𝐶. We can explicitly define the analytic term in terms of contribution from various 















𝑑3𝑟𝑑3𝑟′ + 𝐸𝑁𝑁 .                                                   (1.17)  
𝐸𝑁𝑁  in Eq. (1.17) is the Coulomb interactions between pair of nuclei, the first, second and third 
terms are the electron kinetic energies, the electrons - nuclei Coulomb interactions and the electron 
interaction with the mean field created by electrons, respectively [48,51,55]. Finding the right 
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electron density, according to Kohn and Sham, can be done by solving a set of equations in which 




𝛁2 + 𝑉𝑒𝑥𝑡(𝒓) + 𝑉𝐻(𝒓) + 𝑉𝑋𝐶(𝒓)]𝜓𝑖(𝒓) = 𝑖𝜓𝑖(𝒓) .                   (1.18) 
The solutions to equation (1.18) are single particle wavefunctions that are dependent on three 
spatial variables only. The potential 𝑉𝑒𝑥𝑡(𝒓) defines the interactions between an electron and the 
collection of atomic nuclei. The Hartree potential, 𝑉𝐻(𝒓), is the Coulomb repulsion between the 
effective electron density of all electrons and the i-th electron being considered in the KS equation. 
The 𝑉𝐻(𝒓) already captures the self-interaction contribution, since the i-th electron as well 




𝑑3𝑟′ .                                                (1.19) 
The exchange-correlation term, 𝑉𝑋𝐶(𝒓), yield an exchange-correlation energy functional 
𝐸𝑋𝐶[𝜌(𝒓)] which can be separated into the exchange part 𝐸𝑋[𝜌(𝒓)] and the correlation part 




 .                                                     (1.20) 










]𝜓𝑖(𝒓) = 𝑖𝜓𝑖(𝒓) .                   (1.21) 
We have established that the problem of a system of interacting particles can be 
approximated by an auxiliary system of non-interacting particles if their ground state energy can 
be mapped (HK theorems). Furthermore, we found that the predicting power and accuracy of the 
auxiliary system depends on the performance of the map. Also, that the KS equations gives the 
mechanics of the auxiliary system. Solving the KS equations requires the knowledge of the Hartree 
potential, which requires the knowledge of electron density. The knowledge of the electron density 
requires the knowledge of the single particle wavefunctions, which requires solving the KS 
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equation. Hence, constructing solutions for this type of problem requires an iterative method 
[48,51,55]. 
  
1.1.4 Functionals forms of Exchange Correlation  
The DFT within the KS formalism is continually being employed in electronic structure 
studies and in the study of other properties of materials and solids because of the success of 
approximate functionals implemented within it. The KS-DFT calculations were able to reproduce 
experimental observations to a significant degree of accuracy. As beautiful and compact as the KS 
formalism is, finding analytical solution to it remain daunting because of the presence of an 
exchange-correlation (𝐸𝑋𝐶(𝜌)) term (see Eq. (1.21)). To make the construction of solutions to this 
equation less cumbersome and achievable, approximations were made for the 𝐸𝑋𝐶(𝜌) term whose 
exact form is unknown [55-57]. So far, great progress has been made with the following 
remarkable approximations: 
 
1.1.4.1 The local spin density approximation (LSDA)  
Kohn and Sham [48] put forward an assumption that solids are close to the limit of 
homogeneous electron gas making the effects of exchange and correlation to be local in character. 
Consequent on this assumption, we can make an approximation about the local spin density being 
constant over all space as in a homogeneous electron gas. Thus, exchange-correlation energy 
functional takes the form 
𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝜌↑, 𝜌↓] = ∫ 𝑑3𝑟 𝜌(𝒓)𝜖𝑋𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝜌↑(𝒓), 𝜌↓(𝒓)).                                     (1.22)  
The exchange-correlation term can be written as a direct sum of the exchange energy per electron, 
which is known exactly in its analytic form, and the correlation term as follows: 
𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝜌↑, 𝜌↓] = ∫𝑑3𝑟 𝜌(𝒓) [𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝜌↑(𝒓), 𝜌↓(𝒓)) + 𝜖𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝜌↑(𝒓), 𝜌↓(𝒓))].      (1.23) 
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The problem of double-counting of interaction in the exchange contribution to average energy per 
electron is solved by multiplying the contribution to energy eigenvalue by a factor of 
1
2
















 ,                                          (1.24) 
where 𝑘𝐹
𝜎 is the spin-polarized Fermi wave number as a function of spin-polarized electron density 
𝜌𝜎. The correlation energy to a great accuracy have been calculated using Monte Carlo methods 
for homogeneous electron gas with different kind of electron densities [56,57]. The LSDA is 
expected to be best for systems that behave like a homogeneous gas, such as a nearly-free-electron 
metal. However, this approximation performs poorly for systems of atoms where the density must 
go continuously to zero outside the atom. This significant draw back of the LSDA has stimulated 
ideas for constructing functionals that are expected to perform better for systems in which the 
LSDA failed [57].  
 
1.1.4.2 The generalized-gradient approximations (GGA) 
Another form of approximation to the KS functional expected to achieve better results than 
the LSDA is the generalized-gradient approximation. The approximation is based on the fact that 
real materials do not have a uniform electron density, rather, they have a slowly varying one. 
Therefore, the GGA functional is expressed using both the local electron density and the spatial 
variation in the electron density included through the density gradient. The generalized form of the 
GGA functional is  
𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌↑, 𝜌↓] = ∫𝑑3𝑟 𝜌(𝒓)𝜖𝑋(𝜌
↑, 𝜌↓, |𝛁𝜌↑| , |𝛁𝜌↓|, … ) + 𝐸𝐶




↑, 𝜌↓, |𝛁𝜌↑| , |𝛁𝜌↓|, … ) + 𝐸𝐶
𝐺𝐺𝐴[𝜌↑, 𝜌↓] ,         (1.25) 
where 𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝜌) is the exchange energy of the unpolarised gas and 𝐹𝑋 is the exchange 
enhancement factor. The 𝐹𝑋 is a function of the dimensionless reduced density gradients of 𝑚𝑡ℎ 






 .                                                                    (1.26) 
Here, the 𝑘𝐹 is the Fermi wave vector. The value of 𝐹𝑋𝐶 varies with different types of 
approximation in use. Available approximations include but not limited to the Becke (B88) 
[58,59], Perdew and Wang (PW91) [60], and Perdew, Burke and Enzerhof (PBE) [61]. However, 
the most widely used approximation is the PBE. The improvements of PBE over PW91 include an 
accurate description of the linear response of the uniform electron gas, correct behavior under 
uniform scaling and a smoother potential. The formalism of PBE was started with the GGA for 
correlation in the form 
𝐸𝐶
𝑃𝐵𝐸[𝜌↑, 𝜌↓] = 𝐸𝐶
𝐺𝐺𝐴[𝜌↑, 𝜌↓] = ∫𝑑3𝑟 𝜌[𝜖𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝑟𝑠 , ) + 𝐻(𝑟𝑠, , 𝑡)] ,         (1.27) 
where 𝑟𝑠 is the local Seitz radius, 𝜌 = 3 (4𝜋𝑟𝑠
3)⁄ = 𝑘𝐹
3 3𝜋2⁄ , = (𝜌↑ − 𝜌↓) 𝜌⁄  is the relative spin 
polarization, 𝜖𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝑟𝑠, ) is the correlation energy of the homogeneous electron gas, and 𝑡(𝒓) =
|𝛁𝜌(𝒓)| 2𝜙⁄ 𝑘𝑠𝜌(𝒓) is a dimensionless density gradient [58-59,61-63]. 𝜙( ) =
[(1 + )2 3⁄ + (1 − )2 3⁄ ] 2⁄  is a spin scaling factor and 𝑘𝑠 = 2√𝑘𝐹 𝜋⁄  is the Thomas-Fermi 
screening wave number. The gradient contribution 𝐻(𝑡, 𝑟𝑠, ) was constructed from three 
conditions: 
(a) In the slowly varying limit (𝑡 → 0), 𝐻(𝑡, 𝑟𝑠, ) is given by its second-order gradient expansion 
[57-59] 
 𝐻(𝑡, 𝑟𝑠, ) → 𝛽𝜙
3𝑡2 ,                                                               (1.28) 
where 𝛽 ≅ 0.066725. 
(b) In the rapidly varying limit 𝑡 → ∞ , 𝐻(𝑡, 𝑟𝑠, ) → −𝜖𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
, this makes correlation to vanish. 
(c) Under uniform scaling to the high-density limit, the correlation energy must scale to a constant 
[57]. Thus, 𝐻(𝑡, 𝑟𝑠, ) → 𝛾𝜙
3 ln 𝑡2, where 𝛾 = (1 − ln 2) 𝜋2⁄ ≅ 0.031091. 
Hence, conditions (a) – (c) are satisfied by  
𝐻(𝑡, 𝑟𝑠, ) = 𝛾𝜙



















 .                                                (1.30) 
The GGA for the exchange energy was also constructed [61] and the expression, for = 0 
everywhere, was derived to be 
𝐸𝑋
𝑃𝐵𝐸 = 𝐸𝑋
𝐺𝐺𝐴 = ∫𝑑3𝑟 𝜌𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚(𝜌)𝐹𝑋
𝑃𝐵𝐸(𝑠) ,                                                 (1.31) 
where 𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚
= −3𝑘𝐹 4𝜋⁄  and 𝐹𝑋
𝑃𝐵𝐸(𝑠) = 1 + 𝜅 −
𝜅
(1+𝜇𝑠2 𝜅⁄ )
 , with 𝜅 = 0.804 , 𝜇 = 0.235. 
 The implementation of the GGA approximation (Perdew-Burke-Ernzerhof, PBE [61]) have 
been successfully used in the study of structural geometry, atomic total energy and vibrational 
properties of systems whose electron density varies slowly in space [64].  This success is owed to 
the inclusion of more physical ingredient than the LSDA. The efficacy of PBE functional in 
structural parameters prediction is demonstrated in the study of systems of O, Si, C [65], where 
such predictions were shown to agree very well with experimental observations. 
 
1.1.4.3 The hybrid functional 
  The hybrid functional, introduced in 1993 by Axel Becke [66], is a class of approximation 
for the exchange-correlation functional as a mixture of a fraction of exact exchange from Hartree-
Fock theory with local or semilocal exchange. The hybrid functional improves the description of 
the energy band gap in semiconductors and insulators, but the results critically depend on the 
amount of Hartree-Fock exchange included in the functional. The Hartree-Fock theory is an 
improvement of the self-consistent field method introduced by D. R. Hartree in 1927 [50]. Hartree 
proposed solving the Schrodinger wave equation for many-body system using a trial wave function 
that is defined as the product of single particle functions. However, Hartree’s trial function do not 
consider the antisymmetric nature of wavefunction and do not also ignores the correlation between 
electrons. Hartree and V. A. Fock included the electron exchange interaction term to the self-
consistent field method. Although, the correlation between electrons is still not accounted for. The 
















 [50]. In the last few decades, 
different hybrid functionals have been developed such as B3LYP [67,68], PBE0 [69] and HSE 
[70] with each of them constrained by the number of parameters that control the fraction of 
Hartree-Fock exchange that is mixed with other simple ab initio functionals. 
 
1.1.4.3.1 The Heyd–Scuseria–Ernzerhof (HSE) functional 
 Heyd, Scuseria and Ernzerhof [70] proposed a new hybrid functional which perform the 
exact exchange mixing for short-range interactions only, in both Hartree-Fock and DFT. The 
mixing for the short-range interaction allows the exchange hole to be delocalized among neighbors 
within a short range from a reference point while nothing is known beyond the circumference. The 
HSE functional is an extension of the PBE0 [69] hybrid functional which is based on the PBE 
exchange correlation functional. The PBE0 hybrid functional assumes an exchange-correlation 
energy of the form 
𝐸𝑋𝐶
𝑃𝐵𝐸0 = 𝑎𝐸𝑋
𝐻𝐹 + (1 − 𝑎)𝐸𝑋
𝑃𝐵𝐸 + 𝐸𝐶
𝑃𝐵𝐸  ,                                                  (1.32) 
where the mixing coefficient 𝑎 = 1/4 as determined from perturbation theory. The formulation of 
the HSE functional extend the expression for the exchange energy in Eq. (1.32), splitting all terms 









, where the first 
term is the short-range (SR) and the second term is the long-range (LR) yield: 
𝐸𝑋
𝑃𝐵𝐸0 = 𝑎𝐸𝑋







𝑃𝐵𝐸,𝐿𝑅(𝜔) .                                    (1.33) 
A Carefully chosen value of 𝜔 = 0.15 ensures that long-range exchange contributions of both the 
PBE and Hartree-Fock functionals to the exchange energy are very small, negligible and tends to 




𝐻𝐹,𝑆𝑅(𝜔) + (1 − 𝑎)𝐸𝑋
𝑃𝐵𝐸,𝑆𝑅(𝜔) + 𝐸𝑋
𝑃𝐵𝐸,𝐿𝑅(𝜔) + 𝐸𝐶
𝑃𝐵𝐸  ,               (1.34) 
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where  𝜔 is an adjustable parameter that determine the extent of short-range interactions. In the 
limit of 𝜔 = 0, 𝜔PBEh → PBE0 and in the limit 𝜔 → ∞,  𝜔PBEh → PBE. The HSE06 variant of 
the HSE hybrid functional (in which 𝑎 = 0.25 𝑎𝑛𝑑 𝜔 = 0.2) was used for hybrid functional 
calculation in this work since it has been shown to give good results for most systems [71]. 
 
1.1.4.4 DFT+U 
 Accurate description and determination of the electronic, magnetic properties and magnetic 
order of transition metals (with d and f electrons) depends, to a great extent, on the accuracy of the 
exchange-correlation functional. The conventional, approximate LSDA and GGA functionals do 
not correct for orbital-dependent interactions as well as self-interaction of electrons. It is good to 
note that the self-interaction of an electron in the Hartree interaction is canceled in exact treatments 
of exchange, as in Hartree-Fock. The acronym DFT+U represent methods that involve the LSDA- 
or GGA-type calculation for which orbital-dependent interactions are corrected for. The additional 
interaction is usually considered only for highly localized atomic-like orbitals on the same site for 
which orbital energies are shifted by occupations. The Hubbard like parameter “U” is often taken 
from a fitting to constrained density functional calculations (such as LSDA calculations), making 
it fully ab initio. Alternatively, the LSDA calculation results may be compared with the 
corresponding mean-field solution for the modelled Hamiltonian. In the implementation, a 
modification is made in the one electron Hamiltonian. A U parameter is added to take care of the 
strong electron-electron interaction. The on-site U parameter describes the effective electron-
electron interaction (Coulomb interaction) in a solid-state environment. When the DFT calculation 
is provided with appropriate U parameter, spin states and energy gap between filled and empty d 
or f states are accurately predicted [72]. 
 
1.1.4.5 Calculation of the Hubbard U parameter 
 The expression of DFT+U energy functional from Hubbard model (a model Hamiltonian) 
is constructed with theoretical framework to adequately describe strongly correlated materials. The 
extent to which d and f wavefunction change in space is proportional to the number of d and f 
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electrons [72-73]. The “U” parameter is the sum of the energy differences between two excited 
configurations Θ𝑛+1,  Θ𝑛−1 and the ground state configuration Θ𝑛. Hence, in terms of the Coulomb 
energy of the d orbital, we define the U as  
𝑈 = 𝐸(𝜌Θ + 1) + 𝐸(𝜌Θ − 1) − 2𝐸(𝜌Θ) ,                                              (1.35)  
where 𝜌Θ is the occupation number, 𝜌Θ ± 1 is the deviation from 𝜌Θ. The energy due to inter-
electronic interactions between d- electrons is accounted for in the Hamiltonian through 𝐸𝑈 =
1
2
𝑈∑ 𝜌𝑖𝑖≠𝑗 𝜌𝑗 . The parameters 𝜌𝑖𝜌𝑗 (𝜌 = 0 or 1) is the atomic orbital occupation of the i
th and jth 
localized d orbital of the atom experiencing the “Hubbard” term. Therefore, the total energy of a 
system is written as  
𝐸𝐷𝐹𝑇+𝑈 = 𝐸𝐷𝐹𝑇 + 𝐸𝑈 − 𝐸𝐷𝐶  .                                                      (1.36)  
The last term of Eq. (1.36) is subtracted in order to avoid double counting the interaction contained 
in the 𝐸𝑈 term and in some average way, the 𝐸𝐷𝐹𝑇. The 𝐸𝐷𝐶 is expressed as the mean value of the 




𝑈𝜚𝐷(𝜚𝐷 − 1) −
1
2
𝐽𝜚𝐷(𝜚𝐷 − 1) ,                                      (1.37) 
where 𝜚𝐷 = ∑ 𝜌𝑖𝑖  is the total number of d-electrons. The on-site exchange parameter 𝐽 can be 
determined by fitting the Eq. (1.37) for the electron-electron interaction to the result of constrained 
LSDA calculations. This new addition to the one electron Hamiltonian improves the results 
significantly. It should be noted that increasing the pressure of a system causes little changes in 
the bare Coulomb interactions which suggests that compression slightly modifies electron-electron 
interaction being compensated by the “U” parameter [72-73] For this reason, we do not consider 
pressure dependence of “U” in pressure dependence calculations involving d-block materials. 
 
1.1.5 The periodic boundary condition  
Application of the KS DFT to a real solid system or other condensed matter poses 
significant challenge because of the large number of non-interacting electrons (on the order of 
Avogadro’s number) involved. The one-electron wave functions are supposed to extend for the 
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whole systems, thus the basis sets needed for the expansion of the Kohn Sham orbitals should 
ideally be infinite. Meanwhile, crystalline solids are composed of spatially repeating units. Thus, 
solving the Schrödinger equation in a unit cell suffices for the whole crystalline solid by taking 
advantage of the periodicity of the crystal. This leads to the use of periodic boundary condition 
(PBC) formulated through the Bloch theorem. The Bloch theorem states that the wavefunctions of 
the crystal Hamiltonian can be written as 
𝜓𝑖(𝒌, 𝒓) = 𝑒
𝑖𝒌⋅𝒓𝑢𝑖(𝒌, 𝒓),                                                           (1.38) 
 where 𝑢𝑖(𝒌, 𝒓) denote the periodic functions also known as the Bloch wavefunctions for which 
𝑢𝑖(𝒌, 𝒓) = 𝑢𝑖(𝒌, 𝒓 + 𝑹) for all lattice vector 𝑹. The Bloch wavefunctions extend on the whole 
crystals and thus have a delocalized nature [74]. This theorem is derived from the translational 
symmetry of the crystal which satisfies 
𝜓𝑖(𝒌, 𝒓 + 𝑹) = 𝑒
𝑖𝒌⋅𝑹𝜓𝑖(𝒌, 𝒓) .                                                (1.39) 
In the above Eq. (1.39), 𝑖 is the band index, 𝒌 is the wave vector of the electron in the first 
Brillouin zone (BZ). On substituting 𝜓𝑖(𝒌, 𝒓 + 𝑹) into the KS equation, i.e., Eq. (1.21), a new set 
of eigen-equations are obtained for a given 𝒌. The computation is thus made much more plausible 
by considering one electron rather than the order of Avogadro’s number, since each electron 
occupies an electronic state of definite wave vector 𝒌. The complete solution is given by simply 
multiplying a wave vector 𝒌 to the phase factor of the solutions in a single reciprocal unit cell. 
Electronic wave functions at k points close to each other are almost identical. Therefore, only a 
finite number of k points in a small region of the reciprocal lattice are required to determine the 
total ground state energy of a solid, decreasing the computational cost [55,74]. 
 
1.1.6 The planewave basis set  
Generally, an infinite number of plane wave (PW) basis set is required to fulfil the Bloch 
theorem expansion which starts with the periodicity of the crystal lattice. However, the right-hand 
side of Eq. (1.39) can be expanded into a finite number of plane waves for which wave vectors 
correspond to the reciprocal lattice vectors of the crystal. Thus, each electronic wavefunction, 
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representing the eigen-function of the KS equation, is a sum of plane waves, with normalization 







 .                                              (1.40) 
During implementation, the coefficient, 𝐶𝒊,𝒌+𝑮 (where 𝑮 are reciprocal lattice vectors) which 
corresponds to small kinetic (band) energies |𝒌 + 𝑮|2 are more important in the Bloch expansion 
than those with large kinetic energies. Therefore, the PW basis set can be truncated to include only 
plane waves that have kinetic energies that are smaller than a particular cutoff energy. This 




|𝒌 + 𝑮|2 < 𝐸𝑐𝑢𝑡.                                                                  (1.41) 
The idea of choosing cutoff energy often leads to an error in the calculated total energy and its 
derivatives. Hence, during implementation, cutoff energy is increased until the calculated total 
energy converges within the required tolerance. This ensures that the error introduced through an 
incomplete basis set because of plane wave energy cutoff is reduced to within some tolerance 
[55,75-76]. 
 
1.1.7 The Pseudopotential approximation 
 In the region near a nucleus there is a strong bonding between the nucleus and the electron 
which give rise to a localized wavefunctions in the region near the nucleus – the core states. The 
task of expanding a localized (core) wavefunction is computationally expensive; at the same time, 
the need to include relativistic (through spin orbit coupling for heavy elements) and other effects 
in DFT calculation is on the rise, making such task more expensive. This peculiar situation calls 
for an approximation that can improve DFT calculations, reduce the basis set size while conserving 
computer time and resources. It is well known that physical properties of most matter depend more 
on the bonding system between atoms that make up the matter and in turn, the bonding depends 
on the valence (not the core) electrons. Hence, an approximation that consider only the 
wavefunctions of valence electrons outside the core during PW expansion is not unphysical. 
Furthermore, nearest neighbor atoms do not have their cores interact significantly and for this 
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reason, the electronic structure is gently influenced. The advantage of these assumptions and 
approximation is that the very high energy cutoff 𝐸𝑐𝑢𝑡 required for the PW expansion in the 
localized region can be avoided without giving up the physical details of the system under study. 
The approximations were implemented [75-77] by replacing the core electrons and the ionic 
potentials by pseudopotential which acts on set of pseudo wavefunctions instead of the true valence 
wavefunctions. Orthogonality of the pseudo wavefunctions with the core wavefunctions is not 
necessarily required which leads to the possibility of representing the core wavefunction by a 
nodeless function. Consequently, very few PWs are required in the pseudo wavefunction’s 
expansion. The description of pseudopotential approximation is shown schematically in Fig. 1.2. 
 
Figure 1.2. An all-electron valence wavefunction and electronic potential (dotted-blue curves) of 
the nucleus plotted against distance, r, from the atomic nucleus. Beyond the cutoff radius 𝑟𝑐, the 
pseudo wavefunction and pseudo potential are identical to the all-electron valence wavefunction 
and potential, respectively. Ref. [78]. 
There are basically two forms of pseudopotentials, namely the norm conserving (NCPP) 
and the ultra-soft (USPP). NCPP are constructed to fulfil two conditions which are 
1. Inside the cutoff radius 𝑟𝑐, the norm of each pseudo wavefunction must be identical to its 










                      (1.42) 
where 𝜓𝑅,𝑖 and 𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑖 are the all-electron and pseudo reference states, respectively, for the 
pseudopotential on atom R [55]. 
2. All-electron and pseudo wavefunctions are identical outside the cutoff radius, 𝑟𝑐. 
The USPP can achieve a reduced basis set size by introducing a generalized eigenvalue 
problem with a non-zero difference in norms, so that a normalized eigenstate of the pseudo-
Hamiltonian obeys the generalized equation 
?̂?|𝜓𝑖(𝒓)⟩ = 𝑖?̂?|𝜓𝑖(𝒓)⟩,                                                                  (1.43) 
where 
?̂? = 1 + ∑ |𝑃𝑅,𝑖⟩𝑞𝑅,𝑖𝑗⟨𝑃𝑅,𝑗|𝑅,𝑖,𝑗  , 𝑞𝑅,𝑖𝑗 = ⟨𝜓𝑅,𝑖(𝒓)|𝜓𝑅,𝑗(𝒓)⟩ − ⟨𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑖
(𝒓)|𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑗
(𝒓)⟩ 
and 𝑃𝑅,𝑖 are projectors that form a dual basis with the pseudo reference states within the cutoff 




= 𝛿𝑖𝑗  .                                                           (1.44) 
Consequently, USPP are usually characterized by longer cutoff radius than the NCPP [55]. 
 
1.1.8 The PAW method  
The Projector Augmented Waves (PAW), which is an all-electron scheme, was developed 
by Blöchl in 1994 [77]. The scheme allows an all-electron wave function to be constructed as a 
sum of the pseudo-wave function outside the core region (where pseudo-wave function is 
equivalent to all-electron wave function) and the partial wave function inside the core region less 
by the corresponding pseudo partial wavefunction in the core region. So, if we define the all-
electron partial waves as 𝜓𝑛
𝜎(𝒓) and the pseudo waves as ?̃?𝑛
𝜎(𝒓), then the reconstructed KS wave 
function can be written as 
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𝜓𝑛(𝒓) = ?̃?𝑛(𝒓) − ?̃?𝑛
𝜎(𝒓) + 𝜓𝑛
𝜎(𝒓)                                             (1.45) 
The PAW method is different from the all-electron method in the treatment of the core 
electrons. The PAW method treats the core of an atom as a “frozen core”. Thus, it has the 
advantages of pseudopotential methods but retain the physics of an all-electron calculation [55]. 
Unless otherwise specified in the methodology, electronic structure calculations in this 
thesis are performed using the PAW method. A pictorial illustration of this construction process is 





Figure 1.3. A simplified schematic of the procedures involved in the construction of PAW wave 
function. Ref. [78].   
 
1.1.9 Self-consistence cycle and ground-state total energy  
Solving the KS equations requires the knowledge of other parameters (such as electron 
density, ground-state total energy) that also depends on the solutions (KS wavefunctions) 
themselves. Thus, one can solve the KS equations self consistently. The procedure used throughout 
this thesis for the calculation of electronic structure of various materials studied is illustrated 
schematically in Fig. 1.4. We start the self-consistent field (SCF) calculation with an educated 
initial guess of the electron density 𝜌(𝒓). A good guess would be the atomic density of chemical 
species that make up the system. The KS equations are then constructed using the guessed density 
and effective potential. The KS equation in k-space is given as ∑ [
1
2
|𝒌 + 𝑮|2𝛿𝑮𝑮′ +𝑮′
𝑉𝑁𝑁(𝑮 − 𝑮
′) + 𝑉𝑋𝐶(𝑮 − 𝑮
′) + 𝑉𝐻(𝑮 − 𝑮
′)]𝜓𝑖,𝒌+𝑮′ =∈𝑖 𝜓𝑖,𝒌+𝑮, where 𝑮 is the reciprocal lattice 
vector and 𝜓𝑖,𝒌+𝑮 is the plane wave coefficient. The KS equation is solved numerically at each k-
point throughout the BZ yielding a set of pseudo-wavefunctions. The pseudo-wavefunctions, 
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which correspond to the KS orbitals, are used to calculate a new electron density 𝜌𝑁(𝒓) =
∑ |𝜓𝑖(𝒓)|
2
𝑖 . The newly calculated electron density 𝜌𝑁(𝒓) is compared with the initially guessed 
density, 𝜌(𝒓), for convergence. Convergence is achieved when the difference |𝜌(𝒓) − 𝜌𝑁(𝒓)|  is 
less than some set tolerance, Ξ. If the tolerance criterion is not satisfied, the process is repeated 
until the criterion is satisfied. Once convergence is achieved, the resulting electron density is used 
to calculate the ground-state total energy, which in turn is used to calculate the pseudo-
wavefunction, energies (atomic energy levels / bands) as well as the force on each atom (using 
Hellmann-Feynman’s theorem) [79]. It is important to state that the pseudo-wavefunction contains 
information about other physical properties of the system being studied in the ground state. Hence, 













Figure 1.4. A flowchart illustrating how the self-consistent calculation proceeds step by step using 




1.1.10 The Full-Potential Linearized Augmented Plane Wave (FP-LAPW) 
method 
 The linearized augmented plane wave (LAPW) method is a modification of the Slater’s 
augmented plane wave method (APW). The APW method was motivated by the fact that the 
potential and wavefunctions near an atomic nucleus are like those in an atom as they are strongly 
changing but almost spherical. Meanwhile, the potential and wavefunctions are smoother in the 
interstitial space between the atoms. Accordingly, unit cell is partitioned atomic sphere and 
interstitial regions in which different basis expansions are used in these regions: radial solutions 
of Schrödinger's equation inside non-overlapping atomic spheres and planewaves in the remaining 








Figure 1.5. The dual representation of the APW and the LAPW methods. Stars and lattice 
















            𝒓 ∈ 𝑆 ,    
                                  (1.46) 
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+ 𝑉(𝑟) − 𝐸ℓ] 𝑟𝑢ℓ(𝑟) = 0 .                                        (1.47) 
Here, 𝑐𝑮 and 𝐴ℓ𝑚 are expansion coefficients, 𝐸ℓ is a parameter, 𝑉 is the spherical component of 





∗ (𝒌 + 𝑮)
𝑮
 ,                                 (1.48) 
where the origin is taken at the center of the sphere and 𝑅 is the sphere radius and 𝑗ℓ is Bessel 
function coefficients. Thus, the 𝐴ℓ𝑚 are completely determined by the planewave coefficients, 
𝑐𝑮,and the energy parameters, 𝐸ℓ. These are the variational coefficients in the APW method. 
However, in this APW formalism, there are values of the energy parameter, 𝐸ℓ for which 𝑢ℓ 
vanishes on the sphere boundary [80]. At these energies, the planewaves and radial functions 
become decoupled. This is called the asymptote problem. 
Andersen [81] extended this work by proposing a method in which the basis functions and 
their derivatives are made continuous by matching planewave to a radial function at fixed 𝐸ℓ plus 
its derivative with respect to 𝐸ℓ. This choice circumvents the problems with the APW method, 
mentioned above, as well as providing a flexible and accurate band structure method. This is the 
LAPW method. In the LAPW method, the basis functions inside the spheres are linear 
combinations of radial functions, 𝑢ℓ(𝑟)𝑌ℓ𝑚(?̂?) and their derivatives with respect to the 
linearization parameters, 𝐸ℓ. The 𝑢ℓ are defined exactly as in the APW method (Eq. (1.47)), with 







+ 𝑉(𝑟) − 𝐸ℓ] 𝑟?̇?ℓ(𝑟) = 0 ,                                    (1.49) 
in the non-relativistic case. These functions are matched to the values and derivatives of the 
planewaves on the sphere boundaries. Planewaves, augmented in this way, are the LAPW basis 
















            𝒓 ∈ 𝑆 ,    
                       (1.50) 
where the 𝐵ℓ𝑚 are coefficients for the energy derivative, like the 𝐴ℓ𝑚. The LAPW basis are just 
planewaves in the interstitial, as in the APW method. Inside the spheres the LAPW basis have 
more variational freedom than APW basis [81]. The LAPW-based calculations were performed in 
this thesis using the wien2k code [82]. 
 
1.2 Crystal Structure Prediction 
  Crystal structure prediction at 0 K is important in understanding the crystallization 
processes in materials. Several available methods for 0 K structure prediction are energy-based in 
which energetically viable crystal structures are uncovered by scanning the multidimensional 
energy hypersurface. This is performed by computing lattice energy changes with respect to 
parameters such as unit cell dimension, space group symmetry and atomic coordinates with the 
purpose of identifying all possible energy minima. These computations completely ignore entropic 
and kinetic contribution to energy as well as the zero-point vibrational energy correction, unless 
otherwise specifically computed for system(s) of interest. The reason being the expensive 
computational cost of computing vibrational free energy, entropic and kinetic contributions of all 
possible structures. The distribution of virtual crystal structures and their relative energies is 
referred to as the crystal energy landscape (CEL) or the potential energy surface (PES). The last 
few decades have ushered in some novel way of systematically exploring the PES for a given 
element, compound, or elemental compositions whose computational cost is known to increase 
exponentially with number of constituents. Few of the methods relevant to the work reported in 
this thesis will be subsequently discussed.  
 
1.2.1. Random Search Method 
The random searching (RS) method gives the widest and unbiased coverage of the PES. 
The RS method is particularly useful in situations where nothing is known about the low-energy 
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structures except its constituents. Even though the name suggest that the algorithm generates 
crystal structures from random numbers, yet, few constraints (such as symmetry, bond lengths) are 
imposed to improve efficiency and ensure that random structures generated are physically ‘random 
sensible structures’. In the RS method, a random set of unit cell lengths (a, b, c) and angles (α, β, 
γ) is generated and the cell volume is renormalized to a random value within ±50% (or thereabout) 
of a chosen mean volume. One can determine the appropriate mean volume from known structures 
composed of the same atoms, by adding up atomic volumes, or by relaxing a few ‘handmade’ 
structures. In addition to symmetry and bond lengths, the RS method can be biased by specifying 
range of stoichiometries and number of formular units. However, this will preclude the discovery 
of structures beyond the number of units specified, which may hold the global energy minimum 
structure for the system being studied. The RS method is a powerful crystal structure prediction 
tool if one has no a priori knowledge of the likely structure and the predictions can be 
systematically improved by imposing few constraints [83].  
 
1.2.2. Genetic Algorithm Method 
 Since crystal structure prediction requires searching and distinguishing a huge number of 
energy minima on the PES, then, more intelligent algorithm that goes beyond RS method is a 
pressing need. The genetic algorithm (GA) is a global optimization method of ‘intelligently’ 
exploring the PES. The GA method is a RS method equipped with self-learning capabilities that 
mimic the Charles Darwin's theory of natural evolution. In the GA method, crystal structure 
population from a cell volume-constrained-RS method (trial structures) are iteratively operated 
upon by evolution operators such as cross over operator and mutation operator rather than the 
traditional ‘slice and paste’. The workflow in GA method is shown in Fig. 1.6. The generation of 
random structures ensures unbiased sampling of the PES. In a case where some a priori crystal 
structure data are available, small percentage of the random structure population can be produced 
by ‘seed’. The initial simulation cell size can be evaluated as: 
𝑉𝑖 = 𝑉0 ∙ (1 ± ) ,                                                                 (1.51) 
where 𝑉0 = ∑ 𝑎 ∙ 𝑅𝑖
3𝑛






. 𝑅𝑖 is the atomic radius of each atom, 𝑎 is an adjustable 
parameter that determines the average cell volume,  is a random number between ±1, 𝜎 is the 
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tolerance range of the cell size. Crystal structure refinement is performed after every optimization 
loop including symmetrization to have diverse population.  
 The cross over operation is performed on refined crystal structures by creating child 
structures from slices of two parent structures cut using periodic planar slabs. The cut can be made 

















)] ,       (1.52) 
where 𝐹𝑝 is the fitness values of parent crystal structures and 𝑎, 𝑏, 𝑐 are lattice vectors. In a case 
where cross over operation is not efficient, mutation operation is applied. This method involves 
swapping several different atomic positions in pairs, especially where different species of atoms 
with similar properties are involved. It is important to note that mutation operator is not usually 
applied to randomly shifted atomic positions because such locations may lack orientation and may 
diverge the trajectory of the structure search [84]. Crystal structure predictions using GA in this 














1.2.3. Particle swarm-intelligence optimization 
 The particle swarm-intelligence optimization (PSO) is a global optimization, population-
based evolutionary algorithm for dealing with problems in which a best solution can be represented 
as a point or surface in an N-dimensional space.  The PSO algorithm is inspired from the swarm 
behavior such as birds flocking in nature. Thus, particles move through the solution space and are 
evaluated according to some fitness criterion after each time step. For every iteration in the PSO 
method, each particle is updated by following two “best” values. The first one is the best solution 
(fitness) it has achieved so far, called pbest and the second-best value is a global best, called gbest. 
The social interaction between neighboring particles is captured through the evaluation of fitness 
within a specified radial space. The neighborhood bests (lbest) allow parallel exploration of the 
search space and reduce the tendency of the PSO falling into local minima, but slow down 
convergence speed. The PSO method is applied in crystal structure prediction as follows: (1) 
random crystal structures are generated with constraint of symmetry within the 230 space groups 
(2) the constrained random structures are optimized to evaluate the energies of the local minimum-
energy configurations. The local optimization increases the computational cost of the method 
while reducing the noise of the CEL, enhancing comparability between different structures (3) 
identification of unique local minima by geometrical structure parameter. This is achieved by 
removing identical or duplicate structures to speed up convergence to the global minimum. Here, 
the bond lengths in two structures are compared according to  





  ,                                                (1.53)  
Where 𝑑𝑖 and 𝑑𝑗
′ are the bond lengths in the two structures, respectively and 𝛿𝑖𝑗 is a delta function. 
If the deviation (∆𝑑) is less than certain preset tolerance, the two structures are considered 
equivalent and are removed (4) new structures are generated by PSO for further iteration: a new 
evolutionary generation. Here, the position of each particle is updated using its velocity vector 











𝑡 ) + 𝑐2𝑟2(gbest𝑖,𝑗
𝑡 − 𝑥𝑖,𝑗
𝑡 ) , 𝑗 ∈ {1,2,3}, 𝑐1 and 𝑐2 are the 
particle’s self-confidence and swarm-confidence factor, respectively (typically, 𝑐1 = 𝑐2 = 2 ). 𝜔 
is the inertia weight of the particle with high value (0.9) inducing global search and low value (0.4) 
inducing local search [85]. 𝑟1 and 𝑟2 are two separately generated random numbers between 0 and 
1. The velocity update formula includes random parameters ( 𝑟1 and 𝑟2) to ensure better coverage 
of the searching space and avoid being trapped in local optima. The flow chart in Fig. 1.7 










Figure 1.7. General flowchart illustrating the basic processes of a particle swarm-intelligence 
optimization algorithm [85]. 
 
1.3 Molecular Dynamics 
Molecular dynamics (MD) is a computational approach in which the classical Newton’s 
equations of motion are solved numerically for atoms and molecules placed in a simulation box. 
Atoms and molecules interact as an ensemble for a fixed period of time leading to the evolution of 
a dynamic chemical system in the phase space. During an MD simulation, the potential energy 
surface of the chemical system is systematically sampled and the nuclear dynamics under the 
influence of temperature is calculated. The macroscopic thermodynamic properties are defined as 
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an ensemble average, which is an average over a large number of microstates of the ensemble. 
Thus, an MD simulation generates a set of points in the phase space as a function of time according 
to the ensemble [15,86-88]. Assuming ergodicity, properties calculated from the MD trajectory are 
time-average based. Therefore, sampling over enough phase space for long enough time, the 
experimentally relevant information about structural dynamics and thermodynamic properties can 
be calculated. Depending on the experimentally relevant condition we are interested in, MD 
simulation can be performed in a microcanonical ensemble (NVE), canonical ensemble (NVT) and 
isothermal-isobaric (NpT) ensemble. The MD simulation carried out in this thesis were mostly 
performed in an NpT ensemble unless otherwise stated in the computational details. 
 
1.3.1 A Simple Molecular Dynamics algorithm 
 A general flow chart of a typical MD simulation is shown in Fig. 1.8. The ease with which 
an MD algorithm runs benefitted from the assumption that nuclei can be treated as point particles 









Figure 1.8. General flowchart illustrating the basic processes of an MD algorithm [88]. 
 
From Fig. 1.8, an MD simulation starts with the initialization of particles with initial 
positions and velocities at time t = 0 following a specific statistical distribution. The initial 
36 
 






𝑖 , where 𝐾𝐵 is the Boltzmann constant, 𝑇(𝑡0) is the temperature at time 𝑡0. Furthermore, 
𝑣𝛼,𝑖(𝑡0) is the 𝛼 = (𝑥, 𝑦, 𝑧) component of velocity for atom 𝑖 at time 𝑡0, and 𝑁𝑓 is the number of 
degrees of freedom. Then, the forces on each atom are calculated by taking the gradient of the 
electronic potential energy. Once the forces are obtained, one can integrate the Newton’s equation 
of motion to get the positions and velocities. Over time, different algorithms have been developed 
for the implementation of MD with each one improving the routine for integrating the Newton’s 
equation of motion. Analytically, Newton’s equation of motion is a second order differential 
equation that numerically simplifies into two coupled first order differential equations involving 
position and velocity. Thus, the two commonly used numerical algorithms for the integration are, 
the Velocity Verlet (VV) algorithm and the Verlet Leapfrog (VF) algorithm. Both schemes can 
simultaneously integrate the velocity and position in time. The equations of the VV algorithm from 





 ,                                                              (1.55) 
𝒓𝑡+1 = 𝒓𝑡 + 𝒗𝑡+1 2⁄
∙ ∆𝑡 ,                                                          (1.56) 




 ,                                                           (1.57)        
where ∆𝑡 is the time step. The half-step velocity calculated from the force is used as the mean 
velocity between steps 𝑡 and 𝑡 + 1 to update the velocity and position. A similar approach is used 
for the VF algorithm which also makes use of the half-step velocity. The VF is time-reversal 





 .                                                          (1.58) 
The new position and velocity at the (𝑡 + 1)th step are then given by, 
𝒓𝑡+1 = 𝒓𝑡 + 𝒗𝑡+1 ∙ ∆𝑡                                                             (1.59) 
𝒗𝑡+1 = 𝒗𝑡+1 2⁄
+ 𝒗𝑡−1 2⁄
                                                           (1.60) 
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A general rule of thumb is to choose ∆𝑡 to be small enough to resolve the fastest event in a crystal 
structure such as bond bending and bond stretching. The simulation is also run long enough to a 
time length (physical enough) for the desired event to occur. Therefore, from MD simulation, a 
time dependent trajectory (position and velocity at each time step) of the atoms of the system under 
study is determined from successive integration of the steps. The total time depends on the event 
time scale, in the order of picosecond (ps) to nanosecond (ns). Once the trajectory is obtained, 
exploiting the ergodic hypothesis, many microscopic and macroscopic properties of the system are 
calculated from the time average. An MD calculation runs in a loop until the number of desired 
times steps is reached [88]. 
 
1.3.2 Ab initio Molecular Dynamics 
 In principle, the nuclei of most atoms can be treated as classical point-like particles, and 
their motions can be studied by Newton’s laws; this forms the basis for classical MD. The forces 
on the atoms can be calculated quantum mechanically using the Hellmann-Feynman theorem, and 
this method is known as ab initio MD (AIMD). In this formalism, the electrons are optimized self-
consistently to a configuration that minimizes the system energy. Thus, the electrons are assumed 
to move with the nuclei and the force on the nuclei can be calculated. In AIMD the forces are 




 ,                                                                   (1.61) 
where 𝑹 is the nuclear spatial coordinate and the energy E can be obtained by solving the KS 
equations: 
𝐸 = ⟨𝜓|𝐻|𝜓⟩ .                                                                    (1.62) 
We recall the Hellmann-Feynman theorem which states that the first derivative of the eigenvalues 
of a Hamiltonian, 𝐻𝜆, that depends on a parameter 𝜆 is given by the expectation value of the 






|𝜓𝜆⟩                                                          (1.63) 
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where 𝜓𝜆 is the eigenfunction of 𝐻𝜆 corresponding to the 𝐸𝜆 eigenvalue. For the AIMD, we say 
that nuclear coordinates are the parameters of the electronic Hamiltonian, 𝐻. We can therefore 







|𝜓(𝑹)⟩ ,                              (1.64) 
where 𝜓(𝑹) is the electronic ground state wave function of the Hamiltonian 𝐻(𝑹). Eq. (1.64) is 
an expression of the force on an ion, which is given by the expectation value of the gradient of the 
electronic Hamiltonian in the ground state. The calculations are based on direct minimization of 
the KS equations at each time step. The electronic information from previous MD step can provide 
a good initial approximation for the ground state of the updated nuclear potion, enabling the energy 
and forces for a new time step to be computed in an efficient way [88]. All the AIMD simulations 
reported in this thesis were performed using VASP. 
 
1.3.3 Metadynamics 
 The trajectories from an ab initio MD simulation are informative only if the run is long 
enough for the system to visit all energetically relevant configurations, thereby satisfying the 
ergodic condition in the time scale of the simulation for a dynamic system evolving in phase space. 
This highlight the fact that ab initio MD is drawn back by time scale problem, if one is to resolve 
properly the fastest motion of the system – bond stretching and bond bending. In most chemical 
reactions or phase transitions, one frequent source of difficulty is the separation of relevant 
configuration by high free-energy barriers that are insurmountable by thermal fluctuation from 
increasing the temperature of the system. Thus, transition from one metastable state to another can 
only be activated by rare, but high-enough fluctuations to take the system over the free energy 
barrier. In principle, such high energy barriers could be crossed by over pressurizing the system 
so that the contribution from the pV term increases the Gibbs energy. But such over pressurization 
often leads to mechanical and dynamic instability [89] in addition to missing some of the 
intermediate metastable phases, thereby smearing out more details about intermediate structures. 
To achieve this high fluctuation without inducing instabilities, additional history-dependent bias 
potential (or force) is required on selected number of degrees of freedom often referred to as 
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collective variables (CVs), adaptatively constructed in the CVs space. This constrained molecular 
dynamic is referred to as metadynamics. Metadynamics is a technique for speeding up 
configuration sampling in molecular dynamics simulation and reconstructing the free energy 
surface (FES) as a function of CVs [90,91]. The potential in metadynamics is written as sum of 
Gaussians which are added to the Hamiltonian of the system and are deposited along the system 
trajectory as it evolves. The Gaussians, while pushing the system out of the local free energy 
minima, prevent it from revisiting configurations that have already been sampled.  
For the system prepared in the local minimum B (in Fig. 1.9), ab initio MD is not capable 
of pushing it out of the minimum because the barriers are larger than thermal fluctuations. 
Metadynamics, on the other hand, deposits Gaussians in the potential basin as the simulation 
progress, causing the bias potential to grow until the system is eventually pushed out of the basin 
B. The natural route will be transition into the basin A (local minimum, corresponding to a 
metastable configuration) where the system is, again, trapped. The process of filling the basin 
continues in the basin A until it is completely filled and the dynamics in the system become 
diffusive in the region between the basin A and B. Further filling of the diffusive state with 
Gaussians while the simulation progress makes the basin C (global minimum, corresponding to a 









Figure 1.9. Underlying principle of the metadynamics method of crossing the energy barriers in a 
one-dimensional model potential (a) Time evolution of the CVs during the simulation (b) 
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Schematic representation of the progressive filling of the potential well with Gaussian to overcome 
the energy barrier [78,91]. I have modified this figure for illustrations. 
 
The choice of order parameters in metadynamics simulation are always informed by the 
properties of interest. In the implementation of metadynamics used in this thesis, the dynamics of 
the simulation box is assumed to be correlated with the motion of the atoms in it. Thus, it suffices 
to describe the order parameter in terms of the six degrees of freedom of the simulation box: the 3 
cell lengths and 3 angles. The global rotations of the box can be avoided by freezing them through 
construction of an upper triangular edge matrix, 𝐡 = (𝐚, 𝐛, 𝐜) , comprising of the variable cell 






)  .                                                          (1.65) 
The driving force for the simulation depends on the history-dependent Gibbs free energy G 
according to 𝜙𝑡 = −
𝜕𝐺𝑡
𝜕𝐡
 . The set of order parameters evolve during the simulation according to: 
𝐡𝑡+1 = 𝐡𝑡 + 𝛿ℎ
𝜙𝑡
|𝜙𝑡|
 .                                                        (1.66) 
The Gibbs free energy is a function of the box edges, such that on varying the box edges, a 
thermodynamic state is reached. This history-dependent Gibbs potential, which is written in term 
of a Gaussian function is given as: 








 ,                                      (1.67) 
where 𝛿 and W are the width and the height of the Gaussian, respectively. The force is thus, a sum 
of the thermodynamic forces. Close to an equilibrium, the Taylor series expansion of the Gibbs 
free energy yield: 
𝐺(𝐡) ≈ 𝐺(𝐡0) +
1
2
(𝐡 − 𝐡0)𝑇𝐀(𝐡 − 𝐡0) ,                                  (1. 68) 
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 is the Hessian matrix, describing the local curvature of the free-energy 
surface. The metadynamics method requires no prior knowledge of the landscape because it 
explore the low free-energy regions first. Furthermore, it allows exploring new reaction pathways 
as the system evolves through the lowest free-energy pathway and a reconstructive phase transition 
can be uncovered [91,92]. The metadynamics simulations reported in this thesis were performed 
using metadynamics code introduced by Martoňák et al [92] interfaced with VASP [93]. 
 
1.4 Molecular dynamics post processing methods  
There are several dynamical properties that can be obtained from the trajectories of MD 
simulations. Some of these properties, as used in the analyses of this thesis are the velocity 
autocorrelation function, vibrational density of states and the mean squared displacement. Other 
properties (not covered by the scope and objective of this thesis) such as diffusion coefficient and 
coefficient of viscosity derived from the mean square displacement and the velocity 
autocorrelation functions, respectively, can be further computed.   
 
1.4.1 Velocity auto-correlation function  
In a solid material, atoms vibrate around an equilibrium position. This vibration is 
described by the dynamical matrix, derived from a second order derivative of the system’s energy 






Therefore, atomic trajectories can be represented as a superposition of the eigenmodes of the 
dynamical matrix and as such the velocity autocorrelation function 𝑉(𝑡) holds information about 
the eigenfrequencies of the system. 
For a system of N atoms, the velocity autocorrelation function is defined as [74]: 
𝑉(𝑡) = 〈𝒗𝑖(𝑡 + 𝑡0) ∙ 𝒗𝑖(𝑡0)〉 =
1
𝑁
∑∑𝒗𝑖(𝑡 + 𝑡0) ∙ 𝒗𝑖(𝑡0)
𝑁−1
𝑖=0𝑡0
  ,                      (1.69) 
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where 𝒗𝑖(𝑡) is the velocity of the 𝑖-th atom at time t. The averaging is done over atom 𝑖 at time 
origin 𝑡0. The 𝑉(𝑡) is maximum at time 𝑡 = 0 and at sufficiently large 𝑡, there will be no 
correlation between velocities. Hence,  
lim
𝑡→∞
𝑉(𝑡) → 〈𝒗𝑖(𝑡 + 𝑡0)〉 ∙ 〈𝒗𝑖(𝑡0)〉 = 0 ,                                        (1.70) 
 
1.4.2 Vibrational Density of States  
 Phonon is a quantized lattice vibration in which a lattice of atoms uniformly oscillates at a 
single frequency. The phonon density of states thus describes the distribution of the number of 
vibrational modes per unit frequency per real space volume. Essentially, it is a measure of the 
probability of finding a mode vibrating at a particular frequency. At finite temperature, lattice 
vibrations begin to lose their quantization properties and as such, the density of states (which for 
distinction will be called vibrational density of states) will be embedded in the velocity 
autocorrelation function 𝑉(𝑡). To decompose 𝑉(𝑡) into a sum of sinusoidal curves, we perform 
Fourier transform on 𝑉(𝑡) sampled for a finite time interval, [0, 𝑡𝑚𝑎𝑥]. The Fourier transform is 
calculated based on (a) the theory of time invariance and (b) commutative property of the inner 
product. The two theories ensure the validity of the equality 𝑉(𝑡) = 𝑉(−𝑡). Hence, the Fourier 
transform is calculated as: 
?̃?(𝜔) ≡ ∫ 𝑉(𝑡)𝑒𝑖𝜔𝑡𝑑𝑡
∞
−∞
= 2∫ 𝑉(𝑡) cos𝜔𝑡 𝑑𝑡
∞
0
 .                                    (1.71) 
Since we only sample 𝑉(𝑡) for a finite time interval during an MD simulation, then we can 
calculate the vibrational density of states spectral from the MD trajectory according to 








 .                                            (1.72) 
Truncating the integration in Eq. (1.71) at a finite time introduces numerical noise and a damping 




1.4.3 Mean-squared Displacement  
Given an MD trajectory, it is possible to obtain information on how far an individual 
particle moves from its equilibrium (starting) position by calculating the mean squared 
displacement (MSD). MSD is defined as the square of the distance a particle has moved from its 
starting point within a time interval, 𝑡. Mathematically, 
𝑀𝑆𝐷 = 〈|𝒓(𝑡) − 𝒓(0)|2〉 .                                                                   (1.73) 
For a liquid system, the plot of MSD against time is linear with a finite slope. From this 
slope, it is possible to get the diffusion coefficient, D. The MSD is related to the diffusion 






〈|𝒓(𝑡) − 𝒓(0)|2〉 ,                                                            (1.74) 
where N is an integer (1,2,3).             
 
1.5 Mechanical properties and elastic constants 
It is possible to establish the mechanical stability of a materials using the Born elastic 
stability criterion [94] for the crystal system. Elastic constants describe the behavior of crystals as 
a function of elastic deformations. A mathematical description of the elastic behaviors of a crystal 







) ,                                                                   (1.75) 
where 𝑉0 is the equilibrium volume,  is the strain and E is the total energy of the strained cell. 
Elastic stability requires that the matrix 𝑪  in Eq. (1.75) be definite positive and that all eigenvalues 
of 𝑪 are positive. Each of the crystal systems have different numbers of independent elastic 
constant 𝐶𝑖𝑗. Details can be found in ref. [95]. For the purpose of this thesis, I will exemplify the 
Born elastic stability criteria for the cubic system. The cubic system has the simplest form of elastic 
matrix with three independent constants, 𝐶11, 𝐶12 and  𝐶44. The necessary and sufficient stability 
condition also called Born stability criteria for the system are: 
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 𝐶11 − 𝐶12 > 0 , 𝐶11 + 2 𝐶12 > 0 , 𝐶44 > 0  ,                                  (1.76) 
The results from elastic constants calculation using stress-strain relationship can be used to 
determine the theoretical polycrystalline bulk modulus, shear modulus and some other derivative 
mechanical properties based on Voigt, Reuss, and Hill approximations [96]. The Voigt method 
predict the upper bounds and Reuss method, the lower bounds of the isotropic elastic modulus. 
Hill method predicts the average of the two extreme bounds. 
 
1.5.1 Vickers Hardness 
 The resistance of a material to deformation is a measure of how hard it is. The theoretical 
description of this important mechanical property of a solid material poses a great challenge 
because of the inherent mechanical complexities. The fact that the hardness of a material connects 
both its elastic and plastic properties has made finding a unifying model a daunting task, leading 
to the loophole in the Teter’s empirical correlation model [97]. For a wide variety of crystalline 
materials as well as bulk metallic glasses (BMGs), which by the way, are intrinsically brittle, the 
correlation between elasticity and hardness can correctly predict Vickers’ hardness 𝐻𝑣; a metric 
that indicate how hard a material is.  
 
Figure 1.10. Illustration of indentation in terms of the squared diamond pyramid indenter. The red 




According to Vickers, generally speaking, the hardness of a material is the ratio between the load 
force applied to an indenter, 𝐹, and the indentation surface area on the indenter (see Fig. 1.10). 
Mathematically, 
𝐻𝑣 =
2𝐹 sin(𝜃 2⁄ )
𝑑2
 ,                                                              (1.77) 
where 𝑑 and 𝜃 are the mean indentation diagonal and the angle between opposite faces of the 
diamond squared pyramid indenter, respectively. 
For intrinsically brittle materials, the Vickers’ hardness linearly correlates with the shear modulus 
according to 𝐻𝑣 = 0.151𝐺, proposed by Teter. However, the 𝐻𝑣 of polycrystalline and covalent 
materials, as proposed by Chen et al. [98], correlates with the product of the squared Pugh’s 
modulus ratio and the shear modulus 𝐺 according to 
𝐻𝑣 = 2(𝐾
2𝐺)0.585 − 3  ,                                                         (1.78) 
where 𝐾 = 𝐺 𝐵⁄  is the Pugh’s modulus ratio and 𝐵 is the bulk modulus of the material. The model 
in Eq. (1.78), also shown in Fig. 1.10, was derived based on two assumptions: (a) the diamond 
squared pyramid indenter can be divided into four triangular based pyramid indenters with each 
indenter having a shear modulus of 𝐺 = 𝐹 4𝐴 tan(𝛼)⁄  , 𝐴 being the shear area and (b) the 𝐻𝑣 is 
measured within the elastic scale. 
 
1.6 Description of the Thesis 
The aim of this thesis work is to use first principles computational methods to predict 
phases and properties of selected Earth’s interior-, High energy density- and technology-relevant 
materials. To also, where available, use the theoretical results to understand experimental data on 
these materials. All the materials that have been discussed in this thesis were subjected to high 
pressure and high temperature to discover new phases (if any) and the characteristics that such 
phase(s) exhibit. We have primarily studied crystal structure prediction, structural phase transitions 
of crystalline materials at some pressures and temperature regime relevant to the Earth’s interior 
and some, at not so high thermodynamic conditions. Subsequent change in thermodynamic, 
electronic, and mechanical properties of these materials due to applied external stimuli were also 
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studied. The structural relaxations, molecular dynamics and electronic properties calculations were 
carried out using the Vienna ab initio Simulation Package (VASP) [93] and wien2k [82]. Phonon 
dispersion calculations were post processed using PHONOPY [99] code. These programs are 
briefly described below followed by the description of the chapters of this thesis.  
 
1.6.1 VASP 
 VASP is an acronym for Vienna Ab-initio Simulation Package. It is an ab initio simulation 
package suitable for electronic structure calculation. The VASP code self consistently uses an 
iterative matrix diagonalization scheme to calculate ground state energy from Kohn-Sham 
equation. The Hatree-Fock approximation, LDA, GGA and hybrid functionals can be implemented 
with VASP. It employs plane wave basis sets in the determination of various materials properties 
such as electronic charge density, ground state energy from which other properties such as force, 
stress tensor, optical properties and magnetic properties can be determined. Iterations in VASP 
code run over electronic step and ionic step, thereby enabling two tiers of optimization – electronic 
optimization and ionic optimization. Within VASP, the interactions between electrons and ions 
are described using a frozen-core electronic method called the projector augmented waves [77] 
(PAW) method [93]. 
 
1.6.2 WIEN2K 
The WIEN2k code was originally developed by Peter Blaha and Karlheinz Schwarz. The 
code performs electronic structure calculations based on the full potential linearized augmented 
plane-wave (FP-LAPW) [81] method within the density functional theory. The wien2k code is an 
all-electron scheme. The implementation of LAPW within wien2k captures relativistic effect with 
the capability to implement LDA, GGA, meta-GGA, LDA+U and hybrid-DFT. When wien2k is 
interfaced with Phonopy [99] program, it can perform phonon dispersion calculations [82]. The 
wien2k code is written in FORTRAN90 with capability for fine grain parallelization for multi-core 
machines or on a cluster of computers. The wien2k is also equipped with web user interface 
(W2web) which makes material modeling, input generation and adaptation seamless. The self-
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consistent field (scf)-cycle in wien2k can be implemented with or without simultaneous 
optimization of atomic positions.  
 
1.6.3 CALYPSO 
 CALYPSO (Crystal structure AnaLYsis by Particle Swarm Optimization) [100,101] is a 
global optimization code interfaced with VASP (or other compatible ab initio codes) to achieve 
best possible performance. The CALYPSO simulation algorithm scans the potential energy surface 
of a given chemical specie(s) for both local and global minimum potential energy using the particle 
swarm-intelligence algorithm (PSO). Finite pressure search can also be achieved in CALYPSO 
through unit cell volume scaling or direct application of Pulay stress. The CALYPSO code through 
the PSO algorithm makes few or no initial assumptions about the solutions of the given potential 
function. Furthermore, it can search very large space for candidate solutions by moving them in 
the search space over the particles’ positions and velocities with fast convergence and without 
being trapped in a local potential energy minimum. In addition to symmetry constraints and bond 
characterization matrix implemented in the code, it also intermittently introduces random 
structures per generation as the search evolves. The CALYPSO can reduce the number of local 
optimizations and speed up the global minimization convergence by eliminating similar structures 
and reduces the search space by using symmetry. The simulation is halted when the stopping 
criterion is reached [55]. 
 
1.6.4 PHONOPY 
 PHONOPY [99,102] is an open-source software for post-processing gamma-point phonon 
calculation from ab initio programs into a full phonon dispersion across the BZ. PHONOPY 
perform its calculation in a supercell and was developed by Atsushi Togo. The accuracy of the 
phonon dispersion increases with increasing supercell size. The PHONOPY code can be interfaced 
with ab initio programs such as VASP and Wien2k for force calculations, which serves as input to 
PHONOPY. Both harmonic and quasi-harmonic approximations can be implemented within 
PHONOPY.  Forces on atoms are used for the construction of interatomic force constant (IFC) 
using displacement method or force constant (FC) using density functional perturbation theory 
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(DFPT). Phonon frequencies are then calculated from either IFC or FC through the construction 
of dynamical matrix whose eigenvalues correspond to the phonon frequencies at a given phonon 
wave vector q. The construction and symmetrization of IFCs and FCs are implemented using 
singular-value decomposition. In VASP, the calculation of the gamma-point phonon frequencies 
for the supercell is first carried out using finite difference method (when displacement method is 
implemented in PHONOPY) or the DFPT method (when DFPT is implemented in PHONOPY). 
The full phonon dispersion is then calculated by interpolating the gamma-point phonon 
frequencies through the various high-symmetry k-points in the BZ [55, 99]. 
 
1.6.5 Description of study 
Chapter 2 of this thesis presents the results of structural phase transition in two elements: 
carbon (C) and nitrogen (N). The first part presents the results of structural phase transition in a 
two-dimensional polymeric C60 after being subjected to uniaxial compression at high temperature 
in a metadynamics simulation. The new structure is made up of 240 carbon atoms in an 
orthorhombic unit cell, termed as o-C240 with mixed sp
2/sp3 hybridization. o-C240 is stable at 
ambient condition and exhibits superior mechanical performance including optimum Vickers 
hardness and fracture toughness, that outperform most of widely used hard ceramics. The second 
part presents theoretical results on identification, and characterization of single bonded nitrogen in 
crystal structure isostructural to black phosphorus (BP-N) at 146 GPa and 2200 K. The crystal 
structure exhibits a unique puckered two-dimensional layer with exciting physical and chemical 
phenomena including prospect for high energy density (HED) applications. First-principles 
methods were employed in the theoretical characterization of the new allotrope.  
Chapter 3 presents the results of an extensive theoretical studies of transition metal (TM) -
TM alloys/compounds. The first part of the chapter investigates structural phase transition leading 
to shape memory loss in the shape memory alloy, NiTi. The second part investigates the formation 
of Au-Fe compounds at high pressure. A detailed analysis of the transition kinetics and dynamical 
pathway in NiTi using the metadynamics method reveals the possibility of the B19′ phase of NiTi 
losing its shape memory when subjected to high stress conditions and heated above a critical 
temperature (Tc) of 700 K. Furthermore, using the particle swarm-intelligence optimization 
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algorithm interfaced with first principles methods, we predicted the formation of bulk intermetallic 
compounds of two bulk-immiscible components, Fe and Au. We found that the systems are 
stabilized by pressure and notable electron transfer. Electronic properties, mechanical properties, 
and transition pathways were also investigated and reported.  
Chapter 4 presents the results of theoretical identification and studies of the formation of 
noble gas element-transition metal compound. In this chapter, we report the identification and 
theoretical characterization of a thermodynamically stable compound of Argon (Ar) and nickel 
(Ni) under thermodynamic conditions representative of the Earth’s core, using density functional 
calculations. This study presents evidence of the reactability of Ar with one of the core’s main 
constituents, Ni. The compound of Ar and Ni was identified as ArNi with a L11 Laves structure 
with space group R-3m. It was found that the R-3m-ArNi compound is stabilized by notable 
electron transfer from Ni to Ar. Electronic and lattice dynamical properties were also predicted.  
Chapter 5 presents the result of an extensive theoretical studies of the formation of alkali 
metal-transition metal intermetallic compounds at high pressure and temperature relevant to the 
upper mantle and the core of the Earth. These studies were carried out using particle swarm-
intelligence optimization and genetic algorithms interfaced with first principles methods. We 
exemplified this reaction using potassium (part of which are missing in the mantle) and the Earth’s 
core’s main constituents: Fe and Ni. The first part investigates the formation of K-Fe compounds 
at thermodynamics conditions relevant to the Earth’s interior while the second part investigates 
the formation of K-Ni compounds in the Earth’s interior. It was found that K and Fe can form 
intermetallic compounds that are stabilized by high pressure and energy reordering of atomic 
orbital. Phase transitions were also reported and the instabilities that induce them were also 
investigated. Furthermore, the study on K-Ni systems identify the crystal structure of the long-
sought structure of the only experimentally known K-Ni compound. Although both constituent 
elements are metallic, the identified polymorph of K2Ni exhibits a semiconducting ground state 
with an indirect bandgap. The mechanism of its stability was also identified. The results of both 
studies indicate that the chemical properties of elements can change dramatically under extreme 
conditions and have significant implications for the postulation that potassium is incorporated in 
Earth’s core. Dynamic stability, mechanical stability, thermal stability, and electronic properties 
were also investigated. 
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Chapter 6 is an overall summary of the work I carried out for my doctoral studies. It also 
highlights areas of the work that may be exciting for future explorations.  
All the works presented in this thesis have now been published in peer-reviewed journals 
or being drafted for publication. I only present my contributions in this thesis. The references are 
as follows: 
1. Adeleke, A. A., and Yao, Y. High-temperature shape memory loss in nitinol: a first 
principles study. Phys. Chem. Chem. Phys., 21, 2019 7508-7517. 
2. Adeleke A. A., Kunz M., Greenberg E., Prakapenka V. B., Yao Y. and Stavrou E., High-
pressure compound of argon and nickel: noble gas in the Earth’s core? ACS Earth Space 
Chem., 3, 2019 2517-2524.  
3. Adeleke A. A., Adeniyi O. A., Tang H., Gou H., and Yao Y., o-C240: A new sp3-dominated 
allotrope of Carbon, J. Phys.: Condens. Matter. 32, 2020 395401. 
4. Adeleke A. A. and Yao Y. Formation of Stable Compounds of Potassium and Iron under 
Pressure. J. Phys. Chem. A 124, 2020 4752-4763. 
5. Ji, C.*, Adeleke, A. A.*, Yang, L.*, Wan, B., Gou, H., Yao, Y., Li, B., Meng, Y., Smith, J. 
S., Prakapenka, V. B. et. al. Nitrogen in black phosphorus structure. Sci. Adv., 6, 2020 
eaba9206. (* authors contributed equally). 
6. Adeleke A. A., Stavrou E., Adeniyi O. A., Wan B., Gou H., and Yao Y. Two good metals 
make a semiconductor: A potassium-nickel compound under pressure. Phys. Rev. B. 102 
2020 134120. 
7. Adeleke A. A., Bonev S. A., Wu C. J., Jossou E. E.  and Yao Y., Aurum reservoir deep 
down: stable compounds of two bulk-immiscible metals under pressure (in preparation). 
Couple more other studies have been performed and published. These studies, although 
have not been added as chapters in this thesis for reason of continuity, their references are listed 
below for completeness and to give an essence to readers about the scope of my PhD research. 
1. Weber C. P., Masten M. G., Ogloza T. C., Berggren B. S., Man M. K. L., Dani K. M., Liu 
J., Mao Z., Klug D. D., Adeleke A. A., and Yao Y., Using coherent phonons for ultrafast 
control of the Dirac node of SrMnSb2, Phys. Rev. B, 98 2018 155115.  
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2. Zhang J., Wang X., Adeleke A. A., Gao B., Wang H., Wu M., Liu H., and Yao Y., 
Oxysulfide Li2BeSO: a potential new material for solid electrolyte predicted from first 
principles, J. Alloy Compd. 818, 2020 152844.  
3. Tong Q., Luo X., Adeleke A. A., Xie Y., Liu H., Wang Y., Lv J., Yao Y. and Ma Y., 
Machine learning metadynamics simulation of reconstructive phase transition, Phys. Rev. 
B, 103 2021 054107. 
4. Magad-Weiss L. K., Adeleke A. A., Greenberg E., Prakapenka V. B., Yao, and Stavrou 
E., High-pressure structural study of α-Mn: Experiments and Calculations, Phys. Rev. B, 
103 2021 014101. 
5. Adeniyi A. O., Adeleke A. A., Li X., Liu H., and Yao Y., Stable Helium-Hydrogen 






STRUCTURAL CHANGES IN ELEMENTAL SOLIDS: A CASE STUDY 
OF CARBON AND NITROGEN 
 
A similar version of this chapter has been published as a research article in the Journal of Physics: 
Condensed matter and the Science Advances. The references are as follows. 
1. Adeleke A. A., Adeniyi O. A., Tang H., Gou H., and Yao Y., o-C240: A new sp3-dominated 
allotrope of Carbon, J. Phys.: Condens. Matter. 32, 2020 395401. 
2. Ji C.*, Adeleke, A. A.*, Yang L.*, Wan B., Gou H., Yao Y., Li B., Meng Y., Smith J. S., 
Prakapenka V. B. et. al. Nitrogen in black phosphorus structure. Sci. Adv., 6, 2020 
eaba9206. (* authors contributed equally) 
 
2.1 o-C240: A New sp3-dominated allotrope of carbon 
We report a new, stable crystalline allotrope of carbon (that we named o-C240) made up of 
240 carbon atoms in an orthorhombic unit cell with sp3 dominated framework from first principles 
calculations. The o-C240 is formed by subjecting two-dimensional polymeric C60 to isotropic then 
directional (uniaxial) pressure at 1500 K temperature. Detailed theoretical analyses reveal that the 
new phase is less dense compared to diamond and is semi conducting with indirect band gap of 
1.72 eV. With a Vickers hardness of 44.75 GPa and fracture toughness of 4.10 MPa m1/3, we are 
proposing o-C240 as a superhard material that could outperform many widely used hard ceramics. 
The o-C240 could also find applications in adsorption, photocatalysis, hydrogen storage and high 





Over time, carbon has been found in various forms such as graphite, lonsdaleite, cubic 
diamond (c-diamond), fullerenes and amorphous carbon because of its ability to form sp2- and sp3- 
hybridized bonds. The sp2-, sp3- or blend of the two hybridizations give carbon a wide range of 
structural, electronic, and mechanical properties. Based on these interesting properties, search for 
new allotropes of carbon has remain at the fore-front of present-day research [35-38]. At room 
temperature, the c-diamond is the hardest known naturally occurring solid. The free energies of 
graphite are comparable with that of c-diamond, however, forming the later from the former 
requires a pressure significantly higher than those at which both of them coexists because of the 
large distortions that is associated with the formation of diamond nuclei which is not permitted at 
low pressures [103,104]. Furthermore, graphite has very strong sp2 bonds making it extremely 
stable and more compressible than c-diamond at ambient conditions. Theoretical calculations 
suggests that phase transitions from graphite to c-diamond at high pressures require bonding 
change from sp2 to sp3 which starts to form between adjacent layers of graphite after fractional 
reduction in its interlayer distance. It is worthy of note that the interlayer distance in graphite 
promotes weak interactions between the layers: property that is exploited in its exfoliation into 
graphene. Three-dimensional network with high stiffness and insulating properties are 
consequence of sp3 hybridization framework as commonly observed in lonsdaleite and c-diamond 
[105]. A (10,10) carbon nanotube (CNT) lattice was theoretically compressed to 20 GPa and was 
shown, through tight-binding molecular dynamics, to produce new distinct phase made up of only 
C4 square rings and has only sp3 carbons [106]. Although, very intriguing, however, it is still at 
the level of theory because up to now, crystalline solid CNTs with uniform chirality (that are 
experimental precursor) are yet to make their real-world appearance. Besides ultrasoft 
compressibility, the sp2 hybridization is responsible for narrow band gap up to completely closed 
gap (metallicity) as observed in graphite and graphene [107].  
Intermediate hybridization open door for the design of materials with novel electronic and 
structural properties such as optimum combination of weight, strength, hardness, elasticity, and 
tunable electronic properties that make them candidate for direct applications in device fabrication. 
There has been series of work by various experimental groups to synthesize mixed sp2/sp3 forms 
of carbon using controlled compression of pure sp2 carbons. For example, intermediate 
hybridizations have been reported in fullerenes [108], CNTs [109] and amorphous carbon [110]. 
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Speaking of fullerenes, experiment combined with theory has realized the polymerized forms of 
solid C60 under pressure, reported to contain large numbers of both sp
2 and sp3 carbons [111]. 
Collapsed fullerene has also being studied [112] and was found to yield a fine blend of sp2-
hybridized graphite-like and sp3-hybridized diamond-like amorphous carbon with low 
compressive strength. The new property is due to restructuring heterogeneity developed when sp2 
carbons mix with sp3 carbons as pressure is being quenched. Despite the low compressive strength 
which becloud their wide applicability in devices, such collapsed phase still exhibits high hardness 
and remarkable elastic strength. While at that, exploration was not limited to carbon-only, 3-
dimentional sp2/sp3 materials. In fact, carbon-based clathrates composed of host cages and trapped 
guest atoms have also been extensively explored. Although, they showed prospect in that they 
could exhibit strength while being light-weighted and could also offer tunable mechanical and 
electronic properties by carefully choosing the guest atoms within the cage, but they could be quite 
challenging to synthesize. There are theoretical evidence suggesting that carbon-clathrate synthesis 
may need to proceed through a non-equilibrium pathway (which is only feasible in principle) 
because they are energetically unfavorable; a reason for its challenging synthesis [113].  
Experimental discovery of metastable carbon with mixed sp2/sp3 is very time-consuming, 
expensive, and challenging, requiring specific (sometime high) pressure-temperature (P-T) 
conditions. Therefore, theoretical search for such allotropes of carbon could benefit immensely in 
the recent development of ab initio methods [114,115] and rise in computer power. Computer 
experiments at extreme thermodynamic conditions are cheaper than laboratory experiments, 
making it an alternative as against series of trial-and-error explorations in the laboratory. Once the 
new allotrope has been found computationally, follow-up experiments can be done at the computed 
P-T condition.   
Here, we report a new superhard orthorhombic, mixed sp2/sp3 carbon allotrope that is semi 
conducting and light weighted, formed by subjecting two-dimensional polymeric C60 to isotropic 
then directional (uniaxial) pressure at 1500 K temperature. The new allotrope is composed of about 
83.33% sp3 hybridized carbon, making it a sp3-dominated allotrope.  The structural, dynamic, 
electronic, and elastic properties of the newly predicted phase were also studied. The newly 
predicted allotrope of carbon could find applications in adsorption, photocatalysis, hydrogen 




2.1.2 Computational Method 
All calculations were performed using the Vienna Ab-initio Simulation Package (VASP) 
[93] with a cut-off energy of 500 eV and a projector augmented wave (PAW) potential [116], with 
the Perdew-Burke-Ernzerhof (PBE) functional [61]. The self-consistent field (SCF) and electronic 
structure calculations were performed using a dense k-point grid with a spacing of 2 × 0.02 Å-1. 
The electron localization function (ELF) [117] and charge density were calculated with an 80 × 80 
× 80 FFT grid. The dynamic stability calculation was carried out within the density functional 
perturbation theory (DFPT) [118] as implemented within the VASP with a q-point mesh of size 
3×3×3. The conversion of polymeric C60 under high temperature and high-pressure conditions was 
simulated using the density functional-based metadynamics method [92]. Each metastep consists 
of a first-principles molecular dynamics simulation in a canonical (NVT) ensemble for a 
simulation time of 0.8 ps. The history-dependent potential well was constructed in the simulations 
using Gaussians with a width δs = 15 (kbar ∙A3)1/2 and height W = 225 kbar ∙A3. To accelerate the 
conversion, the system was pressurized non-hydrostatically, with additional 10% anisotropic stress 
loaded on the c-axis. A recent modification of the metadynamics method [119] was used to load 
the uniaxial stresses to the simulation cell. The molecular dynamics components were carried out 
using a dense k-point grid with a spacing of 2 × 0.08 Å-1. 
 
2.1.3 Results and Discussion 
2.1.3. 1. Transition pathway 
Polymerization is a chemical reaction where monomer molecules react together to form 
polymer chains or three-dimensional (3D) networks. High pressure and high temperature (HPHT) 
could be used to speed up such reactions. For example, C60 molecules polymerize faster under 
HPHT through [2+2] cycloaddition of adjacent molecules [120]. Orthorhombic two-dimensional 
(o-2D), and rhombohedral two-dimensional (R-2D) C60 polymers have been reported to form 
below and above 3GPa, respectively [121]. The o-2D belong to the space group Immm. 
Interestingly, the dimensionality was also found to increase under pressure. A three-dimensional 
orthorhombic and rhombohedra (3D) C60 polymer was synthesized from their respective 2D C60 
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polymer precursor through a topotactic conversion at 15 GPa and 600oC [122]. The topotactic 
conversion ensures that orientation of (3D) C60 polymer is determined by the orientation of the 
precursor 2D C60 polymer. The orthorhombic 3D C60 polymer is made up of deformed units in the 
form of rectangular parallelopiped; where each parallelopiped, through [3+3] cycloaddition, is 
linked to 8 neighboring parallelopiped in a body centered arrangement. At high pressure and 
temperature, one would expect a different phase than the 3D C60 that were synthesized. Therefore, 
computational simulation was performed at a higher temperature and pressure that the one used 
for the experimental conversion.  
Metadynamics is a computational method that can reconstruct low-energy pathway of a 
phase transition at a given P-T condition. Since we expect the higher pressure phase, just like the 
o-3D C60) to be related to the precursor o-2D C60. The metadynamics simulation is expected to 
reveal stable and metastable phase(s) as the o-2D C60 polymer is compressed and heated beyond 
the stability field of the synthesized o-3D C60 phase.  
In the present study, the o-2D C60 was compressed to 40 GPa and 1500 K using 
metadynamics simulation (see Fig. 2.1a). Additional 10% uniaxial stress was loaded along the z-
direction to reduce the space between the planes of adjacent o-2D C60 molecule. The uniaxial 
compression improves the rate of conversion [119]. More details on the thermal conversion 
pathway of the precursor, o-2D C60, can be found in ref. [41]. Readers can find further and general 




Figure 2.1. (a) Thermal conversion pathways for precursor o-2D C60 to o-3D C60 [122] and to 
o-C240. C60 units are colored to highlights the stacking patterns. Figure is adapted from Ref. [41]. 
(b) Enthalpy evolution under pressure for o-C240, o-3D C60 and o-2D C60. The enthalpy of the 
precursor o-2D C60 is used as the reference enthalpy. (c) crystal structure of o-C240, revealing how 
various carbon rings are connected in a tetrahedral and trigonal planar network. The blue circles 
are to guide the eye through the distribution of trigonal planar geometry in the structure. (d) 
Enthalpy evolution under pressure for o-C240, o-3D C60, o-2D C60 and c-Diamond. The enthalpy 
of the precursor o-2D C60 is used as the reference enthalpy. 
 
2.1.3.2. Crystal Structure and dynamical stability of the o-C240 structure 
The o-C240 structure crystallizes into an orthorhombic cell with space group Pmmm (see 
Fig 2.2a-b). The optimized structural parameters at 0 GPa are as shown in Table 2.1. The o-C240 
structure contain 240 carbon atoms connected in a 3D framework. The o-C240 has a density of 2.86 
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g/cm3 (lower than diamond with density 3.55 g/cm3 but higher than the density of o-3D C60: 2.55 
g/cm3 [122]). The o-C240 structure features five types of carbon rings: C3, C4, C5, C6 and C8 (Fig. 
2.2c) fused together in a distorted tetrahedral and trigonal planar sp2/sp3 geometric network (see 
Fig. 2.1c). Specifically, the C4 and C8 are connected through a distorted tetrahedral network in 
which xo, yo and zo ranges between 113o and 123o and 𝜑 ranges between 107o and 110o (see Fig. 
2.1c). The C3, C5 and C6 rings are connected through a mixture of distorted tetrahedral and 
trigonal planar network. An undistorted trigonal planar geometry has angle of 120o while 
undistorted tetrahedra has an angle of 109.5o. The o-C240 structure has a distribution of single bonds 
(bond between two sp3 carbon atoms) with bond length ranging between 1.55 Å and 1.66 Å, double 
bonds (bond between two sp2 carbon atoms) with bond lengths ranging between 1.31 Å and 1.35 
Å and mixed bonds (bond between one sp3 and one sp2 carbon atom) with bond lengths between 
1.41 Å and 1.51 Å. The sp3 and sp2 bond lengths in diamond and graphite are typically 1.54 Å and 
1.42 Å, respectively. In the o-C240 structure, 16.67% of the total carbon atoms are sp
2 hybridized 
while 83.33% are sp3 hybridized giving rise to a mixed sp2/sp3 material. Therefore, the formation 
of this structure is considered a consequence of the competition between sp2 and sp3 bonding and 
as such, an intermediate phase between graphite and c-diamond. The domination of sp3 
hybridization therefore improves the bonding and bonding-dependent properties of the o-C240 
structure (towards diamond), making it superior compared to graphite.  
The enthalpies of the o-2D C60, o-3D C60 and the o-C240 are computed and are compared 
relative to the low-pressure o-2D C60 phase in Fig. 2.1b. For perspective, the equation of state of 
c-diamond was also compared (see Fig. 2.1d). The result of the calculation reveals that the o-2D 
C60 is the lowest enthalpy phase from ambient pressure up to 11.5 GPa before transforming to the 
o-C240. It was observed that above 20 GPa, the o-3D C60 is more stable than the precursor (o-2D 
C60) but still less stable than the o-C240 up to at least 50 GPa considered in this study. We therefore 
conclude that the o-C240 is the energetically favorable high-pressure phase of the o-2D C60 and 
could guide future experiment. However, throughout the pressure range considered in this study 
(0 – 50 GPa), the c-diamond allotrope of carbon is the thermodynamic ground state relative to the 






Table 2.1: Optimized Structural parameters of o-C240 phase at 0 GPa. 
     Fractional atomic coordinates 

















8a 0.183 0.306 0.336 
8a 0.090 0.854 0.406 
8a 0.090 0.355 0.406 
8a 0.061 0.943 0.299 
8a 0.062 0.444 0.301 
8a 0.173 0.829 0.166 
8a 0.170 0.330 0.164 
8a 0.280 0.840 0.411 
8a 0.278 0.340 0.410 
8a 0.109 0.912 0.144 
8a 0.110 0.416 0.145 
8a 0.684 0.055 0.835 
8a 0.683 0.555 0.836 
8a 0.590 0.104 0.906 
8a 0.590 0.604 0.906 
8a 0.562 0.194 0.802 
8a 0.562 0.694 0.802 
8a 0.669 0.080 0.664 
8a 0.668 0.580 0.664 
8a 0.779 0.090 0.910 
8a 0.778 0.590 0.910 
8a 0.610 0.166 0.645 
8a 0.610 0.666 0.646 
8a 0.157 0.750 0.077 
4w 0.654 0.000 0.576 
4x 0.652 0.500 0.576 
4u 0.000 0.795 0.634 
4u 0.000 0.296 0.633 
4v 0.500 0.046 0.133 
4v 0.500 0.546 0.133 
4y 0.050 0.911 0.000 
4y 0.057 0.445 0.000 
4z 0.557 0.195 0.500 




Figure 2.2.  (a) Three-dimensional and (b) two-dimensional views of the crystal structure of the 
o-C240 phase at ambient conditions. Structure is shown in one unit cell. Colors are used to highlight 
various carbon rings in the structure. (c) Dimensions of unique carbon rings featured in the o-C240 
structure. 
 
The dynamic stability of the o-C240 structure was investigated at 0 GPa through phonon 
calculation. The absence of imaginary frequencies throughout the entire Brillouin zone (BZ) as 
shown in Fig. 2.3 indicate that the o-C240 structure is dynamically stable and quench recoverable 
in an event of HPHT synthesis. Beyond information about the dynamic stability of the o-C240 
structure, the phonon band structure exhibits band gaps (in the optical phonon branch) in the range 
between 40 THz and 56 THz. Analysis of the gamma point phonon reveals that bands in this region 
are triply degenerate. As such, these modes could be a signature for the o-C240 structure and could 
be used in its identification during synthesis through Raman or Infrared spectroscopy. The modes 
vibrating at 40 THz (1334 cm-1) and 42 THz (1401 cm-1) are in the range of the signature frequency 
of sp3 bonded carbon otherwise known as the diamond peak [123] that made up about 83.33% of 
the o-C240 structure at ambient conditions. The modes above 42 THz (1401 cm
-1), therefore, could 




Figure 2.3. Calculated phonon dispersion relations of the o-C240 structure at 0 GPa. Figure is 
adapted from Ref. [41]. 
 
2.1.3.3 Electronic properties of the o-C240 structure 
The calculated electronic band structure at 0 GPa shows that o-C240 is semi conducting in 
nature (Fig. 2.4a) with an indirect band gap of 1.72 eV. The band gap of o-C240 is small compared 
to other semi conducting, high pressure allotropes of carbon such as S-carbon, F-carbon [124], 
Protomene [125], H-carbon [126], D-carbon [127] and oC20 [128] previously predicted. The 
calculated bands are quite flat, which can be interpreted as a strong localization around the sp2 
rings. The projected electronic density of states reveals that, in the o-C240 structure, the C p-states 
predominantly lies at the valence band maximum (VBM) and the conduction band minimum 
(CBM). This suggests that when the o-C240 is excited into a conduction state, conduction electrons 
may be coming from the C p-state. The nature of bonding in each of the rings that made up the o-
C240 structure was analyzed using the electron localization function (ELF). The ELF can help 
identify places in a structure where localization of electron (corresponding to covalent bonds or 
lone pairs) is located.                                                  
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The C3 ring is made up of two distinct C-C bond lengths: 1.49 Å (mixed bonds) and 1.56 
Å (single bond). The C3 ring features two sides of equal bond lengths, 1.49 Å and the third side is 
a single bond. It has a trigonal planar (sp2) molecular geometry (like cyclopropane, C3H3) with an 
angle strain that causes an orbital overlap resulting in a σ-π-hybrid (that is neither end-to-end nor 
side long, often referred to as banana bond) between carbon atoms. Bonds in the C3 ring are 
localized but with predominantly π-bond character.  The C3 rings connects two C5 rings, two C6 
rings or a C5 to a C6 ring which further explains why it exhibit σ-π-hybrid.  
The C6 ring (with geometry like benzene) is made up of four distinct C-C bond lengths: 
1.35 Å, 1.51 Å, 1.55 Å and 1.63 Å resulting in 3 single bonds, 1 double bond and 2 mixed bonds. 
The C6 ring also shows interesting electron localization in that it exhibits lone pairs (lobes outside 
the carbon atoms) as shown in Fig. 2.4d. The lone pair plays an important role in balancing the 
electrostatic interactions within the C6 ring by reducing its potential energy while causing the C6 
plane to be puckered. This configuration in turn contribute to the general stability of the o-C240 
structure. In particular, the lone pairs are aligned on the short side (bond length of 1.35 Å) shared 
between two C6 rings which provides a screening of the carbon cores within the ring.  
The rest of the rings (C4, C5 and C8) exhibits unpolarized σ-bonds with electrons highly 
localized mid-way between each C-C bond in a distorted tetrahedral sp3 framework. The C4 ring 
is such that connects two C6 rings throughout the o-C240 structure. The C4 and C8 rings are both 
made of single bonds, consistent with their tetrahedral geometry. Overall, the charge density (Fig. 
2.4c) and electron localization analyses (Fig 2.4d) reveals localization of electron density in favor 
of inter tetrahedron bonds thereby making them relatively strong, with shorter bond length, 
compared to the intra tetrahedron bonds with longer bond lengths. The framework thus balances 
the strain of the carbon tetrahedron assisting the o-C240 structure achieve stability. In graphite, 
metallicity is attributed to interlayer interactions with delocalized π-electrons and the dominance 
of sp2 bonding. However, in the o-C240, we have observed dominance of sp
3 bonding which means 
that majority of the delocalized π- electrons become localized and are converted to σ-bonds, 
inducing opening of an electronic band gap, making the o-C240 structure attain a semi conducting 
state. The band gap in the o-C240 structure (1.72 eV) is larger than was reported for graphite (40 
meV) [129], due to the mixing of the sp2/sp3 bonding that the former exhibits. Thus, its halfway 
between narrow-gap-semiconducting and insulating state (strictly judging by the size of the band 
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gap) but could, in principle, be doped or biased towards an extrinsic semiconductor or metallic 
state when applied in the fabrication of devices.    
 
Figure 2.4. (a) Electronic band structure of o-C240. (b) Total and electronic density of states 
projected to atomic orbitals for the o-C240. (c) Charge density distribution for o-C240. (d) Electron 
localization function (ELF) for o-C240. The ELF isosurface is drawn with an isovalue of 0.85 to 






2.1.3.4 Elastic properties and Hardness of o-C240 
In this section, we evaluate the mechanical properties of o-C240 with the aim of assessing 
its performance relative to other superhard materials and hard ceramics [130-136]. Mechanical and 
elastic stability of a material is assessed through its elastic constants. The o-C240 belong to the 
orthorhombic crystal class and as such requires nine independent elastic constants [95] (in the unit 
of GPa) summarized and compared with those from other superhard materials in Table 2.2 below. 
The results are found to satisfy the mechanical stability criteria for an orthorhombic crystal class. 
Furthermore, the Cij matrix for the o-C240 is symmetric and has all-positive eigenvalues: necessary 
and sufficient conditions for elastic stability.   
The bulk (B), shear (G) and young modulus (E) are measure of a material’s intrinsic 
response to deformation of various kinds. Specifically, B is a measure of materials volumetric 
elasticity and its response to isotropic compression, G represents a material’s tendency to shear 
under the influence of an opposing force while E is a measure of the stiffness of a material in the 
linear elasticity regime of a uniaxial deformation. The Poisson ratio (v), on the other hand, is a 
measure of the expansion of a material in directions perpendicular to the direction of compression. 
All these properties are indicator of how difficult (or easy) it is to compress a material [94,95]. The 
B and G were calculated for the o-C240 structure. The results compared with c-diamond and C64 
and B6O (shown in Table 2.3) indicate that the o-C240 structure is more compressible than c-
diamond but less compressible than C64 and B6O. We calculated E and v within the Voigt-Reuss-
Hill (VRH) approximation [96], using the relation E = [9BG/(3B+G)] and v = [(3B-2G)/2(3B+G)]. 
Since ‘The larger, the stiffer’ motif holds true for the calculated E, then, o-C240 structure is stiffer 
than C64 and B6O but less stiff compared to c-diamond.  The calculated v shown in Table 2.3 
reveals that while the c-diamond is more covalent than the o-C240, the o-C240 structure is more 







 C11 C22 C33 C44 C55 C66 C12 C13 C23 
o-C240 728 787 817 258 249 227 103 67 74 
c-diamonda 1076   577   125   
C64b 598  677 254  107 43 108  
oC20c 794 760 979 405 251 261 112 61 75 
 
Table 2.2: Calculated elastic constants Cij (in GPa) for the o-C240 compared with other carbon 





























Table 2.3: Calculated mechanical properties of o-C240 compared with c-diamond and other 
superhard materials. Numbers without superscripts are present results. Numbers with superscripts 
are previously reported in literature. Numbers with primed superscripts are estimations using VRH 
model using data reported in literature. a is taken from Ref [130], b is taken from Ref [131], c is 




Hardness is the extent to which a solid resist both elastic and plastic deformations. Vickers 
and Knoop [137] hardness metrics are often used to quantify the hardness of solids. Vickers 
hardness (𝐻𝑣) is developed on the premise that the hardness of a crystal is proportional to the bond 
strengths and to the number of bonds in a unit cell volume of the crystal. Therefore, a hard material 
will have 𝐻𝑣 value up to 40 GPa and superhard materials will have 𝐻𝑣 value greater than 40 GPa. 
Another point to note about hardness is that it depends strongly on the creation and motion of 
dislocations which is an effect of plastic deformation. Using the Chen et al. empirical model for 
covalent solids [138], we reproduced the 𝐻𝑣 of c-diamond, thereby validating the suitability of the 
model in predicting the 𝐻𝑣 of sp
3-dominated carbon material.  We calculated the 𝐻𝑣 of the o-C240 
structure using the Chen et al. model to be 45 GPa indicating that the o-C240 structure is a superhard 
material. We have also compared the 𝐻𝑣 of o-C240 with that of other known and experimentally 
synthesized superhard materials such as B4C (38 GPa) [139], WB5 (45 GPa) [140], B6O [134] and 
c-diamond [130,131]. These 𝐻𝑣 are summarized in Table 2.3. The 𝐻𝑣 of o-C240 is higher than that 
of graphite but less than c-diamond’s. This is due to the coexistence of the sp2 and sp3 bonding 
inherent in the o-C240 structure and the dominance of sp
3 bonding. There is a strong correlation 
between a material’s hardness and its ionicity: which is the degree to which each pair of atoms 
shares the electrons between bonds. The blend of sp2 and sp3 hybridized carbon in o-C240 makes 
it superhard while maintaining a semiconducting state. The Pugh’s ratio (B/G) of the o-C240 
structure indicates that it is brittle.  
Fracture toughness (KIC) is another important mechanical property of a material that shows 
how resistive it is to a propagating crack. Materials with an optimum combination of hardness and 
fracture toughness are continually being sought in technological applications. c-diamond has a 
very high 𝐻𝑣 and KIC while tungsten carbide (WC) has very low 𝐻𝑣 and high KIC. The o-C240 
structure possess 𝐻𝑣 and KIC that are between c-diamond and WC’s. We calculated the KIC of the 
o-C240 structure using the Niu et. al. [141] empirical model to be 4.10 MPa m
1/2, similar to the 
value reported for c-BC2N (KIC = 4.5 MPa m
1/2) [139]. Such a KIC value suggests that the o-C240 
is ductile. The relatively high KIC of o-C240 exceeds the widely used hard ceramics such as, γ-B, 






We have reported a new, stable allotrope of carbon that is made up of 240 carbon atoms in 
its unit cell, predicted from first principles calculations. The new carbon allotrope crystalizes into 
an orthorhombic cell with Pmmm space group. The carbon atoms are linked together by a network 
of C3, C4, C5, C6 and C8 carbon rings. o-C240 is predicted to be semi conducting (with an indirect 
band gap of 1.72 eV), superhard (with 𝐻𝑣 of 45 GPa) and brittle. The o-C240 also possess fracture 
toughness of 4.10 MPa m1/3, making it superior to other hard ceramics. The combination of these 
properties makes the o-C240 a suitable candidate for application in adsorption, photocatalysis, 
hydrogen storage and high frequency electronic devices. The mixing of the sp2/sp3 bonding in 
favor of sp3 gives the o-C240 superior mechanical and electronic properties compared to other 




2.2 Nitrogen in Black Phosphorus Structure 
Nitrogen, a material traditionally studied because of its high energy density applications, 
is now been searched in the black phosphorous (BP) structure: to complete the structure motif of 
the group V elements and for novel technological applications. The BP structure is generally 
puckered with hinge-like bonding configurations and unique anisotropic properties which if 
explored could lead to a nitrogen-based two-dimensional (2D) semiconductor with superior 
performance compared to conventional bulk semiconductors and other 2D materials like 
molybdenum disulfide (MoS2). This work reports the theoretical identification of synthesized 
nitrogen at 146 GPa and 2200 K in BP structure likely coexisting with the cubic gauche (Cg) 
structure by comparing the theoretical XRD patterns of candidate nitrogen structures with 
experimental XRD patterns. The identification was further supported through Raman spectra 
matching. Theoretical characterizations of the identified BP-structured nitrogen are also reported. 
The results of the Raman spectroscopy exhibit huge Raman intensities that could be interpreted as 
coming from the anisotropic nature of the BP structures. At 150 GPa, the BP nitrogen is predicted 
to be a large band gap semiconductor with a direct energy band gap of 1.75 eV. The real-world 
appearance of BP nitrogen is therefore expected to lead to a rational design of pure nitrogen or 
nitrogen based, high-performance semiconductors that is environmentally clean.   
 
2.2.1 Introduction 
Nitrogen, as a group V (or group 15) element has found tremendous application as a high 
energy density material (HEDM). When nitrogen is compressed, it departs from van der Waals 
solid composed of N2 molecules (that exhibits the strongest bond: triple bond) to single-bonded 
form of solid nitrogen. A huge amount of energy (954 kJ/mol) is therefore stored in the single bond 
of nitrogen during compression [39,142]. The high pressure causes delocalization of electron 
density which consequently weakens the triple bonds in nitrogen. Progressively compressing 
nitrogen therefore causes it to exhibit different polymorphs with few of the phases already 
identified through experiments [40, 143-145]. At pressure as high as 110 GPa and temperature 
above 2000 K, The N2 molecule polymerizes to form network of single-bonded nitrogen. So far, 
at temperature up to 3300 K, polymeric nitrogen has been found in the cubic gauche (Cg-), layered 
polymeric (LP-) and hexagonal layered polymeric (HLP-) form, at 110-180, 125-180 and 244 GPa, 
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respectively [40, 146, 147]. The Cg-N is the high-pressure thermodynamic ground state of the 
nonmolecular nitrogen synthesized by Eremets et al. in 2004. The Cg-N was synthesized at 
pressure of 110 GPa and temperature of 2000 K [40]. So far, the crystal structure of the HLP-N 
and the Cg-N are well established. However, the unambiguous structure of the LP-N is yet to be 
established [147,148]. There are studies [146] that have proposed the layered Pba2 structure 
predicted by Ma et al. [149], as the structure that could explain the LP-N experimentally 
synthesized. Other studies have also proposed the coexistence of the Pba2 and the Pccn phase in 
the LP-N [148]. Still, LP-N structure remains open to discussions and scientists keep pushing both 
experimental and theoretical boundaries to establish its structure. 
Based on structural behavior, nitrogen is like the phosphorus (P), arsenic (As), antimony 
(Sb) and bismuth (Bi). They are referred to as the pnictogens [150]. A generally accepted pattern 
is that elements of the same group on the periodic table are structurally connected: at high pressure, 
elements up in the group should adopt the structure of the elements below them. Since phosphorus 
is directly below nitrogen on the periodic table, at high pressure, one would expect nitrogen to take 
on the structure of phosphorus. Phosphorus exists as white- (least stable and most reactive), red-, 
violet-, scarlet- and black- (least reactive) phosphorus. The black phosphorous (BP) is formed by 
heating white phosphorus under high pressure (>1 GPa) [151]. At elevated pressure and 
temperature, different phases of BP exist (see Fig. 2.5): rhombohedral, incommensurate (IM) 
simple hexagonal (sh) simple cubic (sc), and orthorhombic, however, the orthorhombic structure 
of BP is the most stable phase [152]. The paradigm in structural behavior of the pnictogens has 
been observed up to phosphorus. Intuitively, one would expect that compressing nitrogen to high 
pressures, it should adopt the low-pressure phase of phosphorus – the 2D BP crystalline structure 
(see Fig. 2.5). However, up to now, nitrogen has not been found in the BP structure. If found, BP-
N will not only complete the search for all pnictogens in the BP structure motif but could also birth 
the exploration of N in the design of 2D materials for electronic applications. Precedent with regard 
to 2D exploration of pnictogens has been set; phosphorene for phosphorus [153], arsenene for As, 
and antimonene for Sb [154]. It is important to note, however, that such exploration for nitrogen 
will require a significant scientific and experimental breakthrough, as polymeric nitrogen are 
mainly formed at high pressures and high temperatures. Recently, mono- and multi- layered 
nitrogen (nitrogene) were studied computationally at ambient pressure for potential applications 
in HED and electronics. The main observations were that the decomposition temperature into N2 
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for the single-bonded multilayered nitrogen decreases with increasing number of layers. 
Furthermore, the energy band gap monotonically reduces with increasing number of layers. 
However, increasing the number of layers increases instability in the material. The material is 
capable of releasing energy between 6 to 12.3 kJ/gm [155].  The challenge, experimentally (with 
no success, yet) would be to recover them to ambient pressure (where they can be applied in 
electronic applications) without reverting to the N2.   
 
Figure 2.5. Pictorial illustration of the motivation for this study. The figure shows the various 
phases in which group V elements have been observed up to the high-pressure regime. In this 
figure, p-sc means pseudosimple cubic. Adapted from Ref. [152]. The red “?” in the figure is the 
region of interest for the present study. The Cg-N was predicted as the thermodynamic ground 
state of nonmolecular nitrogen up to 188 GPa [149]. Therefore, observing BP-N in the pressure 
field of 124 to 180 GPa may require specific P-T condition: carefully and simultaneously varying 
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the pressure and the temperature of exploration. Figure was adapted with permission from 
American Physical Society. 
 
In the present study using complementary DFT techniques, we identified the long-sought 
nitrogen in the BP structure. This work reports the theoretical identification of synthesized nitrogen 
at 146 GPa and 2200 K in BP structure by comparing the theoretical XRD patterns of candidate 
nitrogen structures with experimental XRD patterns [42]. The identification was further supported 
through Raman spectra matching. Theoretical characterizations of the identified BP structured 
nitrogen were carried out. The results of the Raman spectroscopy exhibit huge Raman intensities 
that could be interpreted as coming from the anisotropic nature of the BP structure. The crystal 
structure of BP-N was also discussed relative to the Cg-N. The role of temperature in lowering the 
internal energy difference between the thermodynamic ground state Cg-N and the identified BP-
N was also explored, thereby elucidating the need for laser heating in the actual experiment.  
 
2.2.2 Computational Methods 
First principles calculations were carried out within the framework of DFT discussed in 
chapter 1 of this thesis. Energy, phonon, and Raman spectra calculations were performed using 
the Vienna ab Initio Simulation Package (VASP) [93]. The simulated XRD patterns were 
calculated using Mercury software [156]. Energetic calculation was performed using Perdew-
Burke-Ernzerhof (PBE) functional [61]. The electron–ion interaction was considered in the form 
of a 5-electron projector augmented wave (PAW) potential [116]. A kinetic energy cutoff of 900 
eV was used for planewave expansion. A k-spacing of 2π × 0.02 Å-1 was used for Brillouin zone 
(BZ) sampling. Raman spectra were calculated with VASP using a 12 × 12 × 14 k-point mesh. The 
small displacement of atomic position for the evaluation of normal modes were done around 
±0.01Å. Raman activities were then evaluated from the change in polarizability with respect to 
displacement in the normal modes activated by incident electric field (linear response to external 
electric field). Electronic band dispersion was calculated using Heyd–Scuseria–Ernzerhof 
exchange correlation functional [70] with a mixing parameter of 0.25 and long-range exchange 
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contribution parameter (𝜔) of 0.2. Details of the experimental methods and experimental results 
can be found in Ref. [42]. 
 
2.2.3 Results and Discussion 
2.2.3.1 Identification of BP nitrogen by XRD 
The Pba2 [149], Pccn [148] and Cg [40] structures were adopted as the starting structures 
in an attempt to identify the phase(s) of the synthesized high pressure layered polymeric nitrogen 
(experimental data from Ref. [42]). The experimental XRD was collected at 132 GPa. The choice 
of these structures was informed by the thermodynamic stability of the Cg-N from 110 GPa up to 
188 GPa, the Pba2 from 188 GPa up to 320 GPa [40,149]. Furthermore, the Pccn structure was 
also included because it was predicted to have comparable energy with the Cg-N at 140 GPa and 
2500 K [148]. The XRD pattern of these three structures were calculated with 𝜆 = 0.4066 Å. The 
simulated XRD pattern (see Fig. 2.6a) reveals the Cg-N could explain part of the experimental 
XRD pattern. Specifically, the peak at 2𝜃=9.3o, can be uniquely indexed to the Cg-N structure. 
Furthermore, the weak peaks at 2𝜃 =19.2o, 21.5o and 23.6o can be uniquely indexed to the Cg-N. 
The peak at 2𝜃 =13.5o in the simulated XRD of the Cg-N may be a “shoulder peak” that was not 
obvious due to noise or broadening of experimental data. The Pba2 and the Pccn structures are off 
and as such were discarded. The BP-N was then considered in the fitting of the experimental XRD 
pattern. The XRD pattern of the BP-N was calculated with 𝜆 = 0.4066 Å. The simulated XRD 
pattern (see Fig. 2.6b) reveals the BP-N could explain the remaining part of the experimental XRD 
pattern. Specifically, the peaks at 2𝜃=7.1o, 10.9o, 14.1o, and 22.6o can be uniquely indexed to the 
BP-N structure. Furthermore, the weak peaks at 2𝜃 =17.4o, 20.2o, 21.9o and 23.0o and 24.5o can 
be uniquely indexed to the BP-N. The two peaks at 2𝜃 =16.4o and 21.4o appear to be an overlap 
of peaks from both Cg-N and BP-N. overall, most of the Bragg peaks occupying the various 2𝜃 
positions in the experimental XRD were successfully indexed to the Cg-N and BP-N. The 
disparities between the observed and calculated peaks could be due to weak scattering of x-ray by 
nitrogen, background subtraction error or preferred orientation in the sample since the 
experimental data were collected from a polycrystalline sample using a single crystal XRD method 
(see Ref. [42] for details of the experimental results). Note that the Mercury software [156] used 
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in the simulation of theoretical XRD assumes a single crystal, hence the intensity is reported in 
arbitrary unit. The agreement between the experimental and simulated XRD patterns support the 
interpretation of the synthesized phase as the BP-N with some Cg-N phase. 
 
Figure 2.6. Calculated XRD pattern for the (a) Pba2 N, Pccn N, and Cg-N at 132 GPa compared 
with the experimental pattern from Ref. [42] at the same pressure (b) BP N and Cg-N at 132 GPa 
compared with the experimental pattern from Ref. [42] at the same pressure. An x-ray wavelength 
of 0.4066 Å (as reported in Ref. [42]) was used. The XRD pattern was calculated using Mercury 
software [156]. 
 
2.2.3.2 Identification of BP nitrogen by Raman spectroscopy 
BP- and Cg- nitrogen were also clearly identified from the measured Raman spectrum. 
Raw Raman spectra data at different positions in the sample were supplied by Dr. Cheng Ji. The 
Raman spectra measurement was done at 138 GPa.  The Pba2-N, Pccn-N and Cg-N structures 
were adopted as the starting structures to identify the phase(s) of the synthesized high pressure 
layered polymeric nitrogen. Simulated Raman spectra for the Pba2-N, Pccn-N and Cg-N structures 
were calculated using the method of Porezag and Pederson based on the double harmonic 
approximation [157] as implemented in ref. [158]. Within this formalism, higher order changes of 
the energy, dipole moment and polarizability with respect to the normal modes are ignored. Brief 
formalism of this method can be found in appendix A2.1. The experimental and simulated Raman 
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spectra (Fig. 2.7a) reveals that a Raman peak/activity at Raman frequency 860 cm-1 from 
experiment can be assigned to the calculated Raman peak/activity at Raman frequency 872 cm-1, 
of the Cg-N. It is worthy of note that Cg-N sample was prepared at 120 GPa (where Cg-N is clearly 
the thermodynamic ground state without having to worry about coexistence of phases. This aids 
the identification of the Cg-N peak; details of the experimental procedure can be found in ref. [42]. 
No Raman activity from the experiment could be assigned to both the Pba2 N and the Pccn N 
structures, consistent with the observation and conclusion from the XRD pattern analyses in 
section 2.2.3.1. We therefore rule out the possibility of the synthesized phase being either the Pba2 
N or the Pccn N structure. Table 2.4 shows the various Raman active modes of Cg-N according to 
our calculation and the relative activities of each mode to the mode vibrating at the highest 
frequency.  
The simulated Raman spectra for the BP-N structure was also calculated and the data is 
summarized in table 2.5. The experimental and simulated Raman spectra (Fig. 2.7b) reveals that 
Raman peaks/activities at Raman frequencies: 796 cm-1, 830 cm-1, 993 cm-1, 1296 cm-1 from 
experiment can be assigned to the calculated Raman peaks/activities at Raman frequencies: 797 
cm-1, * cm-1, 977 cm-1, 1270 cm-1, of the BP-N, respectively. The calculated Raman activities agree 
very well with the experimental values. The * cm-1 indicate a missing peak according to our 
calculation. This could be due to insufficiency in the method used or numerical artifact. The 
simulated Raman peak/activity at Raman frequency: 1408 cm-1 was not observed in the experiment 
because this frequency is in the region of vibrating/stretching diamond (first order Raman mode 
of diamond) of the diamond anvil cell used in the experiment. From table 2.5, modes 2, 3 and 9 
are theoretically insignificant because their activities are well below 1% of the activity of the mode 
with the maximum frequency. This then implies that there are six Raman active modes for the BP-
N. The agreement between the experimental and simulated Raman spectra supports the 




Figure 2.7. Calculated Raman spectra for the (a) Pba2 N, Pccn N, and Cg N at 138 GPa compared 
with the experimental spectra received from Dr. Cheng Ji [referred as CJ] (b) BP N and Cg N at 
138 GPa compared with the experimental spectra received from Dr. Cheng Ji at the same pressure.  
 
Mode # Frequency 
(cm-1) 




8 974 0.00 0.35 2.44 1.57 
9 872 1.86 0.00 155.30 100.00 
 
Table 2.4: Raman modes for the Cg nitrogen at 138 GPa. The table shows the mode number, the 




polarizability tensor (𝛽′2), the Raman scattering activity and the relative Raman scattering activity 
of each mode to the mode vibrating at the highest frequency. 
 
 
Mode # Frequency 
(cm-1) 




1 1408 0.00 68.85 481.94 5.10 
2 1393 0.00 0.01 0.04 0.00 
3 1362 0.00 0.00 0.00 0.00 
4 1270 7.11 328.72 4576.00 48.42 
5 1056 0.02 12.96 90.70 0.96 
6 977 11.74 464.59 9450.78 100.00 
7 797 0.00 22.89 160.21 1.70 
8 777 0.01 5.31 37.19 0.39 
9 776 0.01 0.01 0.04 0.00 
 
Table 2.5: Raman modes for the BP nitrogen at 138 GPa. The table shows the mode number, the 
frequency, the derivative of the mean polarizability (𝛼), anisotropy of the derivative of the 
polarizability tensor (𝛽′2), the Raman scattering activity and the relative Raman scattering activity 
of each mode to the mode vibrating at the highest frequency. 
 
The bulk BP crystal belong to the point group D2h, the face centered group and the primitive 
cell is orthorhombic with space group Cmce and has four atoms per cell with six irreducible 
representation of Raman active modes, which, depending on the axis convention, could be (2Ag, 
B1g, B2g, 2B3g) or (2Ag, B3g, B1g, 2B2g) [159]. The assignment of these modes in term of the six 
irreducible representation of Raman active modes is available in ref. [42]. The huge value of the 
anisotropy of the polarizability tensor derivative in the mode # 6 (see table 2.5) is responsible for 
the high Raman scattering activity of the mode (see Fig. 2.7b) and in turn, a huge Raman cross 
section. This means that polarizability changes so much along mode #6 and about half that rate of 




2.2.3.3 The BP nitrogen and Cg nitrogen structure 
The optimized lattice parameter of the BP-N crystal structure at 140 GPa (Fig. 2.8a) is 𝑎 =
2.133 Å, 𝑏 = 6.534 Å and 𝑐 = 2.860 Å with N atoms located at 8f: 0.500, 0.100, 0.390. The BP-
N possesses a layered structure (Fig. 2.8c) and arrangement of singly bonded nitrogen atoms 
(hinge-like bonding) such that all three crystallographic directions of the crystal structure are 
distinct. The structure of the BP-N can be thought of as follows: BP-N is formed from stacking of 
BP-N layers. The nitrogen atoms in a BP-N layer are arranged as follows: nitrogen atoms are 
arranged zigzag along a direction (viewed in ac plane, Fig. 2.8d) and armchair along c direction 
(viewed in bc plane, Fig. 2.8c). These layers are then stacked along b direction to form the bulk 
BP-N structure. The nitrogen atoms in the zigzag chains (bond lengths=1.3292) can be thought of 
as forming a network of honeycomb arrangement that are puckered by the nitrogen atoms in the 
armchair (bond lengths=1.4464 Å) configuration leading to a distorted hexagon. The nitrogen 
atoms arranged in the armchair configuration have bond lengths between 1.3292 Å and 1.4464 Å 
(bondlength difference of 8.1%) and N-N-N angle of 104.772o. This difference in bondlength of 
the armchair configured nitrogen atoms of BP-N is greater than the 1.7% [160] and 0.3% [161] 
reported for P-P and As-As in black phosphorous and black arsenic, respectively. The consequence 
of a high bondlength difference in BP-N, compared to black phosphorus and black arsenic, is seen 
in its pronounced structural anisotropy. The BP-N layers are stacked along b direction with an 
interlayer distance of 2.3193 Å. Such interlayer distance would disallow the formation of covalent 
bonding between the terminal nitrogen atoms of each layers, thereby inducing weaker out-of-plane 
interactions (in-plane directions are a and c, and out-of-plane direction is b with respect to Fig. 
2.8).  
Geometrically, the BP-N structure can also be explained as three nitrogen atoms in the 
zigzag configuration connecting with one of the armchair nitrogen atoms to form a [distorted] 
tetrahedral network as shown in Fig. 2.8b. The structure of BP-N also suggests that it should 
exhibit anisotropy in its compressibility. For example, in the bulk BP-N, the in-plane 
compressibility should be low but with high bulk modulus and the out-of-plane compressibility 
should be high with low bulk modulus. Furthermore, in the BP-N layer, with emphasis on the in-
plane directions (a and c), one would expect the armchair nitrogen network to respond differently 
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to deformation strain relative to the zigzag nitrogen network. Since the interaction between the 
layers are weaker than the in-plane bonds (see discussion on electronic properties of BP-N in 
section 2.2.3.5), then, in principle, fewer layers of BP-N could be exfoliated to produce monolayer 
crystals that are 2D in nature, like in graphene from graphite. 
 
Figure 2.8. Crystal structure and structural analysis of the BP-N. (a) The BP-N structure (b) The 
BP-N structure revealing the tetrahedral network of nitrogen atoms in the in-plane directions. (c) 
layers of armchair arrangement of nitrogen atoms in the BP-N (d) the zigzag arrangement of 
nitrogen atoms and the derived puckered honeycomb arrangement of the nitrogen atoms in the BP-
N structure. 
  
Since the Cg-N was also detected (indexed) in the experiment, then I will briefly explain 
the Cg-N structure. The optimized lattice parameter of the Cg-N crystal structure at 140 GPa (Fig. 
2.9a) is 𝑎 = 3.418 Å with N atoms located at 8a: 0.180, 0.680, 0.819. The Cg-N belong to the I213 
space group. In contrast to the BP-N that is layered, the Cg-N is characterized with connected N10 
rings (shown in Fig. 2.9b and c) with each pair of nitrogen atom in the ring having the same bond 
length: 1.3227 Å. Generally, the Cg-N structure is well studied, and I suggest that readers see refs. 
[40,148] for more general discussions. For the purpose of this thesis, specific properties of Cg-N 
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Figure 2.9. Crystal structure and structural analysis of the Cg-N. (a) The unit cell of Cg-N structure 
(b) The Cg-N structure revealing nitrogen rings fused together in the ab plane and (c) isolated N10 
ring featured in the Cg-N.  
 
2.2.3.4 Energetic stability and Dynamic stability of BP nitrogen  
 The calculated volume per atom for the Cg-N and BP-N are shown in Fig. 2.10a. The figure 
also compares various reported experimental data of Cg-N, BP-N and HLP-N as well as the 
experimental data on Cg-N and BP-N used for this thesis (marked as Ji et al. 2020 [42] in Fig. 
2.10a). This calculation reveals that phase transformation (from Cg-N to BP-N) is accompanied 
by volume shrink per nitrogen. Furthermore, in the region of interest, clearly marked in Fig. 2.10a, 
Experimental volume per nitrogen atom in the Cg-N and the BP-N structure are close and align 
within the limits of theoretically calculated values. The HLP-N continue to have lowest volume 
per atom up to at least 150 GPa, which suggests that should BP-N transforms to HLP-N, it will be 
accompanied by a decrease in volume. 
At temperature of 0 K, The Cg-N is the thermodynamic ground state of high pressure 
nitrogen up to 190 GPa (Fig. 2.10 b). The Cg-N transforms to the Pba2-N above 190 GPa and 
remain preferable up to at least 210 GPa considered in this study. According to this calculation, 
the BP-N and the Pccn-N are only metastable and remain so, throughout the pressure range studied. 
In the search for BP-N, experiment [42] was done between 132 and 140 GPa; a pressure range for 
80 
 
which only Cg-N is energetically stable. Therefore, pressure and temperature must be carefully 
tunned to observe the BP-N. Theoretically, temperature effects must be captured so that the effect 
of the free energy of the, in this case, two competing phases may be understood. The vibrational 
free energy contribution to Helmholtz free energy within the harmonic approximation [162] is one 
way to capture temperature effects into the energetics and also modify Fig. 2.10b. The vibrational 












 ,               (2.1) 
where 𝑔(𝜔) is the normalized density of states (DOS) for the phonon branch 𝜔 and 𝑘𝐵 is the 
Boltzmann’s constant.  
Although, there is another method beyond the harmonic approximation for determining 
vibrational free energy. The quasi-harmonic approximation [163] captures volume dependence of 
the phonon frequencies and by extension vibrational free energy; this volume dependence is 
considered part of anharmonic effect. Within quasi-harmonic approximation, the vibrational free 
energy, 𝐹𝑣𝑖𝑏
𝑄
 can be written from Eq. (2.1) as  
𝐹𝑣𝑖𝑏










.       (2.2) 
The equilibrium volume 𝑉(𝑇) at a given temperature is obtained through minimization of 
set of 𝐹𝑣𝑖𝑏
𝑄
 for changing volume. The negative of differentiating Eq. (2.2) with respect to the 
volume thus yield the thermal pressure, otherwise known as the phonon pressure: 




  .                                                           (2.3) 
The quasi-harmonic approximation is good for evaluation of thermal properties of 
materials such as the heat capacity, Grüneisen parameter e.t.c. However, since we are interested 
only in the phonon contribution to free energy, the Fvib from harmonic approximation (Eq. 2.1) is 
then added to the 0 K enthalpy, 𝐻(0), so that effective temperature-dependent enthalpy 𝐻𝑒𝑓𝑓  =
 𝐻(0)  + 𝐹𝑣𝑖𝑏. From Eq. (2.1), it become obvious that the harmonic approximation requires that 
the crystal structure be dynamically stable. Therefore, we investigated the dynamical stability of 
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the BP-N. Note that the Cg-N is known to be dynamically stable in the pressure range of interest 
[40,148].    
 
Figure 2.10. (a) Evolution of experimental and calculated volume per nitrogen atom under 
pressure for the Cg-N and BP-N calculated in this work and experimental data on Cg-N [42,146], 
BP-N [42,152] and HLP-N [147]. (b) Enthalpy curves (relative to Cg-N structure) of BP-N, Pccn-
N, and Pba2-N structures. The grey area is to guide the eye and mark out the pressure range within 
which experimental XRD and Raman spectra data were collected. 
 
The lattice dynamic stability of the BP-N was examined at 150 GPa by calculating the 
phonon dispersion within the density functional perturbation theory (see Fig. 2.11). The absence 
of imaginary frequencies throughout the Brillouin zone indicates that the BP-N is dynamically 
stable. As shown in Fig. 2.11, the optical phonons split into two distinct groups: the low energy 
phonons and the high energy phonons. This type of phonon gap is induced in diatomic or poly 
atomic systems when the mass ratio between constituent elements’ species are high [164]. 
However, in monatomic system like the BP-N, the gap is a consequence of the anisotropy in the 
structure and the type of motion exhibited by the bond during vibration. The Kleinman parameter 
[165,166] ( = 𝐶11 + 8𝐶12 7𝐶11 + 2𝐶12⁄ ), calculated from the elastic constants of BP-N at 150 
GPa is 0.61. The calculated elastic constants of BP-N at 150 GPa can be found in Table A2.1 in 
the appendix. The value of  approaches 1, indicating that the optical phonons will be 
predominantly bond-stretching type in character while few (likely the low energy phonons) will 
82 
 
be bond-bending type in character. The linearly dispersed acoustic branches near the zone center 
(in Fig. 2.11) indicate a relatively strong covalent bonds between nitrogen atoms in the BP-N 
structure.  
 
Figure 2.11. Calculated phonon dispersions for the BP-N at 150 GPa. 
 
At 120 GPa, 0 K and 190 GPa, 0 K, there exits an enthalpy difference of 81.81 meV/atom 
and 10.67 meV/atom between the Cg-N and the BP-N, respectively. This energy difference 
precludes observing the BP-N at 0K within this pressure range and as such, energy must be added 
to the system to remove the difference. There are different ways to achieve this; one of which is 
changing thermodynamic variables: pressure and/or temperature. For instance, increasing the 
pressure from 120 GPa to 190 GPa reduces the enthalpy difference to 10.67 meV/atom. Now, our 
constraint is on the pressure, which means that we cannot continue to increase the pressure due to 
the specific pressure region we are interested in. Thus, we begin to tune the temperature. This 
process is schematically represented in Fig. 2.12a. Theoretically, while a material is still a solid, 
temperature effects can be included to the energetic of the material through the lattice contribution 
to free energy, consequently influencing the relative stability of different phases of the same 
material. Using the harmonic approximation, the calculated H(0)+Fvib at 150 GPa, 170 GPa, and 
190 GPa are shown in Fig. 2.12b, Fig. 2.12c and Fig. 2.12d, respectively. The pressures and 
temperatures choice were informed by the experimental P-T condition (132-150 GPa, 2200 K 
[42]). We observe that at 150 GPa, 0 K, the Cg-N is 44.65 meV/atom more stable than the BP-N 
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(This already included the zero-point energy) and at 150 GPa, 2500 K, the Cg-N is 25.88 
meV/atom more stable than the BP-N. At 170 GPa, 0 K, the Cg-N is 20.27 meV/atom more stable 
than the BP-N and at 170 GPa, 2500 K, The Cg-N is 0.9 meV/atom more stable than the BP-N. At 
170 GPa, 2500 K, the internal energy difference between the Cg-N and the BP-N is so small that 
both structures could be indistinguishable based solely on their energies with possibility of the Cg-
N and Bp-N coexisting. At 190 GPa, 0 K, the Cg-N is 0.69 meV/atom more stable than the BP-N 
and at 190 GPa, 2500 K, The BP-N is 15.88 meV/atom more stable than the Cg-N. Therefore, this 
shows that between 170 GPa and 190 GPa, the BP-N is more stable at higher temperature than the 
Cg-N. This further explains the experimental identification of BP-N at pressure between 132 GPa 
and 150 GPa after laser heating to above 2000 K. The difference between the predicted stability 
pressure field and the experimental synthesis pressure could be due to uncertainties in the 
experimental and/or theoretical methods used. 
 
Figure 2.12. (a) Schematic diagram illustrating stability control between Cg-N and BP-N using 
pressure (P) and temperature (T). ∆𝐸 represents the enthalpy difference. The structure above ∆𝐸 
is having higher enthalpy relative to the one below and hence energetically unstable relative to the 
one below. The temperature dependent H + Fvib (H is the enthalpy and Fvib is the vibrational free 
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energy) for the Cg-N and the BP-N structures at (b) 150 GPa (c) 170 GPa (d) 190 GPa. The 
enthalpy of the Cg-N structure at 0 K was used as the zero-energy origin. The Blue and red circles 
indicate the structure that is preferred at various P-T condition. The almost yellow circle shows 
that in the region, both structures are not distinguishable solely on their energy. 
 
2.2.3.5 Electronic properties of BP nitrogen 
 Applications in electronics and device fabrications is one of the motivations for searching 
for nitrogen in BP structure. The black phosphorus and black arsenic are narrow band gap 
semiconductor with energy band gap of 0.3 eV (infrared) [161,167]. We therefore investigated the 
electronic properties of the newly identified BP-N. The emergence of Raman scattering activities 
suggests that BP-N is either semi conducting or insulating. To nail this down, we calculated the 
electronic band structure of the BP-N between 50 GPa and 200 GPa using hybrid functional 
(HSE06) which is known to give better prediction of energy band gap [70]. The electronic band 
structure of BP-N at 150 GPa is shown in Fig. 2.13. The electronic band structures of BP-N at 50, 
100 and 200 GPa are shown in Fig. A2.1 of the appendix. Clearly, throughout the pressure studied, 
the BP-N is semi conducting with direct energy band gap ranging between 1.22 eV and 2.02 eV.  
The direct energy band gap, unlike the indirect energy band gap predicted in the o-C240 
[41], is when the valence band maximum (VBM) and the conduction band minimum (CBM) are 
situated on the same momentum direction in the Brillouin zone. Thus, the amount of energy 
required to bias the semiconductor into a conducting state equals the energy band gap i.e., no 
phonon assisted transition is required. The evolution of electronic energy band gap under 
compression (Fig. 2.14a) reveals that the energy band gap of BP-N increases linearly with 
increasing pressure; similar trend was observed in the evolution of direct energy band gap of some 
semiconductors such as GaP and AlP [168]. To have the energy band gap decreases with 
decompression is good for application of BP-N in device fabrication, especially with controlling 
of band gap, provided that the BP-N is successfully quenched to a very low pressure and eventually 
to ambient pressure. Doping BP-N with some suitable dopants could help reduce the pressure 
needed to keep the nitrogen atoms in BP-N singly bonded and in layered form. It could also help 
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in biasing it towards a conducting state. This hypothesis will require several experimental, 
theoretical development and investigations; however, it is good to note such possibility.  
   
Figure 2.13. Electronic band structure and electron density of states of BP-N at 150 GPa. 
 
Electron localization function (ELF) is the probability of finding electron pair at a given 
point and with opposite spin state. The ELF of BP-N (Fig. 2.14b and c) shows different localization 
depending on the direction being considered. This is not surprising owing to the anisotropic nature 
of the BP-N structure. The ELF reveals that electrons accumulate half-way between pair of 
nitrogen atoms in a zigzag network (Fig. 12.14b) indicating a covalent bonding between the 
participating nitrogen atom pairs. This is also consistent with the inference drawn [earlier] from 
the linear dispersion of the acoustic phonons of the BP-N near the zone center. The lone pair 
electrons are pushed to the interlayer gap (Fig. 12.14c) and they adopt a configuration in space that 
reduces the potential energy of the system but weakens the out-of-plane interactions between 
different layers in the BP-N. The weak interlayer interaction thus has its merit in device 
engineering. Weak interlayer interaction facilitates exfoliation of monolayers from a bulk, layered 
material [169]. Thus, The BP-N has the propensity to be used as a 2D material, the prospect that 




Figure 2.14. (a) Evolution of energy band gap of BP-N under pressure. Electron localization 
function (ELF) of BP-N along the (b) zigzag arrangement (c) armchair arrangement. An isovalue 
of 0.7 was used in the ELF. 
 
2.2.4 Conclusion 
In conclusion, we report the theorical characterization of experimentally synthesized 
nitrogen at high pressure of 146 GPa and high temperature of 2200 K. The synthesized phase, 
through XRD pattern and Raman scattering activities, is identified as the long-sought BP phase. 
The crystal structure of the new BP-N exhibits structural anisotropy. At 150 GPa, the BP nitrogen 
is predicted to be a large band gap semiconductor with a direct energy band gap of 1.75 eV. The 
ELF reveals that electrons accumulate half-way between pair of nitrogen atoms in a zigzag 
network. Furthermore, lone pair electrons are pushed to the interlayer gap thereby inducing a weak 
interlayer (out-of-plane) interaction. This property positions the BP-N for exfoliation and possible 
use in semiconductor devices. The current study, therefore, completes the search for all pnictogens 
in the BP structure motif and give a glimpse into the exploration of BP-N in the design of 2D 




FORMATION AND STRUCTURAL CHANGES IN TRANSITION METAL 
– TRANSITION METAL COMPOUNDS: A CASE STUDY OF Ni-Ti AND 
Fe-Au 
 
A similar version of this chapter has been published as a research article in the Physical Chemistry 
Chemical Physics journal and the second part is being drafted. The references are as follows. 
1. Adeleke, A. A., and Yao, Y. High-temperature shape memory loss in nitinol: a first 
principles study. Phys. Chem. Chem. Phys., 21, 2019 7508-7517. 
2. Adeleke A. A., Bonev S. A., Wu C. J., Jossou E. E.  and Yao Y., Aurum reservoir deep 
down: stable compounds of two bulk-immiscible metals under pressure (in preparation). 
 
3.1 High temperature shape memory loss in nitinol: A first principles study 
First-principles calculations were employed to investigate shape memory loss in a member 
of the titanium-based binary smart alloys – NiTi. Analysis of the transition pathway reveals that 
the 𝐵19′ phase of NiTi loses its shape memory under a high pressure condition when heated above 
a critical temperature, 𝑇𝑐. The 𝐵19
′ phase is shown to transform to the P-1-NiTi which is also 
predicted to be dynamically stable and temperature-quench recoverable. It is found that the 
𝐵2(𝐵33)   → 𝐵19′ transition is dominated by the 𝛽 shearing mode. Furthermore, the 𝐵19′ → P-1 
transition is predominantly driven by the 𝛾 shearing mode. Aggregation of both processes activates 
the lowering and eventual break of symmetry in the precursor phases, leading to permanent 
deformation and eventual shape memory loss. We further show that P-1-NiTi structure is stabilized 
(over 𝐵19′ structure, the martensite) by kinetics. The findings of this study could guide the 





Metal alloys with novel ability to ‘remember’ their shape after deformation has been the 
subject of many research in recent years [170-172]. This property is colloquially known as shape-
memory and alloys with such properties are called shape memory alloys. The interest in this class 
of material is due to their application in automotive, aerospace, and in the fabrication of medical 
devices. ‘Shape memory’ is the effect of restoring the original shape of a plastically deformed 
sample by heating. Titanium alloys belong to the shape memory alloy. Titanium alloys are 
employed in the manufacture of orthopedic joint replacements [173-176], making titanium alloys 
one of the actively studied materials both experimentally and theoretically. Therefore, 
understanding the effect of extreme thermodynamic variables such as pressure and temperature on 
these materials could assist in their exploration. In a study by Duerig et al. [177], it was found that 
the erasable strains of 3 - 8%, significant internal damping and high yield stresses are desirable 
mechanical properties and should be considered when developing or growing smart alloys such as 
NiTi, CuZnAl, CuAlNi and AuCd. Interestingly, NiTi (titanium alloy) is favored in most 
applications that requires smart alloys due to its superior memory and structural properties. ‘Smart’ 
property in the form of structural memory was predicted in α-berlinite (AlPO4) [178] during 
compression and decompression. The study shows a single crystal of α-berlinite transforms into 
an amorphous solid and back to the original crystalline structure upon compression and release of 
pressure, respectively.   
Experimental [179-181] and theoretical [170,172,182] studies have been carried out on 
NiTi. One of such experimental studies was done on thermally induced martensite (M) structure, 
with monoclinic cell and its parent (P) structure, with CsCl-type cell between 255 K and 363 K 
using neutron time of flight diffraction [179]. The temperature range of study covers a closed cycle 
of the M→ P→ M transformations. Martensitic transformation including specimen texture changes 
were reported in the sample used for the experiment. Furthermore, the behavior of nitinol under 
directional pressure and temperature were investigated. The experiment was performed in the same 
temperature and pressure regime for which nitinol exhibits shape memory effect and pseudo 
elasticity (the process is illustrated in Fig. 3.1). The study indicates the possibility of memory loss 
at some pressure and/or temperature regime. However, shape memory effect was reportedly 
observed up to 373 K [180]. Another study investigated the role of 𝐵19′ martensitic deformation 
in stabilizing the two-way shape memory effect in NiTi using combined ex situ mechanical 
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experimentation and in situ neutron diffraction measurement at finite stress and temperature 
condition. It was observed that the 𝐵19′ martensite is deformed by reorientation, detwinning and 
dislocation activity [181]. 
 
 
Figure 3.1. Illustration of martensitic transformation in the lattice of NiTi below 400 K. The figure 
covers a closed cycle of the Monoclinic structure (Martensite) → Cubic (Parent) → Monoclinic 
(M) transformations. Adapted for illustration from Ref. [182]. 
 
 From theory standpoint, the energetic stability of nickel-rich, titanium-rich, and 
equiatomic Ni-Ti alloys relative to elemental Ni and Ti atoms were investigated using the full 
potential linear-muffin-tin-orbital method [170]. The ambient pressure composition-temperature 
phase diagram of the Ni-Ti system was established. The study established NiTi as the most 
preferred stoichiometric configuration for Ni-Ti alloy at temperatures below 373 K. Later, Huang 
et al. [172] performed a first-principles study of the structural energetics of NiTi. The study found 
the body centered orthorhombic structure with space group Pbcm (which lacks shape memory) to 
be energetically more stable than the known and experimentally observed 𝐵19′ structure. The 
𝐵19′  structure has space group P21/m and shape memory ability. The dynamic stability of the 
𝐵19′ structure, however, is attributed to the presence of residual internal stresses. It is thus 
proposed that shape memory is primarily stored at the microstructural level. Recently, Liu et. al, 
[183] predicted a semiconducting, high pressure phase of NiTi without shape memory ability. The 
semiconducting behavior of the predicted phase was associated with the special topological 
transition and the characteristic 3d electrons. 
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Heat-treating titanium alloys such as nitinol suggests improvement in their strength. This 
observation was made through experimental [179,180] and theoretical studies [170,172] on the 
materials. However, the threshold beyond which there is a trade-off between improving the 
strength and the shape memory effect has been scarce in literature.  Specifically, structural, and 
thermodynamic changes that could disrupt martensitic transformation thereby resulting in the loss 
of shape memory abilities of this material have not been unambiguously established. It is therefore 
interesting to show that temperature used for the activation of shape memory effects in a 
mechanically deformed nitinol could also be used to drive it in to a shape-memory-loss regime 
otherwise known as the permanent deformation phase. Motivated by this gap in knowledge, we 
perform first principles simulations on the known ambient phase of NiTi (with shape memory) at 
experimentally achievable thermodynamic conditions. This study sets a precedent for theoretical 
studies on temperature-induced shape memory loss in nitinol and other titanium alloys with shape 
memory. 
 
3.1.2 Computational Method 
All calculations were performed within the framework of density functional theory (DFT) 
[184]. Phase transformation and new structure formation under high-pressure, high-temperature 
(HPHT) conditions were simulated using the metadynamics method [92,185] combined with the 
projector-augmented plane wave (PAW) method [116] as implemented in the Vienna ab initio 
simulation package (VASP) [93] program. Kinetic energy cut-off of 400 eV was employed for 
plane wave basis set expansion. Structural optimization, total energies, and electronic band 
structure of NiTi were calculated using the VASP program, employing the Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional. The Ni and Ti potentials adopt 3d84s2 and 
3d23s2 respectively, as valence states. Bader charge analysis was done using VASP and post 
processed using Henkelman code [186]. The dynamical stability of known and newly predicted 
phases of NiTi were investigated using the density functional perturbation theory (DFPT) [118] 
method. The linear response hessian matrix was computed through the DFPT as implemented in 
VASP program and post processed using the PHONOPY [102] program. The phonon frequency 
calculations were performed with a supercell of size 3 × 4 × 6 on a k-point mesh of 2 × 2 × 2 for 
the 𝐵19′ phase and supercell of size 3 × 2 × 2 on a k-point mesh of 2 × 2 × 2 for the P-1 phase. A 
Monkhorst–Pack k-point sampling of 12 × 12 × 12 was specifically used to sample the Brillouin 
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zone (BZ) to ensure that the total forces converge to within 1 meV/atom. Energy convergence was 
reached when the difference between two iterations is less than 1×10-6 eV. Metadynamics [92,185] 
simulations were carried out in supercells with 24 NiTi formula units (f. u.) and 8 × 8 × 8 k-point 
mesh was used for BZ sampling. Molecular dynamics (MD) [92] for metadynamics simulation 
was implemented in VASP using a canonical NVT ensemble with a 2 fs time step. The temperature 
in the simulation was controlled through the Nose-Hoover (NH) [187] thermostat with negligible 
fluctuation in temperature for metals.  Gaussian width (𝑊) and height (𝛿𝑠), related by 𝑊 ≈
𝛿𝑠2were chosen to be 15 (kbarÅ3)1/2 and 225 kbarÅ3, respectively with the h-space sampled at a 
step-length of 0.03Å. Ab initio molecular dynamics was performed using VASP in isothermal-
isobaric (NpT) ensemble. AIMD trajectories were obtained from a 40 ps long simulations sampled 
with 2 fs timestep equilibrated after 2 ps. 
 
3.1.3 Results and Discussion 
We began the study by ensuring that the metadynamics method is suitable for this type of 
study. Thus, we employed metadynamics method in the simulation of martensitic transformation 
by reproducing the previously observed M→ P→ M transformation cycle [179] in the experimental 
pressure-temperature (P-T) region. Thereafter, we applied the method to simulate structural 
transformation in NiTi at higher P-T region above the field reported in experiment [179]. We also 
investigate the dynamic stability of NiTi at T=0 K and the vibrations that characterize the high 
temperature regime. We further study the equation of states and electronic properties of NiTi after 
the shape memory loss has occurred. 
 
3.1.3.1 Metadynamics simulation of martensite → austenite (parent) → 
martensite transformation cycle 
Metadynamics method was validated through the successful simulation of the 
experimentally observed martensitic transformation in the 𝐵19′. This implies that such process 
can be studied (with confidence) using metadynamics method. An experimental study of thermally 
induced transformation between martensite (M) and its parent (P) structure in NiTi was studied 
between 255 K and 363 K using neutron time of flight diffraction [179]. The temperature range of 
study covers a closed cycle of the M→ P→ M transformations. The Metadynamics method used is 
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capable of simulating phase transformation at finite pressure-temperature (PT) conditions, 
therefore, we approximate the ambient pressure with ~1 GPa pressure. Test metadynamics 
simulation was performed at 300 K; a temperature that falls within the 255 K and 363 K used in 
previous experimental study [179].  The x-ray diffraction (XRD) pattern of the 𝐵19′ (martensite) 
structure was calculated before the simulation begins. The simulation was allowed to proceed, 
until the system attain a temperature of 300 K. The XRD pattern of the configurational average of 
the ‘warm’ system (at 300 K) was calculated. All configurations were quenched to 0 K and the 










Figure 3.2. (a) Enthalpy evolution during metadynamics simulation of martensitic transition from 
𝐵19′ (M) to B2 (P) and back to 𝐵19′(M) structure at ~1 GPa, 0 K to ~1 GPa, 300 K and ~1 GPa, 
0 K, respectively. Inset is the calculated XRD pattern for the Martensite 𝐵19′ structure before the 
simulation, configurational average of the ‘warm’ system at the end of the simulation time and the 
quenched configuration (b) Comparison of the calculated XRD pattern for the B2 structure at ~1 
GPa, 0 K and the 𝐵19′ at ~1 GPa, 300 K (𝜆 = 0.3344 Å). The XRD pattern was calculated using 





Analysis of the quenched configuration shows that it has an identical XRD pattern with the 
𝐵19′ structure before the start of the simulation. However, the XRD pattern of the ‘warm’ 
configuration is completely different from the 𝐵19′s’. Interestingly, all of the distinct peaks from 
the ‘warm’ configuration were successfully indexed to the B2 structure at 0 K (see Fig 3.2b), which 
shows that the ‘warm’ 𝐵19′ structure transforms to the B2 structure for temperature within the 
martensitic transformation temperature field and back to the 𝐵19′ when temperature-quenched to 
0 K. The evolution of the six collective variables (CV), shown in Fig. 3.3, reveals that the 𝐵19′ →
𝐵2 transition occurs around 350 metastep. Table 3.1 shows the eigenvalues and the corresponding 
eigenvectors of the Hessian matrix for the 𝐵19′ at ~1 GPa indicating that the structure is well 
within its stability field and reconstructive phase transition can be studied.  
   
Eigenvalue s1 s2 s3 s4 s5 s6 
    1638.51      6167.38     6733.64 8247.67 10598.95 42500.10 
Eigenvectors       
h11 0.246 0.208        0.019        0.001        0.805        -0.498 
h22 -0.175        0.473        0.026         -0.001         -0.503        -0.701 
h33 0.055 -0.851        -0.040         0.000        -0.112        -0.509 
h12 0.000        -0.015         0.283        -0.960 -0.001         0.002 
h13 -0.952 -0.083        0.004        0.001 0.294        -0.029 
h23 0.006 -0.048        0.960         0.284 -0.007         0.007 
 
Table 3.1: Eigenvalues (in unit of kbar Å) and the corresponding eigenvectors of the Hessian 




















Figure 3.3.  Evolution of the six collective variables during metadynamics simulation of transition 
from 𝐵19′ to B2 structure at ~1 GPa, 300 K. 
 
3.1.3.2. Crystal Structure and Phase Stability 
Metadynamics algorithm has been successfully applied in the study of reconstructive phase 
transitions in different materials [148,188]. Metadynamics simulations in this study were 
performed at T = 273 K, 700 K, and 1200 K and at a deformation pressure of 10 GPa, starting from 
the ambient-pressure B33 (with space group Cmcm) structure. The B33 structure was over 
pressured to push the system to the edge of its stability field in order to accelerate the 
transformation process. We explored the highest pressure point (10 GPa) for which the eigenvalues 
of the Hessian matrix are all positive (Tables 3.2 and 3.3), which established the B33 structure as 
a stable minimum in the potential energy surface. The transformation from austenite to martensite 
(or vice versa) is instantaneous, hence we simulate this instantaneous effect by temperature-
quenching the metadynamics trajectory to 0 K, while maintaining the deformation from external 
pressure. The simulation reveals a B33→ 𝐵19′ transformation (see later). 
The shape-memory effect in Ni-Ti alloys near equiatomic stoichiometry is related to a 
reversible martensitic transformation which occurs near room temperature. At ambient pressure 
and low temperatures, the NiTi is known to crystallize in a monoclinic structure (B19') while the 
high-temperature P (parent) phase has the simple cubic B2 (with space group Pm-3m) structure 
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characterized with lattice instability throughout the Brillouin zone at 0 K [189]. On cooling the B2 
structure below the martensitic transformation temperature, the system undergoes a displacive 
structural transformation into a metastable intermediate phase and then undergoes a martensitic 
transformation to the monoclinic B19' structure [189]. The high temperature, ambient pressure 
deformation above preserves martensitic transformation in the material and we successfully 
reproduced these experimental observations using the metadynamics method employed in this 
study. Moreover, we observe that the process changes if deformation is first applied in the form of 










Figure 3.4. (a) Enthalpy evolution during metadynamics simulation of transition from B33 to 𝐵19′ 
structure at 10 GPa, 273 K, (b) Evolution of the six collective variables during metadynamics 
simulation of transition from B33 to 𝐵19′ structure at 10 GPa, 273 K. 
 
The martensitic transformation and shape memory were observed until a 𝑇𝑐 [190] of ~700 
K was reached. At and beyond 700 K, the B19' NiTi has completely lost correlation with the B2 
(the parent) and the B33 (the precursor) phase (see Fig. 3.4a and Fig. 3.5a). This can be linked to 
the change in coordination number of Ni from 5 to 3 during the initial severe distortion that led to 


















Figure 3.5. (a) Enthalpy evolution during metadynamics simulation of transition from 𝐵19′ to P1 
structure at 10 GPa, 700 K, (b) Evolution of the six collective variables during metadynamics 
simulation of transition from 𝐵19′ to P1 structure at 10 GPa, 700 K. 
 
The metadynamics simulation reveals the occurrence of several metastable phases. The 
structural information of the metastable phase P-1-NiTi is shown in Table 3.4 and P1-NiTi in 
Table A3.1 (in the appendix). We analyze the mechanisms (at the atomic level) that induce the 
B33→ 𝐵19′ transformation using the collective variables (CV) extracted from the trajectory of the 
metadynamics simulation (see Figs. 3.4b and 3.5b). The CVs are linear combinations of the six 
vectors of the simulation cell (elements in upper triangular matrix of the simulation cell ℎ⃗ ) under 
isotropic deformation supplied to the system in the form of an external pressure.  
 
Eigenvalue s1 s2 s3 s4 s5 s6 
    415.73      7539.16     10361.39 10755.77 12974.95 54150.91 
Eigenvectors       
h11 0.002 0.816         0.001        -0.001        -0.242        -0.524 
h22 0.001        -0.080        -0.000         0.002         0.851        -0.519 
h33 0.000 -0.572        -0.001         0.002        -0.465        -0.676 
h12 1.000        -0.001         0.000        0.000 0.000         0.002 
h13 0.000 0.001        -1.000        0.000 0.000         0.000 
h23 0.000 0.002        -0.000         1.000 -0.001         0.002 
 
Table 3.2: Eigenvalues (in unit of kbar Å) and the corresponding eigenvectors of the Hessian 




Eigenvalue s1 s2 s3 s4 s5 s6 
 2875.45 6110.08 8251.63 10441.59 13633.92 54323.77 
Eigenvectors       
h11 0.204 0.003 0.002         0.100 0.827         0.515 
h22 -0.205 0.003 0.002        -0.707        -0.254         0.627 
h33 0.113 0.004 0.003         0.653        -0.470         0.583 
h12 -0.001 -0.800 0.600         0.001        -0.000         0.002 
h13 -0.951 0.003 0.002         0.252         0.176         0.045 
h23 -0.002 -0.600 -0.800 0.002         0.000         0.007 
 
Table 3.3: Eigenvalues (in unit of kbar Å) and the corresponding eigenvectors of the Hessian 








𝛼 𝛽 𝛾 Fractional atomic Coordinates 
 
 
Atom    x         y         z     Site 
Space 
group 
P-1 5.18 7.12 8.96 105.51 74.63 90.22 Ti       0.02    0.30    0.14     2i 
Ti       0.09    0.11    0.63     2i 
Ti       0.31    0.96    0.12     2i 
Ti       0.40    0.76    0.61     2i 
Ti        0.59    0.63    0.12     2i 
Ti        0.80    0.45     0.62    2i 
Ni        0.19    0.03    0.87     2i 
Ni       0.43    0.90     0.37     2i 
Ni       0.47    0.71    0.85     2i 
Ni       0.71    0.57    0.35     2i 
Ni       0.91    0.36    0.90     2i 
Ni       0.14    0.21    0.38     2i 
 





As the simulation proceeds, the ℎ11 mode remains inactive for a very long time while the 
other five modes (ℎ22, ℎ33, ℎ12, ℎ13, ℎ23) were instantly activated (see Fig. 3.4b and Table 3.3). If 
we define the edges of the simulation box that contains the B33 (or the 𝐵19′) structure as 
ℎ⃗ (𝑎 , ?⃗? , 𝑐 ), it then follows that the volume 𝑉 = det ℎ⃗ (𝑎 , ?⃗? , 𝑐 ). Thus, the transformation of B33 to 
𝐵19′ drives the eigenvalues of all the excited modes into negative suggesting that the 𝐵19′ phase 
has a reduced volume compared to the precursor B33 phase.  
A look at the eigenvalues (Table 3.2) suggests that 𝐵33 → 𝐵19′ is dominated by the ℎ12 
shearing mode with pronounced distortion in the (001) planes and slight volume reduction due to 
the shortening of the ℎ22 and ℎ33 mode. The structural change corresponds to pressure on the (011) 
plane. Significant volume reduction follows the activation of the ℎ33 mode causing the cell to 
adopt the monoclinic face plane. A similar analysis on Table 3.3 suggests a different dynamic. 
𝐵19′ → P-1-NiTi is dominated by the ℎ13 shearing mode with pronounced distortion in the (010) 
planes and slight volume expansion due to the elongation of the ℎ11 and ℎ33 mode and reduction 
of ℎ22. The next change activates the ℎ12 and ℎ23 shearing mode in the same direction with almost 
no change in length to compensate for the ‘squeezing’. The change does induces lowering of 
symmetry on the internal coordinates because the cell expands slowly relative to the rate of 
perturbation of the internal coordinates, causing the cell to eventually adopt a triclinic face plane.  
The two major shape memory loss routes identified during the dynamics are discussed 
below:  
 
3.1.3.2.1 B19' to P-1-NiTi 
We observe that the lowering and partial breaking of symmetry drives The B19' →P-1 
transition. The Ti atoms align themselves toward each other (although, no Ti-Ti bonding was 
observed as the shortest Ti-Ti distance = 2.84 Å) which if formed should be weaker than the Ni-
Ti bonding (bond length = 2.10 Å).  The P-1 can be thought of as the ‘pseudo-thermoset’ phase of 
NiTi (thermally distorted form of B19'). This suggests that the P-1 phase can only form in the 
presence of high temperature at high pressure (10 GPa) and then recovered by rapid temperature-
quench to 0 K (below martensitic transformation temperature). It further indicates that the free 
energy surface (FES) of NiTi is significantly modified by temperature which we identified as the 
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main driver of the observed shape memory loss. Although, we cannot rule out the possibility of a 
potential energy surface (PES) and FES modification due to the number of NiTi formula units per 
simulation box. 
 
3.1.3.2.2 B19' to P1-NiTi 
When the simulation run longer, the system experiences complete symmetry break-down 
thereby inducing the B19' →P1 transition through the P-1 phase with negligible energy change. 
The small energy difference suggests that, in principle, the P-1 and P1 phase could coexist under 
this condition. Thus, the P1 phase can be thought of as a slightly distorted form of the P-1-NiTi. 
In addition to being structurally different, the P-1-NiTi and P1-NiTi phases are also topologically 
slightly different as shown in Figs. 3.6a and 3.6b. with Ni-Ti bond lengths ranging between 2.42 
Å and 2.49 Å (still longer and weaker than the typical Ni-Ti bond). As the simulation progresses, 




Figure 3.6. Crystal structure of the (a) P-1-NiTi (b) P1-NiTi at 10 GPa.  
 
The compressibility and the strength of the bonds between atoms in a given structure can 
be characterized using the bulk modulus (B). The B is also known to be approximately correlated 
with the hardness of a material [171,172]. The B for the P-1-NiTi was obtained by fitting the 
pressure-volume data to the second order-Birch-Murnaghan equation of states (EOS). The bulk 
modulus for the P-1-NiTi is 211.75 GPa. The B of P-1-NiTi is about triple of the precursor 𝐵19′ 
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phase (B = 72.49 GPa) and significantly higher than that of the B33 phase (B = 154.22 GPa). At 
10 GPa, the P-1-NiTi structure experienced 1.51% expansion in volume relative to the 𝐵19′.  This 













Figure 3.7. Calculated phonon dispersion curve for the P-1-NiTi structure at 10 GPa. 
 
3.1.3.3 Lattice dynamics in NiTi at ambient and elevated temperatures 
The dynamic stability of the P-1-NiTi structure was assessed at 10 GPa, 0 K through 
phonon calculations (Fig. 3.7). The absence of imaginary frequencies in the phonon dispersion 
relations establishes its lattice dynamic stability. It also shows that the P-1-NiTi structure is 
temperature quench-recoverable to ambient temperature. Furthermore, the optic branches are 
nearly flat, revealing collective and nondispersive Ni-Ti vibrons. There is presence of significant 
soft modes at high symmetry point V and close to Z along 𝑍 → 𝑉 direction in the BZ (see Fig. 3.7) 
suggesting the possibility of the P-1-NiTi becoming unstable and possibly transform to another 
phase, should it be compressed further. The projected phonon density of states (Fig. 3.9b) shows 
atomic species’ contribution to the phonon modes. As expected, because of the smaller atomic 
mass of Ti compared to Ni, Ti vibration is more probable at high frequency regime than the low 





Figure 3.8. Calculated equation of states for NiTi structures in the pressure range 0 – 30 GPa. The 
B2 structure’s enthalpies are taken as reference. 
 
The permanently deformed P-1-NiTi is not a thermodynamic ground state (see Fig. 3.8):  
P-1-NiTi is ~0.03 eV/NiTi enthalpically less stable relative to the (experimentally observed) 𝐵19′ 
at 10 GPa. Thus, we would expect the 𝐵19′ phase and the NiTi-P-1 phase to have different 
vibrational free energy that could compensate for the enthalpy difference and possibly stabilize the 
P-1-NiTi structure and make it preferable at high temperature where we have predicted permanent 
deformation. We therefore estimated the Helmholtz free energy for the P-1-NiTi and the 𝐵19′ 
structures at 10 GPa using the harmonic approximation [162]. The Helmholtz free energy at 
temperature T is calculated using the relation [191]: 
𝐹(𝑇) = 𝐸0 + 𝐹𝑒𝑙(𝑇) + 𝐹𝑣𝑖𝑏(𝑇) ,                                                 (3.1)  
Where 𝐸0 is the static crystal energy (which in this case is interpreted as the enthalpy H, taken 
from static calculation at 10 GPa, temperature T = 0 K), 𝐹𝑒𝑙(𝑇) is the contributions of electronic 
excitation to the free energy and 𝐹𝑣𝑖𝑏(𝑇) is the phonon contribution to Helmholtz free energy at 
finite temperature, defined as: 










 .            (3.2) 
The 𝑔(𝜔) is the normalized density of states (DOS) for the phonon branch 𝜔 and 𝑘𝐵 is the 
Boltzmann’s constant. Considering the effect of the zero-point energy contribution to enthalpy At 
T = 0 K, the 𝐵19′ structure remain more stable than the P1-NiTi structure by 0.023 eV/NiTi.  
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For metallic alloys like NiTi, contributions of electronic excitation to the free energy near 
room temperature are negligible [191,192]. Hence, for the systems under study, at finite 
temperature and pressure, equation (3.1) reduces to   
𝐹(𝑇) = 𝐻 + 𝐹𝑣𝑖𝑏(𝑇) .                                                       (3.3)  
The result of the Helmholtz free energy calculation (Fig. 3.9c) shows that indeed, the P-1-NiTi 
structure is stabilized by temperature. Above temperature of 750 K, the NiTi-P-1 structure 
becomes preferable than the precursor 𝐵19′ phase. Interestingly, this temperature is near the 
predicted critical temperature (700 K) for shape-memory loss in the 𝐵19′ phase. 
The vibrational density of states (vDOS) was calculated at three different temperatures (273 
K, 700 K and 1200 K) below the melting point (1583.15 K) of nitinol using the velocity 
autocorrelation function obtained from the thermal trajectory of an NpT molecular dynamics which 
in principle, captures the harmonic and anharmonic vibrations [193]. We would like to note that 
the B33 [194] → 𝐵19′ transformation proposed in ref. [195] were also verified by this work. 
 
 
Figure 3.9. (a) Phonon DOS and temperature-dependent vDOS for the P-1-NiTi structure at 10 
GPa (b) The projected DOS for the P-1-NiTi structure at 10 GPa. The vDOS at finite temperatures 
were calculated from the trajectories of the molecular dynamics (MD) simulation (c) The 
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temperature dependent H+Fvib (H is the enthalpy and Fvib is the vibrational free energy) for the 
precursor 𝐵19′ and the P-1-NiTi structures at 10 GPa. The energy of the 𝐵19′ structure at 0 K 
was used as the zero-energy origin. 
 
From the result of our phonon density of states (phonon DOS) at 0 K and vDOS calculations 
(Fig. 3.9a) at finite temperatures, we observe that the overall profile of the vDOS up to about 700 
K was retained. A parallel comparison with the phonon DOS reveals that the vDOS at finite 
temperatures (up to about 700 K) have proportionately broadened peaks due to greater degrees of 
freedom as the temperature of the system is raised. We expected a slightly lowered frequencies 
due to the unit cell expansion, however we did not observe that (rather, we observed a slightly 
raised frequencies), probably because the 𝐵19′ structure is already close to the edge of the stability 
field (due to over pressuring) before the heating begins. Another possibility is that the P-1-NiTi 
become slightly denser compared to the precursor  𝐵19′ structure, which, again is expected to raise 
the frequencies of its vibrational modes. The trend is similar even at 1200 K but characterized by 
the broadening of several peaks which were not significant in the structure at 0 K and close to 
room temperature of 273 K. The lattice vibration around 700 K and above become vigorous. The 
vibrational energy eventually overcome the internal energy that maintain the symmetry of the 
crystal structure, thereby internally deforming the P-1-NiTi structure. This development is 
partially responsible for the permanent deformation and eventual loss of shape memory in the P-
1-NiTi and the P1-NiTi structures. 
 
3.1.3.4 Electronic structure 
The calculated electronic band structure of the P-1-NiTi is as shown in Fig. 3.10. The 
calculated electronic band structure features bands crossing from states below the Fermi energy 
level to states above it. In most metallic alloys, a large band expansion causes the states slightly 
below and above the Fermi energy level to overlap, thereby forming a metallic state [196]. It is 
therefore not unexpected that the band structure of the system under study possesses similar trend. 














Figure 3.10. Calculated electronic band structure of P-1-NiTi structure at 10 GPa along the high-
symmetry path. The blue dash line is the Fermi energy level. 
 
3.1.4 Conclusion 
We report shape memory loss in NiTi when subject to a pressure of 10 GPa and heated 
above 700 K. Under high pressure and temperature, the B33 phase transforms to the martensite 
(𝐵19′) phase with shape memory. At and above the critical temperature of 700 K, the 𝐵19′ 
structure undergo a permanent deformation during which its losses its shape memory capability 
and transform to the P-1-NiTi and P1-NiTi structures. The P-1-NiTi structure is predicted by 
phonon calculations to be dynamically stable at 0 K. The result of the Helmholtz free energy 
calculation shows that the P-1-NiTi structure becomes lower in energy than the 𝐵19′ structure at 
10 GPa and in the temperature range between ~750 K and 1500 K considered in this study, 
suggesting that the structure is stabilized by kinetics. The study elucidates, at the atomic level, the 
process that drives such permanent deformation. This study will stimulate both experimental and 
theoretical studies on property stability of smart structures and Ti alloys such as nitinol in order to 






3.2 Stable compounds of two bulk-immiscible metals, Fe-Au under high 
pressure 
The earth crust is known to be depleted of gold (Au) among other slightly heavy noble 
metals transported by magma from the mantle to the crust. The bulk silicate earth (BSE) model 
also suggests significant depletion of Au in the silicate mantle which cannot be explained by the 
amount of Au in the mantle’s magma. The partitioning of depleted Au from the mantle farther into 
the Earth’s interior could be possible but this conjecture needed to be computationally tested to 
understand the behavior of Au around Fe at high pressure especially since magnetic Fe do not form 
bulk alloy or compounds with heavier metals such as Au. Here, using first principles methods, we 
predicted the formation of bulk intermetallic compounds of two bulk-immiscible components, Fe 
and Au. We found that the systems are stabilized by pressure and notable electron transfer. The 
results also point towards chemical properties’ change under pressure for Au as we have found 
that Au that would exist as cation could gain electrons to become anions under pressure. 
 
3.2.1 Introduction 
The collision followed by aggregation of planetesimals resulted in the formation of the 
Earth [197]. Geological and seismological models for various regions of the earth are constrained 
by comparing the composition of meteorites, which are similar to the planetesimals that make up 
the region of interest [32]. These direct comparisons have led to the conclusion that the earth crust 
was depleted of some siderophile elements such as platinum (Pt), nickel (Ni) and gold (Au). 
Furthermore, one cannot rule out the possibility that other lithophiles, with propensity to become 
siderophiles under pressure, such as vanadium (V), chromium (Cr), manganese (Mn) and cesium 
(Cs) may have also percolated deep down into the core [32-33,197]. The big challenge one must 
deal with is the fate of these elements in the presence of core dominant materials such as Fe/Ni at 
high pressures up to the pressure of the inner core [198,199]. Possible answer to the question of 
where these depleted elements went, was proposed by Wood et al. [33], where it was suggested 
that these elements were pulled into the Earth’s iron-rich core while maintaining a molten magma-
decorated surface. Meanwhile, some seismological studies [200] have suggested 2-5% density 
deficit for the solid Earth’s inner core, proposing that the Earth’s core is not a ‘bank’ of pure Fe, 
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after all. The Earth core, therefore, must as well be home to light siderophile elements such as Si, 
S, H, and C [30,201]. Recent high temperature-high pressure experiments combined with 
theoretical studies have proposed the reactivity of noble gases such as Xe [22] and Ar [44] with 
Ni and Fe through the formation of intermetallic compounds.  
Au, being one of the precious noble metals and one of the least reactive chemical elements 
is of great interest, partly because of its economic values, inertness and remarkable stability of its 
crystal structure over a wide range of pressures [202-204]. We know that the Earth’s core is a bank 
of Fe and Ni, but predominantly Fe. However, Au is heavier than Fe suggesting that if they 
successfully form compound, it may or may not have direct implication for the Earth’s core. 
Therefore, as a first step, it will be interesting to demonstrate that a chemical reaction could occur 
between Au and Fe. Meanwhile, that many pairs of metals do not mix, at least under ambient 
conditions pose some challenges for such a reaction and preclude our understanding of how Fe-
Au alloy maybe remotely or directly related to the Earth’s interior. For example, many magnetic 
metals such as Ni, Fe and Co do not form bulk alloy or compounds with many other heavier metals 
(e.g. Au) primarily because of the mismatch between the sizes of the constituent atoms involved 
[205,206]. Therefore, the effect of pressure in creating a perfect configuration for both Fe and Au 
to mix will be worth investigating. 
Interesting physics plays out under pressure and as such ushers in new chemistry. One of 
such chemistry is demonstrated in the formation of intermetallic compound of Fe and Au under 
pressure, being reported here. Notably, we uncovered several interesting results. As it will be 
shown in the subsequent sections, Fe-Au compounds can form at a pressure of at least 123 GPa 
and the crystal structures adopted when formed were predicted. Analysis of the electron density 
topology and Bader charges [207] revealed an unusual charge transfer between Au and Fe.  This 
work contributes to our understanding of the chemistry of Au.   
3.2.2 Computational method 
Crystal structure search was carried out using the particle swarm-intelligence optimization 
(PSO) [100,101] algorithm. All predicted crystal structures were processed through density 
functional theory [184] calculations. The structure search was done at ~0 GPa, 50 GPa, 100 GPa, 
140 GPa and 200 GPa with simulation cells containing 1, 2, 3, 4, FexAuy formula unit (f.u). 
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Correlation effect on the 3d electrons of Fe were treated within the GGA+U framework with an 
on-site coulomb interaction Ueff (Ueff = U-J) of 8.6 eV [208,209]. Since such treatment of Fe yields 
good agreement with experimental results especially in the pressure field of interest (see Fig. A3.2 
in the appendix), pressure dependence of U was ignored. Structural optimization and electronic 
structure calculations were performed with in the density functional theory (DFT) [184] and 
dynamic stability calculations within the density functional perturbation theory (DFPT) [79,118] 
as implemented in the Vienna ab initio simulation package (VASP) [93] code. The projector-
augmented wave (PAW) [116] potentials with Perdew-Burke-Ernzerhof (PBE) [61] functional was 
used in which the valence state of Au and Fe are treated as 5d106s1 and 3p63d74s1, respectively, 
with an energy cut-off of 450 eV. To ensure that force on all atoms converge to within 1 meVÅ, 
the entire Brillouin zone (BZ) was sampled with a k-point grid of 2π × 0.02 Å-1. We performed 
first-principles electronic structure calculations within DFT, using the VASP [93]. Bader charge 
analysis was done using VASP and post processed using Henkelman code [186]. 
 
3.2.3 Results and discussion 
3.2.3.1 Phase Stability and Stable Crystal structures of Fe-Au 
We systematically searched for stable structures of the binary FexAuy (𝑥, 𝑦 ∈ {1, … ,4}) 
with cells containing 1 to 4 FexAuy formula unit (f.u.) at pressures (P) between 0 and 200 GPa and 
0 K temperature. The convex hull calculated at various search pressure points shows that Au and 
Fe do not form a compound at ambient conditions up to at least 140 GPa (Fig. 3.11). At 140 GPa, 
an orthorhombic AuFe4 (with space group Cmcm) becomes thermodynamically stable relative to 
elemental decomposition into fcc-Au and hcp-Fe as it lies on the convex hull and as such should 
be synthesizable (Fig. 3.11a). Furthermore, at 200 GPa, The AuFe4 crystalizes into a tetragonal 
cell with space group I4/m. An orthorhombic metastable phase with respect to the tetragonal I4/m-
AuFe4 was also uncovered (Fig. 3.11b) with stoichiometry AuFe3 (Pmmn).   
The inclusion of the contribution of lattice vibration at 0 K (zero-point energy) to free 
energy did not change the formation pressure nor destabilize stable phases, however, the 
magnitude of the formation enthalpy for stable phases were slightly changed (Fig. 3.12). The 
calculated equation of states (EOS) for the predicted structures reveals that Cmcm-AuFe4 has a 
stability pressure field of 120 to 160 GPa (Fig. 3.11c) and as such will decompose below 120 GPa 
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and above 160 GPa. This explains why our structure search at 100 GPa and 200 GPa could not 
identify this structure. On the other hand, however, the Pmmn-AuFe3 and I4/m-AuFe4 phases are 
thermodynamically stable from 184 GPa up to at least 210 GPa considered in this study (see Fig. 
3.11d). The crystal structures of Cmcm-AuFe4, Pmmn-AuFe3 and I4/m-AuFe4 phases are shown in 
Fig. 3.13. The optimized structural parameters of Cmcm-AuFe4 at 140 GPa are a = 12.12 Å, b = 
4.00 Å, c = 3.69 Å with Au atoms located at 4c: 0.000, 0.796, 0.750 and Fe atoms at 8g: 0.883, 
0.325, 0.750; 8g: 0.705, 0.333, 0.750. At 200 GPa, the optimized structural parameters of the 
thermodynamic ground state I4/m-AuFe4 are a = 10.00 Å, c = 10.01 Å with Au atoms located at 
2b: 0.000, 0.000, 0.500 and Fe atoms at 8h: 0.091, 0.690, 0.000. For completeness, the optimized 
structural parameters of the metastable Pmmn-AuFe3 at 200 GPa are a = 2.35 Å, b = 2.95 Å, c = 
9.86 Å with Au atoms located at 2b: 0.000, 0.500, 0.585 and Fe atoms at 2b: 0.000, 0.500, 0.833; 












Figure 3.11. Enthalpy of formation of various Fe-Au compounds with respect to constituent 
elemental decomposition (a) at 140 GPa (b) at 200 GPa. Calculated enthalpies per atom for (c) 
Cmcm-AuFe4 structure with respect to the mixture of elemental Fe and Au (d) Pmmn-AuFe3 and 




We performed spin polarized quantum energetic calculations on the Cmcm-AuFe4 phase at 
140 GPa, and 2×2×1 supercell of Pmmn-AuFe3 and I4/m-AuFe4 phases at 200 GPa. The results of 
the energetic calculation reveal that the preferred magnetic states of each structure are as follows: 
(a) The ferromagnetic configuration of the Cmcm-AuFe4 at 140 GPa is 0.4 meV/atom lower than 
the nonmagnetic configuration and is ~0.17 eV/atom lower than the paramagnetic, 
antiferromagnetic and ferrimagnetic configurations, indicating that the ferromagnetic 
configuration is preferred with a magnetic moment of 2.15𝜇𝐵, although elemental Au exists as a 
diamagnet in its bulk form [210]. (b) for the Pmmn-AuFe3 and the I4/m-AuFe4 at 200 GPa, we 
obtained that the nonmagnetic configuration is preferred, which is ~1.2 meV/atom lower than the 
ferromagnetic configuration and ~0.2 eV/atom lower than the paramagnetic, antiferromagnetic and 
ferrimagnetic configurations. This is not entirely surprising since 200 GPa already exceeded 
magnetic transition pressure for most transition metals [211]. We would like to note that spin 
polarized quantum calculations were carried out on the lowest enthalpy structures for all 








Figure 3.12. Enthalpy of formation + zero-point energy of various Fe-Au compounds with respect 
to constituent elemental decomposition (a) at 140 GPa (b) at 200 GPa. 
 
The crystal structure of the Cmcm-AuFe4 phase at 140 GPa and the I4/m-AuFe4 and Pmmn-
AuFe3 phases at 200 GPa is shown in Fig. 3.13 (a, c, d). The Cmcm-AuFe4 at 140 GPa is 
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characterized by two layers of distorted hexagonal close packed Fe atoms connected by four-
coordinated Au atoms (Fig 3.13b). The bond length of metal-metal Fe-Au bond is 2.34 Å and Fe-
Fe bond is between 2.16 Å and 2.22 Å (which is well within the Fe-Fe bond length of 2.21 Å for 
hcp-Fe at 140 GPa) with Au-Au having interatomic distance of the order of 2.45 Å suggesting that 
the Au-Au interaction is rather weak. The formation of Fe-Au bonding at 140 GPa is thus favorable 
as an average of Fe-Fe and Au-Au bonding. In the I4/m-AuFe4 at 200 GPa, Au atoms adopt a body 
centered cubic position while Fe atoms are interspersed within the cell (Fig. 3.13d). In the primitive 
cell of the I4/m-AuFe4 phase, the metal-metal Fe-Au bond is 2.29 Å (which is shorter and stronger 
than is observed in the Cmcm-AuFe4 at 140 GPa if we follow ‘shorter’=’stronger’ maxim for 
chemical bonds) and Fe-Fe is 2.32 Å. The Au-Au have interatomic distance of the order of 3.94 Å 
which indicate a very weak (or close to none) Au-Au interaction compared to what was observed 
at 140 GPa.  
We observe however, that the metastable Pmmn-AuFe3 at the same pressure may be phase 
segregated with Fe atoms coming together to form two distinct 3D hexagonal caged structures 
with four-coordinated Au atom occupying one of the cage terminals but packed in the same unit 
cell (see Fig. 3.13e). The 3D hexagonal caged structures are arranged such that the cage above is 
shifted about halfway between the Au-Au interatomic distance below it, while Au atoms form a 
puckered but non-bonding interface in space. This unique configuration increases coulombic 
interactions between the Au-decorated interface between the 3D hexagonal caged structures along 
the c direction thereby increasing the energy of the structure and inducing phase segregation in the 
same direction. This suggests that the Pmmn-AuFe3 phase may require high temperature to 
stabilize over the I4/m-AuFe4 phase in an event of laboratory synthesis. In general, the external 
stimuli, pressure, thus stabilize the formation of Fe-Au intermetallic compounds through the 



















Figure 3.13. Crystal structure of (a) Cmcm-AuFe4 at 140 GPa. The arrows, not drawn to scale, 
indicate spins aligned parallel to each other – ferromagnetic ground state (b) Cmcm-AuFe4 at 140 
GPa in 2D with Bader charge distribution. The blue shaded region indicates the Au/pseudo-Au 
charge transfer region (c) I4/m-AuFe4 at 200 GPa (d) I4/m-AuFe4 at 200 GPa in 2D with Bader 
charge distribution (e) Pmmn-AuFe3 at 200 GPa (f) Pmmn-AuFe3 at 200 GPa in 2D with Bader 
charge distribution. Red spheres are the Fe atoms. 
 
3.2.3.2 Dynamic stability and Mechanical properties of Fe-Au   
We established the dynamic stability of the various predicted phases of Fe-Au through the 
calculation of phonon dispersion relations (Fig. 3.14). All of them show no imaginary frequencies 
throughout the BZ indicating dynamic stability within the harmonic approximation [162]. The 
phonon density of states projected to each atomic species show that the vibration of both Fe and 
Au are correlated in the acoustic region while optic vibrations are due (predominantly) to Fe atoms.  
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At 200 GPa, two structures are predicted to be synthesizable (see Fig. 3.11b) with the I4/m-AuFe4 
being the thermodynamic ground state and the Pmmn-AuFe3 being metastable.  
We further investigate the response of all predicted phases to an external strain, which in 
principle, is a measure of their elastic and mechanical stability (Table A3.2 in the appendix). The 
results indicate that all the predicted phases are elastically and mechanically stable and their Pugh’s 
ratio also indicates that they are ductile.  
 
Figure 3.14. Phonon dispersion relations and phonon density of states projected to atomic species 
for (a) Cmcm-AuFe4 at 140 GPa (b) Pmmn-AuFe3 at 200 GPa (c) I4/m-AuFe4 at 200 GPa.  
 
3.2.3.3 Electronic structure of Fe-Au 
The calculated electronic band structure (Figs. A3.1a-c, in the appendix) shows that all the 
three Fe-Au systems reported in this work are metallic in nature. The electronic density of states 
(DOS) projected to orbitals (Figs. 3.15) reveal that the states around the Fermi level are primarily 
Fe 3d states with some contribution from Au 5d states, thus, Fe 3d and Au 5d states are responsible 
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for their metallicity. The electronic structure of Au is very similar to the alkali metals with one 
electron in an s-state, but different from the alkali metals in that conduction electrons in Au are 
influenced by the overlap of the d-electrons (from d-band that lies below the Fermi surface) of the 
atomic core with the bottom of the s-band. This induces a raise in the density of states (DOS) 
contributed by Au d-electrons in the Fe-Au systems relative to the elemental DOS, while the s-
band contributes no s-electrons around the Fermi energy level signifying an s → d transition in Au 
electronic structure as it forms intermetallic compound with Fe under pressure (with exception 














Figure 3.15. Calculated, non-magnetic, electronic density of states projected to orbitals for the (a) 
Cmcm-AuFe4 at 140 GPa (b) Pmmn-AuFe3 at 200 GPa (c) I4/m-AuFe4 at 200 GPa. The black 




The result of Bader charge analysis (Figs. 3.13b, 3.13d, and 3.13f) reveals that one type of 
charge transfer motif dominates this class of material. During charge transfer, atoms of the same 
chemical elements can behave as though they are different, depending on their neighboring atom 
which is dictated by their atomic site. This is particularly observed in Fe atoms for all the systems 
studied. Interestingly, in the metastable Pmmn-AuFe3 at 200 GPa, Au functions as anion with each 
Au atom gaining 0.26e- and each Fe atom losing between 0.04e- and 0.19e-. Although, it is odd for 
electron to be transferred to Au; in fact, only the most electropositive elements are able to fully 
transfer an electron to Au thereby making it achieve a negative oxidation state as observed in 
Cesium auride (CsAu) [212,213]. This means that in the metastable Pmmn-AuFe3, the 6s orbital 
of Au atom is energetically stabilized and its electron affinity increased thereby resulting in a 
negatively polarized valence state with a negative charge number.  
At 140 GPa, Au atoms in the Cmcm-AuFe4 each lose 0.34e
- making them cationic in nature, 
although the mechanism is different for Fe atoms. The Fe atoms at the first 8g sites also lose 
between 0.33e- and 0.34e- there by making them cations and as such behave like Au (for the 
purpose of charge transfer discussion, we will refer to them as pseudo-Au). The region occupied 
by the Au and the pseudo-Au atoms in the unit cell is marked with a blue background in Fig. 3.13b. 
Fe atoms at the second 8g sites, are second nearest neighbor to Au and therefore gain between 
0.51e- and 0.53e- each to become anions. Thus, the Cmcm-AuFe4 is stabilized through electron 
transfer from Au and pseudo-Au atoms to Fe atoms.  
It can be summarized that the role of Fe atom in charge transfer (for the Cmcm-AuFe4) 
depends on the atomic site it belongs in the crystal which greatly influence their electron affinity. 
Similar charge transfer mechanism to Cmcm-AuFe4 is also observed in the I4/m-AuFe4 at 200 GPa 
although with no pseudo-Au behavior because Fe atoms become highly electronegative at such 
high density. Au atom in the I4/m-AuFe4 loses 0.40e
- making it a cation while each Fe atom gain 
0.10e- there by making them anions. Similar charge transfer mechanism has been reported for Fe 






3.2.4 Conclusion  
We investigated the reactivity of Au and Fe using first principles methods. It was found 
that at a threshold pressure of 123 GPa, Au could form stable compound with Fe. The Fe-Au 
intermetallic compounds are predicted to be stabilized by high pressure and electron transfer. Au 
exists as anion in the AuFe3 configuration and as cation in the AuFe4 configuration, providing 
further evidence to support the striking chemistry of Au being able to adopt variable oxidation 
state spanning both negative and positive numbers. At 140 GPa, a ferromagnetic Cmcm-AuFe4 
was uncovered. The present work also set the stage for further studies to completely elucidate the 
elastic properties of the predicted Fe-Au solid phases at finite temperatures and higher pressure 






FORMATION OF NOBLE GAS ELEMENT – TRANSITION METAL 
COMPOUND: A CASE STUDY OF Ar-Ni 
 
A similar version of this chapter has been published as a research article in the ACS Earth and 
Space Chemistry. The references are as follows. 
1. Adeleke A. A., Kunz M., Greenberg E., Prakapenka V. B., Yao Y. and Stavrou E., High-
pressure compound of argon and nickel: noble gas in the Earth’s core? ACS Earth Space 
Chem., 3, 2019 2517-2524.  
 
4.1 High-pressure compound of Argon and Nickel: noble gas in the Earth’s 
core? 
Ar is the most abundant noble gas element in the atmosphere with an octet state 
configuration. However, studies of the earth’s atmosphere have shown about 50% of the degassed 
Ar are unaccounted for by various proposed geophysical models. Furthermore, Ar produced from 
natural decay of 40K remains in the Earth’s core. This suggests that sizable amount of Ar may have 
found their way into the Earth’s core and chemically react with the core’s nickel or iron.  Here we 
report the theoretical identification of a synthesized stable Ar-Ni compound under a condition 
representative of the Earth’s core thermodynamic condition. First principles calculations reveal 
that Ar is anionized and the Ar-Ni is an intermetallic compound. This finding shows that the 
Earth’s core is a viable reservoir for Ar storage. The synthesis of a Ar-Ni compound has significant 
implications for understanding the natural decay of 40K and the heat balance for continuous 






The heat powering the dynamics of the Earth is produced by the cooling of the inner core’s 
solid iron. The various heat sources identified to be powering the Earth’s geodynamo are latent 
heat, primordial heat, heat from chemical differentiation, heat from natural decay of 40K and heat 
from natural decay of heavy radionuclides such as 238U and 232Th [214]. Heating from natural 
decay of mantle domicile radionuclides is believed to come from 40K. This is because during the 
Earth’s differentiation, lithophilic U and Th are believed to have moved to the silicate mantle and 
their abundance in the mantle are consistent with the composition of undifferentiated 
protoplanetary materials [32,214]. The concentration of 40K on the other hand is believed to be 
depleted: its abundance in the mantle is about 50% less than in undifferentiated protoplanetary 
materials [34]. Therefore, the missing 40K could have escaped into the space or percolated into the 
Earth’s core. So far, no isotope of K has been reported to have exceeded their expected 
concentration in various solar system bodies in space [215]. This suggests that the missing 40K 
could not have escaped into space. Potassium exhibits interesting properties under pressure. The 
lithophilic K progressively becomes siderophile under high pressure [32,33,197,214]. This creates 
a perfect condition for K to segregate into the Earth’s core at high pressure relevant to the core. If 
the missing 40K (50%) has indeed percolated into the core, it means that the Earth’s core contains 
a lot of radioactive 40K, that generate heats as it decays. 
Argon (Ar), a member of the noble gas (NG) elements is produced in the Earth’s core 
mainly through natural decay of potassium (40K) and its concentration is directly and linearly 
related to the concentration of 40K in the Earth’s core [216,217]. Ar is produced from 40K through 
electron capture. The 40K has a half-life of 1.25 billion years, which means that the radioactive 
process is slow enough for 40K to generate heat for a very long time. The Ar produced during this 
process must either remain in the Earth’s core or escape into the mantle. Early in Earth’s history, 
volcanic degassing resulted in mass fractionation of the abundance Ar, resulting in about 50% 
deficit in the abundance of Ar. This means that the mass of Ar in the bulk silicate earth (BSE) does 
not balance with the sum of the mass of atmospheric Ar, continental crust Ar and the depleted 
mantle Ar [34,216-218]. This observation is the ‘missing argon’ paradox which is one of the long-
standing problems in geophysical sciences. Since Ar cannot escape to the space owing to its heavy 
atomic mass (mass number 36-40), then it is not unreasonable to opine that the Ar produced within 
118 
 
the Earth’s core through natural decay of 40K is retained within the Earth. While retained in the 
Earth’s core, Ar must somehow chemically react with main Earth’s core materials – Fe/Ni.  
Ar do not form compound at ambient conditions because of its octet state configuration. 
So far, experimentalists have not been able to show reaction between Ar and the Earth’s core main 
constituents – Fe/Ni, even at extreme conditions. Previous theoretical explorations shows that Ar 
could react with Mg at 300 GPa [219] and Li in a 1: 𝑥; 𝑥 ∈ {1,3,5} for Li:Ar stoichiometry at 109 
GPa [220]. However, up to 400 GPa explored, there was no show of reactivity between Ar and Ni 
[221]. The report of no show of reaction between Ar and Ni by previous theoretical study is 
unexpected but could be due to insufficiency in the computational methods (see later). Over the 
years, the chemistry and physics of NG elements has evolved [22,221] and the state of NG 
elements such as Xe, He, Ne and Kr [219, 222-224] at high pressures have been extensively studied 
and they show propensity to form stable compounds. 
While conclusive solution to the “missing argon” paradox within the mantle remains 
elusive, various theoretical and experimental efforts have also not been successful in realizing 
stable Ar containing compound(s) in the pressure-temperature (PT) field of the Earth’s core. In the 
present study, we address the question of ‘where the Ar produced from 40K goes within the Earth’s 
core. The possibility of a chemical reaction between Ar and Ni at PT conditions representative of 
the Earth’s core was explored. High pressure experiment was performed by compressing a mixture 
of Ar and Ni in a laser-heated (LH) diamond anvil cell (DAC). Following the experimental 
realization (corroborated by density functional theory, DFT, calculations) of a stable Ar – Ni 
compound, we propose that the earth core has a great propensity to function as a reservoir for the 
Ar produced during radioactive decay of 40K, in the form of an intermetallic compound, ArNi. The 
result of this study will motivate further study into geological verification of the existence of ArNi 
compound(s) in the Earth’s core and contribute, broadly, to the understanding of the physics and 
chemistry of NG elements at high pressure and temperature. Details of experimental methods and 
other experimental results can be found in Ref. [44]. 
 
4.1.2Theoretical methods 
Total energy calculations were performed using the full-potential linearized augmented 
plane-wave (FP-LAPW) method [81] via the WIEN2K package [82] employing the Perdew-
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Burke-Ernzerhof (PBE) exchange-correlation functional [61]. Ten thousand k points were 
employed in the sampling of the first Brillouin zone for a k-mesh size of 21 × 21 × 12 with an 
RKmax of 10.50. Phonon dispersion relations and DOS were calculated using the small 
displacement method via WIEN 2K and post processed using the PHONOPY program [102]. 
Vibrational free energy (Fvib) of the crystal structure was estimated using harmonic approximation 
[162]. Bader charge analysis was done based on the theory of atom in molecule using Henkelman 
code [186]. Details of experimental methods and results can be found in Ref. [44]. 
 
4.1.3 Results and discussion 
4.1.3.1 Core electron effect 
The chemistry at ambient conditions predicts that Ar should not form stable compounds 
owing to its filled (3s and 3p) shell configurations. For a neutral Ar atom, the 3d orbital have higher 
energies than the 4s orbital and hence (3d) is not accessible for bonding. Thus, it is required that, 
when for example, halogen (such as fluorine, F) interact with Ar, the energy barrier between the 
Ar 3p and 3d reduces, creating for each orbital, half-filled states for making covalent bonds [225]. 
However, we observe that the mechanism changes completely for Ar interacting with transition 
metals for which the d orbitals are partially filled. When such interactions happen at high pressure, 
the ionization energy of Ar reduces drastically, and requires that the [Ne]-like core’s 2p orbital 
become accessible for oxidation or 4s orbital for reduction.  
For this to happen, the Ar 2p along with the 3s, 3p and 4s must be treated as valence orbital 
(and as such, make the core smaller). The Ar potential supplied with the standard potential library 
treated only the 3s and 3p orbital as the valence states thereby rendering the 2p and 4s orbitals 
inaccessible. The consequence is a strong core-core electrostatic repulsion between Ar and Ni 
which will therefore require a large 𝑝∆𝑉 work for stabilization (see Fig. A4.1). We postulate, 
therefore, that the no-show of Ar-Ni compound in the previous study could be an indication of 
insufficiency of Ar potential from the standard potential library at extreme pressures. This 
emphasizes the need for a decreased cutoff radius for Ar pseudo-core, to make more valence states 
accessible for chemical reaction and bonding. To circumvent this problem, we used the full-





4.1.3.2 Structure identification and thermodynamic stability 
The first order of business was to find out the favorable stoichiometry for the synthesized 
Ar-Ni compound using experimental equation of states (EOS) data. For details of how the unit cell 
volumes of the Ar-Ni compound, FCC-Ni and FCC-Ar (solid symbols, Fig. 4.1) were 
experimentally obtained at different pressures, readers should see ref. [44]. As shown in Fig. 4.1, 
the volume of Ar-Ni compound is smaller than the calculated volume sum of different physical 
mixture of Ar and Ni in which the atomic percent of Ar is equal or larger than the atomic percent 
of Ni. Also, the volume of Ar-Ni compound is larger than the calculated volume sum of different 
physical mixture of Ar and Ni in which the atomic percent of Ar less than the atomic percent of 
Ni. It is required that the atomic volume of ArxNiy compound should be less than the superposition 
of (xAr+yNi)/(x+y). In line with this maxim, the equi-composition and Ar-rich Ar-Ni compounds 
such as ArNi and Ar3Ni are thermodynamically allowed while Ni-rich compounds such as ArNi3 
are forbidden. Therefore, the experimental EOS (corroborated by theoretical EOS) shows that the 
synthesized Ar-Ni compound may have equal compositions of Ar and Ni (e.g. ArNi) or be Ar-rich 
(ArxNi, x > 1).  
 
Figure 4.1. Comparison of equation of states determined in diamond anvil cell (DAC) experiment 
and DFT calculation. Experimental EOSs for Ar, Ni, and Ar-Ni compound are shown in solid 
symbols. Theoretical EOSs for other considered structures are shown in dashed and dash-dot 




Now, we know that the Ar-Ni crystalizes into equi-composition or Ar-rich stoichiometry. 
Thus, the next point of call is establishing the right stoichiometry and eventually the crystal 
structure. Since the Ar-Ni compound is similar to an intermetallic phase, we considered Laves 
phases for alloys of the form AB and AB3. Details of all the Laves phases considered in this work 
can be found in Ref. [44]. Based on the experimental volume-pressure data, we narrow down the 
candidate structures to the L11 (R-3m) and L10 (P4/mmm) structures of ArNi due to remarkable 
agreement in their calculated EOS and experimental EOS (see Fig. 4.1). Since the candidate 
structures have identical atomic volume at the pressure of synthesis, 140 GPa, then, we calculated 
the formation enthalpy (EOS) of the ArNi compounds over a pressure range of 100 and 300 GPa 
relative to decomposition into elemental Ar and Ni (Fig. 4.2). The R-3m ArNi is predicted to 
become most stable around 183 GPa and the P4/mmm ArNi is predicted to form above 226 GPa 
(Fig. 4.2). The Calculated formation pressures for the two candidate structures are higher than 
what is observed in the LH-DAC experiment. We remark that the volume per atom of Ar-Ni 
compound is selective of stoichiometry rather than the actual crystal structure. 
 
Figure 4.2. Calculated enthalpies for the R-3m ArNi (ArNi L11) and the P4/mmm ArNi (ArNi L10) 
structures with respect to the mixture of elemental Ar and Ni. Inset shows the evolution of finite 




We still have the ~43 GPa difference between the theoretically predicted and 
experimentally observed formation pressure for the R-3m ArNi. To solve this problem, we 
investigated temperature effects on the formation pressure of the R-3m ArNi and the P4/mmm 
ArNi. We expect that, increasing the temperature of the system (as high as the experimental 
temperature of synthesis, 2000 K) should increases the entropic contribution (𝑇Δ𝑆) to its free 
energy, consequently reducing the internal energy difference between the reactants (Ar + Ni) and 
the product (ArNi).  The Ar – Ni compounds and the mixture of the elemental Ar and Ni have 
different vibrational free energy that could compensate for the enthalpy difference (at reduced 
pressures) and possibly stabilize the Ar - Ni compounds faster, making it preferable at high 
temperature and reduced pressure. To this end, we estimated the Helmholtz free energy for the R-
3m and P4/mmm structures at several pressure points between 100 and 300 GPa using the harmonic 
approximation [162] according to Eq. (3.2). Indeed, with increasing temperature, the ArNi 
compound become more stable than the mixture Ar+Ni at a slightly lower pressure than the 0 K 
calculation. This suggests that laser heating the mixture is critical for the chemical reaction 
between Ar and Ni. The inclusion of temperature effects also compensates for the over estimation 
of the formation pressure, putting it at 160 GPa for the R-3m (as oppose 183 GPa) and 192 GPa 
(as oppose 226 GPa) for the P4/mmm structure (see inset in Fig. 4.2). We therefore conclude that 
the synthesized phase is the R-3m ArNi. The ~ 23 GPa discrepancy (between experiment and 
theory) in the estimation of critical pressure can be explained by the uncertainties inherent in the 
LH-DAC method used for the experiment and in various approximations of the theoretical (DFT) 
method used for the study. 
We examine the consistency of the R-3m ArNi structure with the XRD pattern obtained 
after laser heating Ar – Ni mixture to 2000 K at 140 GPa (Fig. 4.3a) and the agreement is 
remarkable – all the major peaks were successfully indexed to the R-3m ArNi and unreacted FCC 
Ni. This confirms that indeed, a chemical reaction occurs after the laser heating and that the crystal 
structure of the compound formed can be explained using the R-3m ArNi structure. Raman 
spectroscopy was carried out on the laser heated (2000 K) sample at 140 GPa but no signal was 
detected suggesting that the compound formed is metallic or semi metallic [226,227] (see later) 
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with a constant polarizability for all eigen displacements of vibration modes activated by the 
incident electric field. 
 
Figure 4.3. (a) Comparison of experimental XRD pattern for quenched sample at 140 GPa to 
calculated pattern for R-3m ArNi (ArNi L11) and FCC Ni at the same pressure. Inset: crystal 
structure of ArNi showing the distribution of Ar and Ni atoms in R-3m ArNi structure illustrated 
in a 4-atom segment. (b) Stacking of closed packed planes (100) in R-3m ArNi. A, B, and C 
represents the orientation of the three planes and prime indicates a different atom type. Adapted 
from Ref. [44].  
 
The structural parameters of the predicted R-3m ArNi structure (optimized at 140 GPa) are 
Ni 1a: 0.000, 0.000, 0.000; Ar 1b: 0.500, 0.500, 0.500, with a = 6.69 Å , 𝛼 = 33.56𝑜. It belongs 
to the trigonal crystal class and the unit cell is a rhombohedron. The R-3m ArNi structure (in triple 
hexagonal cell) exhibits a cubic close packing of Ar and Ni atom thereby producing an ordered 
structure with stacking order ABC. Since the cell contains two types of atom, then the stacking 
changes according to the atom type as shown in Fig. 4.3b. Details of the conversion of the trigonal 
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cell to the cubic cell can be found in ref. [44]. We investigated the dynamic stability of the R-3m 
ArNi and P4/mmm ArNi at 0 K using phonon calculation within the harmonic approximations. 
The phonon dispersion relations for the R-3m ArNi (Fig. 4.4a) and the P4/mmm ArNi (Fig. 4.4b) 
structure at 160 GPa were calculated. There are no imaginary frequencies in the entire BZ, 
establishing that these structures are indeed dynamically stable at such pressure representative of 
the Earth’s core. The phonon density of states projected to the atomic species for both the R-3m 
ArNi and the P4/mmm ArNi shows that the low-frequency vibrational modes are predominantly 
due to Ni atoms while the high-frequency modes are predominantly due to Ar atoms.  
 
Figure 4.4. Phonon dispersion curve and projected phonon density of states for the (a) R-3m ArNi 




Pressure is known to modify the properties of materials [22]. we calculated the charge 
transferred within the system using Bader’s charge partitioning model for electron charge density. 
In this formalism, electronic charges on individual atoms in molecules or crystals are calculated 
based on partitioning of electron density according to its zero-flux surfaces [207]. The analysis 
reveals that fractional charge transfer occurred between Ar and Ni atoms in the R-3m ArNi 
compound. Ar atoms are anionized, gaining ~0.2 e-/atom. The formation of ArNi compound can 
thus be attributed to the extreme pressure applied to the mixture of Ar and Ni, while charge transfer 
stabilizes the system.  Under pressure, the inert Ar becomes electronegative and can accept fraction 
of electron (~0.2 e-) into its 4s orbital from its neighboring Ni atom’s 3d orbital.  
 
4.1.3.3 Electronic properties of ArNi 
We study the electronic structures of the newly formed Ar-Ni compounds by calculating 
their electronic band dispersions. The dispersions show that both the R-3m ArNi (Fig. 4.5a) and 
the P4/mmm ArNi (Fig. 4.5b) structures are metallic due to bands crossing the Fermi energy level. 
The electronic DOS projected to orbitals reveal that the states around the Fermi level are primarily 
Ni 3d states.  Spin-polarized energetics calculation indicates that antiferromagnetic configuration 
has slightly lower energy (~0.1 meV/atom) than non-magnetic and ferromagnetic configurations. 
The delocalized nature of Ni 3d electrons induced a very small magnetic moment on Ni. The spin 
polarized density of states for the ArNi compounds (Fig. 4.5c and d) show equal and symmetric 
contribution of both (up and down) spin states to metallization thereby corroborating the results of 
the electronic band structure calculation that ArNi compounds are metallic. Furthermore, the 
symmetric nature of the up and down spin states shows that the total magnetic moment is zero 
which further support the observation that the antiferromagnetic configuration of ArNi is the most 
energetically stable phase. The metallic state calculated for the ArNi compound is consistent with 
the ‘no show of Raman signal’ during laser heating of sample at 140 GPa, further supporting the 




Figure 4.5. Calculated electronic band structure and projected density of states for the (a) R-3m 
ArNi (b) P4/mmm ArNi at 160 GPa. Spin-polarized total density of states for the (c) R-3m ArNi 
(d) P4/mmm ArNi at 160 GPa.  
 
The synthesis of ArNi compound has similar motivation to the Xe-Ni compound. However, 
their science of charge transfer is fundamentally different. For example, we found that under 
pressure, the inert Ar becomes electronegative and can accept fraction of electron into its 4s orbital 
from its neighboring Ni atom’s 3d orbital. Meanwhile, Ni acts as oxidant in XeNi3 accepting 
electron from Xe [22]. Further studies would be required to completely understand Ar in the 
Earth’s core. For instance, exploring the reactivity of Ar-Fe at higher pressures, since the 
abundance of Fe (by mass) is about 80% in the Earth’s core. Furthermore, the reactability of Ar 
with Fe should not be limited to the hexagonal close-packed phase of Fe. The possibility of a body-
centered cubic Fe should not be ruled out especially at the pressure of the inner Earth’s core. The 
formation of ternary compound of Ar with Fe-Ni alloy is also interesting and all these could help 






In this study, first principles methods were used in the identification and characterization 
of experimentally synthesized Ar-Ni compound under Earth’s core condition. We showed that 
indeed, formation of stable NG-Ni compound is possible under the Earth’s core conditions (140 
GPa, 2000 K). The compound formed is predicted to be dynamically stable. If the valence orbital’s 
configuration is right for Ar, at pressures and temperature within the PT field of the Earth’s core, 
Ar will react with Ni to form intermetallic compound and electrons will be transferred from the Ni 
3d orbital to the Ar’s 4s orbital.  This work suggests that the formation of ArNi in the Earth’s core 




ALKALI METAL – TRANSITION METAL COMPOUNDS AT HIGH 
PRESSURE: A CASE STUDY OF K-Fe AND K-Ni 
 
A similar version of this chapter has been published as a research article in the Journal of Physical 
Chemistry A and the Physical Review B. The references are as follows. 
1. Adeleke A. A., and Yao Y. Formation of Stable Compounds of Potassium and Iron under 
Pressure. J. Phys. Chem. A 124, 2020 4752-4763. 
2. Adeleke A. A., Stavrou E., Adeniyi O. A., Wan B., Gou H., and Yao Y. Two good metals 
make a semiconductor: A potassium-nickel compound under pressure. Phys. Rev. B. 102 
2020 134120. 
 
5.1 Formation of stable compounds of Potassium and Iron under pressure 
Using first principles methods, we predict stable stoichiometric potassium-iron (K-Fe) 
intermetallic compounds at high pressures. We investigated and established the thermodynamic 
stability, crystal structures and bonding properties of the predicted compounds. Dynamic stability 
of the predicted structures was established through phonon calculations. We found that the 
intermetallic compounds of potassium and iron are stabilized by high pressure and energy 
reordering of atomic orbitals through electron transfer. Above 120 GPa, K-Fe transforms from K-
rich, featuring clustering of phase-segregated K atoms, to Fe-rich compound. The predicted K-Fe 







The Earth’s core is composed of Fe and small amount of elements whose atomic numbers 
are less than Fe’s (light elements) such as silicon (Si), sulfur (S), oxygen (O), and carbon (C). 
Understanding the structure of the Earth’s interior, particularly the core, is key to fulfilling its 
energy budget. The inner dynamics of the Earth is maintained by the heat produced from 
gravitational potential energy and the radioactive decay of radionuclides such as uranium (U), 
thorium (Th) and potassium (40K) [32,214]. The radiogenic heat from 40K accounts for less than 
3% of all heat generated in the Earth’s core, rendering it a minor source of heating, however, such 
contribution is significant enough and should be understood [228]. Potassium is lithophile (rock 
loving) but progressively become siderophile (iron loving) under pressure. Compared with 
chondrites, K is depleted in the Earth’s mantle, suggesting its percolation into the Fe-rich core 
during the Earth’s accretion and under increasing pressure and in the presence of a combination of 
other light elements [34,228].  
Computer simulations has shown that the density jump across the core-mantle boundary 
(CMB) cannot be sufficiently explained by the partitioning of S, Si and O between the mantle and 
core [229]. Therefore, the slightly siderophile K may as well be present in the Earth’s core, most 
like in a dissolved form. The presence of O and C in the Earth’s core has been extensively studied. 
For example, formation of stable FeO and Fe2O3 have been predicted at 350 GPa and 500 GPa, 
respectively, using first principles methods [31]. Furthermore, stable iron carbide (Fe3C) solution 
was synthesized and studied using both shock wave experiments and thermodynamic calculations 
up to 330 GPa and 2500 K. Carbon solubility in Fe was found to increase with pressure. Thus, 
with the Earth’s core having a concentration of 0.3% C at 330 GPa, Fe3C may form in the inner 
core but cannot plausibly be the sole light element in the core [230]. Pressure induced affinity for 
Fe in K has been reported, but do not unambiguously establish the formation of stable K-Fe 
compounds. In one of those studies, through molecular orbital calculations on KFe14 cluster, it was 
reported that K cannot alloy with metallic iron at high pressure although the affinity of K for 
metallic Fe is enhanced [231]. It was shown that neutral K atoms are not stable in metallic iron, 
thereby inducing instability throughout the cluster.  
The partitioning of K at the CMB condition was experimentally studied and it was found 
that the distribution coefficient of K is dependent on the composition of the silicate melt at the 
130 
 
CMB condition, making its direct extrapolation into the inner core condition difficult [232]. In the 
absence of sulfur or oxygen, high pressure experiment has shown that K can mix with Fe through 
substitution at deep magma-ocean conditions (above 26 GPa and 2500 K). This result can serve as 
an upper bound estimation to the amount of K present in the core by using a hypothetical structure 
model of K-Fe [233,234]. The presence of K (in small amount) in the Earth’s core is possible if 
we assume that it has segregated into the Earth’s core in the presence of oxygen and Sulphur-rich 
iron sulphide liquid. This will create a suitable condition for dissolution of significant amount of 
K in the Fe alloy of the core [228]. Experimentally, K has been shown to form compound with Ni 
at 37 GPa and 2500 K through a s to d transition that usually occur in alkali metals at high pressures 
– Miedema’s rule [235]. The study produced the only K-Ni compound known to date [236]. Since 
the Earth’s core is predominantly Fe (88.8%) compared to Ni (5.8%) [237], it will be interesting 
to show that stable K-Fe compounds, like K-Ni compound, can form at high pressures. Although, 
educated guesses can be made based on electronic structure and equation of states calculations on 
K metals [238], however, a definitive and systematic study is required in order to understand the 
reactivity of K in Fe or in iron sulphide (with 4.5% core abundance in the Earth’s core) at the 
Earth’s interior conditions; from the mantle deep down. Finding stable structures of K-Fe 
compounds is therefore key to this understanding, which motivates the present study. 
In the present study, we report results from a theoretical investigation of the binary K-Fe 
structures under high pressure. The present simulation using particle swarm optimization 
algorithm revealed several stoichiometric K-Fe compounds and their crystal structures. The result 
uncovered several K-rich and Fe-rich compounds predicted to be stable relative to decomposition 
to elemental Fe and K. We demonstrate that when K reacts with Fe under pressure, stable 
intermetallic compounds with different compositions are formed and stabilized through electron 
transfer. The formation of stable compounds between K and Fe at high pressure do not only shed 
light on the hypothesis that depleted K could move deep into the Earth and chemically bond to Fe 
but also expand our understanding of the chemistry of K under pressure. 
 
5.1.2 Computational Method 
The crystal structure search was carried out using the particle swarm-intelligence 
optimization (PSO) [100,101] algorithm. The underlying geometrical optimization and energetic 
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calculations were performed using the Vienna ab initio simulation package (VASP) code [93] 
within which the density functional theory was implemented. A 9-electron (for K) and 14-electron 
(for Fe) projector-augmented wave (PAW) [116] potential with Perdew-Burke-Ernzerhof (PBE) 
functional [61] and a 450 eV kinetic cutoff energy was used. A k spacing of 2π × 0.02 Å-1 for 
Brillouin zone (BZ) sampling was employed for structural optimization. The structure search was 
done at 0 GPa, 30 GPa, 60 GPa, 90 GPa, 120 GPa, 150 GPa and 200 GPa with simulation cells 
containing 1, 2, and 4, KxFey formula units. Correlation effect on 3d electrons were treated within 
the generalized gradient approximation (GGA)+U framework using the Dudarev approach [239] 
with an on-site coulomb interaction Ueff (Ueff = U‒ J) of 8.6 eV [208,209]. Bader charge analysis 
was done using VASP and post processed using Henkelman code [186]. Electron localization 
function [117] calculation was performed using a 120 ×120 × 120 mesh via the VASP code with 
PBE functional. The stability of various phases with respect to decomposition was assessed by 
constructing their convex hull. The dynamic stability of predicted structures was established using 
the density functional perturbation theory [103] as implemented in the VASP code with a q-point 
mesh of size 5 × 5 × 5. The elastic and the mechanical stability of the predicted structures were 
also investigated using the Born-Huang criteria for mechanical stability [94,95]. Ab initio 
molecular dynamics (AIMD) [92] simulations were performed employing an isothermal-isobaric 
(NpT) ensemble in a supercell with 240 atoms at 30 GPa, a supercell with 180 atoms at 60 GPa, 
and supercells with 180, 360 and 288 atoms at 90, 120 and 150 GPa, respectively using the VASP 
code. AIMD trajectories were obtained from at least 10 ps long MD simulations sampled with a 2 
fs time step. The Langevin dynamics was used and the system temperature was controlled using 
the Langevin thermostat. The high temperature anharmonic vibrational density of states (vDOS) 
was obtained from the velocity autocorrelation function (VACF) of the MD trajectories. 
 
5.1.3 Results and Discussion 
5.1.3.1 Phase Stability and Stable Crystalline structures 
5.1.3.1.1 Phase stability of K-Fe 
The crystal structure of binary KxFey with variable compositions was searched at 0, 30, 60, 
90, 120, 150 and 200 GPa pressures and temperature of 0 K. Crystal structure search was 
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performed without spin polarization because magnetic order is expected to collapse in Fe under 
the Earth’s core condition. The enthalpy of formation (∆Hf) per atom of KxFey was computed using 
the relation: 








,                                   (5.1) 
where x and y are the number of K atoms and the number of Fe atoms, respectively. The K-bcc is 
stable in the pressure range of 0 - 11.6 GPa, K-fcc in the pressure range of 11.6 - 25 GPa, K-hP4 
in the pressure range of 25 - 35 GPa, K-oP8 in the pressure range of 54 - 90 GPa, K-tI4 in the 
pressure range of 90 - 96 GPa and K-oC16 above 96 GPa [240]. We have used the hexagonal hP4 
structure of K to represent the K-III phase throughout this work. The hcp-Fe is the known stable 
phase of Fe in the pressure range of 14 GPa up to at least 200 GPa [29,241]. The bcc-Fe was used 
for ∆Hf calculation at 0 GPa, since it is the stable phase of Fe up to 14 GPa [241]. The convex hull 
[242] was constructed using the minimum of the calculated ∆Hf of the most stable structures for 
each composition. In principle, structures whose ∆Hf lies on the convex hull are considered 
energetically stable while structures whose ∆Hf are slightly above the convex hull but below the 
enthalpies of the elemental decompositions are energetically metastable [242]. Metastable 
structures are sometimes experimentally synthesizable structures that require high temperatures 
(or other reaction catalysts) for their synthesis. The convex hull for KxFey at various search 
pressures are shown in Fig. 5.1.  
The result of our structure search shows no thermodynamically stable compound is formed 
between K and Fe at ambient pressure. At 30 GPa, respectively, K-rich and Fe-rich K-Fe 
compounds in the K4Fe and KFe3 stoichiometries are formed. Other stoichiometries, K3Fe, K2Fe 
and KFe4, are predicted to be metastable. At 60 GPa, K4Fe and KFe2 are the most energetically 
stable stoichiometries with several other metastable structures in the K3Fe, K2Fe, K3Fe2, K4Fe3, 
KFe3 and KFe4 stoichiometries. At 90 GPa and 120 GPa, the K4Fe stoichiometry continue to be 
energetically stable but crystalizes into different structures as shown in Fig. 5.2a. In addition to the 
K4Fe stoichiometry, KFe4 becomes thermodynamically stable up to 150 GPa where KFe3 
stoichiometry become thermodynamically stable again. Under further compression, KFe4 
eventually become stable. All the predicted structures with negative enthalpy of formation were 
examined and screened using their dynamic stability (see later). After dynamic stability screening 
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of the predicted structures, four K rich structures and one Fe rich, C2/m-KFe3 structure were 
studied further.  
 
Figure 5.1.  Enthalpy of formation of various K-Fe compounds with respect to constituent 
elemental decomposition (convex hull) at 0, 30, 60, 90, 120, 150 and 200 GPa. The energetically 




Figure 5.2. (a) Pressure ranges in which predicted phases of stoichiometric K-Fe compounds are 
thermodynamically stable. (b) Calculated enthalpies as functions of pressure for dynamically 
stable structures of K-Fe system. The enthalpy of the low-pressure phase, P21/m-K4Fe is used as 
the zero-energy reference. 
 
5.1.3.1.2 Stable crystalline structures of K-Fe 
The optimized structural parameters of the candidate structures and their corresponding 
pressure are shown in Table 5.1 and a complete list of structural parameters for all other structures 
with negative formation enthalpy (not considered further) are shown in Table A5.1. The crystal 




Figure 5.3. Crystal structure of candidate K-Fe phases (a) K4Fe in P21/m structure at 30 GPa (b) 
K4Fe in P-1 structure at 60 GPa (c) K4Fe (1 f.u.) in P1 structure at 90 GPa (d) a 6×6×1 supercell 
of K4Fe (2 f.u.) in P1 structure at 120 GPa (e) KFe3 in C2/m structure at 150 GPa. Distinct 
polyhedron(s) within the cell are shown in the box and Fe atoms are shown by the golden balls. 
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K 0.069 0.250 0.157 2e 
K 0.566 0.250 0.250 2e 
K 0.351 0.750 0.383 2e 
Fe 0.955 0.750 0.499 2e 
             
60 P-1 4.19 5.12 6.53 90.14 77.82 97.56 K 0.637 0.102 0.146 2i 
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        K 0.055 0.825 0.235 2i 
        K 0.521 0.250 0.541 2i 
        K 0.898 0.664 0.670 2i 
        Fe 0.722 0.560 0.049 2i 
             
90 P1 2.45 2.46 10.88 91.27 88.89 61.97 K 0.378 0.371 0.342 1a 
        K 0.407 0.341 0.127 1a 
        K 0.656 0.740 0.546 1a 
        K 0.790 0.610 0.922 1a 
        Fe 0.171 0.226 0.735 1a 
             
120 P1 2.41 2.41 21.08 93.45 90.63 119.68 K 0.673 0.157 0.834 1a 
        K 0.102 0.982 0.043 1a 
        K 0.194 0.246 0.517 1a 
        K 0.506 0.859 0.416 1a 
        K 0.051 0.897 0.935 1a 
        K 0.462 0.727 0.145 1a 
        K 0.242 0.330 0.625 1a 
        K 0.623 0.073 0.726 1a 
        Fe 0.081 0.379 0.241 1a 
        Fe 0.459 0.105 0.321 1a 
             
150 C2/m 3.92 2.29 15.47  104.15  K 0.918 0.000 0.072 4i 
        Fe 0.223 0.000 0.559 4i 
        Fe 0.546 0.000 0.208 4i 
        Fe 0.003 0.000 0.676 4i 
  




5.1.3.1.2.1 The potassium rich K4Fe compound 
The stoichiometric K4Fe compounds are found to be stable over a wide range of pressures 
above 30 GPa (see Figs. 5.2a) with various crystal structures as shown in Fig. 5.3. The enthalpies 
per atom (H = [E + pV] / n, n is the number of atom in the unit cell) of candidate K4Fe structures 
between 30 and 200 GPa were calculated and shown in Fig. 5.2b. Below 60 GPa, the P21/m-K4Fe 
structure is the most energetically stable phase and transforms to the P-1-K4Fe phase at 60 GPa. 
The P-1-K4Fe structure remain stable between 60 and 100 GPa and the P1-K4Fe (with 1 f.u.) 
become most stable between 100 and 130 GPa. The P1-K4Fe (with 1 f.u.) transforms into the P1-
K4Fe (with 2 f.u.) when pressure is increased above 130 GPa. 
The K4Fe compound crystalizes into a monoclinic unit cell with space group P21/m at 30 
GPa. The crystal structure features K and Fe arranged in a tetrahedral geometry with edge-sharing 
K atoms with Fe atom sitting on one (top) of the vertices. The P21/m-K4Fe structure also features 
isolated K atomic sublattice arranged in a two face-sharing tetrahedral geometry. The Fe-Fe 
bondlength is 2.10 Å while the K-K bond distance ranges between 2.65 Å and 2.75 Å. The K-Fe 
bond distance is 2.78 Å: the longest found in the crystal structure.  
As the pressure increases to 60 GPa, the P21/m structure transforms into a triclinic P-1 
structure in which the K and Fe atoms are arranged in a triaugmented triangular prism geometry 
with Fe atom occupying one of the vertices. As expected, the K-Fe and K-K bondlength become 
shorter than in the P21/m phase. The K-Fe bondlength ranges between 2.34 Å and 2.47 Å while 
the K-K bondlength ranges between 2.51 Å and 2.59 Å. This suggests that K-Fe and K-K bonding 
become more favorable under pressure. The Fe-Fe bondlength ranges between 2.11 Å and 2.44Å 
which notably deviate from Fe-Fe bondlength in the P21/m phase.  
Under further compression to between 100 GPa and 130 GPa, the P-1-K4Fe transforms 
into another triclinic cell with P1 symmetry containing only one K4Fe formula unit. The crystal 
structure features K and Fe atoms arranged in a tetrahedral geometry with edge-sharing K atoms. 
The Fe atom sits on one (top) of the vertices in an edge-sharing configuration with another Fe atom 
in a triangular prism geometry. Like the P21/m-K4Fe structure, the P1-K4Fe is also characterized 
by isolated K atomic sublattice arranged in a two face-sharing tetrahedral geometry.  
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Above 130 GPa, the P1-K4Fe structure transforms into another phase with the same space 
group. The difference is that the new phase contains two K4Fe units per cell. For discussion 
purposes, we will call this phase the P1(2 f.u.)-K4Fe. This phase features some K atoms clustered 
into K-K units with bondlength of 2.27 Å. Such clustering leads to phase segregation between K 
and Fe. The remaining K atoms, that are not involved in cluster formation, adopt a hexagonal 
antiprism geometry with Fe atoms occupying one of the vertices. This phase precedes the 
transformation from K-rich K-Fe compounds into Fe-rich K-Fe compounds. 
 
5.1.3.1.2.2 The iron rich KFe3 compound 
At 150 GPa, stoichiometric, iron-rich K-Fe compounds are formed. They crystalize into a 
triclinic unit cell with space group P-1 and a monoclinic cell with space group C2/m. Although the 
P-1-KFe4 phase is the most energetically favorable phase, it was not considered further because of 
its dynamic instability (see later). Therefore, the energetically metastable but dynamically stable 
C2/m phase is the candidate structure for the iron rich K-Fe system. In contrast to the P21/m-K4Fe 
and the P1-K4Fe structures, the C2/m-KFe3 structure features some Fe atoms that form atomic 
sublattice, adopting a cuboctahedron geometry linked through their triangular faces. The Fe 
sublattice is trapped between two layers of K atoms. The structure features K-Fe bond length of 
2.35 Å and Fe-Fe bond length of 2.20 Å. The strong Fe-Fe interaction exhibited by the C2/m-KFe3 
structure can be explained by the abundance of Fe atoms in the system, which lead to the 
availability of more Fe atoms in close proximity to form bonds with each other as soon as the 
energy barrier is tuned down through the application of pressure. In general, the evolution of bond 
distances (K-K, K-Fe and Fe-Fe) under pressure for all candidate structures considered in this work 
is shown in Fig. A5.1. The figure suggests that application of pressure favors orbital interaction 





5.1.3.2 Dynamic, Mechanical, and thermal stability of KxFey 
5.1.3.2.1 Dynamic stability of KxFey 
The dynamic stability of all candidate structures was assessed at 0 K within the harmonic 
approximation through phonons. The phonon dispersion of the structures examined are shown in 















Figure 5.4. Phonon dispersion relations and density of states for the (a) K4Fe in P21/m structure at 
30 GPa (b) K4Fe in P-1 structure at 60 GPa (c) K4Fe (1 f.u.) in P1 structure at 90 GPa (d) K4Fe (2 
f.u.) in P1 structure at 120 GPa (e) KFe3 in C2/m structure at 150 GPa. 
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All structures are dynamically stable as their phonon dispersions do not show negative 
frequencies. The projected phonon density of states (DOS) of all candidate structures are also 
shown in Fig. 5.4.  The phonon DOS of the P21/m-K4Fe structure at 30 GPa, suggests that 
frequencies up to ~9.5 THz are dominated by vibrations of K atoms through K-K and/or K-Fe 
bonds, while above 9.5 THz, are predominantly due to Fe atoms through Fe-Fe bonds. The P-1-
K4Fe at 60 GPa shows similar trend as the P21/m-K4Fe without the signature high frequency Fe-
Fe vibration. The P1-K4Fe phases at 90 GPa and 120 GPa exhibits similar trends: vibrations of K 
and Fe are coupled strongly in the low-frequency region, while the high frequency vibrational 
modes are predominantly due to K atoms. Above ~12 THz at 90 GPa and above ~14 THz at 120 
GPa, vibrations are purely due to K atoms through the K-K bonds. The clustering of K atoms 
through phase segregation in the P1(2.f.u)-K4Fe at 120 GPa can also explain the large phonon 
DOS observed above ~14 THz at 120 GPa. In the Fe-rich KFe3 at 150 GPa, vibrations of the two 
atomic species are coupled strongly in the low-frequency region, while the high frequency 
vibrational modes are predominantly due to Fe atoms. Above ~18 THz, vibrations are purely due 
to K atoms through the K-K bonds. 
 
5.1.3.2.2 Mechanical stability of KxFey 
A material is considered mechanically stable if it satisfies the Born-Huang mechanical 
stability criteria [94,95] under elastic strain perturbations for its crystal system. The stability 
criteria require that elastic stiffness matrix Cij have all-positive eigenvalues. The results of 
mechanical and elastic stability calculations indicate that all candidate structures considered are 
mechanically and elastically stable. Table 5.2 shows calculated elastic properties of the candidate 
K-Fe phases. The calculated bulk modulus B is observed to consistently increase with increasing 
pressure stability field of the candidate structures. The calculated shear modulus G is found to also 
increase with increasing pressure stability field of the candidate structures. These results suggest 
that the low-pressure phases of K-Fe system are more compressible than the high pressure phases.  
Furthermore, the Young’s modulus E was calculated within the Voigt-Reuss-Hill’s approximation 
[96]. Similar trends to the calculated B and G were also observed in E, indicating that the C2/m-
KFe3 is the stiffest; the P21/m-K4Fe is the least stiff while other phases fall in between. The 
Poisson’s ratio (v), which is the ratio of the transverse contraction to the longitudinal extension of 
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a material during the stretching process was also calculated for all candidate structures. Materials 
with small v values (typically 0.1) usually exhibit covalent properties, while those with v value 
about 0.25 and whose G/B ~0.6 are ionic materials. In the same vein, materials whose v is about 
0.33 and whose G/B ~ 0.4 are usually metallic materials. The calculated v for all candidate 
structures reveal that they all have metallic properties, except the P1-K4Fe with 2 f.u. The P1(2 
f.u.)-K4Fe could have a blend of both metallic and ionic properties. The calculated Pugh ratio, B/G, 
indicate that the P1-K4Fe (with 2 f.u.) is brittle with B/G < 1.7 and other candidate structures are 








K4Fe (P21/m) 30 69.67 30.82 80.46 0.31 0.44 2.26 
K4Fe (P-1) 60 128.62 45.22 121.27 0.34 0.35 2.84 
K4Fe (P1) 90 259.87 117.93 298.32 0.31 0.45 2.20 
K4Fe (P1, 2 f.u.) 120 285.85 204.55 484.65 0.21 0.71 1.40 
KFe3 (C2/m) 150 559.41 236.57 608.45 0.32 0.42 2.37 
 
Table 5.2: Calculated elastic properties of candidate K-Fe phases. 
 
Elastic waves are very useful in the evaluation of mechanical characteristics of materials. 
The elastic properties of a material determine the properties of the elastic waves that propagate 
through it. Such properties include number of different modes which can propagate and their 
respective velocities. Elastic waves are generated in a material through different means such as 
mechanical, acoustic, piezoelectric and ultrasound. The speed of elastic wave for a uniform 
medium is determined by its elastic moduli and one of its intrinsic properties such as density [243]. 
The speed of elastic wave propagating through a material, like density, is a property of material 
that can be easily matched with seismic or experimental data when modeling the Earth’s interior. 
142 
 
Thus, we calculated the longitudinal (vl), transverse (vt), and average (vm) elastic wave speeds 


















1 1 2 1
3m t lv v v
−
  
= +  
  
                                                  (5.4) 
where ρ is the density of the material. The results indicate that longitudinal elastic waves propagate 
between 1.65 to 2.04 times faster than transverse elastic waves in all of the candidate structures. 
This suggests the presence of small elastic anisotropy in the materials. The vm consistently 
increases with pressure up to 6.14 km/s at 120 GPa and decreases beyond 120 GPa. We observe a 
huge density jump between 120 GPa and 150 GPa (see Table 5.3). The density jump corresponds 
to a change in slope (on the density-pressure curve, see Fig. A5.5) of 0.030 g/cm3/GPa between 30 
and 120 GPa to 1.18 g/cm3/GPa between 120 GPa and 150 GPa. This is consequence of the change 
in compositional stoichiometry of the K-Fe system from K-rich to Fe-rich under pressure.  
To have a rough estimate of the phase boundary between the solidus and the liquidous 
phases in the candidate structures, we estimated their melting temperature (Tm) using the empirical 
relation [246], 
607 9.3 555mT B= +                                                            (5.5) 
The estimated Tm (Table 5.3) gives a rough but educated guess of the range of temperatures below 
which the candidate structures are solid. Such knowledge assists in choosing the temperature range 
in which molecular dynamic simulations are performed. We observe a monotonic increase in the 






𝜌 (g/cm3) vl (km/s) vt (km/s) vm (km/s) Tm (K) ± 
555 K 
K4Fe (P21/m) 30 3.96 5.29 2.79 3.12 1254.94 
K4Fe (P-1) 60 5.20 6.03 2.95 3.31 1803.20 
K4Fe (P1) 90 6.09 8.27 4.40 4.92 3023.80 
K4Fe (P1, 2 f.u.) 120 6.63 9.18 5.55 6.14 3265.43 
KFe3 (C2/m) 150 10.16 9.28 4.83 5.40 5809.52 
 
Table 5.3: Calculated density (g/cm3), longitudinal (vl), transverse (vt ), and average (vm) elastic 
wave speeds and melting (Tm) temperatures of candidate K-Fe phases. 
 
5.1.3.2.3 Thermal stability of KxFey 
Using molecular dynamics simulations, each candidate structure is heated to 300 K within 
their stability pressure. The configuration at 300 K was step-wisely heated to 2500 K in an NpT 
ensemble. The following observations were made: formation of K-Fe units become more favorable 
as the temperature is increased. This is a consequence of the decrease in the nearest neighbor (NN) 
distance between K and Fe atoms as temperature increases (see Figure A5.3). The decrease in NN 
distance is known to favor bond formation [247] and it is, therefore, reasonable to expect more 
bonding between K and Fe if the temperature is further increased (for the high-pressure phases). 
We establish thermal stability of all candidate structures at high temperatures by evaluating their 
vibrational density of states (vDOS) and the mean square displacement (MSD) of K and Fe atoms 
from their lattice site during an AIMD simulation (see Figs. 5.5 and 5.6).  
The MSD reveals that atomic vibrations at low temperature (300 K) are collective and 
nondispersive. Atomic vibrations at temperatures close to the solid-liquid phase boundary of the 
system follows the rule of effective mass mixing: the K atoms (with a smaller mass) experience 
more displacement, suggesting that phase transition from solid to liquid is driven by rigorous 
vibration of K sublattice from its mean position. The vibration thus induces softening of 
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potassium’s low frequency modes. At 30 GPa, the MSD shows that at 1000 K, the P21/m-K4Fe is 
still solid but already melted at 2000 K, indicating a melting temperature between 1000 and 2000K 
(Figs. 5.5a and 5.6a). This is consistent with the prediction from the empirical relation in Eq. 5.5 
that predicted the melting temperature as 1254.94 K ± 555 K. The results of the MSD are 
corroborated by the vDOS at 1000 K and 2000 K. While softening of mode is barely visible at 
1000 K, instability has propagated throughout the system at 2000 K (finite vibrational states at 
𝜔2 ≤ 0) with characteristic broadening of most peaks, indicating a high degree of freedom in the 
melt.  
Similar analyses are applicable to other candidate structures at higher pressures which 
allow us to generalize that near the phase boundary where melting occurs, instability gradually 
builds up until the system attain a state similar to a superheated solid. Further increasing the 
temperature eventually melts the system and the liquid phase becomes preferable. The MSD also 
indicates that the candidate structures at 30 GPa and 60 GPa (up to at least 1000 K), 90 GPa (up 
to at least 2000 K), 120 GPa and 150 GPa (up to at least 2500 K) are solid and are thermally stable.  
The newly identified K-Fe compounds have interesting implication for the Earth’s interior 
especially in explaining the missing K in the Earth’s mantle. We therefore estimate the pressure-
temperature (P-T) phase diagram for the K-Fe as shown in Fig. 5.5f. The result shows that within 
the computational error of the empirical model used for the P-T calculation, the K-Fe compounds 
match very well with the profile of the earth’s interior (geotherm) up to 60 GPa. Above 60 GPa up 
to 120 GPa, the K-Fe compounds’ P-T curve deviates slightly from the geotherm but matches very 
well with the profile of the hcp-Fe, which is the phase of Fe in the Earth’s core [29]. Under further 
compression beyond 120 GPa, the K-Fe compound’s P-T curve deviates further from the geotherm 
as well as the hcp-Fe with higher melting temperature. If energetics is favorable at higher pressure 
(>300 GPa) as we extrapolate further into the inner core pressure, the K-Fe compounds are 
expected to be thermally stable beyond 6000 K. This conjecture will still require direct 
investigation of compound formation between K and Fe above 300 GPa to conclusively determine 
the extent of K implications for the Earth’s inner core. 
Generally, below 130 GPa, the K-rich K-Fe compounds were dynamically stable and above 
130 GPa, the Fe-rich compound is dynamically stable. These results revealed that the missing K 
from the Earth’s mantle could form compound with Fe in the form of Fe-rich K-Fe compound at 
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pressures above 130 GPa and those left behind in the mantle (pressures below 130 GPa) may 
remain there in the form of K-rich K-Fe compounds. Although, we must comment that the 




Figure 5.5. Total phonon DOS (harmonic) and temperature-dependent vibrational density of states 
(vDOS) calculated from the autocorrelation function of the MD simulation in an NpT ensemble at 
finite temperatures for the (a) K4Fe in P21/m structure at 30 GPa, (b) K4Fe in P-1 structure at 60 
GPa, (c) K4Fe (1 f.u.) in P1 structure at 90 GPa, (d) K4Fe (2 f.u.) in P1 structure at 120 GPa, and 
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(e) KFe3 in C2/m structure at 150 GPa. (f) Pressure-temperature (P-T) phase diagram showing the 
phase stability field of the K-Fe phases (from empirical Eq. 5.5) compared with the P-T profile of 

















Figure 5.6. Temporal evolution of mean square displacement of the (a) K4Fe in P21/m structure at 
30 GPa (b) K4Fe in P-1 structure at 60 GPa (c) K4Fe (1 f.u.) in P1 structure at 90 GPa (d) K4Fe (2 
f.u.) in P1 structure at 120 GPa (e) KFe3 in C2/m structure at 150 GPa. The plots are shown for 




5.1.3.2 Electronic structures and electron localization in KxFey   
Chemical, electronic, and energetic change during compression [248] created a favorable 
condition for the formation of K-Fe compounds. At ambient pressure, alkali metals do not form 
compounds with transition metals due to large difference in size and electronic structure. Small 
difference in charge density at the Wigner-Seitz radius and large difference in electronegativity is 
necessary for compound formation between two metals [249,250]. The electronic band structure, 
electronic density of states (DOS) projected to atomic orbitals, electron charge transfer and 
electron localization function (ELF) were calculated for all the candidate structures. The calculated 
electronic band dispersions (Fig. A5.2) reveal that all the candidate structures are metallic, 







Figure 5.7. Electronic density of states projected to atomic orbitals for the (a) K4Fe in P21/m 
structure at 30 GPa (b) K4Fe in P-1 structure at 60 GPa (c) K4Fe (1 f.u.) in P1 structure at 90 GPa 
(d) K4Fe (2 f.u.) in P1 structure at 120 GPa (e) KFe3 in C2/m structure at 150 GPa. Average charge 
transfer evolution under pressure for (f) candidate structures of the K-Fe binary systems. The 〈… 〉 
on the y-axis label of (f) is the average transferred charge at a given pressure. 
 
  The calculated electronic DOS projected to atomic orbital (see Figs. 5.7a-e) reveals that 
the K’s and the Fe’s d electrons are primarily responsible for metallic character in K-Fe candidate 
structures. The delocalization of K d (Fe d) electrons slightly increases (decreases) under pressure 
up to 60 GPa beyond which it remains fairly constant up to 150 GPa considered in this study. 
Bader charge analysis (BCA) [207] was performed on K-Fe candidate structures. The results 
reveals that the K-Fe compounds are stabilized through notable electron transfer from K to Fe 
upon compound formation. The Fe atoms gain fraction of electron from K atoms. As shown in Fig. 
5.7f, Fe atoms are anionized by striping the K atoms of averagely between 0.22 𝑒−at 30 GPa and 
0.11 𝑒− at 150 GPa while Fe atoms gain averagely between 0.89 𝑒− at 30 GPa and 0.04 𝑒− at 150 
GPa. Similar electron transfer mechanism was recently predicted in K-In systems [251] and PuH2 
[252]. Under pressure, the average charge transfer between K and Fe atoms reduces which suggest 
that under further compression to extremely high pressures (>> 150 GPa), K and Fe may switch 
their roles in the stabilization of K-Fe compounds with Fe atoms losing electrons (see Fig. 5.7f). 
This is a reasonable expectation since monotonic decrease in average K-Fe interatomic distance 
under pressure (Fig. A5.1) reduces the ability of K atoms to lose electron.  
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The result of ELF calculations (Fig. A5.4) reveals that while there are no signs of stripped 
electrons occupying the interstitial regions in all the candidate structures studied, they populate the 
Fe 3d orbital which is relatively lower in energy under pressure [22]. Furthermore, ELF of all 
candidate structures lack charge overlap along the K-Fe, Fe-Fe, and K-K bonds or contacts 
indicating the absence of covalency in these structures.  
While the present study provides theoretical evidence for the formation of stable 
compounds of K and Fe under pressure, its actual composition in the core and the amount of 
heating due to such reactions remain open and requires further study. In fact, the formation of 
stable K-Fe compounds above 200 GPa up to pressures relevant to the solid Earth’s core still 
require direct investigation. We have previously reported the formation of stable intermetallic 
compound between Ar and Ni at deep earth conditions [44]. Such consideration was hinged on the 
assumption that radioactive 40K produces heat through electron capture, leaving Ar behind to react 
with the constituents of the earth’s core. The present study therefore considers, in general, the 
reaction of the nonradioactive isotope of K without necessarily constraining its abundance as it is 
drawn into the Earth’s core from the mantle - its main reservoir. 
 
5.1.4 Conclusion 
Using a combination of the particle swarm optimization and density functional theory 
calculations, we have identified and studied stable stochiometric structures of K-Fe intermetallic 
compounds. Potassium forms stable compounds with iron at 30 GPa and above. Five dynamically 
and thermodynamically stable structures were unearthed with interesting structural and mechanical 
properties. All the candidate structures reported are predicted to have metallic ground state 
contributed predominantly by the K’s and the Fe’s d electrons. The K-Fe compounds are stabilized 
by high pressure and notable electron transfer between K and Fe. Furthermore, K-rich K-Fe 
compound is predicted to undergo phase transformation under pressure and clustering of K atoms 
through phase segregation is observed to precede phase transformation to Fe-rich phase above 120 
GPa. The current study has significant implication for understanding the Earth’s core if energetics 




5.2 Two Good Metals Making a Semiconductor: a Potassium-Nickel Compound 
under Pressure 
At high pressure, unconventional compounds with interesting properties can be uncovered 
with significant implication for geosciences. We report the formation of intermetallic potassium-
nickel compounds at 37 GPa. A particularly interesting, stoichiometry - K2Ni, was considered for 
which the ground state structure crystalizes into an orthorhombic cell with space group Cmcm. 
Interestingly, a metastable phase with the P21/m space group is also predicted to form an 
unexpected, semi conducting ground state with an indirect band gap of 0.65 eV. We also report a 
remarkable agreement between the simulated x-ray diffraction (XRD) pattern of the K2Ni-P21/m 
phase and the experimentally synthesized K-Ni compound at 37 GPa. A high temperature 
compound formation pathway for the K2Ni-P21/m structure is also proposed. An interplay between 
Peierls distortion and symmetry breaking is found to drive the opening of a band gap. The 
prediction of a non-metallic K-Ni compound under pressure will stimulate further research into 
the fundamental high pressure and high temperature chemistry of potassium. Furthermore, such 
result could help to understand a potassium-containing Earth’s core if energetics is favorable at 
the pressure of the inner core. 
 
5.2.1 Introduction 
The chemistry and reactivity of alkali metals with transition metals has been subject of 
extensive investigation, especially at elevated pressures and temperatures. At ambient conditions, 
heavy alkali metals possess much smaller charge densities relative to transition elements which is 
known to inhibit compound formation between them. However, high pressure, which can cause 
pressure-induced mixing between 4s and 3p and 3d electronic shell may be used to drive a s-to-d 
transition in alkali metals to become transition metal-like with comparable charge densities 
[236,253]. Overall, the occupation of the d band plays an important role in the formation of 
complex structures. In connection with this transition, Significant attention has been paid to 
potassium (K) because of its implication for the Earth’s interior, where K is abundant, and pressure 
grows rapidly beyond moderate depth and extrapolation of ambient (low pressure) data breaks 
down [233,236].  
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For example, the formation of alkali metal (K) – transition metal (Ag) anisotropic 
compound was reported at room temperature upon compression of stoichiometric mixture of the 
elements at 6.1 GPa – a pressure less than the ~26 GPa required for the s-to-d transition for the 
alkali metals. Such system is stabilized through “chemical pressure” induced during compound 
formation where reduction in inter atomic distance between K atoms corresponds to what is 
observed in elemental K at 44 GPa. Since lithium (Li) is the only alkali metal that form compound 
with Ag at ambient pressure, then, under pressure, K exhibits comparable properties with ambient 
pressure Li [254]. A follow up study was done where mixture of K and Ag was compressed up to 
40 GPa at room temperature. This study resulted in the formation of C14 AB2 Laves phase of Ag 
rich (KAg2) compound, quench recoverable down to 7 GPa. The KAg2 is stabilized through the 
lowering of the electron density of K towards that of Ag as predicted by Miedema’s rule [255]. 
With several other experimental studies [233,236] undertaken to understand the nature of 
compounds formed by alkali – transition metals under pressure, similar trends were observed.      
Theoretically, possible chemical reaction between K and Fe was modelled using density 
functional calculations by incorporating K into the unit cell of hcp-Fe at 35 GPa. The result shows 
a high amount of K alloying with Fe [234]. Recently, phase stabilities of equiatomic KxIny (x = y 
= 1,2,3,4) under pressure up to 100 GPa was studied through quantum calculations [256]. The 
study predicted the formation of compounds at as low a pressure as 5 GPa. The KxIny compounds 
are said to be stabilized through significant electron transfer from K atom to In atom, consequently 
forming a metallic compound. The formation of semi conducting alkali metal (K) – transition metal 
compound is unconventional, counter intuitive and therefore, it will be interesting to understand 
why combining two metals under pressure could open a band gap.  
The formation of stable K-Ni compound under pressure is also relevant in geosciences. 
Potassium is depleted in the bulk silicate earth (BSE). This conclusion is based largely on 
unbalanced abundance of K in the BSE relative to the CI chondrite [ 32,34]. Part of the depleted 
K was proposed to have escaped into space through evaporation [32] while bulk of it was proposed 
to have segregated into the Earth’s core during its accretion [32,34. Following the successful 
synthesis of a K-Ni compound at 37 GPa by Parker et al. [236], its exact structure is yet to be 
identified, a problem that preclude a full characterization and unambiguous understanding of the 
material. Beyond solving the crystal structure of the synthesized K-Ni compound, the broader 
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impact of investigating the formation of stable K-Ni compound would be improving our 
understanding of the chemistry of alkali metals under pressure, all of which motivate the present 
study. 
In this study, we systematically investigate the potential energy landscape of the K-Ni 
system at 37 GPa using a combination of both the particle swarm-intelligent optimization and the 
genetic algorithm. We found a monoclinic structure in the K2Ni stoichiometry with space group 
P21/m to sufficiently explain the structure of the K-Ni compound synthesized by Parker et al [236] 
when combined with FCC Ni. We therefore propose the P21/m-K2Ni structure to be the structure 
of the synthesized K-Ni compound. We further elucidate the processes that stabilize the P21/m-
K2Ni structure at the P-T condition of synthesis. The formation of stable, quench recoverable and 
semiconducting K-Ni compound expand our understanding of alkali metal materials’ property 
change under pressure. 
 
5.2.2 Computational Methods 
A search for stable structures was carried out using two global search methods: genetic 
algorithm (GA) [257] and particle swarm-intelligence optimization (PSO) [100,101]. The PSO 
search was done at 0 GPa and 37 GPa (i.e., synthesis pressure for K-Ni compound [236]) with 
simulation cells containing up to four KxNiy formula units. Geometrical optimization, total energy 
calculation, and molecular dynamics (MD) simulation were performed using the Vienna ab initio 
simulation package (VASP) [93] and projector-augmented wave (PAW) potentials [116] with the 
Perdew-Burke-Ernzerhof (PBE) functional [61]. The K and Ni potentials with valence states of 
3s23p64s1 and 3s23p63d84s2, respectively, were employed and an energy cutoff of 450 eV was used. 
A k spacing of 2π × 0.02 Å-1 was used for Brillouin zone (BZ) sampling. Phonons were calculated 
using the density functional perturbation theory as implemented in the VASP code and the 
calculated force constants were post processed using the PHONOPY code [102]. Ab initio 
molecular dynamics (AIMD) simulations were performed employing an isothermal-isobaric (NpT) 
ensemble in a 3×3×3 supercell containing 162 atoms. AIMD trajectories were obtained from 10 
ps long simulations sampled with a 2 fs time step. The system temperature was controlled using 
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the Langevin thermostat. The finite temperature vibrational density of states (vDOS) was obtained 
from the velocity autocorrelation function (VACF) of the MD trajectories [258].  
Since hybrid functionals predict energy band gap more accurately than semilocal density 
functionals such as PBE, electronic band structure and electron localization function (ELF) 
calculations were done using Heyd-Scuseria-Ernzerhof (HSE) hybrid functional [70] with a 
mixing parameter of 0.25 and long-range exchange contribution parameter (𝜔) of 0.2 as 
implemented in the VASP code. Bader charge analysis was done using VASP and post processed 
using Henkelman code [186]. ELF calculation was performed using a 120×120×120 mesh. 
Magnetic (spin polarized quantum) energetics calculations were performed on a model built from 
a 2×2×2 supercell comprising of 48 atoms. The ferromagnetic, ferrimagnetic, antiferromagnetic, 
and paramagnetic configurations were constructed, and their ground state energies calculated 
within GGA+U approximation using the PBE functional. The correlation effect on 3d electrons 
were treated within the GGA+U using the Dudarev approach [239] with an on-site coulomb 
interaction Ueff (Ueff = U - J) of 5.0 eV, which is according to the Ueff value proposed for Ni [259] 
where linear response theory was used.  
 
5.2.3 Results and Discussion 
5.2.3.1 Phase Stability and Stable Crystalline structures 
We systematically searched for stable structures of the binary KxNiy (𝑥, 𝑦 ∈ {1, … ,4}) with 
cells containing 1 to 4 KxNiy formula units (f.u.) at a pressure (P) of 37 GPa and temperature (T) 
of 0 K. The search pressure was informed by the pressure of synthesis reported by Parker et al 
[236]. The energy difference between different magnetic states for the energy minimum structure 
is expected to be small, therefore, structure search was done without spin polarization. We have 
used the hexagonal hP4 structure of K to approximate the incommensurate K-III phase throughout 
this work. The K-III is known to be stable in the pressure range of 23 GPa and 57 GPa [260] while 
the FCC Ni is known to be stable in the pressure range of 0 GPa up to at least 320 GPa [261]. The 
enthalpy of formation (∆𝐻𝑓) per atom of KxNiy relative to elemental K-III and FCC Ni solids was 
calculated according to Eq. (5.1). We established the fitness for synthesis and thermodynamic 
stability of each stoichiometry using the convex hull [262]. The convex hull was constructed using 
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the minimum of the calculated ∆𝐻𝑓 of the most stable structures for each composition. In principle, 
structures whose ∆𝐻𝑓 lies on the convex hull are deemed stable and could be realized 
experimentally.  
The convex hull for KxNiy at 37 GPa, 0 K is shown in Fig. 5.9a. At 37 GPa and 0 K, Ni 
and K are predicted to form compounds in the K4Ni, K2Ni, K3Ni2, K3Ni4 and KNi4 stoichiometries, 
all unknown before but accessible according to this calculation.  
 
 
Figure 5.8. (a) Convex hull for K-Ni compounds at 37 GPa from PSO search. The red diamond is 
the P21/m-K2Ni from GA search. (b) Calculated XRD patterns for the P21/m-K2Ni and the FCC 
Ni at 37 GPa, compared with the previously reported experimental XRD pattern [236] at the same 
pressure. The X-ray wavelength used is λ = 0.72 Å. Asterisks with K shows the positions of K-III 
peaks at 30 GPa (slightly shifted downward due to volume difference). Figure 5.9b was adapted 
from Ref. [46]. 
 
In this work, the K2Ni stoichiometry is of interest as one of the predicted structures (marked 
as a red object in Fig. 5.8a) corresponds to the experimental observation in Ref. [236] where a 
reaction between elemental K and Ni was reported (see later). At 37 GPa, the monoclinic P21/m-
K2Ni have higher enthalpy (0.02 eV/atom) than the orthorhombic Cmcm-K2Ni structure – 
thermodynamics ground state at 0 K. It is worthy of note that at the pressure of evaluation, both 
structures have similar zero-point energy (ZPE). The convex hull calculated at 0 GPa (Fig. 5.9a) 
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shows no thermodynamically stable K-Ni compounds form. Furthermore, the evolution of ∆𝐻𝑓 












Figure 5.9. (a) Convex hull for K-Ni compounds at 0 GPa from PSO search. (b) Evolution of 
enthalpy of formation of K2Ni relative to elemental mixture of K and Ni under pressure. The 
vertical dash line is the pressure of interest (37 GPa). 
 
A chemical reaction was reported between elemental K and Ni powder after the mixture 
(molar ratio of 2:1 for K:Ni) was compressed up to 37 GPa and laser heated up to ~2500 K but 
with no knowledge of the crystal structure [236]. Here, we demonstrate that the XRD pattern can 
be explained by the P21/m-K2Ni structure. The structural parameter of the P21/m-K2Ni structure at 
37 GPa are 𝑎 = 5.21 Å , 𝑏 = 4.25 Å, 𝑐 = 4.35 Å and 𝛽 = 111.370 with K atoms located at 2e: 
0.669, 0.75, 0.087; 2e: 0.015, 0.75, 0.764 and Ni atoms at 2e: 0.622, 0.25, 0.573. For completeness, 
the structural parameter of the Cmcm (lowest energy) structure on the convex hull for the K2Ni 
stoichiometry at 37 GPa are 𝑎 = 4.61 Å , 𝑏 = 10.25 Å and 𝑐 = 3.77 Å with K atoms located at 
4c: 0.0, 0.0885, 0.25; 4c: 0.5, 0.2355, 0.25, and Ni atoms at 4c: 0.0, 0.4563, 0.25. We found that 
the P21/m-K2Ni structure alone was not sufficient to index all the peaks in the experimental XRD. 
We achieved remarkable agreements in the relative intensities and 2𝜃 positions between the 
simulated and experimental XRD when the P21/m-K2Ni structure was combined with unreacted 




The peak at 2𝜃 = 24.8° can be uniquely indexed to the FCC Ni, while the peak at 2𝜃 =
21.4° appears to be an overlap of stronger peak from FCC Ni and weak peak from the P21/m-K2Ni 
structure. The two peaks at 2𝜃 = 20.2° and 2𝜃 = 20.5° was previously interpreted as belonging 
to the starting K-III structure [236]. Most of the remaining Bragg peaks (of the 2𝜃 positions) are 
signature peaks of the P21/m-K2Ni structure and can be indexed to it. We also note that there are 
no Bragg peaks from the P21/m-K2Ni structure occupying the 2𝜃 position of the K-III structure. 
Deviations in intensities are likely due to uncertainties and both theory and experiment. 
 
Figure 5.10. Temperature dependent enthalpy (H+Fvib) for the P21/m-K2Ni and the Cmcm-K2Ni 
structures at 37 GPa. The enthalpy (H) of the P21/m-K2Ni at 0 K was used as the zero-enthalpy 
origin. Fvib is the vibrational free energy.  
 
The synthesis of a stable K-Ni compound was achieved at high temperatures between 2000 
K and 2500 K. This suggests that the compound could be metastable at 0 K and stabilize (possibly) 
through kinetics. To establish the validity of our conjecture, we consider the Helmholtz free energy 
𝐹𝑣𝑖𝑏( T)  at temperature T , with harmonic approximation, according to Eq. (3.2). The vibrational 
free energy 𝐹𝑣𝑖𝑏(𝑇) of both the P21/m-K2Ni and the Cmcm-K2Ni structures were evaluated up to 
the temperature field representative of the experimental synthesis condition (2500 K). The result 
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of the Helmholtz free energy calculations (Fig. 5.10) establishes that at the temperature of 
synthesis reported by Parker et al, the P21/m-K2Ni structure is stabilized by temperature. The 
Cmcm-K2Ni structure is predicted to be preferred at 37 GPa and temperature of 0 K up to ~750 K 
as it consistently possess lower energy than the P21/m-K2Ni structure. Between 750 K and ~1000 
K, both structures cannot be differentiated purely by their energy as both structures are predicted 
to have similar energy. However, above 1000 K, up to at least 2500 K (considered in this study) 
the P21/m-K2Ni structure become preferred, establishing the P21/m-K2Ni as a high temperature 
phase. The drop in the energy of the P21/m-K2Ni structure relative to the Cmcm-K2Ni structure at 
temperature above 1000 K can therefore be pinned to the vibrational free energy contribution.  
 
Figure 5.11. Two-dimensional (010) view of the crystal structure of (a) hexagonal P63/mmc 
potassium (K-III) at 37 GPa (b) cubic Fm-3m nickel (FCC Ni) at 37 GPa. (c) P21/m-K2Ni at 37 
GPa. The red double-headed arrow shows the translation of stacked layers of honeycomb K 
network by a distance d. (d) Three-dimensional crystal structure of P21/m-K2Ni at 37 GPa. K and 
Ni atoms are colored purple and grey, respectively. 
 
The crystal structure of the P21/m-K2Ni is shown in Figs. 5.11c and 5.11d. The mechanism 
of formation of the P21/m-K2Ni compound under pressure can be thought of in terms of 
incorporation of Ni atoms from FCC lattice into base K-III (see Figure 5.11 a-c). In principle, 
when metals mix with one another under extreme conditions, alloy or compound can form through 
either atom exchange or through interstitial mechanism [263]. Atoms of relatively similar size 
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form alloys through atom exchange method. Under compression (to 37 GPa), K-I transforms to K-
III though K-II, accompanied by electronic topological transition (ETT). The ETT makes K to 
become transition metal-like with similar electron density to Ni and by extension, Ni attain similar 
size with K [236]. Thus, at the pressure of interest (37 GPa), central atoms in the K-III lattice (see 
Fig. 5.11a) are replaced by group of Ni atoms from the fcc-Ni lattice (see Figure 5.11b) to form an 
intermetallic, P21/m-K2Ni structure (see Fig. 5.11c). The successful exchange of the central K 
atom with the group of Ni atoms induces a distortion on the hexagonal network of the K-III lattice 
and a Peierls distortion in Ni lattice so that the perfect order in Ni atoms arrangement is broken. 
More details can be found in section 5.2.3.2 and ref. [46].  
 
 
Figure 5.12. (a) Starting structure at P = 37 GPa and T = 0 K. Snapshot of average configuration 
from the ab initio MD simulation in an NpT ensemble at P = 37 GPa and (b) T = 300 K (c) T = 
1000 K (d) T = 2000 K (e) T = 2500 K. The average configuration was calculated after the system 
has fully equilibrated between 8000 and 9000 time step in step of 100. To guide the eye, the red 
circle is used to identify the K-Ni unit and the green circle is used to identify the K-Ni-K unit. The 
simulation cells contain 162 atoms with the purple balls being the K atoms. 
 
At a constant pressure, the dynamics of atoms in a chemical system changes as temperature 
is increased. We investigated the effect of temperature on P21/m-K2Ni compound formation using 
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ab initio molecular dynamics (AIMD) simulation. The results of our AIMD simulation reveal that 
the system transforms from being a simple alloy of K and Ni to being a chemical compound (see 
Fig. 5.12). We slowly heat the system, initially at 37 GPa, 0 K (Fig. 5.12a), to 300 K and in steps 
up to 2500 K in an NpT ensemble. The AIMD simulation reveals that, at as low as 300 K up to 
1000 K (Fig. 5.12b-c), there is tendency for the development of K-Ni units. There is increased 
tendency in for the formation of K-Ni units and formation of K-Ni-K units (Fig. 5.12d-e) as 
temperature increases to 2500 K. This can be explained by the decrease in the nearest neighbor 
(NN) distance between K and Ni atoms as temperature increases (see Fig. 5.13). The decrease in 
NN distance is known to favor bond formation [264] and as such it is reasonable to expect more 














Figure 5.13. Temporal evolution of the average nearest neighbor (NN) distance with error band 
for the K-Ni unit of the P21/m-K2Ni system at 37 GPa. The plot is shown for temperatures (a) 300 
K, (b) 1000 K, (c) 2000 K, and (d) 2500 K. The red bands show time evolution of the standard 
error in the NN distance calculated from three (triplicate) separate ab initio molecular dynamics 
(AIMD) simulations. The 〈… 〉 bracket in the y-axis label is the instantaneous average at a given 




5.2.3.2 Electronic structure and electron localization in K2Ni   
Alkali metals do not form compound with transition metals at ambient pressure (with 
exception observed in Au) due to large difference in size and electronic structure. Miedema’s rules 
[249] requires that there be small difference in charge density at the Wigner-Seitz radius and large 
electronegativity difference between two metals for successful compound formation which is not 
the case in alkali and transition metals at ambient condition. Bader charge analysis reveals that the 
P21/m-K2Ni structure is stabilized through notable electron transfer from K to Ni upon its 
formation. The Ni atom behaves like an oxidant, gaining (fraction of) electron from K atoms. In 
the P21/m-K2Ni structure, Ni atom is anionized by striping each of the two K atoms of 0.4 𝑒− 
thereby gaining a total of 0.8 𝑒− thereby inducing strong electrostatic interaction in the system. 
Similar electron transfer was recently predicted in K-In systems [256]. High pressure diamond 
anvil cell (DAC) experiments on noble gas elements and transition metals also reported 
intermetallic compounds of Xe-Ni/Fe [22] system at high pressures in which the Ni/Fe atoms 
behaves like an oxidant, gaining fraction of electron and a reverse mechanism in Ar-Ni [44] system 










Figure 5.14. Constructed magnetic models of K2Ni (a) The ferromagnetic (b) The ferrimagnetic 
(c) The antiferromagnetic and (d) The paramagnetic configurations. The red and black arrows 
indicate spin up and spin down, respectively. The length of the arrows (although not drawn to 
scale) qualitatively describes the magnitude of the spin states. The purple balls and the blue balls 
are the potassium and nickel atoms, respectively. 
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Spin polarized quantum calculations was done on a 2 × 2 × 2 cell comprising of 48 atoms. 
The result reveals that the P21/m-K2Ni structure corresponds to the ferromagnetic ground state in 
which spins aligns parallel to each other on Ni atoms (Fig. 5.14a). The ferromagnetic configuration 
is 0.9 meV/atom lower than the ferrimagnetic configuration (in which spins of unequal magnitudes 
aligns in an anti-parallel configuration, see Fig.5.14b) and 2 meV/atom lower than the 









Figure 5.15. (a) Evolution of magnetic moment in ferromagnetic and ferrimagnetic models of 
K2Ni under pressure. The vertical dash line is the pressure of interest (37 GPa) (b) Evolution of 
energetics of various magnetic models relative to the nonmagnetic model of K2Ni under pressure. 
The vertical dash line is the pressure of interest (37 GPa). 
 
The evolution of total magnetic moment (Fig. 5.15a), energetic stability (Fig. 5.15b) and 
structural parameters (Fig. 5.16) of various magnetic configurations of the P21/m-K2Ni structure 
under pressure were investigated. The result shows that the ferromagnetic ground state of the 
P21/m-K2Ni structure is energetically preferred at high pressure between 30 and 40 GPa. The total 
magnetic moment of ferromagnetic configuration is continually higher than that of ferrimagnetic 
configuration throughout the pressure field considered in this work. Furthermore, the magnetic 




lose it magnetic properties to become nonmagnetic at extremely high pressure such as pressure 













Figure 5.16. Evolution of structural parameters of various magnetic models and the nonmagnetic 
model of K2Ni under pressure (a) – (c) are the lattice parameters, (d) is the angle β. The vertical 
dash line is the pressure of interest (37 GPa). 
 
The calculated electronic band structure (see Fig. 5.17a) and electronic density of states 
(eDOS) (see Figure 5.18b) show that the P21/m-K2Ni structure is semi conducting with an indirect 
band gap of 0.65 eV. The calculated eDOS of the model Cmcm-K2Ni (see A5.1 in appendix for 
details) where the layers of K atoms are shifted such that they are exactly on top of each other (see 
Fig. 5.18a) and the Cmcm-K2Ni (thermodynamic ground state structure, see Fig. 5.18c), are 
metallic. The P21/m-K2Ni reaches semi conducting state through simultaneous translation and 
distortion of layers of K atoms honeycomb network, an effect known as symmetry-energy 
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lowering Peierls distortion (see Fig. 5.11a-c). We arrive at this conclusion after testing the 
conjecture that parallel layers of K honeycomb structure should be metallic, and a significant 
translation of these layers should induce a bandgap at the Fermi level (see detail in A5.1). The 
parent structure, with Cmcm space group features parallel, untranslated honeycomb layers of K 
atom with Ni atoms distributed in between, forming a linear chain. The formation of the P21/m-
K2Ni structure causes lowering of symmetry from orthorhombic system to monoclinic system (unit 
cell distortion) inducing distortion on the K honeycomb network within the cell. The unit cell 
distortion is followed by translation of the honeycomb layers of K by a distance d that is about half 
of K-K distance (see Fig. 5.11c). The Ni atoms responds to the distortion by forming a zig-zag 
network as shown in Fig. 5.11d. The P21/m-K2Ni system also respond electronically to the 




Figure 5.17. (a) Electronic band structure of P21/m K2Ni within the DFT+U framework. Electron 
localization function (drawn using an isovalue = 0.6) of (b) ideal Cmcm structure and (c) P21/m 
structure of K2Ni. K and Ni atoms are colored purple and grey, respectively. All calculations were 




Electron localization function (ELF) [117] was calculated for the parent Cmcm-K2Ni 
structure (as shown in Fig. 5.17b) and for the P21/m-K2Ni (as shown in Fig. 5.17c). The result of 
ELF calculation for the Cmcm-K2Ni structure reveal that small fraction of electron from the K 
atoms form an electride state as they are pushed to the interstitial site. The virtual interstitial orbital 
become available in the system due to pressure effects. The distortion in the parent structure 
mitigates against the pushing of electron transferred from K to the interstitial site in the P21/m-
K2Ni structure. Instead, electrons are pushed to the Ni-3d orbital. The P21/m-K2Ni also do not 
show electron localization that could be interpreted as covalent character.   
 
Figure 5.18. Calculated electronic density of states for (a) the model Cmcm-K2Ni with the layers 
shifted such that they are parallel (exactly on top of each other) (b) the P21/m-K2Ni structure (c) 





5.2.3.3 Dynamic, Mechanical, and thermal stability of K2Ni   
The dynamic stability of the P21/m-K2Ni structure (see Fig. 5.19) and the Cmcm-K2Ni 
structure (see Fig. A5.6) at 37 GPa were established through the phonon calculations done at 0 K. 
The dispersion relation of both structures lacks negative frequencies showing that they are 
dynamically stable as well as temperature quench recoverable in an event of high temperature 
synthesis. The projected phonon DOS in Fig. 5.20 reveals that in the low frequency regime K and 
Ni have correlated vibrations. However, in the high frequency regime, vibrational modes are 
predominately due to K atoms. 
 
Figure 5.19. Phonon dispersion relations and projected phonon density of states for P21/m-K2Ni 
calculated at 37 GPa.  
 
Figure 5.20 shows a comparison between the harmonic and finite temperature lattice 
vibrations (vDOS) in the P21/m-K2Ni structure. The vDOS are calculated at 300 K, 1000 K, 2000 
K and 2500 K. The profile of the vDOS (relative to the harmonic) was maintained up to 2000 K. 
The vDOS shows that the P21/m-K2Ni is stable at 300 K, 1000 K with tendency of melting when 
the temperature is raised above 2000 K. The observation of significant vibration mode softening 
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between 0 and 1THz (33.36 cm-1) in the vDOS of the P21/m-K2Ni at 2500 K, suggests that 
instability develops throughout this system at that temperature. Such development could cause a 
phase transition either into another solid phase or into a liquid. 
 
 
Figure 5.20. Total phonon DOS (harmonic) and temperature-dependent vibrational density of 
states (vDOS) for the P21/m-K2Ni structure calculated from the autocorrelation function of the MD 




The response of a material to an external strain measures the extent of its mechanical 
stability and reliability of its lattice elastic constants [95]. Mechanical and elastic stability for non-
cubic systems can be established through the Born-Huang elastic stability criteria [94,95]. The 
P21/m-K2Ni structure (monoclinic crystal system) have 13 independent elastic constants shown in 
Table A5.2. The general elastic stability condition for any crystal system requires that the second-
order elastic constants calculated using Eq. (1.75) satisfies the conditions highlighted in refs. [94, 
95]. The P21/m structure also satisfied all the mechanical stability criteria for monoclinic systems 
stated in ref. [95]. 
Using the Voigt-Reuss-Hill approximation [96], the P21/m-K2Ni structure is calculated to 
have a bulk modulus of 98.6 GPa ± 1.17 GPa and shear modulus of 20.1 GPa ± 10.77 GPa. The 
bulk/shear ratio of 4.9 ± 0.11 indicates that the P21/m-K2Ni is ductile in nature (details of the 
bounds are shown in Table 5.4). 
 






99.81 97.47 98.64 1.17 
Shear modulus 
(GPa) 
30.86 9.32 20.09 10.77 
Young’s modulus 
(GPa) 
83.92 27.10 55.51 28.41 
Pugh’s ratio 3.23 10.46 4.91 0.11 
 
Table 5.4: Calculated bounds for bulk modulus, shear modulus and other elastic properties of the 
P21/m-K2Ni structure using Voigt-Reuss-Hill’s approximation. 
 
5.2.4 Conclusion 
We report a stable, semi conducting K-Ni compound with K2Ni stoichiometry at 37 GPa 
and temperature up to 2500 K. The K2Ni structure (with P21/m space group) could explain the 
XRD of the previously synthesized K-Ni compound. We establish that the P21/m-K2Ni structure 
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adopts a ferromagnetic ground state in which spins aligns parallel to each other on Ni atoms. 
Although both K and Ni are metals, the P21/m-K2Ni structure is semi conducting with an indirect 
bandgap of 0.65 eV. Peierls distortion was identified as the process responsible for the opening of 
small energy bandgap in the material. Dynamic stability of the P21/m-K2Ni structure is established 
by phonon calculations for which there are no imaginary frequencies throughout the entire 
Brillouin zone. Vibrational free energy calculation shows that the synthesized P21/m-K2Ni 
structure is stabilized over the thermodynamic ground state structure, Cmcm-K2Ni, at high 
temperature (>1000 K) by kinetics. Mechanical stability of the K2Ni-P21/m structure is established 
through the Born-Huang stability criteria for monoclinic system and the result shows the P21/m-
K2Ni structure is mechanically and elastically stable. The present study establishes the phase that 
corresponds to the lab synthesized K-Ni compound and expands our understanding of the 












The general aim of this thesis is to theoretically investigate structural transitions, predict 
and characterize new materials at high pressure and temperature and use these results to understand 
experimental data, in cases where they are available. The theoretical calculations were performed 
using ab initio methods and crystal structure prediction algorithms such as genetic algorithm and 
particle swarm-intelligence optimization algorithm. The ab initio methods include density 
functional theory (DFT), molecular dynamics (MD) and metadynamics. These tools have been 
used to study structural phase transitions, thermodynamic, electronic, vibrational and transport 
properties of the selected materials. 
In Chapter 1, the thesis subject was briefly introduced, setting the stage for the importance 
and the significance of the studies carried out. The theoretical methods were also discussed, 
establishing the fundamental theory behind the computational tools that were employed for all the 
calculations. An overview of the scope of the project(s) discussed in each chapter were also stated, 
highlighting the experimental and/or theoretical tools employed.   
Chapter 2 reported the results of detailed study on two elemental solids: Carbon and 
nitrogen for technology and high energy density applications. It described the application of ab 
initio metadynamics method in the study of structural phase transition in the 2D-C60 allotrope of 
carbon at high temperature and pressure, which turns out to be the high-pressure ground state of 
2D-C60 and 3D-C60. The second part of the chapter described the theoretical identification and 
characterization of the black phosphorous (BP) structured nitrogen. The conclusion of the chapter 
is that ab initio metadynamics method is a powerful tool for scanning the potential energy surface 
and for searching locally (metastable) stable or globally (ground state) stable configurations. It 
was also concluded from this chapter that density functional theory can be applied in synergy with 
experiments to have deep understanding of new physics and chemistry of materials that emerge at 
extreme pressure and temperature regime. 
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Chapter 3 described the application of ab initio metadynamics method in the study of 
structural phase transition in shape memory alloy - NiTi at high temperature and pressure. The 
second part investigated the formation of Au-Fe intermetallic compounds under pressure using 
particle swarm-intelligence optimization algorithm coupled with ab initio density functional 
theory. The chapter, overall, studied phase transition in transition metal-transition metal 
alloy/compound using first principles techniques with technological and possibly, geophysical 
applications. Detailed characterization of various properties exhibited by the new phases were also 
reported. The conclusion of the chapter was that, above the critical temperature of 700 K, the 𝐵19′ 
NiTi structure undergo a permanent deformation during which it lost its shape memory capability 
and transform to the P-1-NiTi and P1-NiTi structures. Furthermore, it was found that at a threshold 
pressure of 123 GPa, Au could form stable compound with Fe stabilized through different charge 
transfer mechanisms. Further studies would be required to completely understand the predicted 
Au-Fe alloys under pressure. Molecular dynamics simulation of these systems could further 
elucidate intricate mechanism on the formation or dissociation of the system under high 
temperature and pressure that goes beyond simple charge transfer. Thermal properties of these 
alloys can also be studies which could inform their applications for technology or in understanding 
fundamental phenomena.  
Chapter 4 reported the use of ab initio density functional theory to identify and characterize 
compound formed between noble gas element and Earth’s core relevant transition metal – a very 
interesting topic with geophysical implications. A case study on Ar, a natural decay product of 40K 
and Ni was carried out. Experimental data were generated using high pressure, in situ synchrotron 
X-ray diffraction techniques.  The study presented evidence of the reactability of Ar with Ni. The 
compound of Ar and Ni was identified as R-3m ArNi with a L11 Laves structure, further 
strengthening the hypothesis that the Ar produced from natural decay of 40K may have remain in 
the Earth’s core. Also, that the Ar could have being stored in the core in the form of ArNi. Further 
studies would be required to completely understand Ar in the Earth’s core especially at pressures 
that goes beyond the outer core. For instance, exploring the reactivity of Ar-Fe at higher pressures 
above 300 GPa, since the abundance of Fe (by mass) is about 80% in the Earth’s core. The 
formation of ternary compound of Ar with Fe-Ni alloy is also interesting and all these could help 




Lastly, chapter 5 explored the possibility of compound formation between the 
nonradioactive isotope of light element, alkali metal, K and the two Earth’s core dominant 
constituents, Fe and Ni. This is a very interesting geophysical topic, as the results from this chapter 
revealed that the missing K from the Earth’s mantle may have percolated into the core and remain 
there in the form of Fe-rich K-Fe compound and those in the mantle may remain there in the form 
of K2Ni or K-rich K-Fe, provided that equilibration conditions of the Earth are perfect. The 
potential energy surface of both the K-Fe and the K-Ni binary compounds were explored using the 
particle swarm-intelligence optimization and the genetic algorithm coupled with the ab initio 
density functional theory methods. Stable and metastable structures of interest were theoretically 
characterized using first principles methods. The Finite temperature dynamics were studied by 
employing ab initio molecular dynamics. The study on the K-Fe system showed transition from a 
K-rich to a Fe-rich stoichiometry as pressure grows above 120 GPa. Although, the exact 
application of this transition to the Earth’s interior will rely heavily on knowing the Earth’s actual 
composition. Also, the study on K-Ni systems identify the crystal structure for the long-sought 
structure of the only known K-Ni compound to date. The K2Ni compound was predicted to exhibits 
a semiconducting ground state with an indirect bandgap even though both constituent elements are 
metallic. We should point out that further studies would be required to completely understand the 
presence and behavior of K in the Earth’s core. For example, investigating a possible compound 
formation between K and Sulphur-rich iron sulphide or iron oxide at the outer core’s pressure 
condition will be interesting. Above 300 GPa, investigation of the formation of iron-rich K-Fe 
compounds in a way that put constraint on the abundance of K could also be systematically 
investigated through accelerated crystal structure prediction (with machine learning capabilities). 
These studies could provide definitive premise upon which the K content in the core may be 
negligible or extremely significant. Furthermore, having a very accurate melting curve for K-Fe/Ni 
systems is also very interesting. This would, with high confidence, compare K-Fe/Ni phase 
diagram with the phase diagram of pure hexagonal close packed iron and that of the geotherm and 






Supplementary Material for Chapter 2 
 
A2.1 Calculation of Raman spectrum 
Simulated Raman spectra for the various structures were calculated using the method of 
Porezag and Pederson based on the double harmonic approximation [157] as implemented in 
VASP [93]. The double harmonic approximation ignores higher order derivative of energy, dipole 
moment and polarizability with respect to normal mode coordinates. 
The stokes component of the ith eigenmode has a first order differential Raman cross 














 ,                                         (𝐴2.1) 
where 𝑣𝑖 is the frequency of the ith mode, 𝑄𝑖 is the coordinate of the ith normal mode, 𝑣𝑆  is the 
frequency of the scattered light, ?̂?𝐿 and ?̂?𝑆 are the unit vectors of the electric-field polarization for 
the incident and the scattered light, respectively while ?̃? is the polarizability tensor. 𝑛𝑖
𝑏 is the Bose-








  .                                                          (𝐴2.2) 
If we assume that the direction of the incident beam, direction of polarization of the beam 












 ,                                         (𝐴2.3) 
Where the Raman scattering activity, 𝐼𝑅 is defined as: 














,                          (𝐴2.4) 
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where 𝛼′ and 𝛽′
2
 are the derivative of the mean polarizability and the anisotropy of derivative of 
the polarizability tensor, respectively. The polarizability tensor has six independent variables. 𝛼′ 
and 𝛽′
2
























′ 2 + ?̃?𝑥𝑧
′ 2 + ?̃?𝑦𝑧
′ 2)] .       (𝐴2.6)  
Generally, in response to an external electric field, the derivative of polarizability with 









  , 𝐹𝑘 = −
𝜕𝐸
𝜕𝑅𝑘
  .                          (𝐴2.7) 
In Eq. (A2.7), 𝑖, 𝑗 ∈ {𝑥, 𝑦, 𝑧}, 𝐹𝑘 is the force acting on an atom, 𝐸 is the total energy calculated 
from DFT. 𝐺𝑖 and 𝐺𝑗 are the ith and jth component of a uniform external electric field, respectively. 
For more discussions on the formalism of double harmonic approximation, theoretical 










Table A2.1: Elastic constants of the BP-N at 150 GPa. 
 
 The BP-N belong to the orthorhombic crystal class and as such requires 9 independent 
elastic constants (in the unit of GPa) summarized in the table below. 
 
𝑪𝒊𝒋 𝑪𝟏𝟏 𝑪𝟏𝟐 𝑪𝟏𝟑 𝑪𝟐𝟐 𝑪𝟐𝟑 𝑪𝟑𝟑 𝑪𝟒𝟒 𝑪𝟓𝟓 𝑪𝟔𝟔 






Figure A2.1. Calculated electronic band structure and electron density of states of BP-N at (a) 




Supplementary Material for Chapter 3 
 
A.3.1 Electronic free energy in NiTi at ambient and elevated temperatures 
If we assume that the electronic DOS is temperature independent (fixed density-of-states 
approximation), and approximate the electronic free energy using the T=0 K electronic DOS, 
𝐷( ) = 𝐷( )[𝜌(𝒓, 𝑇 = 0 𝐾)]. The electronic free energy can be written as: 
𝐹𝑒𝑙(𝑇) = 𝐸𝑒𝑙(𝑇) − 𝑇𝑆
𝑒𝑙( 𝑇) ,                                                     (𝐴3.1) 
where 
𝐸𝑒𝑙(𝑇) =  ∫ 𝐷( )
𝑚𝑎𝑥. 𝐶𝐵𝑐𝑢𝑡𝑜𝑓𝑓
𝑚𝑖𝑛.  𝑉𝐵𝑐𝑢𝑡𝑜𝑓𝑓
𝑓( 𝑖, 𝑇)  𝑑 − ∫ 𝐷( )
𝐹
𝑚𝑖𝑛.  𝑉𝐵𝑐𝑢𝑡𝑜𝑓𝑓
𝑓( 𝑖, 𝑇)  𝑑  ,       (𝐴3.2)  
𝑆𝑒𝑙(𝑇) =  𝛾𝑘𝐵 ∫ 𝐷( )
𝑚𝑎𝑥. 𝐶𝐵𝑐𝑢𝑡𝑜𝑓𝑓
𝑚𝑖𝑛.  𝑉𝐵𝑐𝑢𝑡𝑜𝑓𝑓
𝑆( , 𝑇)𝑑  .                                        (𝐴3.3) 
𝑆( , 𝑇) is the temperature dependent entropic contribution to electronic free energy and is defined 
as:  
𝑆( , 𝑇) = −[𝑓( 𝑖, 𝑇) ln 𝑓( 𝑖, 𝑇) + (1 − 𝑓( 𝑖, 𝑇)) ln(1 − 𝑓( 𝑖, 𝑇))] ,               (𝐴3.4) 





 . In our 
calculations, the vibrational entropy is 5.8 meV/atom which is less than 25.7 meV, the value of 
𝑘𝐵𝑇 at 298 K. For this reason, it suffices to ignore the entropic contribution (𝑆
𝑒𝑙( 𝑇) ) to free 
energy so that electronic contribution to free energy is approximated by the vibrational internal 
energy of the electron, 𝐸𝑒𝑙(𝑇) only.  If we assume energy equipartition for the system under study 
in the temperature regime below the melting point, then we expect the differences of the 𝐸𝑒𝑙(𝑇) 
between the P-1-NiTi and 𝐵19′ structure to be nearly constant, hence plays no significant role in 

















𝛼 𝛽 𝛾 Fractional atomic Coordinates 
 
 
Atom    x         y         z     Site 
Space 
group 
P1 5.17 7.13 8.73 73.15 99.59 90.68 Ti       0.65    0.12    0.87     1a 
Ti       0.09    0.63    0.38     1a 
Ti       0.94    0.78    0.88     1a 
Ti       0.51    0.29    0.38     1a 
Ti        0.24    0.45    0.87     1a 
Ti        0.79    0.97     0.37    1a 
Ti       0.30    0.05    0.63     1a 
Ti       0.29    0.52    0.14     1a 
Ti       0.42    0.72    0.62     1a 
Ti       0.99    0.21    0.12     1a 
Ti        0.13    0.39    0.62     1a 
Ti        0.32    0.87     0.12    1a 
Ni        0.82    0.04    0.63     1a 
Ni       0.22    0.52     0.15     1a 
Ni       0.09    0.73    0.63     1a 
Ni       0.50    0.20    0.11     1a 
Ni       0.36    0.41    0.62     1a 
Ni       0.79    0.87    0.12     1a 
Ni        0.16    0.12    0.86     1a 
Ni       0.43    0.64     0.36     1a 
Ni       0.56    0.77    0.89     1a 
Ni       0.03    0.28    0.39     1a 
Ni       0.29    0.46    0.88     1a 






A.3.2 Elastic properties of various Fe-Au system 
 
Table A3.2: Elastic modulus of various Fe-Au systems. 
 
Properties System (pressure) 
Cmcm-AuFe4 (140 GPa) I4/m-AuFe4 (200 GPa) Pmmn-AuFe3 (200 GPa) 
Shear modulus (GPa) 251.54 393.06 323.97 
Bulk modulus (GPa) 682.64 842.61 836.97 
Young modulus (GPa) 671.98 1019.42 858.90 
Bulk/Shear ratio 2.71 2.14 2.58 
 
 
Table A3.3: Calculated sound velocity (vs) and density at 200 GPa and 0 K for the Pmmn-AuFe3 






hcp-Fe  Fe62C2 Fe60C4 
 
vs (Km/s) 4.28 4.82 6.80 6.38 6.00 























Figure A3.1. Calculated nonmagnetic electronic band structure for the (a) Cmcm-AuFe4 at 140 
GPa (b) Pmmn-AuFe3 at 200 GPa (c) I4/m-AuFe4 at 200 GPa. The black dashed line represents 



















Figure A3.2. Calculated volume-pressure relation for hcp-Fe using GGA+U parameters of this 
study compared with calculated values using GGA XC functional in previous theoretical study and 
experimental room-temperature static compression data from previous experiment. The blue box 























Figure A3.3. Calculated temperature dependence of the vibrational entropies of the Pmmn-AuFe3 









Figure A3.4. Calculated electronic density of states projected to orbitals of elemental Fe, Au and 
the (a) Cmcm-AuFe4 at 140 GPa (b) Pmmn-AuFe3 at 200 GPa (c) I4/m-AuFe4 at 200 GPa. The 









Figure A3.5. Calculated electron localization function (ELF) for the P-1-NiTi at 10 GPa. Nickel 










Supplementary Material for Chapter 4 
 
Figure A4.1. (a) Enthalpy of formation for ArNi compound using standard VASP library potential 
for Ar and Ni. The enthalpy of ArNi compound is continually higher than the enthalpy sum of 
elemental decomposition into Ar and Ni, indicating that the formation pressure for ArNi compound 
will be >>300 GPa. (b) Experimental XRD pattern of Ar-Ni compound from ref. [44] compared 
with the proposed R-3m-ArNi and P4/mmm-ArNi structures at 140 GPa. The XRD pattern was 




Supplementary Material for Chapter 5 
 
Table A5.1: Optimized structural information of predicted thermodynamically stable K-Fe 
compound that are not considered further due to dynamic instability. 
         Fractional atomic coordinates 






10.26   
 















Fe1 0.470 0.250 0.735 2e 
        Fe3 0.730 0.750 0.844 2e 
        Fe5 0.332 0.750 0.658 2e 
             
60 P4/nmm 2.41 2.41 10.97    K1 0.000 0.500 0.601 2c 
        Fe1 0.000 0.500 0.207 2c 
        Fe3 0.000 0.500 0.926 2c 
             
90 P-1 2.32 2.33 9.85 92.25 96.00 60.12 K1 0.000 0.500 0.500 1g 
        Fe1 0.202 0.349 0.725 2i 
        Fe3 0.378 0.327 0.092 2i 
             
120 P-1 2.29 2.29 9.63 92.71 95.73 95.73 K1 0.500 0.500 0.500 1h 
        Fe1 0.873 0.332 0.093 2i 
        Fe3 0.714 0.334 0.722 2i 
             
150 P-1 2.25 2.26 9.47 93.11 95.80 60.22 K1 0.500 0.500 0.000 1e 
        Fe1 0.872 0.335 0.593 2i 
185 
 
        Fe3 0.718 0.323 0.221 2i 
             
200 P-1 2.21 2.22 9.22 93.79 94.64 60.38 K1 0.000 0.000 0.000 1a 
        Fe1 0.642 0.153 0.406 2i 



















Figure A5.1. Interatomic distance (bondlength) evolution with pressure for various units in the K-































Figure A5.2. Calculated nonmagnetic electronic band structure for the (a) K4Fe in P21/m structure 
at 30 GPa (b) K4Fe in P-1 structure at 60 GPa (c) K4Fe (1 f.u.) in P1 structure at 90 GPa (d) K4Fe 
(2 f.u.) in P1 structure at 120 GPa (e) KFe3 in C2/m structure at 150 GPa. The dash horizontal line 














Figure A5.3.  Temporal evolution of the nearest neighbor distance of the (a) K4Fe in P21/m 
structure at 30 GPa (b) K4Fe in P-1 structure at 60 GPa (c) K4Fe (1 f.u.) in P1 structure at 90 GPa 
(d) K4Fe (2 f.u.) in P1 structure at 120 GPa (e) KFe3 in C2/m structure at 150 GPa. The plots are 



















Figure A5.4. Calculated electron localization function of the (a) K4Fe in P21/m structure at 30 GPa 
(b) K4Fe in P-1 structure at 60 GPa (c) K4Fe (1 f.u.) in P1 structure at 90 GPa (d) K4Fe (2 f.u.) in 








Figure A5.5. Evolution of density under pressure for K-Fe candidate structures. The region 




















Figure A5.6. (a) Phonon dispersion relations for the Cmcm-K2Ni (thermodynamic ground state) 








Figure A5.7. Refinement of the XRD pattern of K2Ni compound at 37 GPa using Fullprof suite 
[268]. The Bragg peaks of the P21/m K2Ni and FCC Ni structures are marked with black and green 






Table A5.2: Elastic constants of the P21/m K2Ni at 37 GPa. 
 
𝑪𝒊𝒋 𝑪𝟏𝟏 𝑪𝟐𝟐 𝑪𝟑𝟑 𝑪𝟏𝟐 𝑪𝟏𝟑 𝑪𝟐𝟑 𝑪𝟒𝟒 𝑪𝟓𝟓 𝑪𝟔𝟔 
 106.18 161.18 128.30 101.03 87.96 62.33 18.79 36.90 50.48 
𝑪𝒊𝒋 𝑪𝟏𝟓 𝑪𝟐𝟓 𝑪𝟑𝟓 𝑪𝟒𝟔      
 -9.53 27.72 -12.51 21.78      
 
The elements of 𝐶𝑖𝑗 are in the unit of GPa. The 𝐶𝑖𝑗 matrix is symmetric and has all-positive 










A5.1 Understanding why the gap opened 
Structurally, the creation of the band gap in the semiconducting P21/m-K2Ni involves 
modifications in the geometric configuration of a parent Cmcm-K2Ni polymorph. The opening of 
band gap thus involves a “two steps” distortion of the high symmetric Cmcm-K2Ni. First, there is 
cell distortion followed by distortion in the staking of the honeycomb K layer and the Ni atoms 
sandwiched between two K layers (this induces Peierls distortion). One can argue that a 
combination of the cell distortion and the simultaneous shift in the layered honeycomb K and 
interspersing Ni atoms open a band gap in the P21/m-K2Ni. Since each layers of the honeycomb K 
are metallic and Ni atoms are also metallic, one will expect staking them on top of each other (with 
no translation) to produce a metallic layered structure [269]. Significantly translating every other 
layer in one direction should therefore open a gap. 
To verify this argument, we created a model system. The system is a high symmetric 
Cmcm-K2Ni in which the first K-Ni layers is placed directly over the second K-Ni layers without 
displacement in both K and Ni layers, thereby forming linear-chained Ni. The electronic density 
of states of the model (Fig. 5.18(a)) was calculated and compared with the electronic density of 
states of the P21/m-K2Ni (Fig. 5.18(b)) using HSE functional. The result of the calculation 
confirms the argument that the displacement of the honeycomb K layer and the formation of zig-
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