Abstract. By studying "points of the underlying quantum groups"of coquasitriangular Hopf (face) algebras, we construct ribbon categories for each lattice models without spectral parameter of both vertex and face type. Also, we give a classification of the braiding and the ribbon structure on quantized classical groups and modular tensor categories closely related to quantum SU (N ) Linvariants of 3-manifolds.
introduction
It is widely accepted that (co-)quasitriangular Hopf algebra is a good algebraic notion which expresses "quantum groups." For, example, each lattice model w of vertex type (and of face type) without spectral parameter naturally generates a coquasitriangular (CQT) Hopf (face) algebra, thanks to the FRT construction and the Hopf closure (or Hopf envelope) construction. The former construction assigns w to the CQT bialgebra (or face algebra) A(w) (cf. [30] , [24] , [31] , [7] ), while the latter construction assigns some CQT bialgebra (or face algebra) H to the CQT Hopf (face) algebra Hc(H) ( [16] , [14] ). However, to give applications of CQT Hopf (face) algebras H to low-dimensional topology, we need one additional structure on these, which is called the ribbon functional on H, a dual notion of the ribbon element. It is known that there exists a Drinfeld's double of a finite-dimensional Hopf algebra, which has no ribbon element (cf. [22] Proposition 7). Also, it is known that the ribbon functional of a CQT Hopf algebra is not necessarily unique even if it exists. Hence it is natural to investigate sufficient conditions for the existence of the ribbon functional on CQT Hopf (face) algebras, and to develop the classification theory of the ribbon functionals.
One of the purpose of this paper is to prove the existence of the ribbon functionals on CQT Hopf face algebras of the form Hc(A(w)) (cf. Theorem 6.5). This result implies that each w produces a ribbon category, and therefore, it implies that w generates a family of link invariants. We note that when w =Ř is a vertex model, this family contains the link invariant constructed by Reshetikhin [29] (see Remark at the end of Section 6). As byproducts, we also obtain several useful results on the ribbon functionals on CQT Hopf face algebras.
The other purpose of this paper is to give the classification of the braidings and the ribbon functionals on the function algebras Fun(G q ) of the quantized classical groups G q = GL q (N ), SL q (N ), SO q (N ), O q (N ) and Sp q (N ), and also, on some Hopf face algebras S(A N −1 ; t) ǫ which are closely related to the SU (N ) L -topological quantum field theories. The braiding of these Hopf (face) algebras is not unique. However, the non-uniqueness is explained using certain gradings of these algebras via cyclic groups Γ. The ribbon functionals of these algebras always exist and the number of those is at most two. We note that the proof of the former is very similar to that of the classification of the braidings of Fun(Mat q (N)) due to Takeuchi [35] , while the proof of the latter essentially depends on our general theory for Hc(A(w)).
The paper is organized as follows. In Section 2, we recall basic concepts of the face algebra. The notion of the face algebra generalizes that of the bialgebra, and is necessary to study lattice models of face type and the corresponding link invariants in the framework of the quantum group theory. In Section 3, we recall the relation between lattice models and face algebras. In Section 4, we recall the Hopf closure construction which is the the main tool of this paper. In Section 5, we give a study of group-like elements of the dual algebras A(w)
• and Hc(H)
• . It plays a crucial role for our study of the ribbon functionals. In Section 6, we give several results on the ribbon functionals of Hc(H) and its quotients. In Section 7 and Section 8, we give the results for quantized classical groups and the algebras S(A N −1 ; t) ǫ stated above.
The author is grateful to Dr. S. Suzuki for his useful informations.
Notation. Throughout this paper, we use Sweedler's sigma notation for coalgebras C and their right comodules U , such as (∆ ⊗ id)(∆(a)) = (a) a (1) ⊗ a (2) ⊗ a (3) (cf. [26] ). Also, we denote by ρ U the coaction U → U ⊗ C; u → (u) u (0) ⊗ u (1) , and by π U the left action of C * on U given by π U (X)u = (u) u (0) X(u (1) ) (u ∈ U, X ∈ C * ).
For a linear operator A on a vector space W with basis {p}, we define its matrix [A 
face algebras
Let H be an algebra over a field K equipped with a coalgebra structure (H, ∆, ε). Let V be a finite nonempty set and let e H,i = e i and for each a, b ∈ H and i, j ∈ V. We call elements e i and
• e i face idempotents of H. We denote by E = E H the subalgebra of H generated by face idempotents. It is known that bialgebra is an equivalent notion of V-face algebra with #(V) = . For a V-face algebra, we have the following formulas:
a (1) ε(e i a (2) e j ) = e i ae j , (2.7) 
for each a ∈ H and i, j, i ′ , j ′ ∈ V. For a V-face algebra H, its dual face algebra H
• [9] is defined to be the dual coalgebra of H equipped with product and face idempotents given by XY, a =
+ and e − be elements of an arbitrary algebra A. We say that x − is an (e + , e − )-generalized inverse of x + if the following four relations are satisfied:
We note that the (e + , e − )-generalized inverse of x + is unique if it exists. We say that a linear map S : H → H is an antipode of H, or H is a Hopf Vface algebra if S is the (E + , E − )-generalized inverse of id H with respect to the convolution product of End K (H), where
An antipode of a V-face algebra is an antialgebra-anticoalgebra map, which satisfies S(
Let H be a V-face algebra and let
, where m : H ⊗ H → H denotes the product of H. We say that R + is a braiding of H or (H, R ± ) is a coquasitriangular (or CQT) V-face algebra if the following relations are satisfied:
Here for Z ∈ (H⊗H) * and {i, j, k} = {1, 2, 3}, we define
. The braiding R + satisfies the following relations:
20)
21)
• e i e j ) = ε(e i ae j ), (2.22)
• e i e j ) = ε(e j ae i ) (2.23) for each a, b ∈ H and i, j, k, l ∈ V. If H is a Hopf V-face algebra, then we have:
Proof. This is straightforward.
Let (H, R ± ) be a CQT Hopf V-face algebra and V an invertible central element of H * . We say that V is a ribbon functional of H, or (H, V) is a coribbon Hopf V-face algebra if
A map f : H → K between V-face algebras is called a map of V-face algebras if it is both an algebra and a coalgebra map such that f (e i ) = e i , f (
If both H and K have antipode, then we have
An ideal I of a V-face algebra H is called a biideal if it is a coideal of the underlying coalgebra of H. If in addition, H is a CQT V-face algebra and I satisfies R ± (I, H) = R ± (H, I) = 0, then I is called a CQT biideal of H. For each V-face algebra (resp. CQT V-face algebra) H and its biideal (resp. CQT biideal) I, the quotient H/I becomes a V-face algebra (resp. CQT V-face algebra) in an obvious manner.
lattice models and comodules
Let G be a finite oriented graph with set of vertices V = G 0 . For an edge p, we denote by s(p) and r(p) its source (start) and its range (end) respectively. For each m ≥ 1, we denote by
. Then H(G) becomes a V-face algebra by setting
for each p, q ∈ G m and r, s ∈ G n (m, n ≥ 0). Here for paths p = (p 1 , . . . , p m ) and r = (r 1 , . . . , r n ), we set p · r = (p 1 , . . . , p m , r 1 , . . . , r n ) if r(p) = s(r) and m, n ≥ 1, and also, we set
We say that a quadruple r p q s is a face if p, q, r, s ∈ G 1 and
We say that (G, ) is a face model (or V-face model ) over K if w is a map which assigns a scalar w r 
A face model is called invertible if w is invertible as an operator on KG. For an invertible face model (G, ), we define another face model (G, − ), using the identification (3.5) . An invertible face model is called star-triangular (or Yang-Baxter) if w satisfies the braid relation w 1 w 2 w 1 = w 2 w 1 w 2 , where w 1 and w 2 denote linear operators on KG defined by w 1 (p, q, r) = w(p, q) ⊗ r and w 2 (p, q, r) = p ⊗ w(q, r). Here we identify (p, q, r) ∈ G with p ⊗ q ⊗ r ∈ (KG) ⊗ . For a face model (G, ), we define the algebra A(G, ) = A() to be the quotient of H(G) modulo the following relations:
Then A(w) has a unique structure of V-face algebra such that the projection for each p, q, r, s ∈ G 1 (cf. [24] , [7] , [31] , [13] ). We call R + the canonical braiding of A(w). For a vertex model w =Ř, A(w) coincides with FRT bialgebra A R , where R = PŘ and P (p, q) = (q, p).
LetG be the orientation-reversed graph of G and let˜: G →G ; p →p (m ≥ 0) be the canonical bijection which satisfies p · q =q ·p, s(p) = r(p) and r(p) = s(p). We also define a new graph G LD by setting G LD = V and G LD = G G . Let G×G andG×G denote subsets of G LD consisting of elements of the form p ·q andp · q (p, q ∈ G) respectively. We define linear operators w LD , w 
• e i e j )(U ). Let V be another H-comodule. We define the truncated tensor product U ⊗V to be the vector space
equipped with the H-comodule structure given by 
. Conversely, we have the following. [21] ). Let H be a V-face algebra such that either Com H or Com f H is a braided monoidal category with braiding {c UV }. Then, H becomes a CQT V-face algebra via
where L and M denote arbitrary finite-dimensional sub H-comodules of H such that
. If, in addition, H has an antipode and Com f H is a ribbon category with twist {θ U }, then H becomes a coribbon Hopf V-face algebra via
Proof. To begin with, we note that the existence of such L and M follows from the fundamental theorem of coalgebras, and that (3.15)-(3.17) do not depend on the choice of L and M because of the naturality of c and θ. Here, we will give a proof of the last assertion. Let V ± ∈ H * be as in (3.17) and let U be a finite-dimensional H-comodule. For each u * ∈ U * , we define the H-comodule map
, u via this equality, we obtain S(V) = V.
Let a and b elements of H and let L and M be as above.
by (2.11). Using (3.19) and the equality θ
, we see that the left-hand side of the above equality is
where (3.21) follows from the fact that θ L and θ M commute with the action of the face idempotents of H • . Taking the image via ε ⊗ ε, we get (2.26).
Let U be a finite-dimensional comodule of a CQT V-face algebra H. For each i, j ∈ V, choose a basis G | of U (i, j). Let G be the oriented graph with set of vertexes V and the set of edges G := | G | . Then we obtain a star-triangular V-face model (G, U ) be setting
Drinfeld functionals and the Hopf closure
Let (H, R ± ) be a CQT V-face algebra. We say that H is closable (or H is a CCQT V-face algebra) if there exist both (
We call Q ± Lyubashenko forms of H. The Lyubashenko forms of a CQT V-face algebra are unique if they exist. If H has an antipode, then H is closable with Lyubashenko forms given by
For a star-triangular face model (G, ), A(w) is closable if and only if (G, ) is closable. In this case, Lyubashenko forms Q ± of A(w) satisfy
for each p, q, r, s ∈ G 1 . For a CCQT V-face algebra H, we define linear functionals U ν (ν = 1, 2) on H via
and call them Drinfeld functionals of H. The Drinfeld functionals of a CCQT V-face algebra H are invertible in H * and satisfy the following relations:
for each ν = 1, 2, a ∈ H and i, j ∈ V, where U stands for U ∞ or U −∞ ∈ . Let f : H → K be a map of CQT V-face algebras. If K is closable with Lyubashenko forms Q ± K and Drinfeld functionals U ν K , then H is also closable with Lyubashenko forms and Drinfeld functionals given by
Next, we recall the Hopf closure (or Hopf envelope) construction of CQT Hopf V-face algebras. It is introduced by Phung Ho Hai [16] for bialgebras, and independently, by [14] for face algebras. Let H be a CCQT V-face algebra. We denote by H bop its biopposite V-face algebra, that is, H bop is a V-face algebra equipped with the opposite product and the opposite coproduct of H together with the face idempotents
(4.12) Let σ : H → H bop be the canonical anti-isomorphism, which satisfies
becomes a V-face algebra by setting
for each a, b, c, d ∈ H and i ∈ V, Let J be the ideal ofĤ generated by all elements of the form:
It is easy to verify that J becomes a biideal. We denote the quotient V-face algebrâ H/J by Hc(H) and call it the Hopf closure of H. For simplicity, we denote an element a⊗ E σ(b) + J of Hc(H) by aσ(b) for each a, b ∈ H. The Hopf closure Hc(H) has a unique structure of CQT Hopf V-face algebra such that the canonical map
is a map of CQT V-face algebras. Explicitly, the antipode of Hc(H) is given by
When H is a bialgebra, the underlying Hopf algebra of Hc(H) agrees with the Hopf envelope of H in the sense of Manin [25] . The Hopf closure has the following universal mapping property.
Theorem 4.1. Let H be a CCQT V-face algebra and K a CQT Hopf V-face algebra. Let f : H → K be a map of CQT V-face algebras. Then there exists a unique map
Proposition 4.2. Let H be a CQT V-face algebra (resp. CQT Hopf V-face algebra) and U its finite-dimensional comodule. Let (G, U ) be a face model given by (3.23).
Then there exists a unique map f :
Proof. See [13] for a proof of the assertion for A(w U ). The assertion for Hc(A(w U )) follows from that of A(w U ) and the universal mapping property of Hc.
Proposition 4.3. For each CQT Hopf V-face algebra H, we have:
In particular, S is bijective and
Proof. (cf. Drinfeld [5] ). The relation (4.23) follows from (4.2), (2.24) and (4.5).
where the second equality follows from (2.8) and the third equality follows from (2.21) and (2.11). Using this relation, we compute
where the first equality follows from (2.9) and (2.15) and the last equality follows from (4.7) and (2.9). Substituting this into X ∈ H * , we get ((S 2 ) * (X)U ∞ )(⌋) = (U ∞ X )(⌋), which proves (4.24) for ν = 1.
Group-like functionals
Let g be an element of a V-face algebra H. We say that g is group-like if
for each i, j ∈ V. We say that a linear functional G on H is group-like if it is grouplike as an element of the dual face algebra H • . Explicitly, G is group-like if and only if it satisfies
for each a, b ∈ H and i, j ∈ V. We say that G is invertible if it is invertible as an element of the dual algebra H * . We denote by GLF(H) the set of all group-like functionals of H, and by GLF(H)
× the set of all invertible group-like functionals. Note that
if H is a bialgebra.
The correspondence H → GLF(H) defines a contravariant functor from the category of V-face algebras to the category of semigroups.
(2) Let H be a V-face algebra and I its biideal. Then the projection p :
Proof. The proof of Part (1) is straightforward. Taking the dual of 0 → I → H → K → 0, we obtain
It is straightforward to verify that M ∈ GLF(K) if and only if p * (M) ∈ GLF(H) for each M ∈ K * . This proves Part (2). See [11] Proposition 7.1 for a proof of Part (3).
Lemma 5.2. Let H be a CQT V-face algebra.
(1) For each group-like functional G on H, we have
Hence, for each H-comodules U and V , we have
Hence the first assertion of Part (1) follows from (2.16). The second assertion follows from the first assertion. Part (2) follows from (4.7) and (4.9)-(4.10).
Let H be a V-face algebra and G its group-like functional. We define coad(G) :
(5.13)
Using (5.3)-(5.5) and (2.10), we see that coad(G) is an automorphism of H.
Proposition 5.3. For H = H(G) or A(w), the map H * → End(KG); X → π KG (X) gives the following semigroup isomorphisms: 15) where
Proof. For each element G of the right-hand side of (5.14), we define a linear func- 
for each (p, q), (a, b) ∈ G 2 . By (5.3), this shows that G H G vanishes on the biideal Ker(H(G) → A()) and that it induces an element of GLF(A(w)). This completes the proof of (5.15).
Proposition 5.4. For each CCQT V-face algebra, the canonical map ι : H → Hc(H) induces the isomorphism 18) whose inverse G → G Hc is given by
Proof. By Lemma 5.1 (1), it suffices to show that (5.19) gives the inverse of the correspondence ι * . It is easy to verify that there exists a linear functionalĜ ∈Ĥ * which sends a⊗ E σ(b) to the right-hand side of (5.19) and thatĜ satisfies (5.4) and (5.5). Using (5.3) for G ±∞ , we obtain
By replacing x with (1⊗ E σ(b))(c⊗ E σ(1)), we obtain
On the other hand, using (5.4), (2.10) and (2.21), we obtain
By (5.10), the right-hand side of the above equality is
Hence the right-hand side of (5.21) is i,j,k∈V
ThusĜ is a group-like functional ofĤ. Using (5.3) forĜ, we computê for each i, j, k, l ∈ V and a ∈ H, where the second equality follows from (5.4) and (2.9) and the third equality follows from (2.11). By repeating similar calculation, we see thatĜ induces a group-like functional G Hc on Hc(H). Now it is straightforward to verify that G → G Hc gives the inverse of ι * .
Combining Proposition 5.3 and Proposition 5.4, we obtain the group isomorphism
for each star-triangular face model (G, ).
A classification theory of ribbon functionals
Lemma 6.1. For a coribbon Hopf V-face algebra H, we have
Proof. The first equality of (6.1) follows from the fact that V commutes with the face idempotents of H • . Using (2.26) and (2.23), we obtain
e k } is linearly independent by the second equality of (2.4), this proves V(
• ⌉ ) = ∞, or the second equality of (6.1). By a similar discussion to [21] 
Hence the right-hand side of (6.3) is the inverse of m * (V) in the algebra m
. This proves (6.3). is group-like and satisfies the following relations:
Proof. To begin with, we note that the equivalence of V ∈ Z(H * ) and (6.6) follows from (4.24), and that that of (2.26) and (5.1) for g = M follows from (4.9), (6.3) and (6.5). Suppose V is a ribbon functional. Then the relation (6.7) follows from (6.2) and (4.8), while the first (resp. second) relation of (5.2) for g = M follows from (4.24) and (2.15) (resp. (4.7) and the second relation of (6.1)). Conversely, if M satisfies the above conditions, (2.27) follows from (6.2), (4.8) and (5.8).
For a coribbon Hopf V-face algebra (H, V), we call M = U ∞ V −∞ the modified ribbon functional on H corresponding to V. For each CQT Hopf V-face algebra H, we denote by Rib(H) the set of all ribbon functionals on H and by MRib(H) the set of all modified ribbon functionals on H.
and χ be as in Proposition 2.1. Then we have
Proof. Let U , U ′ and U ,χ (i = 1, 2) be the Drinfeld functionals of (H, R ± ), (H, R 
Hence the assertions follows from the definition of the modified ribbon functional and (4.8).
Theorem 6.4. For each closable star-triangular face model (G, ), the map π KG gives the following bijection:
Equivalently, π KG gives
Proof. Let M be an element of the right-hand side of (6.12). By (4.6), π KG (U ν )⊗ π KG (U ν ) commutes with w for each ν = 1, 2. Hence M belongs to the right-hand side of (5.15). Set M = Φ(M), where Φ is as in (5.26) . Thus M is a modified ribbon functional of Hc(A(w)). Conversely, it is clear that π KG maps the left-hand side of (6.12) into the right-hand side of (6.12). Thus we get the theorem. Proof. It suffices to construct a linear operator V which belongs to the right-hand side of (6.11). Let A be the operator π KG (U ∞ U −∞ ∈ ) and A = S + N its Jordan decomposition, that is, S is a diagonalizable operator and N is a nilpotent operator such that SN = N S. Let λ i (1 ≤ i ≤ k) be (mutually distinct) eigenvalues of S and P i the projection corresponding to λ i . It is known that P i = f i (A) and N = g(A) for some polynomials f i , g ∈ K[X]. Let √ λ i be a square root of λ i and define a operator V by
is a central element of Hc(A(w)) * and V is a polynomial of A, we have V ∈ Aut Hc(A(w)) (KG). By the theorem above, this proves the existence of a ribbon functional on Hc(A(w)).
Let (G, ) be a closable star-triangular face model. We say that (G, ) is (absolutely) irreducible if KG is (absolutely) irreducible as an Hc(H)-comodule. As an immediate consequence of the Theorem 6.4 and Schur's Lemma, we have the following. 
On the other hand, using (4.11) and Schur's Lemma, we see that M π
−∞ is a scalar multiple of the identity operator. Hence M belongs to the right-hand side of (6.12). By Theorem 6.4, this proves the proposition.
Let H be a CQT Hopf V-face algebra. We say that H is monogenerated if there exists an absolutely irreducible H-comodule U such that H is generated by
, the image C of the corepresentation End(U)
* → H and S(C), as an algebra.
Lemma 6.9. Let H be a CQT Hopf V-face algebra over K and F a field extension of K. Then H ⊗ F naturally becomes a CQT Hopf V-face algebra over F and there exists an injection
Proof. This is straightforward. Proof. Let (G, U ) and f : Hc(A(w U )) → H be as in Proposition 4.2. Since H is monogenerated, f is surjective for a suitable absolutely irreducible comodule U . Now the assertion is an immediate consequence of (6.15), Theorem 6.6 and the lemma above.
Remark.
(1) To construct a link invariant via a lattice model (G, ), it is usual to assume that (G, ) is "enhanced" in the sense of [36] (cf. [1] , [18] , [36] ). Theorem 6.5 says that the assumption is superfluous provided that (G, ) is closable. For vertex models, this was first proved by Reshetikhin [29] .
(2) Combining Theorem 6.5 with the categorical framework of the link invariant [37] , we obtain an invariant of framed links colored by comodules of Hc(A(w)), for each closable star-triangular face model (G, ). Choosing the Hc(A(w))-comodule KG as a color, we obtain an invariant I w (L) of framed links L which agrees with the known one. However, if (G, ) is constructed from a (four-weight) spin model (W i ) ( [18] , [3] ), I w (L) does not agree with the known invariant Z (Wi) (L). In fact we have
Quantized classical groups
Let X l be one of the Dynkin diagram of type A l , B l , C l or D l , where l ≥ 1 if X = A and l ≥ 2 if X = B, C or D. We define integers N and ν by
, where
Also we set σ i ≡ 1 for X = A. LetŘ =Ř q (X l ) be Jimbo's solution of the YangBaxter equation of type X l :
3)
where for X = A, C, D (resp. X = B), q (resp. q 1/2 ) denotes a non-zero number such that q 2 = 1, and E rs ∈ Mat(N, K) denote the matrix units. For X = B, C, D, we also set λ = −νq −N −ν . For 1 ≤ i, j ≤ N , we denote by t ij the element e i j of A(Ř), or its image by an arbitrary bialgebra map. For each η ∈ K × , we denote by R + η the canonical braiding of the FRT bialgebra A(ηŘ) or its Hopf closure Hc(A(ηŘ)). Since A(Ř) (resp. Hc(A(Ř))) is isomorphic to A(ηŘ) (resp. Hc(A(ηŘ))) as a bialgebra, we regard {R + η } as a one-parameter family of braidings of A(Ř) (resp. Hc(A(Ř))). Proof. For X = A, this theorem has been proved by M. Takeuchi [35] . Here we give a proof for X = B, C, D by imitating his arguments. It is well known that the operators g :=Ř and e := (g − g −1 )/µ + 1 give a representation of the BirmanMurakami-Wenzl algebra on (K N ) ⊗ (cf. [2] , [27] ), where µ = q − q −1 . That is, we have the following formulas:
where, as usual, we set
. As consequences of these relations, we also obtain the following formulas:
e i e j e i = e i , e i g j e i = λe i , (7.9) e i e j g i = e i g j − µe i e j + µe i , g i e j e i = g j e i − µe j e i + µe i , (7.10) e i g j g i = e i e j , g i g j e i = e j e i , (7.11)
for (i, j) = (1, 2), (2, 1), where ζ = −(λ − λ −1 )µ −1 + 1. By (7.7) and (7.8), we see that {g, e, 1} is a linear basis of the algebra g .
Let B be a braiding of A(Ř)) andB ∈ End((K N ) ⊗ ) the corresponding solution of the Yang-Baxter equation. Since A 2 (Ř)
* is the commutant of the algebra g in
,B belongs to the double commutant of g . By [17] page 202, this impliesB ∈ g . HenceB is of the form ag + be + c for some a, b, c ∈ K. Rewriting the Yang-Baxter equation forB via the formulas above, we obtain
where
Since X, Y, Z are linearly independent, we obtain three algebraic equations for a, b and c. Solving these, we see thatB is proportional to either g, g −1 = g − µe + µ, 1 + αe or 1, where α denotes a solution of x 2 + ζx + 1 = 0. SupposeB = η or η(1 + αe) for some η ∈ K × . Then using (2.17), we obtain
On the other hand, substituting t 21 ⊗ t 12 into (2.16), we obtain t 21 t 12 = t 12 t 21 , a contradiction. ThereforeB is proportional to either g or g −1 . This completes the proof of the theorem.
The following lemma allows us to apply our general results developed in Sect. 6 to the Hopf closures.
Lemma 7.2. For each q and η, K N = KG is absolutely irreducible as a comodule of Hc(A(ηŘ q (X l ))). In particular, Hc(A(ηŘ q (X l ))) is monogenerated.
Since the proof of this lemma is quite similar to that of Lemma 7.4 below, we omit it. Next, we determine the ribbon functionals of the Hopf closure of A(ηŘ q (X l )). We note that the following result immediately follows from Theorem 6.7 and the formula (7.37) given below, except for the case i q 2i−N −1−σiν = 0.
Proposition 7.3. For each η ∈ K × , Hc(A(ηŘ q (X l ))) has exactly two (resp. one) modified ribbon functionals M ± given by
Proof. We will prove this result using Proposition 6.10 and Theorem 6.4. Using (7.37) and (4.24), we obtain 18) where M := diag(q 2i−N−1−σiν ) i . This shows that M π(U ∞ ) −∞ commutes with the coaction of Hc(A(ηŘ q (X l ))) on KG. Hence, it suffices to verify that
By Schur's lemma, we have π(U ν ) = ⌋ ν M for some constant c ν ∈ K × . Suppose X = B, C or D. Using (7.36), we compute
Using (4.23) and (7.36), we also obtain
2 , or (7.19) for X = B, C, D. When X = A, (7.19) is proved by computing the Lyubashenko double ofŘ q (A l ) explicitly.
Hereafter, we assume that q 2 = −1 and that λ −1 = q −1 , −q if X = B, C or D. By (7.5), this implies
as A(Ř)-comodules. To give the definition of the quantized classical groups, we recall the definition of the (quantum) determinant of A(Ř). Let Ω = Ω(X l ) be the following q-analogue of the exterior algebra:
More explicitly, we have
Here for X = B, C, D and 1 ≤ i ≤ (N + 1)/2, we set
Then Ω(X l ) becomes an A(Ř q (X l ))-comodule algebra via u j → i u i ⊗ t ij . For 0 ≤ r ≤ N , Ω r := i1,... ,ir K≅ · · · ≅ is a N r -dimensional subcomodule of Ω. In particular, Ω N = K≅ ≅ . . . ≅ N is one-dimensional and determines the group-like element det ∈ A(Ř) via the coaction u 1 . . . u N → u 1 . . . u N ⊗ det. For X = B, C, D, A(Ř) has another group-like element quad which is determined by its coaction on the one-dimensional comodule 
The biideal (det −1) becomes a CQT biideal of A(ηŘ) if and only if
while (quad − 1) becomes a CQT biideal if and only if η = ±1 (cf. [7] ). Now we define the function algebra of the quantized classical groups (cf. [34] , [6] , [7] ) to be the CQT bialgebras given by
See [6] for a justification of these definitions in case K = C and q is transcendental over Q. For G q = SL q (N ), SO q (N ), etc., we denote by Fun(G q ) the underlying bialgebra of Fun(G q ) η , and by R + η,Gq the braiding of Fun(G q ) η . Each of these algebras has an antipode. For example, the antipode of the algebras given in (7.33)-(7.35) is given by
The square of the antipode of the algebras given in (7.28), (7.29), (7.32)-(7.35) is given by
Lemma 7.4. Let F be either Hc(A(Ř)) or one of the algebras given in (7.32)- (7.35) . Then each of the F -comodules K N , Ker(Ř − q −1 ) and Ker(Ř + q) are absolutely irreducible. In particular, F is monogenerated.
Proof. Since K is arbitrary, it suffices to show the irreducibility of these comodules. Here we give a proof for W := Ker(Ř q (C l ) + q). To simplify the computation, it is convenient to identify W with its image via the projection (
38)
39)
Then these elements belong to the dual Hopf algebra F • (cf. [24] ) and satisfy
where K l+1 is given by (7.38).
As a K i -module, W is the direct sum of the mutually non-isomorphic, nontrivial comodules K≅ ≅ ‫ג‬ (j = i, i ′ ) and the trivial comodule
Hence any non-zero subcomodule M of W contains a vector v = 0 which belongs to one of these K i -modules. By verifying T ∩ ( i Kerπ(E i )) = 0, we see that u 1 u 2 ∈ KE · · · E for some i 1 , . . . , i k . Also, by verifying
, we see that u 1 u 2 generates W as an F i -module. Thus, W is irreducible as a K i , E i , F i -module, and also, it is irreducible as an F -comodule. Proof. LetB be a solution of the Yang-Baxter equation, which corresponds to a braiding of one of the above algebras F . By Lemma 7.4, End F ((K N ) ⊗ ) is spanned by two or three projections onto eigenspaces ofŘ, according to X = A or X = B, C, D. By linear algebra, these projections are polynomials ofŘ. Therefore, we have End
Hence, by the discussions in the proof of Theorem 7.1, we see thatB is proportional to eitherŘ orŘ −1 . Thus this theorem follows from the result of [7] stated above.
Let F be one of the Hopf algebras given in (7.32)-(7.35). We define the cyclic group Γ = Γ F as follows:
For F = A(Ř) and Hc(A(Ř)), we also set Γ F = Z. Since det ∈ A N (Ř) and quad ∈ A 2 (Ř), the grading A(Ř) = n A n (Ř) naturally induces a Γ-grading of F satisfying the properties stated in Proposition 2.1 (2). Now we can restate our classification theorems for braidings as follows. Corollary 7.6. Let F be one of the bialgebras treated in Theorem 7.1 and Theorem 7.5 and let Γ be the cyclic group defined as above. Then, any braiding of F is either of the form R + χ or of the form (R − χ ) 21 , where χ is as in Proposition 2.1. In particular, MRib(F) does not depend on the choice of the braiding of F (cf. Proposition 6.3).
Next, we give the classification theorem of the ribbon functionals for the algebras given in (7.32)-(7.35).
Lemma 7.7. Let M ± be as in (7.16). Then we have
Proof. We calculate
The proof of the second formula is similar.
In view of the universal mapping property of the Hopf closure, we see that we may replace A(ηŘ) in (7.32)-(7.35) with Hc(A(ηŘ)). Hence, as an immediate consequence of Proposition 6.8 and the lemma above, we obtain the following. 
where η is as in (7.32)-(7.35).
(2) We have
where r : Hc(A(±Ř q (X l ))) → Fun (O q (N)) ±1 denotes the projection.
SOS algebras
Let N ≥ 2 and L ≥ 2 be integers. Let C be an C-abelian semisimple rigid monoidal category whose simple objects L λ are indexed by the following set of partitions:
We say that C is an SU (N ) L -category if the structure constants of its Grothendiek ring agree with the fusion rules N ν λµ of SU (N ) L -WZW models. The SU (N ) Lcategories play crucial roles to construct SU (N ) L -topological quantum field theories, or corresponding invariants of 3-manifolds (cf. [37] ). It is known that two SU (N ) L -categories are equivalent to each other up to a "twist" of the associativity constraint (cf. Kazhdan-Wenzl [23] ).
In [15] , we have constructed a coribbon Hopf V NL -face algebra S = S(A N−1 ; t) ǫ such that Com f S is an SU (N ) L -category. In this section, we determine the braiding and the ribbon structure of Com and we identify (λ 1 + 1, · · · , λ N + 1) ∈ Z N with λ ∈ V. Then (V, G) defines an oriented graph G = G N,L and G m is identified with the set of paths of G of length m. For p = (λ | i, j), we set p † = (λ | j, i) and d(p) = λ i − λ j + j − i. We define subsets
Let t ∈ C be a primitive 2(N + L)-th root of 1. Let ǫ be either 1 or −1 and ζ a nonzero parameter. We define a star-triangular face model (G, N,,ǫ ) = (G N,L , N,,ǫ,ζ ) by setting w N,t,ǫ λ λ +î λ +î λ +î +ĵ = −ζ 6) w N,t,ǫ λ λ +î λ +ĵ λ +î +ĵ = ζ , where [n] = (t n − t −n )/(t − t −1 ) for each n ∈ Z. We call (G, N,,ǫ ) SU (N ) L -SOS model (without spectral parameter) [19] . Now the SU (N ) L -SOS algebra S(A N −1 ; t) ǫ is defined as the following quotient of the FRT construction A(w N,t,ǫ ):
S(A N −1 ; t) ǫ := A(w N,t,ǫ )/(det −1), (8.9) where the group-like element det = λ,µ∈V det The S-comodule KG is irreducible, while the S-comodule KG has the irreducible decomposition: KG = Ker(w N,t,ǫ,ζ − ζ −1 t) ⊕ Ker(w N,t,ǫ,ζ + ζ −1 t −1 ). (8.14)
The proof of the following result is quite similar to that of Theorem 7.5 and Takeuchi [35] Lemma 2.4, hence we omit it. Similarly to Corollary 7.6, we can rewrite the result above in terms of the Z/NZgrading of S(A N −1 ; t) ǫ induced by A(w N,t,ǫ ) = n A n (w N,t,ǫ ). By Proposition 6.8, this proves the assertion.
