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Abstract
A matrix A is called an oscillatory matrix if it is totally nonnegative and there exists a positive integer k
such that Ak is totally positive. In this paper we describe the class of n × n oscillatory matrices which have
maximal exponent equal to n − 1.
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1. Introduction
The well-known class of oscillatory matrices was introduced by Gantmacher and Krein [10].
An m × n matrices A is called totally nonnegative (TN) (respectively, totally positive TP) if
every minor of A is nonnegative (respectively, positive). An n × n totally nonnegative matrix A is
called oscillatory, OSC, if some positive integral power of it is totally positive (see also [1,11,13]).
In their original monograph [10], Gantmacher and Krein laid the groundwork for the theory of
oscillatory matrices. They proved that the eigenvalues of an oscillatory matrix are real, positive,
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and distinct. In addition, they established a basic and simple criterion for any TN matrix to be
oscillatory. Furthermore, they showed that if A is an n × n oscillatory matrix, then An−1 must be
TP. Hence there is an upper bound depending on n on the power k such that Ak is TP for any n × n
OSC matrix A. In this case we will say the exponent of A is at most n − 1. Formally, the exponent
of an oscillatory matrix A is the least positive integer k such that Ak ∈ T P . The exponent of an
oscillatory matrix A is denoted by exp(A). In some respects this notion of exponent is analogous
to the idea of the exponent of an entry-wise nonnegative matrix B (i.e., the smallest positive
integer k so that Bk is entry-wise positive). Certainly an obvious inequality exists between these
two notions of exponent.
In the paper [6] a question was raised about describing the n × n oscillatory matrices whose
exponent is equal to n − 1. This class is completely characterized in this paper. Factorizations
of totally nonnegative matrices are an extremely important and an increasingly useful tool for
studying oscillatory matrices (see [3–5,9,12]), and will be an aid in our investigations. We will
also employ the criterion in [5] to establish our results.
2. Criterion
An elementary bidiagonal matrix is an n × n matrix whose main diagonal entries are all equal
to one, and there is at most one nonzero off-diagonal entry and this entry must occur on the
super or subdiagonal. The lower elementary bidiagonal matrix Ek(α) = [cij ] (2  k  n) whose
elements are given by
cij =
⎧⎨
⎩
1, if i = j,
α, if i = k, j = k − 1,
0, otherwise.
The following result can be found in many places (see [4,12], for example).
Theorem 1. Let A be an n × n nonsingular totally nonnegative matrix. Then A can be written
as
A = (En(lk)En−1(lk−1) · · ·E2(lk−n+2))(En(lk−n+1) · · ·E3(lk−2n+4)) · · · (En(l1))
×D(ETn (u1))(ETn−1(u2)ETn (u3)) · · · (ET2 (uk−n+2) · · ·ETn−1(uk−1)ETn (uk)), (1)
where k = (n2
); li , uj  0 for all i, j ∈ {1, 2, . . . , k}; and D is a positive diagonal matrix.
A graphical representation of a bidiagonal factorization in terms of planar networks was intro-
duced in [2] (see also [4,9]). An n × n diagonal matrix D = diag(d1, d2, . . . , dn) is represented
by the diagram on the left in Fig. 1, while an elementary lower (upper) bidiagonal matrix Ek(l)
(ETj (u)) is the diagram middle (right) of Fig. 1. Sometimes Ek(l) (ETj (u)) may be abbreviated to
Ek(E
T
j ).
Each horizontal edge of the last two diagrams has a weight of 1.
Let A be an n × n real matrix, and let α, β be nonempty ordered subsets of {1, 2, . . . , n}, both
consisting of strictly increasing integers. Then A[α|β] denotes the submatrix of A lying in rows
indexed by α and columns indexed by β. If, in addition, α = β, then we abbreviate the principal
submatrix A[α|α] to A[α]. We use det A to denote the determinant of a square matrix A. For
short, we may write (α|β) to mean det A(α|β), and (α) = det A(α).
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Fig. 1. Elementary diagrams.
It is not difficult to verify that if A is a matrix represented by any one of the diagrams above,
then det A[{i1, i2, . . . , it }|{j1, j2, . . . , jt }] is nonzero if and only if in the corresponding diagram
there is a family of t vertex-disjoint paths joining the vertices {i1, i2, . . . , it } on the left-side of
the diagram with the vertices {j1, j2, . . . , jt } on the right side. Moreover, in this case this family
of paths is unique and
det A[{i1, i2, . . . , it }|{j1, j2, . . . , jt }] is equal to the product of all the weights assigned to the
edges that form this family.
Now, given a product A = A1A2 · · ·Al in which each matrix Ai is either a diagonal matrix
or an elementary (upper or lower) bidiagonal matrix, a corresponding diagram  is obtained by
concatenation left to right of the diagrams associated with the matrices A1, A2, . . . , Al . Then it
follows from the Cauchy-Binet formula for determinants that det A[{i1, i2, . . . , it }|{j1, j2, . . . , jt }
is equal to the sum over all families of vertex-disjoint paths joining the vertices {i1, i2, . . . , it } on
the left-side of the obtained diagram with the vertices {j1, j2, . . . , jt } on the right side of products
of all the weights assigned to edges that form each family. Consequently, we note that if A is OSC
and for some power As of A we have that det As[α|β] > 0, then det At [α|β] > 0 for all t  s.
An upper right (lower left) corner minor of A is one of the form det A[α|β] in which α consists
of the first k (last k) and β consists of the last k (first k) indices, k = 1, 2, 3, . . . , n.
Theorem 2 [14]. Suppose that A is TN; then, A is TP if and only if all corner minors of A are
positive.
Theorem 3 [5, Theorem 7]. Suppose A is an n × n invertible totally nonnegative matrix. Then
An−1 is TP if and only if at least one of the parameters from each of the bidiagonal factors
E2, E3, . . . , En and ET2 , E
T
3 , . . . , E
T
n is positive.
We now offer two existing criterion for a matrix to be oscillatory.
Theorem 4 [5, Corollary 8]. Suppose A is an n × n invertible totally nonnegative matrix. Then
A is oscillatory if and only if at least one of the parameters from each of the bidiagonal factors
E2, E3, . . . , En and ET2 , E
T
3 , . . . , E
T
n is positive.
Theorem 5 [10, p. 100]. An n × n totally nonnegative matrix A = [aij ] is oscillatory if and only
if
(i) A is nonsingular and
(ii) ai,i+1 > 0 and ai+1,i > 0, for i = 1, 2, . . . , n − 1. (2)
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It is worth noting that the conditions at least one of the parameters from each of the bidiagonal
factors E2, E3, . . . , En and ET2 , E
T
3 , . . . , E
T
n is positive or that ai,i+1 > 0 and ai+1,i > 0, for
i = 1, 2, . . . , n − 1 are equivalent to the TN matrix A being irreducible.
3. A class of oscillatory matrices with exponent n− 1
As mentioned in the introduction, Gantmacher and Krein [10] demonstrated that the exponent
of any OSC matrix is at most n − 1. They also noted that if A is an n × n tridiagonal OSC matrix,
then exp(A) = n − 1. Observe that if A is written as
A = E2E3 · · ·EnDETnETn−1 · · ·ET2 ,
then A is a tridiagonal OSC matrix. (Gantmacher and Krein called such an A a Jacobi matrix.)
We also note that if A is an n × n tridiagonal OSC matrix, then the only corner minors that are
zero in An−2 are the entries (1|n) and (n|1).
Along similar lines, suppose we have the n × n OSC matrix A written as
A = EnEn−1 · · ·E2DET2 ET3 · · ·ETn .
Then we say A is STEP 1. (Referring to the factorization (1) we are only considering the outside
stretches – hence the name STEP 1.) It is not difficult to verify that if A is STEP 1, then exp(A) =
n − 1. In fact, the only zero corner minors in An−2 are of the form (2, 3, . . . , n|1, 2, . . . , n − 1)
and (1, 2, . . . , n − 1|2, 3, . . . , n).
Motivated in part by recent work on so-called generalized totally nonnegative matrices (see
[6–8]), we set out to answer a question raised in [6]. Namely, to characterize those n × n OSC
matrices which have exponent equal to n − 1. This problem was originally phrased in terms of
‘basic oscillatory matrices’ which are a subclass of OSC matrices (see Section 4); however, our
resolution will cover both cases. We begin by identifying four special classes of OSC matrices,
which can be viewed as generalizations of the classes of tridiagonal (Jacobi) and STEP 1 matrices.
We now define four classes of n × n invertible totally nonnegative matrices:
AI = En(ln−1) · · ·E3(l2)E1(l1)DU, (3)
AII = E2(lk)E3(lk−1) · · ·En(ln−1)DU, (4)
AIII = LDET2 (u1)ET3 (u2) · · ·ETn (un−1), (5)
AIV = LDETn (un−1) · · ·ET3 (uk−1)ET2 (uk). (6)
For AI, the parameters l1 > 0, l2 > 0, . . . , ln−1 > 0, di > 0 (i = 1, 2, . . . , n), and U is an upper
triangular invertible TN matrix with positive superdiagonal. For AII, the parameters ln−1 >
0, ln−2 > 0, . . . , lk−1 > 0, di > 0 (i = 1, 2, . . . , n), and U is an upper triangular invertible TN
matrix with positive superdiagonal. For AIII, the parameters u1 > 0, u2 > 0, . . . , un−1 > 0, di >
0 (i = 1, 2, . . . , n), and L is a lower triangular invertible TN matrix with positive subdiagonal.
For AIV, the parameters un−1 > 0, un−2 > 0, . . . , uk > 0, di > 0 (i = 1, 2, . . . , n), and L is a
lower triangular invertible TN matrix with positive subdiagonal.
The planar networks for the four classes above are pictured in Figs. 2 and 3.
From the definitions of AI, AII, AIII and AIV and by Theorem 4, AI, AII, AIII and AIV are
oscillatory. Therefore
exp(AI)  n − 1, exp(AII)  n − 1, exp(AIII)  n − 1, exp(AIV)  n − 1, (7)
for any choice of the parameters (respecting the specified conditions).
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Fig. 2. AI and AII.
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Fig. 3. AIII and AIV.
For an invertible totally nonnegative matrix A, if we want to verify that A is TP, then it is
sufficient to check if all corner minors of A are positive (see Theorem 2). That is,
(n|1) > 0, (1|n) > 0,
(n − 1 n|1 2) > 0, (1 2|n − 1n) > 0,
· · · · · ·
(2 3 · · · n|1 2 · · · n − 1) > 0, (1 2 · · · n − 1|2 3 · · · n) > 0.
Note that any minor of the form (n − i + 1 · · · n|1 2 · · · i) (or (1 2 · · · i|n − i + 1 · · · n)) is nonzero
if and only if there is a collection of vertex-disjoint paths joining {n − i + 1 · · · n} to {1 2 · · · i}
(or {1 2 · · · i} to {n − i + 1 · · · n}) in the associated planar network. For any such minor (n −
i + 1 · · · n|1 2 · · · i) ((1 2 · · · i|n − i + 1 · · · n)), we let all indices go in one direction (i.e., for
(n − i + 1 · · · n|1 2 · · · i) we let every index go down, and for (1 2 · · · i|n − i + 1 · · · n) we let
every index go up), and the moving (up or down) is by at most one level. For any minor (n −
i + 1 · · · n|1 2 · · · i) ((1 2 · · · i|n − i + 1 · · · n)), the moving down (up), i.e., only the minimum
(maximum) index moves and the others move when available or stay when not available, is called
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a step. We then compute the maximum number of steps for each corner minor to determine a
power of A when that minor becomes nonzero. Consider the following illustrative example.
Example 6. Let n = 5, and consider the number of steps for the minor (345|123). Suppose the
planar network associated with L, where A = LU is as in Fig. 4.
There are many ways for indices 3 4 5 to go down to the indices 1 2 3. Let us consider the
quickest way first. We have the following table:
Index Steps
0 1 2 3
Position
5 5 5
4 4 4 5
3 3 5
2 4
1 3
Therefore for the minor (345|123) the number of steps for 3 4 5 to go down to 1 2 3 is 1, 2, 3.
Let us consider the slowest way for the indices 3 4 5 to go down to the indices 1 2 3. We have
the following table:
Index Steps
0 1 2 3 4
Position
5 5 5 5
4 4 4 5
3 3 4 5
2 3 4
1 3
Therefore for the minor (345|123) the number of steps for 3 4 5 to go down to 1 2 3 is 2, 3, 4.
This represents the maximum number of steps for 3 4 5 to move down to 1 2 3.
When we proceed by applying the slowest way, for a collection of indices to move, we produce
a maximum number of steps as shown in the following lemma.
5
1
2
3
4
Fig. 4. L from Example 6.
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Lemma 7. For AI we have
Minors Indexes
1st 2nd 3rd 4th · · · n − 3th n − 2th n − 1th
Steps
(n|1) n − 1
(n − 1 n|1 2) n − 2 n − 1
(n − 2n − 1 n|1 2 3) n − 3 n − 2 n − 1
(n − 3n − 2n − 1 n|1 2 3 4) n − 4 n − 3 n − 2 n − 1
· · · · · · · · · · · · · · · · · ·
(4 · · · n|1 2 · · · n − 3) 3 4 5 6 · · · n − 1
(3 4 · · · n|1 2 · · · n − 2) 2 3 4 5 · · · n − 2 n − 1
(2 3 4 · · · n|1 2 · · · n − 1) 1 2 3 4 · · · n − 3 n − 2 n − 1
Similarly, we have the same results for AII, and for the cases AIII, AIV the minors considered
are the transposes of those above.
Lemma 8. For the four classes of OSC matrices we have
exp(AI) = exp(AII) = exp(AIII) = exp(AIV) = n − 1.
Proof. We already have that the exponent of each matrix in any of the above four classes is at
most n − 1. For any matrix A ∈ AI we claim that
det An−2[2, 3, . . . , n|1, 2, . . . , n − 1] = 0.
To see this, observe that at most one index from the set {2, 3, . . . , n} can move down one level in
the diagram (see Fig. 2). Hence in the first n − 2 powers at least one index could not have moved
down (and preserve the requirement of vertex-disjointness). Thus
det An−2[2, 3, . . . , n|1, 2, . . . , n − 1] = 0.
Therefore, exp(A) = n − 1.
Similarly, for any matrix A ∈ AII we have that det An−2[n|1] = 0. It is easy to verify that in
the first n − 2 powers of A, there is no path from n down to 1. Thus exp(A) = n − 1.
Similar arguments can be applied to the classes AIII and AIV. 
For the elementary bidiagonal matrices Ek(l)(l > 0) the following relations hold and are easy
to verify:
EiEj = EjEi and ETi ETj = ETj ETi ⇔ |i − j | > 1. (8)
For any matrix A ∈ AI, AT ∈ AIII and for any matrix A ∈ AIII, AT ∈ AI. Analogous results hold
between the classes AII and AIV. Therefore it is enough to consider AI and AII.
Lemma 9. For any n × n OSC matrix A, if A is not in AI and not in AII, then the left side of
planar network for A must be in one of the following forms (see Figs. 5 and 6):
Then exp(A)  n − 2.
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(broken)
(broken)
Fig. 5. (a) and (b).
(added)  
(added)  
Fig. 6. (c) and (d).
Proof. From the relations (8) we must have cases (a), (b), (c) or (d) for the left side of planar
network for A. We’ll show that exp(A)  n − 2. Thus we need to check if the following corner
minors for An−2 are positive:
(n|1), (n − 1 n|1 2), . . . , (2 · · · n|1 2 · · · n − 1), and
(1|n), (1 2|n − 1 n), . . . , (1 2 · · · n − 1|2 · · · n).
For minors (n|1), (n − 1 n|1 2), . . . , (2 · · · n|1 2 · · · n − 1), we consider case (a) (see Fig. 7):
When i moves down to i − 1, i + 1 may go down to i at the same time. Note that all the above
minors will pass this point, therefore one step is saved for all of the minors above. By Lemma 7
the largest step will be reduced by 1. Similar arguments may be applied to cases (b), (c), (d) (see
Figs. 5 and 6).
For the minors (1|n), (1 2|n − 1 n), . . . , (1 2 · · · n − 1|2 · · · n), note that if A /∈ AII, then the
right side of planar network for A must be in one of the following forms (see Figs. 8 and 9):
Similar arguments can be applied to the cases (A), (B), (C), (D). Invoking Lemma 7 implies
that exp(A)  n − 2. 
We are now in a position to characterize the n × n OSC matrices that have exponent equal to
n − 1. Consequently, we resolve an open question in [6] (for basic oscillatory matrices) eluded
to in the introduction.
Theorem 10. Let A0 = AI ∪ AII ∪ AIII ∪ AIV. Then exp(A) = n − 1, for any A in A0. Conver-
sely, if A ∈ IT P \A0, then we have exp(A)  n − 2.
i–1
(broken) 
i+1
i
Fig. 7. (a).
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(broken) 
(broken) 
Fig. 8. (A) and (B).
(added) 
(added) 
Fig. 9. (C) and (D).
4. Exponents of basic oscillatory matrices
Let A be an oscillatory matrix. Then by Theorems 4 and 1 we may conclude that in the factor-
ization (1) of A at least one of the parameters from each of the bidiagonal factors E2, E3, . . . , En
and ET2 , E
T
3 , . . . , E
T
n is positive. An oscillatory matrix A is called a basic oscillatory matrix (BO)
if, in the factorization (1) of A, exactly one of the parameters from each of the bidiagonal factors
E2, E3, . . . , En and ET2 , E
T
3 , . . . , E
T
n is positive.
Suppose A is lower triangular matrix. Then A is called T P (triangular totally positive) if
det A(i1 · · · ik|j1 · · · jk) > 0 whenever is  js (s = 1, 2, . . . , k). If A is lower triangular and TN,
then exp(A) = smallest k such that Ak is T P . It is easy to verify by Theorem 2 that if A is
lower triangular TN, then A is T P if and only if A satisfies the following conditions:
(n|1) > 0, (n − 1 n|1 2) > 0, . . . , (2 3 · · · n|1 2 · · · n − 1) > 0. (9)
Similarly, we say that an upper triangular matrix A is T P whenever det A(i1 · · · ik|j1 · · · jk) > 0
for is  js (s = 1, 2, . . . , k). For an upper triangular TN matrix A, we let exp(A) be the smallest
k such that Ak is T P .
Suppose A is a basic oscillatory matrix and we have written A as A = LU where L(U ) is a
TN and lower (upper) triangular. Then we will also refer to the planar network corresponding
to L(U ) as the left (right) part of the planar network associated to A. We have following result
(keeping in mind the relations in (8)):
Lemma 11. If A is a basic oscillatory matrix, and A = LU, then the planar diagrams (i.e., the
left and right parts) corresponding to L and to U can be realized uniquely in the following forms:
We illustrate the above lemma by the following example. Generalizing to an arbitrary case is
immediate. When A is a basic oscillatory matrix and A = LU , then the left part L of the planar
network of A has the following form (see Fig. 10): Consider the edge in the 1st row. In the example
S. Fallat, X.P. Liu / Linear Algebra and its Applications 424 (2007) 466–479 475
L U
Fig. 10. L and U .
th
1
2
3
4
5
6
7
8
COLUMNS
1234567
ROWS
1st
2nd
3rd
4th
5th
6th
7
Fig. 11. Example of an L.
above the edge is in the second column (when the edge is in the 7th (or nth) column, then we move
onto row 2). We now check where the edge in the second row lies. If this edge in the second row
is to the right of the edge in the 1st row, then we move the edge in the first row (written as e(1, 2))
to the place e(1, 7). In the example in Fig. 11, there is an edge in position e(2, 3). In the case, we
can move e(1, 2) to e(1, 3), and produce a longer edge e(1, 2; 3) (a double edge from the third
column and crossing the first and second rows). Now we check if there is an edge to the left of the
edge e(1, 2; 3). In the example above there are no such edges to the left of e(1, 2; 3). Therefore
we move the edge e(1, 2; 3) to the position e(1, 2; 6). We cannot move it any further so we are
finished with the edges in the first and second rows. Now we proceed to the third row. In this case
there is an edge in position e(3, 1). As before we move e(3, 1) to the left as far as possible. In the
example in Fig. 11 we produce the new edge e(3, 4; 4). Continuing in this manner until all edges
are moved to the left as far as possible, it follows that the positions for all of these edges will be
uniquely determined by L’s form. The end result for this particular example is as follows:
From the above arguments it can be verified that the final form of L or U obtained in this
manner is a unique simple form.
Note
1. The vertices in Fig. 12: 1, 3, 5, 6, 8 are called extreme vertices.
2. For any L or U its extreme vertices are uniquely determined.
By (9) we conclude that
exp(L) = max{s(n|1), s(n − 1 n|1 2), . . . , s(2 3 · · · n|1 2 · · · n − 1)},
476 S. Fallat, X.P. Liu / Linear Algebra and its Applications 424 (2007) 466–479
where s(k + 1 k + 2 · · · n|1 2 · · · n − k) is the fewest number of steps for {k + 1 k + 2 · · · n} to
go down to {1 2 · · · n − k}. Along similar lines, we have that
exp(U) = max{s(1|n), s(1 2|n − 1 n), . . . , s(1 2 3 · · · n − 1|2 3 · · · n)}.
The following theorem describes the relationship between the exponents of A,L, and U .
Theorem 12. Suppose that A is a basic oscillatory matrix and A = LU, then
exp(A) = max{exp(L), exp(U)}.
Proof. Suppose exp(L) = m1 = s(k1 + 1 k1 + 2 · · · n|1 2 · · · n − k1), for some k1 with a 
k1  n − 1, and
exp(U) = n1 = s(1 2 3 · · · n − k2|k2 + 1 · · · n)
for some 1  k2  n − 1, and assume without loss of generality (otherwise consider transposition)
that m1 > n1. We want to show that exp(A) = m1.
The minimum number of steps for {k1 + 1, . . . , n} to go down to {1, 2, . . . , n − k1} is m1. We
explain now that when any of the indices in {k1 + 1, . . . , n} go up at any stage, we cannot save
(or reduce the number of steps) any steps for {k1 + 1, . . . , n} to go down to {1, 2, . . . , n − k1}.
Note that the extreme vertices for L and U , which are fixed, characterize the farthest positions
for an index to drop down. Suppose that at some fixed stage the indices have changed positions
(see Fig. 13), and that some have arrived at the extreme vertices.
th
1
2
3
4
5
6
7
8
COLUMNS
1234567
ROWS
1st
2nd
3rd
4th
5th
6th
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Fig. 12. Final form of example of L and extreme vertices.
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Fig. 13. Positions of extreme vertices and indices.
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There are two cases to consider:
Case (A): Suppose one index from {k1 + 1, . . . , n} moves up, and the others stay.
For this case there are two subcases to check:
(1) This index is not at an extreme vertex and is located between two extreme vertices.
There are two ways for the index to go up via U . The first is that the index goes up along U but
still below an extreme vertex above. So in the next move this index has to go down and pass its
original position. Therefore no steps are saved. The second is that the index goes up and passes
the extreme vertex above it. In the next move the index has to pass the extreme vertex above.
Again no steps are saved.
(2) The index is at an extreme vertex. Similar arguments can be applied as above.
Case (B): Two or more indices from {k1 + 1, . . . , n} move up and the others stay.
The argument for this case is also similar to that of case (A). Therefore we conclude that the
number of steps for {k1 + 1, . . . , n} to go down to {1, 2, . . . , n − k1} by moving every index to
the extreme vertices as far as possible is always less than any alternative. As a result we conclude
that exp(A) = m1, i.e.,
exp(A) = exp(LU) = max{exp(L), exp(U)}. 
The notation s(k + 1 k + 2 · · · n|1 2 · · · n − k) is actually the number of the steps for {k +
1 k + 2 · · · n} to go down to {1 2 · · · n − k} along the extreme vertices of L. So s(k + 1|1) is the
number of the lines it crosses. Let S(k + 2|2) = s(k + 2|2) – the number of vertices of polylines
from k + 2 to 2. Similarly S(k + i|i) = s(k + i|i) – the number of vertices of polylines from
k + i to i. Finally, let S(n|n − k) = s(n|n − k) – the number of vertices of polylines from n to
n − k. We have the following lemma.
Lemma 13. For any minor (k + 1 k + 2 · · · n|1 2 · · · n − k),
s(k + 1 k + 2 · · · n|1 2 · · · n − k) = s(k + 1|1) + S(k + 2|2) + · · · + S(n|n − k).
Proof. By direct computation of steps for {k + 1 k + 2 · · · n} to go down to {1 2 · · · n − k}. 
Example 14. SupposeL is as follows (see Fig. 14): Then we have s(456|123) = s(4|1) + S(5|2) +
S(6|3) = 3 + 2 − 2 + 1 − 1 = 3.
Steps
1
2
3
4
5
6
Fig. 14. L from Example 14.
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Lemma 15. (1) If n = 2k + 1, then we have the following identities:
s(n|1) + s(2 · · · n|1 · · · n − 1) = n,
s(n − 1 n|1 2) + s(3 · · · n|1 · · · n − 2) = n,
· · · · · ·
s(k + 2 · · · n − 1 n|1 2 · · · k) + s(k + 1 · · · n|1 · · · k + 1) = n,∑ = s(n|1) + s(n − 1 n|1 2) + · · · + s(k + 2 · · · n − 1 n|1 2 · · · k)
+s(k + 1 · · · n|1 · · · k + 1) + · · · + s(3 · · · n|1 · · · n − 2) + s(2 · · · n|1 · · · n − 1) = n(n−1)2 .
(2) If n = 2k, then we have the following identities:
s(n|1) + s(2 · · · n|1 · · · n − 1) = n,
s(n − 1 n|1 2) + s(3 · · · n|1 · · · n − 2) = n,
· · · · · ·
s(k + 2 · · · n − 1 n|1 2 · · · k − 1) + s(k · · · n|1 · · · k + 1) = n,
s(k + 1 · · · n − 1 n|1 2 · · · k) = n2 ,∑ = s(n|1) + s(n − 1 n|1 2) + · · · + s(k + 2 · · · n − 1 n|1 2 · · · k − 1)
+s(k · · · n|1 · · · k + 1) + · · · + s(3 · · · n|1 · · · n − 2) + s(2 · · · n|1 · · · n − 1)
+s(k + 1 · · · n − 1 n|1 2 · · · k) = n(n−1)2 .
Proof. For brevity, we only verify the case n = 2k + 1, as the case n is even is similar. Note that
s(n|1) + s(2 · · · n|1 · · · n − 1) = s(n|1) + S(2|1) + S(3|2) + · · · + S(n|n − 1).
Thus we need to show that
s(n|1) + S(2|1) + S(3|2) + · · · + S(n|n − 1) = n.
It is easy to verify the identity above for the particular L which has a figure corresponding to Step
1. That is,
1 + 1 + 1 + 1 + 1 = 5(n = 5).
When L is split into two parts (see Fig. 15’s Step II), the identity becomes
2 + 1 + 1 + (1 − 1) + 1 = 5(n = 5).
For a general L we can apply induction on the size of L and note that a general L can be obtained
by the splitting of a Step 1, thus the identity above is also true.
Similarly, we can show the other identities are also valid. 
From Lemma 15 we have the following important result.
n=5
1
2
3
4
5
Step I 
n=5
1
2
3
4
5
Step II
Fig. 15. Step I and Step II for n = 5.
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Theorem 16. Suppose that A is a basic oscillatory matrix and A = LU. Then
(1) max(s(n|1), . . . , s(2 · · · n|1 2 · · · n − 1))  n2 .
(2) exp(L)  n2 , and exp(A) = max{exp(L), exp(U)}  n2 .
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