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ALGEBRAIC BIRKHOFF FACTORIZATION AND THE EULER-MACLAURIN
FORMULA ON CONES
LI GUO, SYLVIE PAYCHA, AND BIN ZHANG
Abstract. We equip the space of lattice cones with a coproduct which makes it a connected
cograded colagebra. The exponential sum and exponential integral on lattice cones can be viewed
as linear maps on this space with values in the space of meromorphic germs with linear poles at
zero. We investigate the subdivision properties– reminiscent of the inclusion-exclusion principle
for the cardinal on finite sets– of such linear maps and establish a compatibility of these properties
with respect to the convolution quotient of the coalgebra. Implementing the Algebraic Birkhoff
Factorization procedure on the linear maps under consideration, we factorize the exponential sum
as a convolution quotient of two maps, with each of the maps in the factorization satisfying a
subdivision property. Consequently, the Algebraic Birkhoff Factorization specializes to the Euler-
Maclaurin formula on lattice cones and provides a simple formula for the interpolating factor by
means of a projection map.
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1. Introduction
The classical Euler-Maclaurin formula in analysis [12] and its higher dimensional generaliza-
tions [2, 4, 17] express Riemann sums in terms of integrals over polytopes. Their geometric
relevance in relation with the Riemann-Roch theorem on toric varieties arises from the appear-
ance of the Todd operators [8], related to the Todd classes of the toric varieties associated with
the polytopes. We study these formulae applying Algebraic Birkhoff Factorization from a renor-
malization method in quantum field theory.
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The idea of this approach comes from two observations. In [3] localized formulae for equi-
variant Todd classes of toric varieties are given, which make explicit the geometric nature of the
localized formulae. A natural question is how to recover the equivariant or ordinary Todd classes
from the localized formulae. From a mathematical viewpoint, this amounts to extracting them
from fractions arising in the localized formula, and from the viewpoint of physics, it boils down
to dealing with the singularities, an issue which calls for a renormalization procedure. On the
other hand, the exponential sum on a cone can be viewed as a regularization of the ill-defined
partition function ∑
~n∈C∩Zk
1 over a cone C in Rk. This suggests the application of a renormalization
process.
Precisely, on a convex polyhedral convex cone, the exponential sum in Eq. (37) and exponen-
tial integral in Eq. (35) can be viewed as morphisms with values in the space of multivariate
meromorphic germs with linear poles at zero. We interpolate the exponential sum and exponen-
tial integral by means of an Algebraic Birkhoff Factorization implemented on geometric cones,
inspired by the algebraic renormalization scheme of Connes and Kreimer. Let us briefly recall
their approach.
Theorem (Algebraic Birkhoff Factorization)[5] Let H be a commutative connected filtered
Hopf algebra. Let R be a commutative algebra with a Rota-Baxter operator P of weight −1. Let
φ : H → R be an algebra homomorphism.
(a) There are algebra homomorphisms φ− : H → k + P(R) and φ+ : H → k + (id−P)(R),
with k being the base ring, such that
φ = φ∗ (−1)− ∗ φ+.
Here φ∗ (−1)− is the inverse of φ− with respect to the convolution product ∗ on the space of
linear maps from H to R associated with the coproduct on H.
(b) If P2 = P, then the decomposition in (a) is unique.
In our context, the projection P does not satisfy the Rota-Baxter property, so we first need to
generalize Connes and Kreimer’s approach. By identifying the factors in the Algebraic Birkhoff
Factorization, we then show how the Algebraic Birkhoff Factorization indeed gives the Euler-
Maclaurin formula. This approach has the extra benefit of providing a simple formula for the
interpolation function.
As the context to apply the Algebraic Birkhoff Factorization, we introduce the notion of lattice
cones (Definition 2.9), which are pairs consisting of a cone and a lattice, needed to make sense of
exponential generating sums relative to a choice of lattice points. On lattice cones, the exponential
generating sum S c in Eq. (37) and exponential integral I in Eq. (35), first defined on simplicial
lattice cones and then extended to general lattice cones by subdivisions, yield meromorphic germs
with linear poles. Thus, the linear extensions to the linear space generated by lattice cones give
linear maps with values in the space of meromorphic germs with linear poles at zero.
To construct the coproduct in the space of lattice cones needed for implementing the Algebraic
Birkhoff Factorization, we fix an inner product (see Eq. (2)) on the underlying space of the lattice
cones. Borrowing the definition of transverse cone from [1], defined by means of this inner prod-
uct, we build the coproduct in Eq. (8) on the space of lattice cones from a complement map which
assigns to a face of a lattice cone the transverse lattice cone (Proposition 2.22). This coproduct
is compatible with the partial order and the dimension filtration on cones; Theorem 2.25 endows
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the space of lattice cones with a connected cograded coalgebra structure. The corresponding con-
volution product (Lemma 4.9) on the algebra of linear maps from the space of lattice cones to a
commutative algebra is later used for the Algebraic Birkhoff Factorization.
The Algebraic Birkhoff Factorization in the renormalization scheme of Connes and Kreimer re-
quires the regularized linear map to take values in a Rota-Baxter algebra. The fact that the range
of our linear maps being the space of meromorphic germs with linear poles at zero imposes a
special treatment. This is one of our motivations to investigate the structure of the space of mero-
morphic germs with linear poles at zero [11]. It turns out that this space is a commutative algebra
which splits into a subalgebra and a complement of it which is not a subalgebra. Consequently,
the projection is not a Rota-Baxter operator, and the decomposition depends on a choice of an
inner product. Theorem 4.10 which in contrast does apply to the present situation, generalizes the
Algebraic Birkhoff Factorization to linear maps on a connected cograded coalgebra which is not
necessarily a Hopf algebra, with values in a commutative algebra which splits into a subalgebra
and its complement.
Having the necessary ingredients at hand, we then apply the (generalized) Algebraic Birkhoff
Factorization to the exponential generating sum, and obtain a factorization in terms of a “holo-
morphic” part and a “polar part” (Corollary 4.11).
Our next step is to derive the Euler-Maclaurin formula as a special case of the Algebraic
Birkhoff Factorization, when the inner product used to define the transverse cone is assumed
to coincide with the inner product to define the projection π+ (in Eq. (42)) onto the holomorphic
part of the space of meromorphic germs with linear poles at zero. For this purpose, we only need
to identity the “polar part” of the Algebraic Birkhoff Factorization with the exponential integral
in the Euler-Maclaurin formula, which is clear for smooth cones. In order to apply it to general
lattice cones by means of subdivisions, we carry out a detailed study of the different types of sub-
division properties (Definition 3.11) enjoyed by the exponential generating sum and exponential
integral, including closed discrete type for the sum and of continuous type for the integral. This
is reminiscent of the inclusion-exclusion principle in set theory and the sieve method in number
theory.
The compatibility of subdivision properties of the factors with the convolution quotient in the
Algebraic Birkhoff Factorization is investigated in the general result Theorem 3.13. It states
that the convolution quotient of two maps on the coalgebra of lattice cones with values in a
commutative algebra, both of which satisfy the discrete closed subdivision property, satisfies the
continuous subdivision property.
Returning to our case of the exponential generating sum and exponential integral, the fact
(Theorem 4.13) that the “holomorphic part” coincides with the holomorphic projection of the
exponential generating sum, implies that it satisfies the discrete closed subdivision property (see
Corollary 4.14.(a)). Theorem 3.13 applied to the Algebraic Birkhoff Factorization of the exponen-
tial generating sum, leads to Corollary 4.14.(b) which states that the “polar part” satisfies the con-
tinuous subdivision property. Based on the fact which results from a straightforward calculation,
that for smooth lattice cones, the “polar part” is the exponential integral, the compatibility with
subdivisions yields that the “polar part” coincides with the exponential integral for general lattice
cones. Consequently, the Algebraic Birkhoff Factorization amounts to the the Euler-Maclaurin
formula.
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2. Lattice cones and their coproduct
In this section, we introduce the concepts of lattice cones and a transverse lattice cones to faces
of lattice cones. Using transverse lattice cones, we equip the linear span of lattice cones with a
coalgebra structure.
2.1. Lattice cones. In a finite dimensional vector space over R, a lattice is a finitely generated
subgroup which spans the whole space. A real vector space equipped with a lattice is called a
lattice space A rational multiple of a vector in the lattice is called a rational lattice vector.
Definition 2.1. A filtered lattice space is a pair (V,Λ) from a family (Vk,Λk), k ≥ 1, of lattice
vector spaces such that V1 ⊂ V2 ⊂ · · · , V = ∪∞k=1Vk, Λk = Λk+1 ∩ Vk and Λ = ∪∞k=1Λk.
Remark 2.2. In applications, the filtered lattice space usually is R∞ with Vk = Rk, Λk the standard
lattice Zk, and {e1, e2, · · · } the canonical basis.
We now collect basic definitions and facts (mostly following [6] and [18]) on cones that will
be used in this paper. See [10] for a detailed discussion on these facts. For a subset S of V , let
lin(S ) denote its R-linear span.
(a) By a cone in Vk we mean a closed convex polyhedral cone in Vk, namely the convex set
(1) 〈v1, · · · , vn〉 := R{v1, · · · , vn} = R≥0v1 + · · · + R≥0vn,
where vi ∈ Λk, i = 1, · · · , n.
(b) The set {v1, · · · , vn} in Eq. (1) is called a generating set or a spanning set of the cone.
(c) The spanning set {v1, · · · , vn} is called primary if
(i) vi ∈ Λk, i = 1, · · · , n,
(ii) there is no real number ri ∈ (0, 1) such that rivi lies in Λk, and
(iii) none of the generating vectors vi is a positive linear combination of the others.
For a lattice cone, its primary generating set exists.
(d) Define the dimension of a cone C by dim C := dim lin(C).
(e) A cone is called strongly convex if it does not contain any nonzero linear subspace.
(f) A simplicial cone is a cone spanned by linearly independent vectors. A simplicial cone
is strongly convex.
(g) A smooth cone is a cone whose primary generating set is a part of a lattice basis of
Λk ⊆ Vk. For a full dimensional cone, smoothness is equivalent to the unimodularity,
namely that the determinant of the transformation matrix relating the primary generating
set to a basis of Λk is ±1.
(h) A face of a cone C is a subset of the form C ∩ {u = 0}, where u : Vk → R is a linear form
that is non-negative on C. A face F of a cone C is again a cone and we write F  C. If F
is a proper face of a cone C we write F  C.
Example 2.3. A Chen cone CChenk , defined by 〈e1, e1 + e2, · · · , e1 + · · · + ek〉, is a smooth cone.
Lemma 2.4. Let W ⊂ U be subspaces of lattice space (Vk,Λk) spanned by lattice vectors and let
ΛU be a lattice of U with lattice vectors. Then W ∩ ΛU is a lattice of W.
Proof. Let {w1, · · · ,wm} be a basis of W with lattice vectors and {u1, · · · , uℓ} a basis of ΛU with
lattice vectors. Then for i = 1, · · ·m, wi is a rational combination of u1, · · · , uℓ. Therefore there
exist 0 , ri ∈ Z such that riwi ∈ ΛU , i = 1, · · · ,m. Then we have W =
m∑
i=1
Rriwi ⊆ R(W ∩ ΛU).
Since W ∩ ΛU is also finitely generated, it is a lattice of W. 
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On the grounds of Lemma 2.4, we set the following definition.
Definition 2.5. (a) A lattice cone1 in Vk is a pair (C,ΛC) with C a cone in Vk and ΛC a lattice
in lin(C) generated by lattice vectors.
(b) A face of a lattice cone (C,ΛC) is the lattice cone (F,ΛF) where F is a face of C and
ΛF := ΛC ∩ lin(F).
(c) A primary generating set of a lattice cone (C,ΛC) is a generating set {v1, · · · , vn} of C
such that
(i) vi ∈ ΛC , i = 1, · · · , n,
(ii) there is no real number ri ∈ (0, 1) such that rivi lies in ΛC , and
(iii) none of the generating vectors vi is a positive linear combination of the others.
Remark 2.6. (a) Any lattice cone possesses a primary generating set: starting from any lat-
tice generating set {v1, · · · , vn} of the lattice cone, a rescaling yields a set satisfying the
first two conditions. A primary generating set is obtained by eliminating an element if it
is a combination of the remaining ones.
(b) For a strongly convex lattice cone, a primary generating set is unique: it consists of the
shortest lattice vector in each of the spanning vectors of cone [6].
(c) For a cone C ⊆ Vk, the primary generating set of the lattice cone (C, lin(C)∩Λk) coincides
with that of the cone C.
The following properties of lattice cones are easy to verify.
Lemma 2.7. Let (C,ΛC) be a lattice cone.
(a) Let C′ be a lattice cone with lin(C) = lin(C′). Then (C′,ΛC) is also a lattice cone.
(b) If F is the face of another face G of C, then ΛF = ΛG ∩ lin(F).
Example 2.8. The lattice cone (〈e1〉,Ze1) is a face of the lattice cone (〈e1, e2〉,Ze1 + Ze2). It
is also a face of the lattice cone (〈e1, e2〉,Z(e1 + e2) + Ze2) since re1 ∈ Z(e1 + e2) + Ze2 if and
only if r ∈ Z. But it is not a face of the lattice cone (〈e1, e2〉,Z(e1 + e2) + Z(e1 − e2)) since
re1 ∈ Z(e1 + e2)+Z(e1 − e2) if and only if r ∈ 2Z. This also shows that (〈e1〉,Z2e1) is a face of the
lattice cone (〈e1, e2〉,Z(e1 + e2) + Z(e1 − e2)).
Definition 2.9. A lattice cone (C,ΛC) is called strongly convex (resp. simplicial) if C is. A
lattice cone (C,ΛC) is called smooth if the additive monoid ΛC ∩ C has a monoid basis. In
other words, (C,ΛC) is called smooth if and only if there are linearly independent lattice vectors
v1, · · · , vℓ such that ΛC ∩C = Z≥0{v1, · · · , vℓ}.
The following facts are easy to check.
Remark 2.10. (a) For any simplicial cone C spanned by linearly independent lattice vectors
v1, · · · , vn, the lattice cone (C,Z{v1, · · · , vn}) is smooth;
(b) The smoothness of a cone comapre with that of a lattice cone, for a cone C in Vk is smooth
if and only if the lattice cone (C,Λk ∩ lin(C)) is smooth.
Example 2.11. The lattice cone (〈e1, e2〉,Ze1 + Ze2) is smooth. By the first remark, the lattice
cone (〈e1, e1+2e2〉,Ze1+Z2e2) is smooth even though 〈e1, e1+2e2〉 is not smooth. By the second
remark the lattice cone (〈e1, e1 + 2e2〉,Ze1 + Ze2) is not smooth.
1The relevance of a chosen lattice in a vector space is mentioned in [1] (see the word of caution in par. 4). The
term lattice cone can also be found in the literature on Banach spaces with a somewhat different meaning [14].
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The following elementary property is useful for later purposes.
Proposition 2.12. A face of a smooth lattice cone (C,ΛC) is smooth.
Proof. Let (F,ΛF) be a face of a smooth lattice cone (C,ΛC). Let u : Vk → R be a linear function
defining the face F : = C ∩ u⊥. Then ΛF = ΛC ∩ lin(F). Let {v1, · · · , vm} be a monoid basis of
C ∩ ΛC. To prove that (F,ΛF) is smooth, we only need to show that the set {v1, · · · , vm} ∩ u⊥ is
a monoid basis of ΛF ∩ F. Since the set is linearly independent, this amounts to showing that it
generates ΛF ∩ F as a monoid.
Let v ∈ ΛF ∩ F. Note that ΛF ∩ F = ΛC ∩ lin(F) ∩ C ∩ u⊥ = ΛC ∩ C ∩ u⊥. Thus for
v ∈ ΛF ∩ F, from v ∈ ΛC we have v =
m∑
i=1
aivi with ai ∈ Z. From v ∈ C we also have ai ∈ Z≥0.
For v ∈ u⊥ we further have 0 = u(v) =
m∑
i=1
aiu(vi). Thus if ai , 0, then u(vi) = 0. It follows that
v ∈
∑
i,u(vi)=0
Z≥0vi = Z≥0{{v1, · · · , vm} ∩ u
⊥}, which completes the proof. 
2.2. Transverse lattice cones. Let Ck denote the set of lattice cones in Vk, k ≥ 1. The natural
inclusions Ck → Ck+1 induced by the natural inclusions Vk → Vk+1, Λk → Λk+1, k ≥ 1, give rise
to the direct limit C = lim
−→
Ck = ∪k≥1Ck.
We want to equip the Q-linear space QC generated by C with a coproduct by applying the
concept of a transverse cone borrowed from [1] and enriched to lattice cones.
We use an inner product on a filtered lattice space to identify quotient spaces and subspaces.
This can be done by means of more general complement maps as in [7] but, in this paper, we
choose to use the inner product for that purpose.
Definition 2.13. Let V := ∪k≥1Vk with Λ = ∪k≥1Λk be a filtered lattice space. An inner product
Q(·, ·) = (·, ·) on V is a sequence of inner products
Qk(·, ·) = (·, ·)k : Vk ⊗ Vk → R, k ≥ 1,
that is compatible with the inclusion jk : Vk ֒→ Vk+1 and whose restriction to Λ ⊗ Q and hence Λ
takes values in Q. A filtered lattice vector space together with an inner product on V is called a
filtered lattice Euclidean space.
From now on, our discussion is on a fixed filtered lattice Euclidean space (V,Λ) with the Eu-
clidean inner product
(2) Q(·, ·) = (·, ·)
and we drop Q from the superscript to simplify notations whenever there is no ambiguity. Let L
be a lattice subspace of Vk. Set
L⊥k := L⊥
Q
k := {v ∈ Vk |Qk(v, u) = 0 for all u ∈ L} .
The inner product Qk gives the direct sum decomposition Vk = L ⊕ L⊥k and hence the orthogonal
projection
(3) πk,L⊥ := πQk,L⊥ : Vk → L⊥k
along L. Also, the induced isomorphism Q∗k : Vk → V∗k yields an embedding V∗k ֒→ V∗k+1. We
refer to the direct limit V⊛ := ⋃∞k=1 V∗k = lim−→V∗k as the filtered dual space of V . In general V⊛differs from the usual dual space V∗.
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Example 2.14. Let V = R∞ be equipped with the canonical inner product. For L = lin(e1 + e2) ⊂
V2 = R2. We have V2/L ≃ L⊥2 = lin(e1 − e2).
Definition 2.15. ([1]) Let F be a face of a cone C ⊆ Vk. The transverse cone t(C, F) to F is the
projection πk,F⊥(C) of C in lin(F)⊥ ⊆ Vk, where πk,F⊥ = πk,lin(F)⊥ .
Note that t(C, F) might not be a face of C. For example, the transverse cone to the face F =
〈e1 + e2〉 of the cone C = 〈e1, e1 + e2〉 is the cone t(C, F) = 〈e1 − e2〉 under the standard inner
product.
The commutative diagram
(4) Vk
πk,F⊥
//
_
jk

F⊥k 

//
_
jk |F⊥k

Vk
_
jk

Vk+1
πk+1,F⊥
// F⊥k+1 

// Vk+1
shows that πk,F⊥(C) is actually independent of the choice of k ≥ 1 such that C ⊆ Vk. Thus t(C, F)
is well-defined in C. So we can simplify the above notations πk,L⊥ by dropping the subscript k.
Lemma 2.16. For a face F of C, the transverse cone t(C, F) is strongly convex.
Proof. Assume that the face F is given by a linear functional u, i.e., F = C ∩ {u = 0}. If the
transverse cone t(C, F) is not strongly convex, then there is a nonzero vector v ∈ t(C, F), such that
−v ∈ t(C, F). By the definition of transverse cone, there are vectors v′ ∈ lin(F) and v′′ ∈ lin(F)
such that v+v′ ∈ C and −v+v′′ ∈ C. Since v is nonzero, we have v+v′ < F, so u(v+v′) = u(v) > 0.
For the same reason, we have u(−v) = u(−v + v′′) > 0, which is a contradiction. 
We next generalize the concept of transverse cones to the context of lattice cones. Let (C,ΛC)
be a lattice cone in Vk. Under the projection πF⊥ : Vk → lin(F)⊥, the lattice cone C is sent to
a lattice cone. Also the lattice ΛC in lin(C) is sent to a lattice in πF⊥(lin(C)) since πF⊥(ΛC) is a
finitely generated abelian group and spans lin(t(C, F)) = πF⊥(lin(C)). This justifies the following
definition.
Definition 2.17. Let (F,ΛF) be a face of the lattice cone (C,ΛC) in Vk. The transverse lattice
cone (t(C, F),Λt(C,F)) along the face (F,ΛF) is the image of (C,ΛC) under the projection πF⊥ :
(5) (t(C, F),Λt(C,F)) := (πF⊥(C), πF⊥(ΛC)).
We also use the notation t ((C,ΛC), (F,ΛF)) to denote the transverse lattice cone.
Remark 2.18. In general, Λt(C,F) , ΛC ∩ lin(t(C, F)), see the example below and the word of
caution in par. 4 of [1].
Example 2.19. Using the standard inner product and the induced lattice, the transverse lattice
cone to the face (F,ΛF) = (〈e1 + e2〉,Λ2 ∩ lin(e1 + e2)) of the cone (C,ΛC) = (〈e1, e1 + e2〉,Λ2) is
(t(C, F),Λt(C,F)) =
(
〈e1 − e2〉,Z
(
e1−e2
2
))
, so that Λt(C,F) , Λ2 ∩ lin(e1 − e2) = Z(e1 − e2).
For faces F  G  C of the cone C, the transverse cone t(G, F) can be viewed as a face of
t(C, F) and as the transverse cone πF⊥ (G). Thus the lattice Λt(G,F) of t(G, F) can be defined in two
ways, firstly as the lattice of the face t(G, F) of t(C, F), namely Λt(G,F) := Λt(C,F) ∩ lin(t(G, F)),
and alternatively as the lattice of the transverse cone t(G, F), namely Λt(G,F) := πF⊥(ΛG). We need
to verify that the two definitions agree. For this we first prove a lemma.
Lemma 2.20. We have πF⊥(ΛC ∩ lin(G)) = πF⊥(ΛC) ∩ πF⊥(lin(G)).
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Proof. The left hand side is clearly contained in the right hand side. On the other hand, for
w ∈ πF⊥(ΛC) ∩ πF⊥(lin(G)), there are x ∈ ΛC and y ∈ lin(G) such that w = πF⊥(x) = πF⊥(y). So
πF⊥(x − y) = 0, that is, x − y ∈ lin(F) ⊂ lin(G), implying x ∈ lin(G). Thus x is in ΛC ∩ lin(G) and
w is contained in the left hand side. 
The following proposition shows the equivalence of the two definitions of Λt(G,F).
Proposition 2.21. For F  G  C, we have
Λt(G,F) := Λt(C,F) ∩ lin(t(G, F)) = πF⊥(ΛG).
Proof. Applying Lemma 2.20, we obtain
πF⊥ (ΛG) = πF⊥(ΛC ∩ lin(G))
= πF⊥(ΛC) ∩ πF⊥(lin(G))
= πF⊥(ΛC) ∩ lin(πF⊥ (G))
= Λt(C,F) ∩ lin(t(G, F)).
Thus the two definitions of Λt(G,F) agree. 
Proposition 2.22. Transverse cones enjoy the following properties. Let F be a face of a cone C.
(a) (Transitivity) t(C, F) = t (t(C, F′), t(F, F′)) if F′ is a face of F.
(b) (Compatibility with the partial order) We have {H  t(C, F)} = {t(G, F) | F  G  C}.
(c) (Compatibility with the dimension filtration) dim(C) = dim(F)+ dim (t(C, F)) for any
face F of C.
To the first two properties correspond similar properties for lattice cones.
(d) (Transitivity) t ((C,ΛC), (F,ΛF)) = t (t ((C,ΛC), (F′,ΛF′)) , t ((F,ΛF), (F′,ΛF′))) if (F′,ΛF′)
is a face of (F,ΛF).
(e) (Compatibility with the partial order) We have
{(H,ΛH)  t ((C,ΛC), (F,ΛF))} = {(t((G,ΛG), (F,ΛF)) | (F,ΛF)  (G,ΛG)  (C,ΛC)} .
Proof. We first carry out the proof for ordinary cones.
(a) For F′  F  C, we have lin(F′) < lin(F) < Vk. Thus the inner product induces orthogonal
decompositions
Vk = lin(F) ⊕ lin(F)⊥, lin(F) = lin(F′) ⊕ L.
Therefore
Vk = lin(F′) ⊕ L ⊕ lin(F)⊥, lin(F′)⊥ = L ⊕ lin(F)⊥.
By definition, we have
L = lin(t(F, F′)), L⊥ = lin(F′) ⊕ lin(F)⊥.
This implies πF⊥ = πt(F,F′ )⊥ πF′⊥ .2 Thus we have
(6) t(C, F) = πF⊥(C) = (πt(F,F′ )⊥ πF′⊥)(C) = πt(F,F′ )⊥(t(C, F′)) = t(t(C, F′), t(F, F′)).
(b) Assume that F is defined by a linear form uF ∈ V∗. Let G be a face of C containing F that is
defined by uG ∈ V∗. Then uG |F = 0. But any element u ∈ V∗ with u|F = 0 induces an element
2The composition symbol ◦ will be suppressed throughout the paper.
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u ∈ (lin(F)⊥)∗. So we can view uG as an element in (lin(F)⊥)∗; it therefore defines a face t(G, F)
of t(C, F). We can therefore define a map
t(•, F) : {faces G of C containing F} → {faces H of t(C, F)},(7)
G 7→ t(G, F) = t(C, F) ∩ u⊥G.
To check the bijectivity of t(•, F), first note that any face of t(C, F) is defined by some element
u ∈ (lin(F)⊥)∗ which can be viewed as an element in V∗ that vanishes on lin(F). Hence u defines
a face G of C containing F. Thus t(•, F) is surjective.
Next for two different faces G1, G2 containing F defined by u1, u2 ∈ V∗, there are vectors v1 in
G1 and v2 in G2 such that 〈u1, v2〉 > 0 and 〈u2, v1〉 > 0. Thus t(G1, F) and t(G2, F) are different
since the image of v1 is not in t(G2, F) and the image of v2 is not in t(G1, F). Hence the map
t(•, F) is one-to-one. This gives the desired equation.
(c) follows from the definition of t(C, F) since lin(C) = lin(F) ⊕ lin(t(C, F)).
We next verify the properties for lattice cones. For Item (d), by the definition of transverse
lattice cones, the left hand side of the desired equation is
t((C,ΛC), (F,ΛF)) = (t(C, F),Λt(C,F)).
Similarly, the right hand side of the equation is
t(t((C,ΛC), (F,ΛF)), t((F,ΛF), (F′,ΛF′)))
= t((t(C, F′),Λt(C,F′)), (t(F, F′),Λt(F,F′ )))
= (t(t(C, F′), t(F, F′)),Λt(t(C,F′ ),t(F,F′))).
By Item (a), the first components of the two sides agree. On the other hand,
Λt(C,F) = πF⊥(ΛC) = (πt(F,F′ )⊥ πF′⊥)(ΛC) = πt(F,F′ )(Λt(C,F′)) = Λt(t(C,F′),t(F,F′ )).
Thus the second components of the two sides also agree. This proves Item (d).
For Item (e), the bijection in Eq. (7) can be enriched to the bijection
t(•, F) : {faces (G,ΛG) of (C,ΛC) containing (F,ΛF)} → {faces (H,ΛH) of (t(C, F),Λt(C,F)},
(G,ΛG) 7→ (t(G, F),Λt(G,F))
since we know from Proposition 2.21 that we can make sense of the lattice Λt(G,F) of t(G, F). 
2.3. The coalgebra of lattice cones. Let us now introduce the concept of a connected coalgebra
similar to that of a connected bialgebra [16]. See also [9, § 2.3].
Definition 2.23. Let (C,∆) be a coalgebra over a field k with counit ε : C → k. It is called
(a) cograded if there is a grading C =⊕
n≥0 C(n) such that
∆(C(n)) ⊆
⊕
p+q=n
C(p) ⊗ C(q), n ≥ 0.
Elements in C(n) are said to have degree n.
(b) coaugmented if there is a linear map u : k → C, called the coaugmentation, such that
ε u = idk.
(c) connected if C(0) = k u(1).
With the coaugmentation u, C is canonically isomorphic to ker ε ⊕ ku(1). The proof of the
following lemma is similar to the one for the case of connected bialgebras.
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Lemma 2.24. Let (C,∆) be a cograded, coaugmented, connnected coalgebra. Then
ker ε =
⊕
n≥1
C(n).
Further the reduced coproduct
¯∆ : ker ε→ ker ε ⊗ ker ε x 7→ ∆(x) − x ⊗ u(1) − u(1) ⊗ x for all x ∈ C,
is well defined and ¯∆m(C(n)) = 0 for m ≥ n ≥ 1, where ¯∆m,m ≥ 2, is defined by the recursion
¯∆m = (id⊗ ¯∆m−1) ¯∆.
The last condition is called the conilpotency of ∆ [15].
We now equip the linear space QC of lattice cones with the linear maps
(8) ∆ : QC −→ QC ⊗ QC, (C,ΛC) 7−→
∑
FC
(t(C, F),Λt(C,F)) ⊗ (F,ΛF),
(9) ε : QC −→ Q, (C,ΛC) 7−→
{
1, C = {0},
0, C , {0},
and
(10) u : Q −→ QC, 1 7−→ ({0}, {0}).
Theorem 2.25. The quadruple (QC,∆, ε, u) with ∆, ε and u as in Eqs. (8), (9) and (10), defines a
connected cograded coaugmented coalgebra with the grading
(11) QC =
⊕
n≥0
QC(n),
where
C
(n) :=
{
(C,ΛC) ∈ C
∣∣∣ dim C = n} , n ≥ 0.
Proof. Let (C,ΛC) be a lattice cone in C, where C ⊂ Vk. On the one hand, we have
(id⊗∆)∆(C,ΛC) =
∑
FC
(id⊗∆)((t(C, F),Λt(C,F)) ⊗ (F,ΛF))
=
∑
F′FC
(t(C, F),Λt(C,F)) ⊗ (t(F, F′),Λt(F,F′)) ⊗ (F′,ΛF′).
On the other hand,
(∆ ⊗ id)∆(C,ΛC) =
∑
F′C
(∆ ⊗ id)((t(C, F′),Λt(C,F′)) ⊗ (F′,ΛF′))
=
∑
F′C
∑
Ht(C,F′)
((t(t(C, F′), H),Λt(t(C,F′ ),H)) ⊗ (H,ΛH)) ⊗ (F′,ΛF′).
For H  t(C, F′), by Proposition 2.22.(b) and (e), there is F  F′  C such that t(F, F′) = H and
Λt(F,F′ ) = ΛH. Further, since πH⊥ πF′⊥ = πt(F,F′ )⊥πF′⊥ = πF⊥ , we have
t(t(C, F′), H) = πH⊥ (t(C, F′)) = πH⊥ (πF′⊥ (C)) = πF′⊥ (C) = t(C, F).
Similarly, Λt(t(C,F′ ),H) = Λt(C,F). This proves the coassociativity. It then follows from the defi-
nitions, that ε is a counit for ∆ and that u yields a coaugmentation. Furthermore by Proposi-
tion 2.22.(c), the grading in Eq. (11) turns (QC,∆, ε) into a cograded coalgebra. Since C(0) =
({0}, {0}), QC is connected. 
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3. Subdivision properties
In this section we study the behavior of linear maps on the space of lattice cones with respect
to subdivisions.
3.1. Subdivisions of lattice cones.
Definition 3.1. (a) A subdivision of a cone C is a set {C1, · · · ,Cr} of cones such that
(i) C = ∪ri=1Ci,
(ii) C1, · · · ,Cr have the same dimension as C, and
(iii) C1, · · · ,Cr intersect along their faces, i.e., Ci ∩C j is a face of both Ci and C j.
(b) A subdivision of a lattice cone (C,ΛC) is a set of lattice cones {(Ci,ΛCi) | 1 ≤ i ≤ r} such
that {Ci | 1 ≤ i ≤ r} is a subdivision of C and ΛCi = ΛC for all 1 ≤ i ≤ r.
(c) A cone or lattice cone is called its own trivial subdivision.
Definition 3.2. Let (C,ΛC) be a simplicial lattice cone in Ck and let C = {(C1,ΛC), · · · , (Cr,ΛC)}
be a subdivision of (C,ΛC) into simplicial cones. Let F o(C) denote the set of faces of C1, · · · ,Cr
that are not contained in any proper face of C, that is, those faces of C1, · · · ,Cr that intersect with
the interior of C.
Just as for ordinary cones, we have the following property.
Proposition 3.3. Any lattice cone can be subdivided into smooth lattice cones.
Proof. For a given lattice cone (D,ΛC) in a simplicial subdivision of a lattice cone (C,ΛC) with
its primary generating set {v1, · · · , vn}, we write vi =
n∑
j=1
ai ju j, ai j ∈ Z, i = 1, · · · , n, where
{u1, · · · , un} is a basis of ΛC . The absolute value of the determinant wD = |v1, · · · , vn| := | det(ai j)|
lies in Z≥1 and is independent of the choice of a basis {u1, · · · , un} of ΛC . Further wD is equal to
one if and only (D,ΛC) is smooth.
We now prove the proposition by contradiction. Suppose (C,ΛC) is a lattice cones that cannot
be subdivided into smooth lattice cones. Then for any simplicial subdivision C := {(Ci,ΛC)} of
(C,ΛC), we have
wC := max{wCi} > 1 and nC := max |{i |,wCi = wC}| ≥ 1.
Choose a simplicial subdivision C of (C,ΛC) with wC minimal and then among those, one with
nC minimal. We will construct a subdivision of (C,ΛC) that refines C. Let D = 〈v1, · · · , vn〉 be a
cone in C with wD = wC . Since wD > 1, the lattice cone (D,ΛC) is not smooth. So {v1, · · · vn} is
not a lattice basis of ΛC ∩ D. Note that the set {v1, · · · , vn} ∪
((
n∑
i=1
[0, 1)vi
)
∩ ΛC
)
spans ΛC ∩ D as
a monoid. So there is a vector 0 , vD =
n∑
i=1
civi ∈ ΛC with ci ∈ [0, 1) rational.
Reordering vi, we can assume that ci , 0 for i = 1, · · · , k, and ci = 0 for i = k + 1, · · · , n.
We now use the vector vD =
k∑
i=1
civi to subdivide the cones. Let Ci = 〈v1, · · · , vk, vik+1, · · · , vin〉,
i = 1, · · · , s, be all the cones arising in the subdivision C that contain 〈v1, · · · , vk〉 as a face, with
C1 = D. Then the set of cones
{Ci, i > s} ∪ {Ci j := 〈v1, · · · , vˇ jD, · · · , vk, vik+1, · · · , vin〉 | j = 1, . . . , k, i = 1, · · · , s},
where vˇ jD means v j has been replaced by vD, yields a new subdivision C′ of C.
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For elements in C′, the numbers wCi , i > s coincide. For i = 1, · · · , s and j = 1, · · · , k,
|v1, · · · , vˇ jD, · · · , vk, vik+1, · · · , v
i
n| = c j|v1, · · · , vk, v
i
k+1, · · · , v
i
n| < |v1, · · · , vk, v
i
k+1, · · · , v
i
n| = wCi .
So wCi j < wC . Therefore either wC′ < wC , or wC′ = wC and nC′ < nC . This gives the desired
contradiction. 
We collect the following facts before introducing more concepts on subdivisions of cones.
Lemma 3.4. Let C be a cone and let C = {Ci} be a subdivision of C.
(a) If F  C and dim(F) = dim(C), then F = C.
(b) If F  C, then F ∩Ci  Ci.
(c) For any cone G inside C, the set C(G) = {Ci ∩ G | dim Ci ∩ G = dim G} is a subdivision
of G.
Proof. (a) Let F be defined by a linear functional u. Thus u|C ≥ 0 and F = C ∩ u⊥. Since
u(F) = 0 we have u(lin(F)) = 0. But lin(F) = lin(C) since dim(F) = dim(C). Thus u(C) = 0,
forcing F = C.
(b) If F is defined by u, then F ∩Ci = C ∩ u⊥ ∩Ci = Ci ∩ u⊥. So it is a face of Ci.
(c) Let D be the union of Ci ∩G with dim Ci ∩G < dim G. Then G\D is dense in G. Thus as its
superset, the union of the cones Ci ∩ G with dim Ci ∩ G = dim G is dense in G and hence is G.
These cones intersect along their faces and hence provide a subdivision of G. 
Given a subdivision C := {C1, · · · ,Cn} of C, set
(12) P := PC := {non-zero, proper face of some C,C1, · · · ,Cn}
and
PC := {F ∈ P | F  C}.
Denote [n] := {1, · · · , n}. For I ⊂ [n], let
CI := ∩i∈ICi and T := {CI | ∅ , I ⊂ [n]}.
For a face F ∈ P , set
(13) J(F) := {i ∈ [n] | F  Ci} and j(F) := |J(F)|.
Note that H  F implies J(H) ⊃ J(F).
For any subset Q of P and i ≥ 0, we further set
(14) Qi := {F ∈ Q | j(F) = i}, Q≥i := {F ∈ Q | j(F) ≥ i}.
In particular this notation applies to PC .
Definition 3.5. Let {Ci} be a subdivision of C. A proper face of a Ci is called a subdivision
induced face (SIF) if it arises as a cone in a nontrivial subdivision of some face of C.
Distinguishing between faces induced and not induced by a subdivision,
(15) PSI := {F ∈ P | F is an SIF} and PN := {F ∈ P | F  C, F is not an SIF}.
yield a partition
(16) P = PC,0
∐
PC,1
∐
PC,≥2
∐
PSI
∐
PN
of P into the five subsets of cones arising respectively as proper nonzero faces
• of C that are not faces of any cone in the subdivision,
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• of C that are faces of exactly one cone in the subdivision,
• of C that are faces of at least two cones in the subdivision,
• of some Ci and arising from a nontrivial subdivision of some face of C,
• of some Ci but not of C and not arising from a nontrivial subdivision of any face of C.
Example 3.6. For the subdivision {〈e1, e1+e2, e3〉, 〈e2, e1+e2, e3〉} of the cone 〈e1, e2, e3〉, we have
PC,0 = {〈e1, e2〉};PC,1 = {〈e1〉, 〈e1, e3〉, 〈e2〉, 〈e2, e3〉};PC,≥2 = {〈e3〉};
PSI = {〈e1, e1 + e2〉, 〈e2, e1 + e2〉};PN = {〈e1 + e2〉, 〈e1 + e2, e3〉}.
Lemma 3.7. (a) The relation
R := {(F,G) ∈ PSI × PC,0 | F ⊂ G, dimF = dimG}
defines a surjective map
α : PSI → PC,0(17)
F 7−→ G, (F,G) ∈ R.
(b) For each G ∈ PC,0, the set α−1(G) is a subdivision of G.
Proof. (a) Let F ∈ PSI. Then F arises in a subdivision of a face G of C, but is not equal to G.
Such a face G of C is unique: if F is contained in G1 and G2, then
dim Gi ≥ dim (G1 ∩G2) ≥ dim F ≥ dim Gi, i = 1, 2.
Thus dim(G1∩G2) = dim G1 = dim G2. Also G1∩G2  G1, G1∩G2  G2. So G1 = G1∩G2 = G2
by Lemma 3.4 (b). Further G lies in PC,0 for, if G were contained in some Ci, then G = G ∩ Ci
would be a face of Ci by Lemma 3.4.(b), leading to a contradiction. Thus we obtain a map
α : PSI → PC,0
sending F ∈ PSI to the unique face G of C above. The map is surjective in view of Lemma 3.4.(c).
(b) For G ∈ PC,0, α−1(G) gives the subdivision of F induced by {Ci} as explicited in Lemma 3.4.(c).

On the grounds of this lemma we introduce further useful notations. For G ∈ PC,0, let
α−1(G) = {FG1 , · · · , FGℓ(G)}, ℓ(G) = |α−1(G)|.
For k ≥ 1, let α−1(G)k = {FG ∈ α−1(G) | j(FG) = k}.
3.2. Induced subdivisions on transverse cones. We now study how a subdivision of a cone
induces a subdivision on a transverse cone. We first recall the following fact.
Lemma 3.8. (Separation Lemma [6]) For cones C1 and C2 with C1∩C2  C1 and C1∩C2  C2,
there exists a linear function u such that u|C1 ≥ 0, u|C2 ≤ 0 and C1 ∩C2 = C1 ∩ u⊥ = C2 ∩ u⊥.
Applying the separation lemma to transverse cones yields
Lemma 3.9. (a) Let C1 and C2 be cones and let F := C1 ∩ C2. If F  C1 and F  C2, then
t(C1, F) , t(C2, F).
(b) Let {Ci} be a subdivision of C and let H ∈ P. Then the cones {t(Ci, H) | i ∈ J(H)} are
distinct.
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Proof. (a) Take the linear function u in Lemma 3.8. By assumption, there are c1 ∈ C1 and c2 ∈ C2
such that u(c1) > 0 and u(c2) < 0. Thus C1 and C2 are distinct. Since u vanishes on F, u
descends to a linear function u¯ on the space lin(F)⊥. Further, we have u¯(c1 + lin F) = u(c1) and
u¯(c2 + lin F) = u(c2). Since c1 + lin F ∈ t(C1, F) and c2 + lin F ∈ t(C2, F), the conclusion follows.
(b) Given H ∈ P, let m , n be in J(H). Since {Ci} is a subdivision of C, the condition in Item (a) is
satisfied. Thus t(Cm,Cm∩Cn) and t(Cn,Cm∩Cn) are distinct. But t(Cm,Cm∩Cn) and t(Cn,Cm∩Cn)
are quotients of t(Cm, H) and t(Cn, H) respectively modulo lin(Cm ∩ Cn). Hence t(Cm,Cm ∩ Cn)
and t(Cn,Cm ∩ Cn) are also distinct. 
Lemma 3.10. Let {C1, · · · ,Cn} be a subdivision of C and let F be a face of some Ci.
(a) The cones {t(Ci, F) | i ∈ J(F)} are distinct and form a subdivision of t(C, F). Here by
t(C, F) we mean the projection of C in lin(F)⊥ even if F is not a face of C. In particular,
if F is in PC,1, so that F  C and J(F) = {Ci0}, then t(C, F) = t(Ci0 , F).
(b) For I ⊂ J(F) we have ⋂
i∈I
t(Ci, F) = t(CI, F).
(c) If F ∈ PN, that is, if F is a face of a Ci but neither a face of C nor an SIF, then t(C, F)
contains a line.
Proof. (a) Clearly, t(C, F) = ⋃ni=1 t(Ci, F). We first need to prove that t(C, F) = ⋃i∈J(F) t(Ci, F).
For any x in Ci such that i < J(F), let x0 , x be any point in the relative interior of F ∩Ci. The
line segment [x0, x] lies in Ci and hence in C. It intersects C j for some j ∈ J(F) at a point y , x0
for otherwise, x0 = y ∈ C j would lie on a face of C j, j < J(F), so the relative interior of F ∩ Ci
would lie on a face of C j contradicting the assumption on J(F). As an element of Vk, we have
x =
||x − x0||
||y − x0||
(y − x0) + x0.
Therefore
πF⊥ (x) = πF⊥
(
||x − x0||
||y − x0||
y
)
,
which is an element of
⋃
i∈J(F) t(Ci, F), as required.
We next prove that the cones t(Ci, F), i ∈ J(F), only intersect along their faces. If distinct
cones Ci and C j, i, j ∈ [n] have a common face F, then F ⊂ Ci ∩ C j. By Lemma 3.8, there exists
a linear function u, such that u|Ci ≥ 0, u|C j ≤ 0 and Ci ∩ C j = Ci ∩ u⊥ = C j ∩ u⊥. Then for
xi ∈ Ci, x j ∈ C j, if πk,F⊥(xi) = πk,F⊥(x j), then u(xi) = u(x j), so u(xi) = u(x j) = 0. Therefore
xi ∈ Ci ∩ C j and x j ∈ Ci ∩ C j. So t(Ci, F) ∩ t(C j, F) = t(Ci ∩ C j, F). This gives what we need
since by Proposition 2.22.(b), the right hand side is a face of the two cones on the left hand side.
Now assertion (a) follows from Lemma 3.9 (b).
(b) We proceed by induction on |I|. The case |I| = 1 is trivial. Reordering the cones if necessary,
we assume that the desired equation holds for I = [k] with k ≥ 1, and aim to prove it when
I = [k + 1]. If C[k] ⊂ Ck+1, then C[k] = C[k+1] and t(C[k], F) ⊆ t(C[k+1], F). Thus
t(C[k+1], F) = t(C[k], F) = t(C[k], F) ∩ t(Ck+1, F) = ∩i∈[k+1]t(Ci, F).
If C[k] 1 Ck+1, then we can apply the same argument as in the previous item with Cm,Cn replaced
by C[k],Ck+1 since the argument only requires the two cones to be different and to intersect along
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their faces. It follows that t(C[k], F) ∩ t(Ck+1, F) = t(C[k] ∩ Ck+1, F), as needed to complete the
induction.
(c) We prove the property by induction on k = dim(C).
For k = 1, there is nothing to prove. Let us assume that the claim holds for k = n and let us
prove it for k = n + 1.
Let F be a proper face of a Ci but is neither a face of C nor an SIF. Since F is not a face of C,
it is either not contained in any proper face of C, or it is properly contained in a proper face of C.
Assume F is not contained in any proper face of C. Then there exists a point x0 of F that is
in the relative interior of C. Since dim(F) < dim(C), there is a point x1 ∈ C, x1 , x0, such that
±x1 + x0 ∈ lin⊥(F). Therefore t(C, F) contains the line Rx1.
Now assume that F is properly contained in a proper face of C. Let G be a face of C that
contains F and has minimal dimension with this property. This G is unique; indeed if both G1
and G2 are faces of C containing F and having minimal dimension, then so is G1 ∩G2, which by
Lemma 3.4.(b) implies that G1 = G2 = G1∩G2, leading to a contradiction. Now F is neither a face
of G nor an SIF, so by the induction hypothesis, t(G, F) contains a line. Then t(C, F) ⊇ t(G, F)
contains a line. 
3.3. Compatibility of the convolution product with subdivisions. Let C a class of sets stable
under finite intersections and finite unions. A map ϕ on C with values in a commutative algebra
A is said to satisfy the valuation property if
ϕ(A ∪ B) + ϕ(A ∩ B) = ϕ(A) + ϕ(B) for all A, B ∈ C.
A straightforward induction shows that a map obeys the valuation property if and only if it satisfies
the following compatibility with unions:
(18) φ(∪ni=1Ai) =
∑
∅,I⊂[n]
(−1)|I|−1φ(AI) for all A1, · · · , An ∈ C,
where we have set AI := ∩i∈IAi. For the cardinal on finite sets, Eq. (18) amounts to the inclusion-
exclusion principle.
We extend the valuation property of the form in Eq. (18) to subdivision properties for maps on
lattice cones. Notice that that the set of lattice cones is only equipped with a partial intersection
and a partial union.
Definition 3.11. A linear map φ on QC with values in a commutative algebra has
• the discrete closed subdivision property if for a lattice cone (C,ΛC) and its subdivision
C = {(Ci,ΛCi)}i=1,··· ,n,
(19) φ(C,ΛC) =
∑
∅,I⊆[n]
(−1)|I|−1φ(CI ,ΛCI ).
• the discrete open subdivision property if for a lattice cone (C,ΛC) and its subdivision
C = {(Ci,ΛCi)}i=1,··· ,n,
(20) φ(C,ΛC) =
∑
F∈F o(C)
φ(F,ΛF).
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• the continuous subdivision property if for a lattice cone (C,ΛC) and its subdivision
C = {(Ci,ΛCi)}i=1,··· ,n,
(21) φ(C,ΛC) =
n∑
i=1
φ(Ci,ΛCi).
The discrete closed subdivision property is closely related to discrete open subdivision prop-
erty. For a linear map φ : QC→ A, we define the map φc : QC→ A by
φc(C,ΛC) :=
∑
F4C
φ(F,ΛF).
Then we have
Proposition 3.12. A linear map φ has the discrete open subdivision property if and only if φc has
the discrete closed subdivision property.
Proof. For a lattice cone (C,ΛC) and its subdivision C = {(Ci,ΛCi)}i=1,··· ,n,
φc(C) −
∑
∅,I⊆[n]
(−1)|I|−1φc(CI) =
∑
F4C
φ(C) −
∑
∅,I⊆[n]
(−1)|I|−1
∑
F4CI
φ(F)
=
∑
F4C
φ(F) −
∑
F∈F c(C)

∑
∅,I⊆J(F)
(−1)|I|−1
φ(F)
=
∑
F4C
φ(F) −
∑
F∈F c(C)
φ(F)
= φ(C) −
∑
F∈F o(C)
φ(F) +
∑
GC
φ(G) −
∑
F∈CG
φ(F)

= φ(C) −
∑
F∈F o(C)
φ(F) +
∑
GC
φ(G) −
∑
F∈F o(C(G))
φ(F)
 .
Here the third equation follows from ∑
Y⊆X
(−1)|Y | = 0 for a finite set X; the fourth equation follows
from
CG := {F ∈ F
c(C) | F 4 G, F is not contained in any proper face of G},
and the fact that F c(C) is a disjoint union of CG,G 4 C; the fifth equation is a consequence of
Lemma 3.4 (c).
Now if φ has the discrete open subdivision property, then the right hand side is zero, so the left
hand is zero and φc has the discrete closed subdivision property.
Conversely, if φc has the discrete closed subdivision property. Then the left hand side, and
hence the right hand side, is zero for all C. Note that for a one dimensional cone, the second
sum on the right hand side is zero, showing that φ has the discrete open subdivision property for
one dimensional cone. Then by an induction on the dimension, φ is discrete open subdivision
property for all cones. 
We now state our main theorem on discrete closed subdivision property of convolution quotient
of linear maps on lattice cones.
Theorem 3.13. Let φ and ψ be linear maps on QC with values in a commutative algebra A that
satisfy the following properties:
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(a) φ and ψ satisfy the discrete closed subdivision property property;
(b) φ({0}, {0}) = ψ({0}, {0}) = 1;
(c) for a lattice cone (C,ΛC) that is not strongly convex, φ((C,ΛC)) = ψ((C,ΛC)) = 0.
Then the convolution quotient χ := φ∗(−1) ∗ ψ has the continuous subdivision property.
We introduce more notations and preliminary results before actually proving the theorem. In
the coalgebra QC, we set
(22) ∆′(C,ΛC) := ∆(C,ΛC) − ({0}, {0}) ⊗ (C,ΛC) − (C,ΛC) ⊗ ({0}, {0}).
We also use ∗′ to denote the restricted product of the convolution product in the space L(QC, A)
of linear maps built from ∆′, that is
φ1 ∗
′ φ2 = mA (φ1 ⊗ φ2)∆′,
where mA is the multiplication of A. Then φ1 ∗ φ2 = φ1 ∗′ φ2 + φ1 + φ2.
Lemma 3.14. The map χ satisfies the recursive formula
(23) χ = ψ − φ − φ ∗′ χ.
Proof. The right hand side of the equation gives
ψ − φ − φ ∗′ (φ∗(−1) ∗ ψ) = ψ − φ − φ ∗ (φ∗(−1) ∗ ψ) + φ + φ∗(−1) ∗ ψ = χ,
as needed. 
Now, with P as defined in Eq. (12), we have
∆′((C,ΛC) −
n∑
i=0
(Ci,ΛCi)) =
∑
F∈P
c(F) ⊗ (F,ΛF),
where c(F) :=
n∑
i=0
ci(F) while, with the convention that C0 = C,
ci(F) :=

(t(Ci, F),Λt(Ci ,F)), i = 0, F  C0,
−(t(Ci, F),Λt(Ci,F)), i = 1, · · · , n, F  Ci,
0, F  Ci.
Then by Eq. (23), we have
(24) χ
(C,ΛC) −
n∑
i=1
(Ci,ΛCi)
 = (ψ − φ)
(C,ΛC) −
n∑
i=1
(Ci,ΛCi)
 −
∑
F∈P
φ(c(F))χ(F,ΛF).
Let P([n]) denote the power set of [n]. Consider the surjective map
λ : P([n])\∅ −→ T , I 7→ CI.
For H ∈ T , denote
λH :=
∑
J∈λ−1(H)
(−1)|J|−1.
Then the discrete closed subdivision property of φ in Eq. (19) can be expressed as
(25) φ(C,ΛC) =
∑
H∈T
λHφ(H,ΛH).
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Likewise, for H ∈ P and the subdivision {t(Ci, H) | i ∈ J(H)} of t(C, H) in Lemma 3.10.(a), the
discrete closed subdivision property for this subdivision is
φ(t(C, H),Λt(C,H)) =
∑
I⊂J(H)
(−1)|I|−1φ

⋂
i∈I
t(Ci, H),Λt(C,H) ∩ lin(
⋂
i∈I
t(Ci, H))
(26)
=
∑
I⊂J(H)
(−1)|I|−1φ (t(CI, H),Λt(C,H) ∩ lin(t(CI , H)))
by Lemma 3.10.(b). Furthermore, for the lattices on the right hand side, we have
Λt(C,H) ∩ lin(t(CI, H)) = πH⊥(ΛC) ∩ lin (πH⊥(CI)) = πH⊥(ΛC) ∩ πH⊥(lin(CI))
which agrees with
Λt(CI ,H) = πH⊥(ΛCI ) = πH⊥(ΛC ∩ lin(CI))
by Lemma 2.20. Therefore, the discrete closed subdivision property in Eq. (26) becomes
(27) φ(t(C, H),Λt(C,H)) =
∑
I⊂J(H)
(−1)|I|−1φ(t(CI , H),Λt(CI ,H)) =
∑
F∈T (H)
λFφ(t(F, H),Λt(F,H)),
where we have set
(28) T (H) := {CI | I ⊆ J(H)}.
Then with the notation in Eq. (14), we set
(29) Tℓ(H) := {CI | I ⊆ J(H), j(CI) = ℓ}.
Now we are ready to state the key combinatorial facts for the proof of Theorem 3.13.
Proposition 3.15. With the above notations, the following equations hold for ℓ ≥ 2.
∑
F∈Pℓ
φ(c(F)) −
ℓ−1∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
χ(F,ΛF)
= (ψ − φ)

∑
F∈Tℓ
λF(F,ΛF)
 −
∑
G∈PC,0
∑
H∈α−1(G)ℓ
φ(t(F, H),Λt(F,H))χ(H,ΛH)(30)
−
∑
k≥ℓ+1
∑
H∈Pk
∑
F∈Tℓ(H)
λFφ(t(F, H),Λt(F,H))χ(H,ΛH).
χ((C,ΛC) −
∑
i
(Ci,ΛCi)) = (ψ − φ)
(C,ΛC) −
∑
i
(Ci,ΛCi) −
ℓ−1∑
m=2
∑
F∈Tm
λF(F,ΛF)

−
∑
G∈PC,0
φ(t(C,G),Λt(C,G))
χ(G,ΛG) −
ℓ−1∑
m=1
∑
H∈α−1(G)m
χ(H,ΛH)
(31)
−
∑
k≥ℓ
∑
F∈Pk
φ(c(F)) −
ℓ−1∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
χ(F,ΛF).
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Proof. Proof of Eq. (30): We have Pℓ = Tℓ∐P′ℓ where P′ℓ := Pℓ\Tℓ.
We first consider the partial sum
∑
F∈Tℓ
φ(c(F)) −
ℓ−1∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
 χ(F,ΛF)
on the left hand side of Eq. (30) over the subset Tℓ of Pℓ introduced in (29). For F ∈ Tℓ, we have
F = ∩i∈J(F)Ci with j(F) = ℓ and thus Tℓ(F) = {F}. Since ℓ ≥ 2, we have the disjoint union
Tℓ = (Tℓ ∩ PC,≥2)
∐
(Tℓ ∩ PSI)
∐
(Tℓ ∩ PN)
and
(32) P′ℓ = (P′ℓ ∩ PC,≥2)
∐
(P′ℓ ∩ PSI)
∐
(P′ℓ ∩ PN) = P′C,≥2
∐
P′SI
∐
P′N.
Then by Eq. (27) we have
φ(c(F)) −
ℓ−1∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
=

λFφ(t(F, F), {0}) = λF, for F ∈ Tℓ ∩ PC,≥2,
−φ(t(C, F),Λt(C,F)) + λFφ(t(F, F), {0})
= −φ(t(C, F),Λt(C,F)) + λF, for F ∈ Tℓ ∩ PSI,
−φ(t(C, F),Λt(C,F)) + λFφ(t(F, F), {0}) = λF , for F ∈ Tℓ ∩ PN .
where in the last case we have used φ(t(C, F),Λt(C,F)) = 0 as a consequence of Lemma 3.10.(c).
Therefore we have
∑
F∈Tℓ
φ(c(F)) −
ℓ−1∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
 χ(F,ΛF)(33)
= −
∑
G∈PC,0
∑
F∈α−1(G)ℓ∩T
φ(t(C,G),Λt(C,G))χ(F,ΛF) +
∑
F∈Tℓ
λFχ(F,ΛF).
By definition, the second term on the right hand side of the above equation reads
(ψ − φ)

∑
F∈Tℓ
λF(F,ΛF)
 −
∑
(F,H)∈Uℓ
λFφ(t(F, H),Λt(F,H))χ(H,ΛH),
where
Uℓ := {(F, H) | F ∈ Tℓ, 0 , H  F} .
Note that Uℓ is the disjoint union of the sets
Uℓ,ℓ := {(F, H) ∈ Uℓ | j(H) = ℓ} and U≥ℓ+1 := {(F, H) ∈ Uℓ | j(H) ≥ ℓ + 1}.
On the one hand, for (F, H) ∈ Uℓ,ℓ, we have J(F) ⊂ J(H). The fact that they have the same
cardinal implies the equality J(F) = J(H). Moreover, F = CJ(F). Since H  F, we have H ∈ P′ℓ
and obtain∑
(F,H)∈Uℓ,ℓ
λFφ(t(F, H),Λt(F,H))χ(H,ΛH) =
∑
H∈P′
ℓ
∑
F∈Tℓ(H)
λFφ(t(F, H),Λt(F,H))χ(H,ΛH).
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On the other hand,∑
(F,H)∈Uℓ,≥ℓ+1
λFφ(t(F, H),Λt(F,H))χ(H,ΛH) =
∑
0,H, j(H)≥ℓ+1
∑
F∈Tℓ(H)
λFφ(t(F, H),Λt(F,H))χ(H,ΛH)
=
∑
k≥ℓ+1
∑
H∈Pk
∑
F∈Tℓ(H)
λFφ(t(F, H),Λt(F,H))χ(H,ΛH).
Inserting the last two identities into Eq. (33) yields the following expression for the left hand
side of Eq. (30)
∑
F∈Tℓ
∐
P′
ℓ
φ(c(F)) −
ℓ−1∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
χ(F,ΛF)
=
∑
F∈P′
ℓ
φ(c(F)) −
ℓ−1∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
 χ(F,ΛF)
−
∑
G∈PC,0
∑
F∈α−1(G)ℓ∩T
φ(t(C,G),Λt(C,G))χ(F) +
∑
F∈Tℓ
λFχ(F,ΛF)
=
∑
F∈P′
ℓ
φ(c(F)) −
ℓ∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
 χ(F,ΛF)
−
∑
G∈PC,0
∑
F∈α−1(G)ℓ∩T
φ(t(C,G),Λt(C,G))χ(F,ΛF)
+(ψ − φ)

∑
F∈Tℓ
λF(F,ΛF)

−
∑
k≥ℓ+1
∑
H∈Pk
∑
F∈Tℓ(H)
λFφ(t(F, H),Λt(H,F))χ(H,ΛH).
By Eq. (27), the cofactor of χ(F,ΛF) in the first sum in the above formula is
φ(c(F)) −
ℓ∑
m=2
∑
H∈Tm(F)
λHφ(t(H, F),Λt(H,F))
=

0, for F ∈ P′C,≥2,
−φ(t(C, F),Λt(C,F)), for F ∈ P′SI,
−φ(t(C, F),Λt(C,F)) = 0, for F ∈ P′N ,
where we have applied the notations in Eq. (32), and in the last case, φ(t(C, F),Λt(C,F)) = 0 using
Lemma 3.10.(c). Thus this sum becomes
−
∑
H∈P′SI
φ(t(C, H),Λt(C,H))χ(H,ΛH) = −
∑
H∈P′SI
φ(t(C, α(H)),Λt(C,α(H)))χ(H,ΛH)
= −
∑
G∈PC,0
∑
H∈α−1(G)ℓ∩P′
φ(t(C,G),Λt(C,G))χ(H,ΛH).
This proves that the left hand side of Eq. (30) agrees with the right hand side.
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Proof of Eq. (31): We prove the equation by induction on ℓ ≥ 2. We first verify the case when
ℓ = 2. By definition,
χ((C,ΛC) −
∑
i
(Ci,ΛCi)) = (ψ − φ)
(C,ΛC) −
∑
i
(Ci,ΛCi)
 −
∑
F∈P
φ(c(F))χ(F,ΛF)
= (ψ − φ)
(C,ΛC) −
∑
i
(Ci,ΛCi)

−
∑
F∈P0∪P1
φ(c(F))χ(F,ΛF) −
∑
k≥2
∑
F∈Pk
φ(c(F))χ(F,ΛF).
Now we see that the first and third sums on the right hand side readily agree with the correspond-
ing sums on the right hand side of Eq. (31).
For the second sum, note that
P0 = PC,0, P1 = PC,1
∐
PC,≥2,1
∐
PSI,1
∐
PN,1.
By Lemma 3.10.(a), c(F) = 0 for F ∈ PC,1. Also PC,≥2,1 = ∅ by definition. By Lemma 3.10.(b),
we have φ(t(C, F)) = 0 for F ∈ PN,1.
Notice that for G ∈ P1, if FG ∈ α−1(G) and j(FG) = 1, then we can take J(FG) = {i}. So by
Lemma 3.10, t(C, F) = t(Ci, FG). This proves that the second sum agrees with the second sum in
Eq. (31) when ℓ = 2. Therefore Eq. (31) holds when ℓ = 2.
The inductive step follows from Eq. (30) applied to the third sum. 
Now we are ready to prove Theorem 3.13.
Proof. (of Theorem 3.13) We prove the statement by induction on the dimension of C, the case
dim C = 1 being trivial. Assume that the theorem holds for cones of dimension less or equal
to k ≥ 1 and consider a cone C of dimension k + 1. Let a subdivision of C be given. Taking ℓ
sufficiently large (say greater than the number n of the Ci’s in the subdivision of C) in Eq. (31),
we have
χ((C,ΛC) −
∑
i
(Ci,ΛCi)) = (ψ − φ)
(C,ΛC) −
∑
i
(Ci,ΛCi) −
∑
F∈T≥2
λF(F,ΛF)

−
∑
G∈PC,0
φ(t(C,G),Λt(C,G))
χ(G,ΛG) −
∑
H∈α−1(G)
χ(H,ΛH)
 .
By the discrete closed subdivision property of φ and ψ, the first term on the right hand side is zero.
By the induction hypothesis, the second term is also zero since {H ∈ α−1(G)} gives a subdivision
of G by Lemma 3.7.(b). This completes the induction. 
4. Euler-Maclaurin formulae for lattice cones
We derive the Euler-Maclaurin formula from the above results combined with an Algebraic
Birkhoff Factorization on lattice cones, which generalizes Connes-Kreimer renormalization scheme.
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4.1. Meromorphicity of generating functions. From now on, we work in the filtered lattice
space R∞, with the standard lattice Λ∞ = Z∞ and a fixed basis {e1, e2, · · · }.
To a cone C in a lattice filtered space V , one can assign two meromorphic functions: the
generating function (or the exponential discrete sum) S (C) and the exponential integral IV(C)
[1, 7, 10, 13]. These can be extended to a lattice cone by the subdivision technique.
It is simple for simplicial cones. If (C,ΛC) ∈ Ck is a simplicial lattice cone (so in particular it
is strongly convex), then the set
ˇC− := ˇC−k :=
{
~ε :=
k∑
i=1
εie
∗
i
∣∣∣∣ 〈~x, ~ε〉 < 0 for all ~x ∈ C}
is of dimension k. Here 〈~x, ~ε〉 denotes the natural pairing Vk ⊗V∗k → R. Let Co denote the interior
of C. For ~ε ∈ ˇC−, then define
(34) S o(C,ΛC)(~ε) :=
∑
~n∈Co∩ΛC
e〈~n,~ε〉.
If v1, · · · vk ∈ ΛC is a set of primary generators of C, and u1, · · · , uk is a basis of ΛC , for
1 ≤ i ≤ k, let vi =
k∑
j=1
a jiu j, a ji ∈ Z. Define linear functions Li := Lvi :=
k∑
j=1
a ji〈u j, ~ε〉 and let
w(C,ΛC) denote the absolute value of the determinant of the matrix [ai j], then
(35) I(C,ΛC)(~ε) := (−1)k w(C,ΛC)L1 · · · Lk .
Remark 4.1. We use a sign convention that is different from [10] in order to make the Euler-
Maclaurin formula simpler.
Then by the subdivision technique, we have
Proposition-Definition 4.2. For a lattice cone (C,ΛC), the germ of functions ∑
F∈F o(C)
S o(F,ΛF)
and ∑
i∈[n]
I(Ci,ΛCi) do not depend on the choice of the simplicial subdivision C = {(Ci,ΛCi)}i∈[n] of
(C,ΛC). Thus we define
S o(C,ΛC) :=
∑
F∈F o(C)
S o(F,ΛF)
and
I(C,ΛC) =
∑
i∈[n]
I(Ci,ΛCi)
for any simplicial subdivision C = {(Ci,ΛCi)}i∈[n] of (C,ΛC).
We next view the generating functions S o(C,ΛC)(~ε) as meromorphic germs with linear poles
at zero, see [11] for a more detailed discussion.
Definition 4.3. Let k be a positive integer.
(a) A germ of meromorphic functions at 0 on Ck is the quotient of two holomorphic func-
tions in a neighborhood of 0 inside Ck.
(b) A germ of meromorphic functions f (~ε) on Ck is said to have linear poles at zero with
lattice coefficients if there exist vectors L1, · · · , Ln ∈ Λk ⊗ Q (possibly with repetitions)
such that f Πni=1Li is a holomorphic germ at zero whose Taylor expansion has lattice co-
efficients.
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(c) We will denote by MQ(Ck) the set of germs of meromorphic functions on Ck with linear
poles at zero with lattice coefficients. It is a linear subspace over Q.
Then composing with the projection Ck+1 → Ck dual to the inclusion jk : Ck → Ck+1 yields the
embedding
MQ(Ck) ֒→MQ(Ck+1),
thus giving rise to the direct limit
MQ(C∞) := lim
−→
MQ(Ck) =
∞⋃
k=1
MQ(Ck).
Lemma 4.4. For a simplicial lattice cone (C,ΛC) ∈ Ck, the germs of functions S o(C,ΛC)(~ε) lies
in MQ(Ck).
Proof. We first prove the proposition for a smooth lattice cone (C,ΛC). Let C = 〈v1, · · · , vm〉 with
{v1, · · · , vm} being a basis of ΛC . Since an element ~x in C ∩ ΛC can be written in a unique way as
m∑
j=1
n jv j where n j ∈ Z≥0, for ~ε =
m∑
j=1
ε je∗j ∈ ˇC−, we have
(36) S o(C,ΛC)(~ε) :=
m∏
j=1
∑
n j∈Z≥1
en j 〈v j ,~ε〉 =
m∏
j=1
e〈v j ,~ε〉
1 − e〈v j ,~ε〉
=
m∏
j=1
eL j(~ε)
1 − eL j(~ε)
,
where L j(~ε) = 〈v j, ~ε〉. They are holomorphic on ˇC− and extend to germs of meromorphic func-
tions on Ck with simple linear poles at L1(~ε) = 0, · · · , Ln(~ε) = 0.
Indeed, from the generating power series x
ex−1 =
∞∑
n=0
Bn x
n
n! of Bernoulli numbers, we have that
1
1−ex = −
1
x
x
ex−1 is in MQ(C). Then the same holds for e
x
1−ex =
1
1−ex − 1. Thus for each linear form
L on Ck with lattice coefficients, both L1−eL and
eL
1−eL are in MQ(Ck). For a smooth lattice cone, the
conclusion that S o(C,ΛC)(~ε) lies in MQ(Ck) follows from Eq. (36) since MQ(Ck) is closed under
multiplication.
Next for a simplicial lattice cone (C,ΛC), we prove the statement by taking a smooth sub-
division and applying Proposition-Definition 4.2, noting that faces of a smooth lattice cone are
smooth by Proposition 2.12. 
Therefore, we have linear map
S o : QC→MQ(C∞), (C,ΛC) 7→ S o(C,ΛC).
By definition, the following conclusion holds.
Corollary 4.5. Let (C,ΛC) be a lattice cone and let C = {(C1,ΛC), · · · , (Cr,ΛC)} be a (not nec-
essarily simplicial) subdivision of C. Then we have
S o(C,ΛC) =
∑
F∈F o(C)
S o(F,ΛF)
and
I(C,ΛC) =
∑
i∈[n]
I(Ci,ΛCi)
in MQ(C∞), that is, S o has the discrete open subdivision property and I has the continuous
subdivision property.
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Definition 4.6. For a lattice cone (C,ΛC) ∈ Ck, define its (closed) generating function by
(37) S c(C,ΛC) =
∑
FC
S o(F,ΛF),
giving rise to the linear map
S c : QC→MQ(C∞), (C,ΛC) 7→ S c(C,ΛC).
By Proposition 3.12, we have
Corollary 4.7. S c : QC→MQ(C∞) has the discrete closed subdivision property.
We now state one more key property of S o(C,ΛC) and S c(C,ΛC).
Proposition 4.8. If (C,ΛC) is not strictly convex, then S o(C,ΛC) and S c(C,ΛC) are both zero.
Proof. First consider the case when C is a one-dimensional subspace. So (C,ΛC) = (R≥0u,Zu).
Then {〈u〉, 〈−u〉} is a smooth subdivision of C. Then as in Eq. (36), we obtain
S o(C,Zu)(~ε) = S o(〈u〉,Zu)(~ε)+S o({0}, {0})(~ε)+S o(〈−u〉,Zu)(~ε) = e
<u,~ε>
1 − e<u,~ε>
+1+
e<−u,~ε>
1 − e<−u,~ε>
= 0.
Since C = Ru does not have a proper face, by Eq. (37) we have
S c(C,Zu)(~ε) = S o(C,Zu)(~ε) = 0.
Next consider the case (C,ΛC) where C is a linear space of dimension k. Then C has no proper
face. Take a lattice basis {v1, · · · , vk} of ΛC and denote Cα1α2···αk := 〈α1v1, α2v2, · · · , αkvk〉 for
αi ∈ R, 1 ≤ i ≤ k. Then the family of lattice cones {(Cα1α2 ···αk ,ΛC) |αi = ±1, 1 ≤ i ≤ k} provides
a simplicial subdivision of (C,ΛC). Thus F o(C ∼ ∪Cα1α2 ···αk) = {Cα1α2 ···αk |αi = 0,±1, 1 ≤ i ≤ k}
and
S o(Cα1α2···αk ,ΛC ∩ lin(Cα1α2···αk))(~ε) =
∏
i,αi,0
e<αivi,~ε>
1 − e<αivi,~ε>
.
Thus
S o(C,ΛC)(~ε) =
∑
αi=0,±1,1≤i≤k
S o(Cα1α2···αk ,ΛC ∩ lin(Cα1α2···αk))(~ε)
=
∏
i
(
e<vi ,~ε>
1 − e<vi ,~ε>
+ 1 +
e<−vi ,~ε>
1 − e<−vi ,~ε>
)
= 0.
Finally consider the case when C is a cone that contains a linear subspace. By Proposition
3.4.(a) in [10], we have C = {v + u | v ∈ L, u ∈ C′}, where L is a linear subspace and C′ is a
strongly convex cone in the orthogonal complement lin(L; lin(C))⊥ of L in lin(C). Therefore any
element in C has a unique decomposition v + u with v ∈ L and u ∈ C′. Let ΛL and ΛC′ be the
projection of ΛC in L and lin⊥(L; lin(C)) respectively. Picking a basis {v1, · · · , vk} of ΛL, the set
{Cα1 ,α2,··· ,αk +C′ |αi = ±1} provides a subdivision of C. Further,
S o(Cα1 ,α2 ,··· ,αk + C′,ΛC)(~ε) = S o(Cα1 ,α2,··· ,αk ,ΛL)(~ε)S o(C′,ΛC′)(~ε).
So as in the case of a linear subspace, we have
S o(C,ΛC)(~ε) = S o(L,ΛL)(~ε)S o(C′,ΛC′)(~ε) = 0.
For S c(C,ΛC), note that any face of C contains the above L. Therefore S c(C,ΛC) = 0 by
Eq. (37). 
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4.2. Algebraic Birkhoff Factorization. We first give a general formulation of the Algebraic
Birkhoff Factorization before applying it to the study of lattice cones.
4.2.1. The general result. We give a generalization of the Algebraic Birkhoff Factorization of
Connes-Kreimer [5] for connected coalgebras without the need for either a Hopf algebra or a
Rota-Baxter algebra. We begin with a lemma (see e.g. [16, Prop. II.3.1]).
Lemma 4.9. Let C =
⊕
n≥0 C(n) be a connected cograded coaugmented coalgebra with coau-
mentation u. Denote J = u(1) and let A be a commutative algebra with unit 1A. Let ∗ be the
convolution product on the algebra L(C, A) of linear maps from C to A and let ϕ ∈ L(C, A) be
such that ϕ(J) = 1A. Then ϕ has a convolution inverse ϕ∗(−1) : C → A for which ϕ∗(−1)(J) = 1A.
Consequently,
G(C, A) := {ϕ ∈ L(C, A)
∣∣∣ϕ(J) = 1A}
endowed with the convolution product is a group.
Theorem 4.10. Let C =
⊕
n≥0 C(n) be a connected cograded coaugmented coalgebra. Let A be
a unitary algebra. Let A = A1 ⊕ A2 be a linear decomposition such that 1A ∈ A1. Let P be the
projection of A to A1 along A2. Given ϕ ∈ G(C, A), define maps ϕi ∈ G(C, A), i = 1, 2, by the
following recursive formulae on ker ε:
ϕ1(x) = −P
(
ϕ(x) +
∑
(x)
ϕ1(x′)ϕ(x′′)
)
,(38)
ϕ2(x) = (idA −P)
(
ϕ(x) +
∑
(x)
ϕ1(x′)ϕ(x′′)
)
.(39)
(a) We have ϕi(ker ε) ⊆ Ai (hence ϕi : C → k1A + Ai). Moreover, the following factorization
holds
(40) ϕ = ϕ∗(−1)1 ∗ ϕ2.
(b) ϕ1 and ϕ2 are the unique maps inG(C, A) such that ϕi(ker ε) ⊆ Ai for i = 1, 2, and Eq. (40)
holds.
(c) If moreover A1 is a subalgebra of A, then φ∗(−1)1 lies in G(C, A1).
Proof. (a) The inclusion ϕi(ker ε) ⊆ Ai, i = 1, 2, follows from the definitions. Further
ϕ2(x) = (idA −P)
(
ϕ(x) +
∑
(x)
ϕ1(x′)ϕ(x′′)
)
= ϕ(x) + ϕ1(x) +
∑
(x)
ϕ1(x′)ϕ(x′′) = (ϕ1 ∗ ϕ)(x).
Since ϕ1(J) = 1A, ϕ1 is invertible for the convolution product in A by Lemma 4.9. Then Eq. (40)
follows.
(b) Suppose there are ψi ∈ G (C, A) , i = 1, 2, with ψi(ker ε) ⊆ Ai such that ϕ = ψ∗(−1)1 ∗ ψ2. We
prove ϕi(x) = ψi(x) for i = 1, 2, x ∈ C(k) by induction on k ≥ 0. These equations hold for k = 0.
Assume that the equations hold for x ∈ C(k) where k ≥ 0. For x ∈ C(k+1) ⊆ ker(ε), by ϕ2 = ϕ1 ∗ ϕ
and ψ2 = ψ1 ∗ ϕ, we have
ϕ2(x) = ϕ1(x) + ϕ(x) +
∑
(x)
ϕ1(x′)ϕ(x′′), ψ2(x) = ψ1(x) + ϕ(x) +
∑
(x)
ψ1(x′)ϕ(x′′),
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where we have made use of ϕ1(J) = ψ1(J) = ϕ(J) = 1A . Hence by the induction hypothesis, we
have
ϕ2(x) − ψ2(x) = ϕ1(x) − ψ1(x) +
∑
(x)
(
ϕ1(x′) − ψ1(x′))ϕ(x′′) = ϕ1(x) − ψ1(x) ∈ A1 ∩ A2 = {0}.
Thus ϕi(x) = ψi(x), i = 1, 2, for all x ∈ ker(ε).
(c) If A1 is a subalgebra, then it follows from Lemma 4.9 applied to A1 instead of A, that ϕ1 is
invertible in A1. 
4.2.2. Application to lattice cones. We now focus on the filtered lattice space R∞, let Q(·, ·)
denote the inner product chosen in Eq. (2). In this setup, we have constructed two linear maps:
S o : QC→MQ(C∞) and S c : QC→MQ(C∞).
Let MQ,+(Ck) denote the space of germs of holomorphic functions at zero in Ck whose Taylor
expansions at zero have lattice coefficients. We set
MQ,+(C∞) := lim
−→
MQ,+(Ck) =
∞⋃
k=0
MQ,+(Ck).
Then MQ,+(Ck) (resp. MQ,+(C∞)) is a unitary subalgebra of MQ(Ck) (resp. MQ(C∞)).
The filtered lattice Euclidean space (R∞, Q(·, ·)) allows us to apply [11, Theorem 4.4] to obtain
the linear decomposition
(41) MQ(C∞) =MQ,+(C∞) ⊕MQ,−(C∞).
Here MQ,−(C∞) is the subspace spanned by polar germs, defined to be germs of meromorphic
functions at zero of the form
h(ℓ1, · · · , ℓm)
Ls11 · · · L
sn
n
,
where
(a) h lies in MQ,+(Cm),
(b) ℓ1, · · · , ℓm, L1, · · · , Ln lie in Λk ⊗ Q, with L1, · · · , Ln linearly independent, such that
Q(ℓi, L j) = 0 for all (i, j) ∈ [m] × [n].
(c) s1, · · · , sn are positive integers.
Since MQ,+(C∞) is a unitary subalgebra, the Algebraic Birkhoff Factorization in Theorem 4.10
applies, with C = QC and
(42) A =MQ(C∞), A1 =MQ,+(C∞), A2 =MQ,−(C∞), P = π+ : MQ(C∞) →MQ,+(C∞),
which is the orthogonal projection onto the holomorphic partMQ,+(C∞) along the spaceMQ,−(C∞)
of polar germs by means of the decomposition in Eq. (41). We consequently obtain the following
theorem.
Corollary 4.11. (Algebraic Birkhoff Factorization for generating functions) For the linear map
S # : QC→MQ(C∞),
where # ∈ {o, c}, there exist unique linear maps S #1 : QC → MQ,+(C∞) and S #2 : QC → Q +
MR
Q,−(C∞), with S #1({0}, {0}) = 1, S #2({0}, {0}) = 1, such that
(43) S # = (S #1)∗(−1) ∗ S #2.
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We shall provide an interpretation of the linear maps S o1, S o2 and S c1, S c2 in the context of Euler-
Maclaurin formula. Before that, we deduce a relation between the factors in open and closed
cases.
Proposition 4.12. For (C,ΛC) ∈ C, we have
(44) S o2(C,ΛC) = S c2(C,ΛC)
and
(45) (S c1)∗(−1)(C,ΛC) =
∑
GC
(S o1)∗(−1)(G,ΛG)
Proof. Let (C,ΛC) ∈ C. By Eqs. (37) and (40) we have
S c(C,ΛC) =
∑
FC
S o(F,ΛF)
=
∑
FC
∑
GF
(S o1)∗(−1)(t(F,G),Λt(F,G))S o2(G,ΛG)
=
∑
GC

∑
GFC
(S o1)∗(−1)(t(F,G),Λt(F,G))
 S o2(G,ΛG).
Let B(C,ΛC) denote the right hand side of Eq. (45). Then we have
B(t(C,G),Λt(C,G)) =
∑
Ht(C,G)
(S 01)∗(−1)(H,ΛH) =
∑
GFC
(S o1)∗(−1)(t(F,G),Λt(F,G))
by Proposition 2.22.(e). Thus S c(C,ΛC) = B ∗ S o2. Since the ranges of B and S o2 are in MQ,+
and MQ,− respectively, the desired equations hold from the uniqueness of the Algebraic Birkhoff
Factorization S c = (S c1)∗(−1) ∗ S c2. 
4.2.3. Continuous subdivision property of S c2. Now let us study the subdivision properties of
factors in the Algebraic Birkhoff Factorizations for S c and S c. Let
µo = (S o1)∗(−1), µc = (S c1)∗(−1).
Theorem 4.13. The linear maps µo and µc on QC have the projection formulae:
µo = π+ S o and µc = π+ S c.
Proof. Let (C,ΛC) be a lattice cone and (F,ΛF) be a face of it. Since the linear spaces lin F and
lin t(C, F) are perpendicular in V for the inner product Q(·, ·), the linear functions from F and
from t(C, F) are perpendicular. Thus, for F , {0} we have
π+
(
(S o1)∗(−1)(t(C, F),Λt(C,F))(id − π+)(S o2(F,ΛF))
)
= 0.
It then follows from Theorem 4.10 that, for (C,ΛC) , ({0}, {0})
S o1(C,ΛC) = −π+
S o(C,ΛC) +
∑
{0}FC
S o1(t(C, F),Λt(C,F))S o(F,ΛF)

= −π+
S o(C,ΛC) +
∑
{0}FC
S o1(t(C, F),Λt(C,F))π+(S o(F,ΛF))

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= −π+(S o(C,ΛC)) −
∑
{0}FC
S o1(t(C, F),Λt(C,F))π+(S o(F,ΛF)).
Hence,
−
(S o1 ∗ (π+ S o)) (C,ΛC) = 0 for (C,ΛC) , ({0}, {0}),
which combined with (S o1 ∗ (π+ S o))({0}, {0}) = 1 yields
µo = (S o1)∗(−1) = π+ S o.
The same proof yields the corresponding formula for the closed case. 
We have the following direct consequences.
Corollary 4.14. (a) µo has the discrete open subdivision property and µc has the discrete
closed subdivision property.
(b) S c2 and thus S o2 have the continuous subdivision property.
Proof. (a) follows from Theorem 4.13 and the linearity of π+. Then (b) follows from Corol-
lary 4.11 and Theorem 3.13. 
4.3. Euler-Maclaurin formula. With all the preparations accumulated so far, we are ready to
derive Euler-Maclaurin formulae for lattice cones. We keep the setup in Section 4.2.3. We identify
the map S c2 for smooth lattice cones first. Let π± be the projection of MQ(C∞) to MQ,±(C∞).
Proposition 4.15. For a smooth lattice cone (C,ΛC), we have
π−S c(C,ΛC)(~ε) =
∑
FC
π+S c(t(C, F),Λt(C,F))(~ε)I(F,ΛF)(~ε).
Proof. Let (C,ΛC) be a smooth lattice cone with primary generators v1, · · · , vn ∈ ΛC , and let Li =
Lvi , i = 1, · · · , n, be the linear function 〈vi, ~ε〉 where ~ε ∈ V∗. Furthermore, let
1
1 − ex
= −
1
x
+ h(x)
be the decomposition of the function 1
1 − ex
into its singular part and holomorphic part. Then
S c(C,ΛC)(~ε) =
n∏
i=1
1
1 − eLi
=
n∏
i=1
(I(Li) + h(Li)), I(Li) = − 1Li .
For any nonempty subset J ⊂ [n], let LJ = Πi∈JLi and, as a convention, let L∅ = 1. then the
denominators in the expansion are of the form LJ for some nonempty J ⊂ [n].
Note that any face (F,ΛF) of (C,ΛC) is of the form 〈vi | i ∈ J〉 for ∅ , J ⊆ [n]. Thus we focus
on the polar germ of the form LJg with g a holomorphic function in linear forms perpendicular
to Li, i ∈ J. Notice in this case the lattice cone is smooth, thus I(F,ΛF)(~ε) = LJ . By our
decomposition procedure, terms of this type come from the projection of
LJ
∏
i∈[n]−J
1
1 − eLi
.
For any vector v and any non-empty subset K ⊂ [n], let vK be the projection of v to the orthogonal
subspace to the subspace spanned by v j, j ∈ K, and LJv be the corresponding linear function. We
also use vJK and LJKv to denote the vector (vJ)K and the corresponding linear function. With these
notations we have
Li = LKi +
∑
j∈K
ai jL j
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for some constants ai j, j ∈ K.
The part of the form LJg in π−S c(C,ΛC) coincides with the corresponding part in
π−
LJ
∏
i∈[n]−J
(I(Li) + h(LJi ))
 .
Now let us determine the contribution from
LJ LK−J
∏
i∈[n]−K
h(LJi ),
with J ⊂ K $ [n]. By above notation, and for ℓ ∈ [n] − K, we have
LJℓ = L
JK
ℓ +
∑
i∈K
bℓiLi
= LJKℓ +
∑
i∈J
bℓiLi +
∑
i∈K−J
bℓiLJi +
∑
i∈KJ
∑
j∈J
bℓiai jL j
= LJKℓ +
∑
i∈K−J
bℓiLJi +
∑
i∈J
cℓiLi.
Since the spaces spanned by {vi | i ∈ K} and by {vi | i ∈ J} ∪ {vJj | j ∈ K − J} coincide, for any
vector, its orthogonal projection to the space spanned by {vi | i ∈ K} and to the space spanned by
by {vi | i ∈ J} ∪ {vJj | j ∈ K − J} are the same.
Therefore,
LJℓ = L
JK
ℓ +
∑
i∈K−J
bℓiLi +
∑
i∈J
bℓiLi
is the the projections of LJ
ℓ
with respect to the spaces spanned by {vi | i ∈ K}, and
LJℓ = L
JK
ℓ +
∑
i∈K−J
bℓiLJi +
∑
i∈J
cℓiLi
is the the projections of LJ
ℓ
with respect to the spaces spanned by {vi | i ∈ J} ∪ {vJj | j ∈ K − J}.
By direct calculations, the polar germs of type LJg arising from LJ
∏
i∈K−J
I(Li) ∏
i∈[n]−K
(LJi )αi co-
incide with those from LJ
∏
i∈K−J
I(LJi )
∏
i∈[n]−K
(LJi )αi , for fixed ai ∈ Z≥0, i ∈ K − J. Therefore,
the polar germs of type LJg arising from LJ
∏
i∈K−J
I(Li) ∏
i∈[n]−K
h(LJi ) coincide with those from
LJ
∏
i∈K−J
I(LJi )
∏
i∈[n]−K
h(LJi ). Consequently, the corresponding terms in LJ
∏
i∈[n]−J
(I(Li) + h(LJi )) coin-
cide with those from LJ
∏
i∈[n]−J
(I(LJi +h(LJi )), which is of the form I(L1) · · · I(Lm)π+S c(t(C, F),Λt(C,F)).
This completes the proof. 
Corollary 4.16. Let (C,ΛC) be a smooth lattice cone, then
S c2(C,ΛC)(~ε) = I(C,ΛC)(~ε)
and we have the Euler-Maclaurin formula:
S c(C,ΛC) =
∑
FC
π+S c(t(C, F),Λt(C,F))I(F,ΛF).
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Proof. Adding π+S c(C,ΛC) to both sides of the equation in Proposition 4.15, we obtain
S c(C,ΛC)(~ε) =
∑
FC
π+S c(t(C, F),Λt(C,F))(~ε)I(F,ΛF)(~ε).
Then the corollary follows from the uniqueness of the Algebraic Birkhoff Factorization in Corol-
lary 4.11 since I(F,ΛF) is in MQ,−(C∞). 
We are now ready to give the Euler-Maclaurin formula for lattice cones. Recall that a cone C
in a lattice vector space (V,ΛV) can be viewed as a lattice cone (C, lin(C) ∩ ΛV). Our approach
by means of the Algebraic Birkhoff Factorization applied to (C, lin(C)∩ΛV) yields back Berline-
Vergne’s Euler-Maclaurin formulae for the cone C [1] together with a new piece of information,
namely that the interpolation function µc actually boils down to the holomorphic projection of the
exponential sum.
Theorem 4.17. Let (C,ΛC) ∈ Ck be a lattice cone and ~ε ∈ V∗k . Then
S c2(C,ΛC)(~ε) = I(C,ΛC)(~ε),
(Euler-Maclaurin formula) S c(C,ΛC) =
∑
FC
µc(t(C, F),Λt(C,F))I(F,ΛF)
and the interpolation function µc coincides with the holomorphic projection of the discrete sum,
µc = π+S c.
Proof. Proposition 4.15 shows that S c2 agrees with I for smooth lattice cones. By Corollary 4.14.(b),
S c2 has continuous subdivision property, which is known to hold for I also. Therefore, by taking
smooth subdivisions, they agree for all lattice cones, proving the first equation. Then the second
and third equations follow from Corollary 4.11 and Proposition 4.13 respectively. 
In view of Proposition 4.12, the Algebraic Birkhoff Factorization for S o yields an open variant
of the Euler-Maclaurin formula by applying the factorization to the linear map S o : QC →
MQ(C∞).
Corollary 4.18. (Open Euler-Maclaurin formula) Let (C,ΛC) ∈ Ck be a lattice cone and ~ε ∈ V∗k .
Then
S o2(C,ΛC)(~ε) = I(C,ΛC)(~ε),
(Euler-Maclaurin formula) S o(C,ΛC) =
∑
FC
µo(t(C, F),Λt(C,F))I(F,ΛF)
and we have a projection formula for the interpolate function µo,
µo = π+S o.
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