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It is shown that increasing continuous emimarkov processes are functional inverses of increas- 
ing processes with independent (non-stationary) increments. In particular, every increasing 
continuous trong Markov process has deterministic paths, up to random killing. 
Semimarkov processes 
increasing continuous Markov processes 
processes with independent increments 
One of the major results of modern probability theory has been Feller’s charac- 
terization of diffusion processes on an interval: every such process is obtained from a 
Brownian motion by a random time change followed by a scale transformation and 
killing. By diffusion we mean a continuous strong Markov process, where every 
interior point of the state space is regular (i.e., every interior point y is hit with 
probability one starting from any interior point x). 
More generally, Blumenthal, Getoor, and McKean [1,2] showed that if two Hunt 
processes have the same hitting distributions, then the law of one is the same as if it 
has been obtained from the other by a random time change using a continuous 
additive functional as the clock time. 
In the case of increasing continuous strong Markov processes, it has been part of 
the folklore that every such process is essentially deterministic. This is mentioned in 
[S, p. 1651, with a suggested proof via infinitesimal generators. The same can be 
proved by using the formidable result of [ 1,2] mentioned above. Here we will obtain 
a very simple proof as a corollary to a more general result on the characterization of 
increasing continuous semimarkov processes. 
We were led to consider increasing continuous processes by a suggestion in [3] that 
such processes would be useful to Imodel wear processes in reliability theory. Since 
every increasing continuous strong Markov process is essentially deterministic 
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(randomness enters only in killing), and since wear processes are obviously not 
deterministic, we are forced to abandon strong Markov property in favor of a weaker 
condition, namely, the semimarkovness. Such semim.arkov processes were intro- 
duced by Jacod [6] following the ideas of L&y [S] for discrete state space processes, 
r,nd were used by Feldman [4] to model wear processes in replacement heory. 
Basically, our result is that every increasing continuous semimarkov process is the 
functional inverse of an increasing process with independent increments killed in a 
certain manner. But, in general, the latter process is non-stationary and the killing 
mechanism needs some elucidating. (Moreover, even if the original semimarkov 
process has infinite lifetime, the corresponding process with independent increments 
has finite lifetime, and one cannot escape the killing.) 
As a note of historical interest, we mention that L&y [7] constructed a continuous 
increasing semimarkov process, which is in fact Markov but not strong Markov, as an 
example of a Markov process whose minimal state space is countable and whose 
Q-matrix has finite entries along its diagonal and O’s elsewhere. His construction is 
instructive and foresees our result. 
Let Q denote the set of all positive rational numbers. For each r E Q n [0, 11) let 
A, c 00 be selected so that C A, < 00, where the sum is over Q n [0, 1). For r E 
n[l, Oo), let h, = A,-, where it ie; the integer selected so that r - n E [0, 1). For each 
r E Q, let U, be exponentially distributed with mean h,, and let the U, be independent 
of each other. Now let 
St = c ur, 
r~Qnf0, f3 
and define 
Xf = inf{u : S, > t}. 
Then, (Sdtc~+ is a strictly increasing process with non-stationary independent 
increments whose set of jump times is fixed, namely, Q. Therefore, (Xl)lc~+ is 
increasing, continuous, and is Markov since the holding times (which in fact are the 
jumps of S) are exponentially distributed. It is easy to see that P{Xt E Q} = 1; that is, 
the min:imal state space of X is Q. On the other hand, considered on its essential state 
+, the process X is semimarkov, and this construction of L&y’s is a special 
case of our result here. 
s se recesses 
Let (0, , P) be a complete probability space, 
and 8 = (&)tGR+ a family of ‘shift’ operators on a. Let E be 
infinite, and let be the collection o 
stochastic process taking values in (Ed, 
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in E. As usual, we let 5 = inf{t : Xt = A}. We suppose that X is adapted to and 
X,0& = Xt+, for all t and s. Throughout, we assume that t + Xl(o) is increasing and 
continuous on [0, l(w)) for every w E 0, and let 
M(w) = {t < g(w) :Xt+&) >X&) for every g > 0}, (1) 
that is, M(w) is the set of times to the right of which X(w) is increasing. 
For every o, the set M(u) is right-closed and perfect, and the complement of M(o) 
in R+ is a countable union of disjoiut intervals of form [ ), each of the intervals being a 
set of constancy for X(w). Following Jacod [6], and Levy [8] in spirit, we make the 
following definition: 
D&&ion 1. X is said to be a semimarkov process provided that there is a family of 
probability measures (P x ) XEE such that x +E,[ W] is in E and 
EIWoOTIHT]=Ex,[W] a.s. on{T<ao) w 
for every WE bG and every stopping time T of II such that T(o) E M(o) for a.e. 
u~(T<m); where G=a(X,; ta0). 
Remark I. Since X is continuous and adapted to H, X is progressively measurable 
with respect o H, and therefore XT is & measurable and the right-hand side of (2) 
has the required measurability property. In words, (2) states that X has the strong 
Markov property at every stopping time to the right of which X is increasing. 
Let 
R = inf Al, (3) 
T,=inf{t<l:X,>x}, XEE, (4) 
with the usual convention that inf @= +OO. Note that 
Px[X,,=x, R =0}= 1, (5) 
but, in general, P, is not the law of the process starting at x (the latter may assign 
non-zero probability to {R > O}. Since X is increasing and continuous, the set 
E,=(y:P,(T,-)>o) (6) 
is an interval, and by the definition of T,,, this interval is of form [ ). We will first 
describe the law of X under P, over the state space Ex, and then complete the 
picture. 
Proposition I. Considered as a process over (0, P,), the process (TJyc~, is a 
strictly increasing right continu endent increments possibly 
non-stationary) taking values > z 9 ml 
Xl=inf{y:T,>t} on {Pt) 
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and 
f= Tf-, 6 = inf{y : TY = +m}. (8) 
roof. The relationships (7) and (g) follow from (4). That P,(T, = 8) = I. follows 
from (5). Since X is continuous, (T,,) is strictly increasing. Since X is increasing, (T.,,) 
is right continuous. Also, for y < z, 
T,= T,,+T,o&~ 
again by the fact that X is increasing and continuous. Now, by the strong Markov 
property (2) applied at Ty, noting that Ty E M and XT, = y on {T,, < OO}, we have 
P,-a.~. on {Ty < a}. This shows that (TJ has independent increments under P,. 
We now describe the process ( Tx)xc~. It is clear that 
TX =0, if x<XO, (9) 
Txo=R (10) 
and 
TX =+oo, if x&Ex,. 
Conditional law of (Ty), given that X0 =x and R = U, is that of a process with 
independent increments over the parameter set E,, with TX = u. Finally, if E, = [x, 2) 
and if & = inf{t : Xt = a} C 00, then T;_ = S,- and the process X stays at 2 for some 
random time with an arbitrary distribution, independent of the past before Sg, and 
then X enters A. 
In other words, over the probability space (0, A, P), process (TX) is one with 
independent increments (usually non-stationary), with a random starting time and a 
random lifetime, and strictly increasing and right continuous in between. 
Conversely, if (TX) is such a process and X is defined by (7) and (8) from (T,), then 
X is an increasing continuous semimarkov process. 
anonical construction 
We now give a canonical construction for a semimarkov process with a given law. 
9, X be as given in the preceding sect:ion, with state space (E, 
extra point A. The interval E is a countable union of disjoint 
intervals E, such that, for any n, if x, y E E, and x c y, then P,{ T,, < 00) B 0. It is 
sufficient to consider the restriction of to one of these ‘closed’ intervals. Accord- 
ingly, we suppose that E itself is s is, for any x, y E E, if .x < yy then 
fT, <a}>O. 
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For each x E E, let 
S, = inf{s :Xl = x}, U, = TX-S,, (11) 
F={x~E:P,,(U,~0}~0}u(0} W) 
and let 
&(B)=P~(U,EBIS,<~}, BE (13) 
The set F consists of the ‘holding’ points of X; these are the fixed points of 
discontinuity for the independent increments process (T,). 
Considering the process (TX) over (0, A, PO) again, let iv be the mean measure on 
E X fi+ of the Poisson random measure N whose atoms are the pairs (x, t) where x is 
a (non-fixed) time of discontinuity for (T,,) and t is the associated jump amount. 
The measure Y is cr-finite and satisfies 
v({x} x R,) = 0, 
I 
v(dy, dt)(t A 1) < 00 (14) 
Bdt, 
for every x E E and B E E, B bounded. 
Finally, let a be the continuous increasing function that is the deterministic 
component of (T,) over (0, A, PO), and let 
?r(B)=P{XocB}, &(B) = P{R E B I X0 = 0). (15) 
The probability law of X is completely determined by the elements V, (&&, v, 
and u. We now make this comment precise, and4 give the canonical construction for X 
starting from these elements. 
Define 
(a’, A’, P’) = (E, E, IT) x 1[1 (it,, ti+, &‘, 
XEF 
and let (a”, A”, P”) be a probability space supporting a Poisson random measure N”’ 
on E x R+ with mean measure u (we leave: *the explicit construction out). Let YG., 
(u&F be the coordinate mappings on (o’!, 
Define 
(A, d, $) = (0’, A’, P’) x (a”, 
and let X0, V,, N be the natural extensions of 
Define 
fx=O on{x&} 
X&, s/i, N” onto this larger space. 
_ fi(dy, dt)t. 
YEF~XOJI J[jib.x]xR+ 
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Let 
and 
5’ = inf{x : Px = +co}, (18) 
A 
E T = l’- = lim fx (1% 
xtr’ 
J& = ( 
inf{x : f@@} on {t < fl, 
a on {t 2 [I. 
(20) 
It follows from the construction that, given X0, conditional law of ( px) is that of a 
process with independent increments with parameter set [go, 00) n E. And (Xl) is the 
functional inverse of (fx), and therefore is a semimarkov process over the probability 
space (6, ff, p>. We leave the constructions of Fx and t!& aside. 
ncreasing continuous strong Markov processes 
Let X be an increasing continuous semimarkov process as in Section 2. All our 
notations here are as in Section 2. Let S = sup A4 
Proposition 2. X is a strong Markov process if and only if M = [0, S) almost surely. In 
other words, X is strong Markov if and only if it is ‘strictly increasing over [0, S). 
Proof. The ‘if’ part is trivial. To see the converse, suppose X is strong Markov. For 
E >O let 
S, = Enf(t :XI =X+,} 
and (recall that R = inf{t : XC # X0}) 
R, = s, +Ro&=. 
Both S, and R, are stopping times of X, S, c R,, and XsE = XR, on {R, < 6) by the 
continuity of X Strong Markov property applied at S, and R, yields 
EWo8s,kkJ=~EWo&, )HR,I=&~ WI (21) c 
as. on {R, < 6) for any W E bG. In particular, fox- W = R we have Wo eS, = R, - S, 
and WogR. = 0 on {R, C f}. The equation (21) now gives 
R, - S, = 0 a.s. on {R, < 5) (22) 
and this is true for arbitrary E > 0. This is absurd unless R, 2 f a.s. for every P. But, 
R, 25 for every E if and only if X is strictly increasing on [0, S). 
In particular, Proposition 2 shows that an increasing continuous strong 
Markov process has no holding points. If S = 5, then X is strictly increasing on [0, 5) 
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and enters A at 6. otherwise, if S < 5, it is clear that the state being visited during 
[S, 5) is a trap, and the distribution of J-S is exponential. 
Next we combine the result of Section 2 with Proptisition 2 to characterize strong 
Markov processes with increasing continuous paths. 
We will. say that X is regular if its state space E is an interval of form [ ), has no 
traps, and for any x, y E E with x c y, P,(T, < 00)) 0. 
Since the behavior at a trap is trivial, there is no loss in discarding traps. Then, if X 
is not regular, the state space is the union of a countable number oE disjoint intervals 
I?, such that the restriction of X onto any one E, is regular. Thus, the restriction to 
regular processes in the following is without loss of generality. 
Theorem 1. Let X be a regular increasing continuous strong Markov process with state 
space E = [XO, ~0). Then, the law of X is completely specified by 
(i) a distribution n on E, 
(ii) a strictly increasing continuous ‘function a on E, 
(iii) an increasing right continuous function b on E 
in the following manner: 
(i) an initial state X0 is selected according to n, 
(ii) a final state Y is chosen to be 
Y=y&nF(yEE:b(y)-b(X&G) (23) 
where 2 is exponentially distributed with parameter 1 and is independent ofX0, 
(iii) the path of X is now determined by 
i 
a+(a(XO)+t) on (t<& 
xc = (24) 
A on (ta{) 
where 
C=a(Y-)-a(X0), (25) 
z 
: and a-l is the functional inverse of a. 
I* 
$ Coroli~v 1, Let Xbe a regular increasing continuous strong Markov process with state 
.:-space E = [x0, yO) and infinite lifetime. Then, there is a strictly increasing continuous 
function a on E with lim,,, a(y) = 00 such that 
Xt = a-‘(a(X& t) 
for all t. 
Proof of Theorem IL Let X be as hypothesized, and consider the process (TX) 
tiefined by (4). Since X is strictly increasing on [0, {), (T,) must be continuous, except 
$r the possible- jump to infinity. Since an increasing continuous process with .=,3 
ibdepeqdent increments is deterministic, we must have .I 
i T, =a(x)-a(Xo), XO<x C= Y (26) 
i d:L 
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where Y = yo A inf{y : T, = a}, for some continuous trictly increasing function a. 
This implies (24) and (23, and leaves only the specification of the law of Y to 
complete the proof. 
Let & be the distribution of Y under P,. By the independence of increments, for 
x < y < z we have the multiplicative property 
&[Y, Yol ’ 4,h Yol= 4&b, Yol. 
It follows that 
dJ&[y, yo]=e-16(Y~~b(x)l, 
x, y E E, ax < y, 
for some increasing right continuous function bl. This completes the proof. 
Corollary 1 needs no proof. 
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