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Temporal viability regulation for control affine systems
with applications to mobile vehicle coordination
under time-varying motion constraints
Marcus Greiff, Zhiyong Sun, Anders Robertsson and Rolf Johansson
Abstract—Controlled invariant set and viability regulation of
dynamical control systems have played important roles in many
control and coordination applications. In this paper we develop
a temporal viability regulation theory for general dynamical
control systems, and in particular for control affine systems.
The time-varying viable set is parameterized by time-varying
constraint functions, with the aim to regulate a dynamical
control system to be invariant in the time-varying viable set
so that temporal state-dependent constraints are enforced. We
consider both time-varying equality and inequality constraints
in defining a temporal viable set. We also present sufficient
conditions for the existence of feasible control input for the
control affine systems. The developed temporal viability regu-
lation theory is applied to mobile vehicle coordination.
I. INTRODUCTION
In practice, control engineering applications often involve
various constraints to guarantee system performance or gen-
eral control efficiency. For example, in autonomous control
of robotic manipulators, constraints could be imposed in
designing feasible control strategy to ensure collision avoid-
ance, safe human operation, or optimal trajectory generation.
In the context of mobile vehicle coordination, a control
task usually includes many types of inter-vehicle constraints
described by equality/inequality constraints in geometric
variables. In general, a control system is often subject to
state constraints that limit admissible control inputs which
should regulate the possible state-trajectories of the system.
Therefore, designing a control input for a dynamical control
system that meets the performance requirement or safety
guarantee described by certain constraint functions is often a
priority before proceeding with a real-time implementation.
A useful tool in dealing with various state-dependent
constraints for control systems is controlled invariant theory
[1], which has relevance to viability theory [2] for dynamical
systems in general. A set is termed ‘controlled invariant’
under a dynamical control system, if the states of the
control system are regulated to stay in the set with feasible
control actions. Controlled invariant sets, or viable sets, are
often parameterized by certain equality/inequality functions
to meet system specifications or performance requirements.
When a constraint is about to be violated, corrective actions
*The research leading to these results has received funding from the
Swedish Science Foundation (SSF) project “Semantic mapping and visual
navigation for smart robots” (RIT15-0038).
The authors are members of the LCCC Linnaeus Center and
the ELLIIT Excellence Center at Lund University, Sweden. Emails:
{marcus.greiff, zhiyong.sun, rolf.johansson,
anders.robertsson} @control.lth.se
for the control system should be undertaken that lead to
viable control inputs and thus constraints are to be enforced.
The idea of controlled invariant set and viability regulation
for dynamical control systems has been deeply explored in
recent years with many insightful and promising applications.
Examples include barrier verification of nonlinear and hybrid
systems [3], invariance regulation for safety control in robotic
systems [4], [5], obstacle avoidance and safety certificate in
vehicle navigation control [6], [7], and feasible coordination
for multiple mobile vehicle systems under motion constraints
[8], [9].
Control systems interacting with a dynamic environment
will often involve time-varying and state-dependent con-
straints, which demand time-varying viable functions in
specifying temporal performance requirement. We remark
that available results in the literature on controlled invari-
ance and viability regulation mostly deal with time-invariant
constraints or only state-dependent viable sets. Time-varying
constraints have attracted some recent attention for some
particular control systems, such as [4], [10]. In this paper,
we aim to develop general theories for time-varying viability
regulation for general dynamical control systems, and in
particular for control affine systems. We will present some
conditions for designing a viable control input so that the
solutions of a control affine system stay in a viable set de-
fined by some time-varying equality/inequality functions of
its state. Applications to mobile vehicle coordination control
with time-varying motion constraints will be discussed as
illustrative examples of the developed theory.
The main contributions of this paper include a devel-
opment of temporal viability theory (with motivations of
temporal contingent cone in a recent paper [10]), temporal
viability regulation, and control law design for controlled
temporal invariance of control affine systems. To illustrate
their applications, we will consider two typical examples
in mobile vehicle coordination control with time-varying
motion constraints (in terms of distance and visibility main-
tenance), and justify their real-time performance guarantees
with the developed temporal viability control.
This paper is organized as follows. Section II presents
background on standard viability theory. Extensions to tem-
poral viability theory are shown in Section III. In Section
IV, we focus on temporal viability regulation for control
affine systems. Section V provides certain typical application
examples on mobile vehicle coordination under time-varying
constraints. Conclusions in Section VI closes this paper.
II. BACKGROUND ON VIABILITY THEORY
This section presents some background of controlled
invariance and viability theory from [1], [2], which will
motivate the development of temporal viability theory in the
next section.
Definition 1: (Viability and viable set) Consider a con-
trol system in Rn described by a differential equation x˙(t) =
f(x(t), u(t)). A subset F ∈ Rn enjoys the viability property
for the system x˙(t) if for every initial state x(0) ∈ F , there
exists at least one solution to the system starting at x(0)
which is viable in the time interval [0, t¯ ] in the sense that
∀t ∈ [0, t¯ ], x(t) ∈ F .
Now define a distance function for a point y to a set F
as dF (y) =: inf
z∈F
‖y− z‖, where ‖ · ‖ denotes the Euclidean
2-norm, and consider the definition of contingent cone as
follows.
Definition 2: (Contingent cone) Let F be a nonempty
subset of X ∈ Rn and x belongs to F . The contingent cone
to F at x is the set
TF(x) =
{
v ∈ X| lim inf
h→0+
dF (x+ hv)
h
= 0
}
. (1)
It is obvious that the set TF(x) is non-trivial only on the
boundary of F . 1
A key result in the set-invariance analysis, the celebrated
Nagumo theorem, is stated as follows (see [1] or [2]).
Theorem 1: (Nagumo theorem) Consider the system
x˙(t) = f(x(t)), and assume that, for each initial condition
in a set X ⊂ Rn, it admits a globally unique solution. Let
F ⊂ X be a closed and convex set. Then the set F is
positively invariant for the system if and only if
f(x(t)) ∈ TF(x), ∀x ∈ F , (2)
where TF(x) denotes the contingent cone of F at x.
Generalizations of the Nagumo theorem and viability
theory are also possible, by using the set-valued analysis
[11] and differential inclusion [12].
If x is an interior point in the set F , then TF(x) = Rn.
Therefore, the condition in Theorem 1 is only meaningful
when x ∈ bnd(F), where bnd(F) denotes the boundary of
F . Thus, the condition in (2) can be equivalently stated as
f(x(t)) ∈ TF(x), ∀x ∈ bnd(F). (3)
The above condition clearly has an intuitive and geometric
interpretation: if at x ∈ bnd(F), the derivative x˙ = f(x(t))
points inside or is tangent to F , then the trajectory x(t)
remains in F .
III. THEORY OF TEMPORAL VIABILITY
In this section we present several general concepts on tem-
poral viability and develop some novel results on controlled
temporal invariance (termed ‘temporal viability regulation’)
for dynamical control systems.
1It has been shown in [1] that though the distance function dF (y) depends
on the considered norm, the set TF (x) does not.
Consider the following time-varying control dynamical
system described by a general ordinary differential equation
x˙(t) = f(x(t), u(t), t), (4)
where x ∈ Rn is the state variable, u ∈ Rl is the control
input vector, and f ∈ Rn is a (possibly time-varying) vector
field of the state x(t), control input u(t) and the time t.
Following the conventional definition of viability theory
and viable set [2], we define temporal viability and time-
varying viable set as follows.
Definition 3: (Temporal viability and time-varying vi-
able set) Consider a control system described by a dif-
ferential equation x˙(t) = f(x(t), u(t), t) in (4). A subset
F(t) ∈ Rn enjoys the temporal viability property for the
system x˙(t) under the time interval t ∈ [t˜, t¯] if for every
initial state x(t˜) ∈ F(t˜) at time t¯, there exists at least one
solution to the system starting at x(t˜) which is viable in the
time interval [t˜, t¯] in the sense that
∀t ∈ [t˜, t¯], x(t) ∈ F(t).
The set F(t) is then termed a time-varying viable set for
the dynamical control system (4).
In the following, without loss of generality we will assume
the initial time t˜ = 0. The time t¯ then denotes the maximum
existence time that extends the solution of the dynamical
system (4). If the solution of the dynamical system (4) can
be extended to infinity, we may also consider all the positive
time t¯ → ∞. When a differential equation that models a
dynamical control system involves discontinuous right-hand
side (e.g., switching controls), we understand its solutions in
the sense of Filippov [13].
We define a distance function for a point y to a (possibly
time-varying) set F(t) as dt(y,F(t)) =: inf
z(t)∈F(t)
‖y−z(t)‖
at time t. Following [12] and [10], one can define the
temporal tangent cone as follows.
Definition 4: (Temporal contingent cone) Let F(t) be
a nonempty subset of X ∈ Rn and x(t) belongs to F(t) at
time t = tˆ. The temporal contingent cone 2 to F(t) at x(t)
and time tˆ is the set
T tˆF(x) =
{
v ∈ X| lim inf
h→0+
dtˆ
(
x+ hv,F(tˆ+ h)
)
h
= 0
}
.
(5)
Now consider a (possibly time-varying) set F parameter-
ized by an inequality constraint of a time-varying real vector
function g(x(t), t) : Rn × R→ Rm:
F(t) = {(x(t), t)|g(x(t), t) ≤ 0}. (6)
We impose the following assumption on the vector func-
tion g for deriving a well-defined temporal contingent cone
with favourable properties.
2We remark that, as has been shown in [10], the temporal contingent cone
is not necessarily a cone. Similarly to [10], we follow the convention and
term it ‘temporal contingent cone’ as it reduces to the standard contingent
cone in Definition 2 when the set F is time independent.
Assumption 1: The function g : Rn × R → Rm is a C1
(i.e., continuously differential) function of the state x(t), and
is Lipschitz continuous with respect to the time t.
The following result characterizes an explicit formula
of temporal contingent cone T t
F
(x) when the set F(t) is
parameterized by time-varying functions g(x(t), t) as in (6)
under Assumption 1.
Lemma 1: Consider the time-varying set F(t) parameter-
ized by time-varying functions g(x(t), t) in (6). Assume that
the gradient ∇xg(x(t), t) is of full rank for the points x(t)
with g(x(t), t) = 0. Then the temporal contingent cone is
described by
T tF (x) = R
n, ∀{(x(t), t)|g(x(t), t) < 0}, (7)
and
T tF(x) =
{
v
∣∣∣∣[(∇xg(x(t), t))T ,∇tg(x(t), t)]
[
v
1
]
≤ 0
}
,
∀{(x(t), t)|g(x(t), t) = 0}.
(8)
A detailed calculation of the contingent cone and the proof
is omitted here. The case with active constraint (the set
under (8)) has also been discussed in [10]. If a subset of
the inequality constraint of the vector function g becomes
active, then the formula (8) in Lemma 1 applies to only the
subset of active inequality constraints.
Remark 1: A non-empty temporal contingent cone T t
F
(x)
for all time t is a necessary condition to ensure the existence
of the control input u(t) associated with the time-varying
vector field f(x(t), u(t), t). A sufficient condition to guar-
antee non-empty T tF(x) along the solution x(t) and time
t is the forward Lipschitz continuity of the set F(t) with
respect to time t (see [10, Theorem 1]). According to [10,
Proposition 4], a sufficient condition to ensure the forward
Lipschitz continuity of the set F(t) is (i) the gradient vector
∇xg(x(t), t) has full rank, and (ii) the time-varying function
g(x(t, t)) is Lipschitz continuous in t. In this paper we may
further suppose g(x(t), t) is a C1 function of both the state
x(t) and time t, 3 which automatically guarantees the second
condition. By imposing Assumption 1, in the following
we always ensure that the set F(x(t), t) parameterized by
a set of inequality/equality constraints of the time-varying
function g(x(t), t) is forward Lipschitz continuous.
Now we present the first main result of this paper.
Theorem 2: (Controlled temporal invariant set) Con-
sider a forward Lipschitz continuous time-varying set F(t)
parameterized by an inequality constraint of time-varying
functions g(x(t), t): F(t) = {(x, t)|g(x(t), t) ≤ 0}. Then
the set F(t) is positively temporal invariant under the dy-
namical control system x˙(t), t ∈ [0, t¯], of (4) if x(0) ∈ F(0),
and x˙(t) = f(x(t), u(t), t) ∈ T t
F
(x) with the temporal
contingent cone T t
F
(x) derived in Lemma 1. Equivalently,
to guarantee the controlled temporal invariance of the set
F(t), the (possibly time-varying) vector function f should
3Extensions to piece-wise C1 functions are also possible, which we retain
for future research.
satisfy
f(x(t), u(t), t) ∈ Rn, ∀x(t) : g(x(t), t) < 0, ∀t ∈ [0, t¯],
(9)
or
∇xg(x(t), t)
T f(x(t), u(t), t) +∇tg(x(t), t) ≤ 0,
∀x(t) : g(x(t), t) = 0, ∀t ∈ [0, t¯]. (10)
Proof: The proof is based on the explicit formulas in Lemma
1 that characterizes the set of temporal contingent cone along
time. Forward Lipschitz continuity of the set F(t), which
is guaranteed by Assumption 1 on the constraint function
g(x(t), t) and full rank of ∇xg(x(t), t), implies a non-empty
set of temporal contingent cone:
T tF(x) 6= ∅, ∀t ∈ [0, t¯]. (11)
The necessary and sufficient condition to ensure that the
time-varying set F(t) is viable under the time-varying con-
trol system x˙(t) = f(x(t), u(t), t) is
f(x(t), u(t), t) ∩ T tF(x) 6= ∅, ∀t ∈ [0, t¯]. (12)
When the time-varying constraint functions are inactive in
the sense that g(x(t), t) < 0, the temporal contingent cone
is the whole space T t
F
(x) = Rn, which implies that the time-
varying vector function can be any vector f(x(t), u(t), t) ∈
R
n. When g(x(t), t) = 0 at which constraint functions
become active, the temporal contingent cone formula in (8)
renders an equivalent formulation as in (10) to ensure that
the viability condition of (12) is always satisfied. The control
input (10) serves corrective actions that regulate the states of
the dynamical system x˙ to be controlled temporal invariant
in the set F(t).
The above theorem extends the classical Nagumo theorem
and standard results in controlled invariance theory (see e.g.,
[1]).
IV. TEMPORAL VIABILITY REGULATION FOR CONTROL
AFFINE SYSTEMS
In this section we will focus on the control affine system
described by the following general form
p˙(t) = f0(p(t)) +
l∑
j=1
fj(p(t))uj(t), (13)
where p ∈ Rn is the system state, f0 is a smooth drift
function term, uj is the scalar control input (possibly time-
varying) associated with the smooth vector field fj , and l is
the number of vector field functions. Such a nonlinear control
affine system (13) with a drift term is very general in that it
describes many different types of real-life vehicle dynamics
and control systems, including control systems subject to
under-actuation or nonholonomic motion constraints, as we
will show in the next section. We remark that a nonlinear
control affine system (13) with drifts can be equivalently
described by the following affine distribution (see e.g., [14]
and [15])
∆ = f0 + span{f1, f2, · · · , fl}. (14)
When specializing the temporal viability theory to control
affine systems (13), one obtains the following theorem on
temporal viability regulation.
Theorem 3: (Temporal viability regulation) Consider a
forward Lipschitz continuous time-varying set F(t) parame-
terized by an inequality constraint of time-varying functions
g(p(t), t): F(t) = {(p, t)|g(p, t) ≤ 0}. The set F(t) is
controlled temporal viable under the control affine system
p˙(t), t ∈ [0, t¯], of (13) if p(0) ∈ F(0) and the control input
uj satisfies (whenever the inequality g(p(t), t) = 0 is active):
l∑
j=1
uj∇pg(p(t), t)
T fj(p(t))
≤ −∇pg(p(t), t)
T f0(p(t))−∇tg(p(t), t),
∀p(t) : g(p(t), t) = 0, ∀t ∈ [0, t¯]; (15)
and when the inequality constraint is inactive the control
input takes arbitrary value in the sense that uj ∈ R, j =
1, · · · , l.
The above theorem can be obtained as a consequence of
Theorem 2, and a proof is omitted for space consideration.
A. Special Case: Viability Regulation under Time-varying
Equality Constraints
Now we consider a special case that the F(t) is parame-
terized by time-varying equality constraints:
F(t) = {(p(t), t)|g(p(t), t) = 0}, (16)
where g : Rn×R→ Rm is a C1 vector function of the state
p(t) and is Lipschitz continuous with respect to the time t.
Following Theorem 3 we have the following result.
Lemma 2: Consider a forward Lipschitz continuous time-
varying set F(t) parameterized by time-varying equality
constraint in (16). The set F(t) is controlled temporal viable
under the control affine system p˙(t) of (13) if p(0) ∈ F(0)
and the control input uj satisfies
l∑
j=1
uj∇pg(p(t), t)
T fj(p(t))
= −∇pg(p(t), t)
T f0(p(t))−∇tg(p(t), t). (17)
The above lemma recovers the main result in a recent paper
[16]. In the case of time-varying equality constraint, the
control input condition in (17) should satisfy a much more
restrictive condition (in terms of equality) than that in the
case of time-varying set parameterized by inequality con-
straint. The following lemma presents a sufficient condition
to ensure the existence of the control input in (17).
Lemma 3: Suppose that the set F(t) is forward Lipschitz
continuous, and that the distribution span{f1, f2, · · · , fl}
obtained from the l vector field functions f1(p(t)), f2(p(t)),
· · · , fl(p(t)) is of full row rank at the point p = p(t). Then
the control inputs uj always exist for (15) that guarantees
temporal viability regulation.
Proof: Forward Lipschitz continuity of the set F(t) im-
plies the full rank of the gradient vector ∇pg(p(t), t), which
further implies that the map ∇pg(p(t), t)T is surjective. De-
noteM := ∇pg(p(t), t)
T , and rewrite the equality condition
from (17) as follows
M
l∑
j=1
fj(p(t))uj = −Mf0(p(t)) −∇tg(p(t), t). (18)
Sujectivity of M implies the existence of solutions to
the above equality condition (or equivalently, the equa-
tion in (17)), which indicates that the set parameterized
by
∑l
j=1 fj(p(t))uj is non-empty. The second condition
indicates that the distribution map span{f1, f2, · · · , fl} is
surjective, which then guarantees the existence of the control
input uj .
The above lemma only shows a sufficient yet strong
condition for guaranteeing existence of viable controls. Other
weaker sufficient conditions also exist, and a detailed char-
acterization of viable control input will be in the future
research. In practice, analytical solutions may be hard to
obtain since the solving of (17) involves algebraic equations
of both system states and the time. In this way, available
symbolic toolboxes and computational approaches (see e.g.,
[17]) can be used to find admissible and viable control input
for a specified dynamical system. The following example will
be treated using symbolical tools, but the reader is referred
to [9] for a heuristic solving algorithm and a set of illustrative
and analytically computed solutions for the time-invariant
case.
V. APPLICATION STUDY: VEHICLE COORDINATION WITH
TIME-VARYING MOTION CONSTRAINTS
In this section, we apply the developed theory on temporal
viability regulation to coordinate two unicycle vehicles,
subject to time-varying equality and inequality motion con-
straints on their joint state. First, we give the relevant vehicle
models, whose kinematics can be equivalently formulated as
(A) time-invariant kinematic equality constraints. We then
proceed to detail (B) time-varying velocity equality con-
straints, (C) time-varying inequality constraints on the inter-
vehicle distance and (D) a time-varying visibility inequality
constraint. Finally, we present a closed loop simulation where
the system controls are regulated in accordance with Theo-
rem 3 subject to (A)-(D), thereby yielding a state trajectory
which satisfies all constraints at all times t ∈ [0, t¯].
A. Vehicle Models
Consider a unicycle model, described by the equations
x˙i = vi cos(θi),
y˙i = vi sin(θi), (19)
θ˙i = ui,
where the state of system i is configured on [xi, yi, θi]
⊤ ∈
R
2 × S1 ∈ R3. This kinematic equation can be equivalently
stated by the annihilating codistribution
ΩK,i := sin(θi)dxi − cos(θi)dyi. (20)
In this example, we consider coordination of n such vehicles,
whose joint states are denoted p(t) ∈ R2n × Sn, where then
ΩK,ip˙ = 0, ∀i ∈ 0, · · · , n. (21)
B. Time-varying Velocity Equality Constraints
In the context of temporal viability regulation, it may be
useful to restrict certain parts of the joint state to desired state
trajectories. To see how, let vi,r(t), ui,r(t) ∈ C0 define a
desired reference trajectory of the ith vehicle, which, similar
to (20), may be expressed by the annihilating codistribution
cos(θi)dxi + sin(θi)dyi = vi,r(t), dθi = u1,r(t),
here written compactly with ΩE,ip˙ = TE,i, where then
ΩE,i =
[
cos(θi)dxi+sin(θi)dyi
dθi
]
, TE,i =
[
vi,r(t)
ui,r(t)
]
. (22)
C. Time-Varying Distance Inequality Constraints
In mobile vehicle coordination tasks, it is often useful to
pose inequality constraints on inter-vehicular distance. Let
1
2
d−ij(t)
2 ≤
1
2
(xi − xj)
2 +
1
2
(yi − yj)
2 ≤
1
2
d+ij(t)
2
for some time-varying lower and upper bounds 0 ≤ d−ij(t) <
d+ij(t), which may be expressed as a vector valued inequality
gdij(p, t) :=
1
2
[
+(xi − xj)2 + (yi − yj)2 − d
+
ij(t)
2
−(xj − xi)2 − (yi − yj)2 + d
−
ij(t)
2
]
≤ 0.
The utility of such a constraint cannot be under-stated, as the
time-varying constraints may be dynamically updated when
interacting with the environment with d−ij(t) and d
+
ij being
C1 functions of time. The constraint can be written on the
form of Theorem 3, as ΩdI p˙ ≤ T
d
I where
ΩdI,ij := ∇pg
d
ij(p, t)
=
[
(xi − xj)(dxi − dxj) + (yi − yj)(dyi − dyj)
(xj − xi)(dxi − dxj) + (yj − yi)(dyi − dyj)
]
,
T dI,ij := −∇tg
d
ij(p, t) =
[
+d+ij(t)d˙
+
ij(t)
−d−ij(t)d˙
−
ij(t)
]
. (23)
where we have used the standard dual bases
{dxi, dyi, dθi, dxj , dyj , dθj} in representing the annihilating
codistribution associated with the gradient vector.
D. Time-Varying Visibility Inequality Constraints
The second class of inequality constraint under consider-
ation is a visibility constraint posed on the relative rotation
of vehicles, presented in a time-invariant form in [9]. Here,
the cosine angle of the body direction of system j, bj :=
[cos(θj), sin(θj)], and the the direction of system i relative
to j, aij := [xi − xj , yi − yj ] is bounded (see Figure 1).
In other words, we enforce a constraint on the time-varying
apex angle, 2θ−ij(t), defining a cone of visibility of system
j, such that
gvij(p, t) := cos(θ
−
ij(t))−
〈aij , bj〉
〈aij , aij〉1/2
≤ 0.
Fig. 1: Illustration of a visibility inequality constraint,
gvij(p, t), bounding the direction bj to the green cone defined
by aij and the half apex angle θ
−
ij , and the two-sided distance
inequality constraint (blue).
By letting cj := [− sin(θj), cos(θj)], the associated annihi-
lating codistribution of this inequality constraint becomes
ΩvI,ij :=∇pg
v
ij(p, t)
=
〈aij , cj〉√
〈aij , aij〉
(
1
〈aij , aij〉
〈
aij ,
[
dxi − dxj
dyj − dyi
]〉
+dθj
)
.
T vI,ij :=−∇tg
v
ij(p, t) = sin(θ
−
ij(t))θ˙
−
ij(t). (24)
With these general descriptions of the annihilating codis-
tributions associated with the time-varying constraints, we
proceed to show how they may be implemented in practice.
E. Coordination with Time-varying Constraints
We now tackle the challenging task of controlling a system
consisting of n = 2 unicycle vehicles subject to constraints
on the form (A)-(D) posed on the joint state of the vehicles,
p(t) ∈ R4 × S2. We use the following seven constraints
ΩK,ip˙ = 0, i = 1, 2, (see equation (21))
ΩE,1p˙ = TE,1, (see equation (22))
ΩdI,12p˙ ≤ T
d
I,12, (see equation (23))
ΩvI,12p˙ ≤ T
v
I,12, (see equation (24))
with the right hand side defined by arbitrary five time-varying
functions, here for illustrative purpose chosen as
v1r(t) = |2 sin(2t)|, (25a)
u1r(t) = 0.7
−1v1r(t) tan(2 sin(t) cos(t)), (25b)
d+12(t) = 1.2 + 0.1 sin(5t), (25c)
d−12(t) = 0.9− 0.1 sin(t), (25d)
θ−12(t) = 0.1 + 0.05 sin(2t). (25e)
In effect, this set of constraints result in both vehicles satis-
fying the kinematic equations of a unicycle in equation (19),
while vehicle i = 1 follows a path given by v1r(t), u1r(t),
and vehicle i = 2 maintains a set of time-varying inequality
constraints involving distance and visibility with respect to
the vehicle i = 1.
For every possible combination of active inequality con-
straints, we can solve the resulting set of algebraic equations
in Theorem 3 offline in a symbolical sense. In our case,
there is a total of three inequality constraints, generating
eight combinations of possible active constraints. Each of
these solutions will be associated with varying degrees of
freedom, l = 0, 1, 2, in which we may choose any U(t) ∈
R
l with elements µj(t) (solutions to the derived algebraic
inequality) such that Theorem 3 is satisfied at a time t.
In the simulation, we restrict U(t) ∈ [−3, 3]l and simply
pick the controls which minimizes ‖U(t)‖∞ subject to the
active algebraic constraints. These virtual control inputs may
instead be selected to minimize a cost on the state or achieve
some sense of robustness, but this is left for future research.
When studying the simulation result in Figure 2, it is
clear that the time-varying inequality constraints on the inter-
vehicular distance and the visibility are respected at all times.
Note that the choice of θ−12(t) generates a very narrow cone
of visibility at certain points in time, and that one or more
of the inequality constraints are saturated at almost all times.
To verify that the kinematic equality constraints and time-
varying velocity inequality constraints are met at all times,
the residuals of these constraints are shown in the 2-norm
in time (see Figure 3). Clearly, the computed state trajectory
of the joint state satisfy all posed equality constraints to the
numerical precision of Matlab, at 2.22 · 10−16.
VI. CONCLUSIONS
In this paper, we discuss temporal viability regulation for
general dynamical control systems with a particular focus on
control affine systems. The aim is to address typical control
scenarios and provide a constructive approach to enforcing
a time-varying set of equalities and/or inequalities on the
state. We present control laws for ensuring temporal viability
and controlled invariance for arbitrary control affine systems
with time-varying viable set constraints, and illustrate the
proposed theory by an example with homogeneous mobile
vehicle coordination under time-varying motion constraints.
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