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Abstract
We numerically analyze the statistical properties of complex system with conditions subjecting
the matrix elements to a set of specific constraints besides symmetry, resulting in various structures
in their matrix representation. Our results reveal an important trend: while the spectral statistics
is strongly sensitive to the number of independent matrix elements, the eigenfunction statistics
seems to be affected only by their relative strengths. This is contrary to previously held belief of
one to one relation between the statistics of the eigenfunctions and eigenvalues (e.g. associating
Poisson statistics to the localized eigenfunctions and Wigner-Dyson statistics to delocalized ones).
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I. INTRODUCTION
The missing information due to complexity in a system manifests itself by full/ partial
randomization of the matrix representations of the operators. The statistical behavior of
the complex system can then be described by an appropriate random matrix ensemble
taking into account the system conditions. The conditions that influence nature of the
ensemble can be divided into two types: (i) the “matrix” constraints (e.g., conservation laws
and symmetry) which affect the broad structure of a single matrix through transformation
properties and collective relations among the elements, and, (ii) the “ensemble” constraints
(e.g., disorder, dimensionality and boundary conditions) which manifest themselves through
the ensemble parameters, i.e., the distribution properties of matrix elements and/or the local
relations among them [1]. In past there have many studies of the ensembles with the matrix
consitarints related to unitary and anti-unitary symmetries [2–4]. But information about
the ensembles with matrix constraints based on conservation laws, which lead to specific
relations among matrix elements, is still missing. The appearance of such cases in wide
range of complex systems e.g disordered systems [16, 17, 21], complex and neural networks
[7, 12, 13, 18], financial markets [19] make their statistical studies highly desirable. This
motivates the present study in which we seek and analyze those “matrix” constraints which
may affect the eigenfunction localization (spread of eigenfunctions in the basis-space) in a
way similar to the influence of disorder (which is an ensemble constraint). Our primary
focus is to understand the connection between degree of localization of eigenfunctions and
the nature of spectral statistics.
The symmetry is a matrix constraint playing a very important role in physical properties
[2, 5, 6]. Based on nature of the symmetry operators e.g. continuous or discrete, unitary,
anti-unitary or their combinations, the generators of the dynamics can be divided into various
universality classes [6]. The role of sysmmetry on statistical properties of the spectrum and
eigenfunction dynamics has been studied extensively in past. The presence of conservation
laws along with symmetries however may lead to new structures in the matrix. Although
a special class of structures have been studied in recent past [11, 14, 15], the information
about the role of generic structures in the eigenfunction localization is still missing. In the
present work, we attempt to fulfil this gap by a numerical analysis of some structured matrix
ensembles.
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Based on the nature of constraints on its elements, a matrix can display a range (host)
of structures. Such structured matrices e.g. circulant, toeplitz, column/row constrained not
only appear in many areas of physics [7–9, 11, 15], they have recently been proposed to be
useful for reduction of the computational complexity of large-scale neural networks [7, 12, 13,
20]. One of the most successful machine learning strategies, nowadays, is deep neural network
algorithms which is being used for speech recognition, computer vision, and classification of
large data sets. In deep non-negative matrix factorization (NMF), a topic model for data
representation and feature extraction, the untructured weight matrix can be compressed to
structured matrix without losing much accuracy while achieving high compression ratio and
high speedup for a broad category of network models [20]. As various properties of such
networks can at least in principle be described in terms of the eigenfunctions and eigenvalues
of the related matrix, seeking more information about the latter is highly desirable. This
motivates us to analyze the ensembles of a range of such structured matrices. As our primary
focus in this work is to seek the effect of matrix constraints on the eigenfunction localization,
we confine our study to the cases with different degree of localization.
The dimensionality of the system is an important matrix constraint which governs the
sparsity of the matrix [1, 22]. This alongwith the ensemble constraints (e.g. type of ran-
domness of the matrix elements) plays a significant role in eigenfunction localization. For
a specific set of matrix constraints, it is well known that a localization to delocaliztaion
transition, (referred as LD transition hereafter) of the eigenfunctions can be brought about
by varying one of the local constraints e.g disorder; a well-known example in this context is
Anderson transition [22]. Here we consider the reverse question: can the above transition be
brought about by varying matrix constraints for a fixed set of local constraints (while keep-
ing the symmetries invariant to keep the transformation class of the ensemble unchanged)?
For our analysis we consider chiral ensemble of structured matrices. This not only helps us
to analyze the role of this symmetry along with other matrix constraints but also preserves
the Hermitian nature of the matrices which is relevant for application to a wider range of
real physical systems [16].
The paper is organized as follows. We consider five different matrix constraints on chiral
matrix while keeping the ensemble parameters same. Section II briefly describes these cases
along with their ensemble densities. The later in principle can be used to derive the joint
probability distribution of the eigenvalues and eigenfunctions and thereby various fluctuation
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measures. The constraints however lead to correlations among matrix elements which makes
an exact derivation of related statistical measures technically difficult and approximations
are necessary. An insight into the statistical behavior however can be gained by the numerical
analysis; this is presented in section III. We conclude in section IV with a review of our main
results and open questions.
II. HERMITIAN MATRICES WITH CHIRALITY AND OTHER CONSTRAINTS
A generic 2N × 2N chiral Hamiltonian H is given by
H =
 0 C
C† 0
 . (1)
where C is a general N × (N + ν) real or complex or quaternion matrix, (depending on the
nature of exact anti-unitary symmetry of H). Both the spectral and eigenfunction statistics
of H matrix depend on the nature of C. For C subjected to Hermitian constraint only,
its bulk spectral as well as eigenfunction correlations can be modeled by the Wigner-Dyson
universality classes. In presence of chirality, however an additional level repulsion appears
around zero which leads to different spectral correlations near zero (the origin) and away
from the bulk [23].
For a simple exposition of the influence of constraints on the eigenvalues and eigenfunc-
tions, we choose C as a real non-symmetric square matrix with Λ as its eigenvalue matrix
and U, V as the left and right eigenvector matrices respectively: C = UΛV with U.V = I
and I as the identity matrix. The left and right eigenvectors Un, Vn (n
th row of U and
nth column of V respectively) of C, corresponding to the eigenvalue λn, are then given by
following relation:
Un C = λn Un, C Vn = Vn λn. (2)
With H given by eq.(1), let E be the eigenvalue matrix (Emn = enδmn) and O as the
eigenvector matrix of H, with Okn as the k
th component of the eigenvector On corresponding
to eigenvalue en. The above along with eq.(1) implies that the eigenvalues of H exist in equal
and opposite pairs; let us refer such pairs as en, en+N with en = −en+N , 1 ≤ n ≤ N . The
eigenvector pair On, On+N corresponding to eigenvalue pair en, en+N can in general be written
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as
 Xn
±Yn
 with Xn, Yn as column vectors with N real components. Eq.(1) then gives
C Yn = en Xn and C
† Xn = en Yn which leads to C†C Yn = e2n Yn and CC
† Xn = e2n Xn.
Further note the orthogonality condition O†n.On+N = 0 along with normalization O
†
n.On = 1
gives X†n.Xn = Y
†
n .Yn = 1/2.
With C as a N × N square matrix with real elements, it has N2 free parameters. In-
troduction of new ”matrix” constraints results in correlations among the matrix elements
and reduces the number of free parameters, latter referred as M hereafter. Here we consider
following five cases of the matrix C, given in a sequence of decreasing number of constraints
(i.e with increasing number of free parameters):
Case 1: Column-constraint Circulant matrix: For C as a N × N real, circulant
matrix [27] with its elements Ckl = c(k−l) mod N , for k, l = 1→ N the number of independent
elements M = N . Further imposing the column(row) constraints i.e.
N∑
k=1
Ckl =
N∑
k=1
Clk = α (3)
with α as a real constant and same for each column and row, M is further reduced: M =
N − 1. For C as a circulant matrix, the right and left eigenvector matrices are same
U = V and both C,C† have same set of eigenvectors. This in turn implies Un as the
eigenvector of CC† = C†C with eigenvalue |λn|2. Further as λn = λ∗N−n for n < N , and
the eigenvalue pairs of H matrix en, en+N appears with en = |λn|, en+N = −|λn|. This
gives Xn = Yn = η (Un + (1− δnN) UN−n) where the real constant η can be determined by
orthogonality condition on On.
As clear from the above alongwith eq.(1), H in this case has four matrix constraints
(i) chiral symmtery, (ii) hermiticity, (iii) circulant constraint, (iv) column row constraint.
Herafter this case will be referred as the column-constraint chiral matrix with circulant off
diagonal blocks. The spectral properties of this case was considered in detail in [24] and is
included here for comparison with other cases. As discussed in [24], all eigenvectors of H
(i.e On, n = 1, . . . , 2N) in this case remain extended, with their IPR given by I2(On) =
3
4N
for n 6= N, 2N and I2(ON) = I2(O2N) = 12N . For the case α = 0, however λN = 0 leading
to a degenerate pair eN , e2N = 0 with corresponding eigenvectors as
 UN
0
 and
 0
UN
.
As a consequence I2(ON) = I2(O2N) = 1/N for the case α = 0.
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Case 2: Toeplitz matrix: Next we consider C as a N × N toeplitz matrix with real
elements [27], defined as
Ckl = C(k+1),(l+1) = c(k−l) (4)
and H now becomes a 2N × 2N chiral matrix with Toeplitz off diagonal blocks.
The absence of circulant constraint as well as column constraint in C reduces the corre-
lations among its matrix elements and increases the number of its independent parameters
M = 2N − 1. Based on previous studies, some information is available for the eigenvectors
and eigenvalues of these matrices [27]. Contrary to case 1, however a general formulation of
the eigenvalues and eigenvectors of these matrices is technically difficult. Eq.(4) however in
general implies
N∑
n=1
λn (Unk Vnk+r − Unl Vnl+r) = 0 ∀(k − l) = r (5)
The above relation being valid for any (k, l) pair at a fixed distance r = k − l, this clearly
indicates strong correlations among all the eigenfunctions of C and only one of them, say
U1 is independent. This again affects the Jacobian of transformation, reducing the level-
repulsion significantly.
Case 3: Column constraint matrix with same diagonals: C is now obtained
by relaxing the Toeplitz constraint and by imposing the column (row) constraint along with
the condition that all diagonal elements in the matrix C are equal. The diagonals Ckk can
be written as
Ckk = C11 = α−
N∑
n=2
C1n = α−
N∑
n=2
Cn1 for k = 1, . . . , N. (6)
The off-diagonals of C are randomly chosen while keeping the sum of those in a column or row
as constant. This increases the number of independent elements in C with M = N2−3N+1.
Taking α = 0 and using the relation
∑N
k=1Hkk =
∑N
n=1 en, eq.(6) can be rewritten as the
condition on a combination of the eigenvalues and eigenfunctions:
N∑
n=1
λn (1−NUnkVnk) = 0 for k = 1, . . . , N. (7)
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Clearly the components of the right and left eigenvector of a specific eigenvalue say λk are
not independent. The decreased number of constraints are expected to help delocalization
of the eigenfunctions; this is confirmed by our numerics given in section IV.
Case 4: Upper Toeplitz matrix: Another form of C can be obtained by removing
column as well as diagonal constraints from C but imposing a variant of the Toeplitz con-
straint. The latter corresponds to the Toeplitz condition only among the elements of the
diagonal and the upper diagonal of C:
Ck,l = C(k+1),(l+1) = c(k−l) for k 6 l (8)
As no constraint is imposed on the lower diagonals, these are independent from each other as
well from those in upper diagonal. With chiral symmetry in H, the number of independent
elements in this case become M = 1
2
[N(N + 1)] (Note here C is not a symmetric matrix).
Eq.(5) is still valid in this case but only for k 6 l.
Case 5: Column-constraint matrix A column-constraint chiral matrix with no other
constraints (global) associated with it has block matrix CN×N satisfying one constraint (3).
The number of free parameters in C are now N2 − 2N + 1. The case with C as a real-
symmetric matrix was considered in detail in [25, 26]. As number of constraints in the
present case are minimum, the eigenfunction are expected be less localized as compared to
the cases (1-4).
III. ENSEMBLES WITH CHRIALITY AND OTHER CONSTRAINTS
For matrices representing complex systems, it is imperative to consider their ensembles
which can subsequently be used to derive the joint probability distribution (JPDF) of its
eigenvalues and eigenfunctions and other related properties. Consider the ensemble density
ρ(H) of H. Following from eq.(1),
ρ(H) = Jc(H|C) ρc(C) (9)
with Jc(H|C) as the Jacobian of transformation from C-space to H-space and ρc(C) as the
probability density of the ensemble of C matrices. For cases where ρc(C) is not known, one
can invoke the maximum entropy hypothesis: the system is best described by the distribution
ρc(C) that maximizes Shannon’s information entropy I[ρc(C)] = −
∫
ρc(C) lnρc(C) dµ(C)
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under known set of ensemble constraints e.g. on the moments of entries of C. It must be
emphasized that a specific set of matrix constraints can lead to many different ensembles.
For simple exposition of our ideas, here we consider the set of ensemble constraints which
leads to a Gaussian distribution for all independent parameters cµ of C, with µ = 1, . . . ,M
each with same variance and zero mean:
ρc(C) = N exp
[
− 1
2σ2
M∑
µ=1
c2µ
]
Fc (10)
with N as a normalization constant, M as the total number of independent parameters
in C and the function Fc describes the set of matrix constraints on C. For the cases 1-5
mentioned in previous section, ρc(c) can be written more explicitly as follows.
Case 1: With only (N − 1) free parameters, the probability density of C in this case
becomes :
ρc(C) = N exp
[
− 1
2Nσ2
N∑
k,l=1
|Ckl|
]
F1 (11)
where the function Fc gives the circulant as well as column/row constraint:
F1 ≡ δ
(
N∑
l=1
C1l − α
)
N∏
k,l=1
δ(Ckl − c(k−l) mod N). (12)
Case 2: With number of independent parameters now increased to 2N−1, the ensemble
density of C can be expressed as
ρ(C) = N exp
[
− 1
2σ2
N∑
k,l=1
αkl |Ckl|2
]
F2(C) (13)
with
αkl =
1
N − |k − l| (14)
and Fc now refers to Toeplitz constraint only:
F2(C) ≡
N∏
k,l=1
δ(Ckl − c(k−l)). (15)
Case 3: Under the constraints of equal diagonal elements along with fixed column (and
row) sums, the distribution of C matrix can be written as
ρ(C) = N exp
[
− 1
2σ2
(
C211 +
N−1∑
k,l=1;k 6=l
C2kl
)]
F3 (16)
= N exp
[
− 1
2Nσ2
N−1∑
k=1
C2kk −
1
2σ2
N−1∑
k,l=1;k 6=l
C2kl
]
F3 (17)
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with
F3 ≡ δ
(
N∑
k=1
Ck1 − α
)
N∏
l=2
δ
(
N∑
k=1,k 6=l
Ckl − (Ckk + α)
)
. (18)
Proceeding as in previous case, ρc can again be rewritten as eq.(13) but with following
changes:
αkk =
1
N
, αkl = 1, αkN = αNl = 0 for k, l < N (19)
Case 4: Again reducing all the other constraints from block matrix C, a correlation is
introduced among the elements of the diagonal and the upper triangle of CN×N :
Ck,l = C(k+1),(l+1) = c(k−l) either k 6 l (20)
along with other elements being random in the lower off-diagonals.
ρc(C) = N exp
[
− 1
2σ2
(
N∑
k,l=1;k>l
C2kl +
N∑
k,l=1;k6l
1
N − |k − l| C
2
kl
)]
F4 (21)
with
F4 ≡
N∏
k,l=1;k≥l
δ(Ckl − c(k−l)). (22)
Following case 2, ρc can be rewritten as eq.(13) but with αkl now given as follows:
αkl = 1 for k > l, αkl =
1
N − |k − l| for k 6 l. (23)
Case 5: A column-constraint chiral ensemble with no other constraints (global) asso-
ciated with it has block matrix CN×N satisfying one constraint (3) only with most of the
elements random, i.e., with distribution (10) along with
F5 ≡
N∏
l=1
δ
(
N∑
k=1
Ckl − α
)
. (24)
It is worth mentioning here that the Gaussian form of ρc in eq.(10) is a consequence of
the conditions on the 1st and 2nd order moments of cµ. Higher order moments of the latter
can be subjected to similar constraints too which would lead to non-Gaussian ensembles of
chiral constrained matrices. A most generic form of ρc can be given in terms of the JPDF of
circulant variables cj, with j = 0→M : ρc(C) = N ρ0(c1, c2, . . . , cM) Fc, with Fc dependent
on matrix constraints. The present work however is confined to the study to the ensembles
given by eqs.(11, 13, 17, 21) and eq.(10) along with eq.(24); these will be used in next section
for the numerical statistical analysis of the cases 1− 5, respectively.
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IV. NUMERICAL ANALYSIS
In principle, the eigenvalue and eigenfunction distributions can be derived from the en-
semble density ρ(H). This however requires a knowledge of the Jacobian of transformation
from H-space to the eigenvalue and eigenvector space. The presence of complicated matrix
constraints for the cases 2, 3, 4 however makes it determination technically difficult. This
motivates us to consider an alternative route, i.e. numerical investigation of the statistical
properties of the ensembles mentioned in previous section.
To take account of the matrix constraints in each cases stated above, the ensembles are
numerically generated as follows. For case 1, C is obtained by choosing matrix elements such
that its first row consists of the elements C1n, with n = 2 → N independent of each other;
the remaining matrix elements are given by the circulant as well as column constraints with
α = 0. In the case 2, the elements of the first row and and first column, i.e., C1n and Cn1
respectively with n = 1→ N , are chosen to be random and other elements are obtained by
invoking Toeplitz constraint. For the case 3, all C1n (n = 2→ N) are chosen from a Gaussian
distribution with C11 subjected to row constant α = 0. This is followed by setting all the
diagonals Ckk = C11 for k = 2, 3, ..., N . All the off-diagonals of C are chosen randomly except
one element from each rows and columns which are determined by the column-sum rule. In
the case 4, the first row of C is chosen to have elements C1n (with n = 1→ N) as random
and the elements in the upper triangle are restricted as Ck,k+l = C1,l+1 for l = 1→ (N − 1)
with the elements in the lower triangle to be independent of each other. For case 5, all the
elements of block matrix C are chosen to be random except the last column CmN and the
last row CNm (where m = 1 → N); the latter ones are obtained by invoking column sum
rule (with α = 0).
Our next step is to numerically compute the eigenvalues and eigenfunctions of H for
each of the five ensembles. This is achieved by using standard LAPACK subroutines for
exact diagonalization of the Hermitian matrices. An analysis of the spectral fluctuations
requires a prior knowledge of average of the spectral density which can be obtained by
averaging over an ensemble, over an spectral range or both. The correct averaging procedure
however depends on the ergodic nature of the spectrum [28]. This can be explained as
follows. For complex systems, the density of states ρe at an energy e, defined as ρe(e) =∑N
k=1 δ(e−ek), can often be expressed as a superposition of the fluctuations over an average
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smooth background: ρe(e) = ρsm(e) + δρe. Here ρsm refers to the spectral average at e,
defined as ρsm =
1
∆e
∫ e+∆e/2
e−∆e/2 de ρe(e), over a scale larger than that of fluctuations, i.e.,∫ e+∆e/2
e−∆e/2 de ρfluc(e) = 0. For comparison of the fluctuations at an energy e, therefore, it
is necessary to first rescale each spectrum so as to have a same mean level density. This
requires a prior information about ρsm(e). In case of an ergodic spectrum, ρsm can however
be replaced by R1(e), the ensemble averaged level density (the ergodicity condition of ρe is
defined as 〈ρsm(e)〉 = R1(e), where 〈.〉 is an ensemble average for a fixed e [28]).
Figure 1 compares the R1(e) as well as 〈ρsm(e)〉 for an ensemble of matrices of fixed size
(2N = 1000) for each of the five cases. Here in case 3, a large deviation between the two
curves confirms non-ergodic behavior whereas for other cases deviation is small although
not negligible away from e = 0 region. The figure also reveals a drastic change of level-
density from one case to the other, clearly indicating its strong sensitivity to the number
of constraints. Interestingly however, as displayed in figure 2, the rescaled 〈ρsm(e)〉 remains
size-independent for all the five cases (with rescaling e → e/√2N, 〈ρsm〉 → 〈ρsm〉 × 2N),
thus implying a same N -dependence for all of them.
Due to lack of ergodicity, we unfold the spectrum in each case by the local unfolding
process [29]; (the later is based on first obtaining a smoothed histogram of ρsm for each
spectra (i.e for each matrix) followed by a numerical averaging (i.e. rn =
∫ eN
−∞ ρsm de). Here
we consider the local fluctuations for both high and low density regions of the spectrum and
choose an optimized range ∆e (5% of the total eigenvalues), sufficiently large for the good
statistics with minimum mixing of different statistics from the energy range e ∼ (−0.75 ±
0.05)×√2N (bulk) and e ∼ (0± 0.03)×√2N (center). This gives approximately 2.5× 105
eigenvalues for each ensemble of 850 matrices of size N = 5832. It is worth noting here
that although the density in the bulk region is locally stationary, there is a rapid variation
of ρsm in the center for the cases with reduced number of independent parameters. Hence
for comparison in the center, it is necessary to choose levels within smaller spectral ranges.
The statistics can however be improved by applying ensemble average along with spectral
average.
For fluctuations-analysis, we consider two spectral measures namely the nearest-neighbor
spacing distribution P (s) and the number-variance Σ2(r), the standard tools for the short
and long-range spectral correlations, respectively [2, 4]. Here P (s) is defined as the prob-
ability of two nearest neighbour eigenvalues to occur at a distance s, measured in units of
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local mean level spacing D, and Σ2(r) as the variance in the number of levels in an interval
of length r mean level spacings. As indicated by previous studies, the level fluctuations of a
system subjected only to Hermitian constraint along with time-reversal symmetry in a fully
delocalized wave limit behave similar to that of a Gaussian orthogonal ensemble (GOE)[1–3]
with P (s) = pi
2
s e−
pi
4
s2 and Σ2(r) ≈ 2
pi2
(
ln(2pir) + γ + 1− pi2
8
)
with γ = 0.5772. Similarly
the fully localized case shows a behavior typical of a set of uncorrelated random levels,
that is, exponential decay for P (s), also referred as Poisson distribution, P (s) = e−s, and
Σ2(r) = r [1–3]. But, as discussed in [24] for the case of chiral circulant matrices, Poisson
spectral statistics appears along with delocalized eigenfunctions. This indicates the influ-
ence of constraints on the relation between eigenvalue and eigenfunction statistics which is
further confirmed by the present study of other four cases.
Figure 3 compares P (s) and Σ2(r) of the spectra for all five cases at two different energy
ranges. As displayed in the figure, the level statistics changes from Poisson to GOE as
the number of independent matrix parameters increase. As expected on theoretical grounds
[24, 26], Case 1 and 5 show Poisson and almost GOE like behavior respectively for all energy
ranges. For cases 2 and 4, P (s) is intermediate between Poisson and GOE (though they
differ from each other depending on the number of independent matrix elements) in bulk
(e ∼ −0.75 ± 0.05) as well as near center (e ∼ 0 ± 0.03) implying a partial localization of
eigenfunctions. For the case 3, although P (s) in the bulk is close to GOE (Fig 3a) however
the deviation of its statistics from GOE is reflected in large r behavior of Σ2(r) which is
intermediate between GOE and Poisson (Fig 3b). Similarly, at the center of case 3, P (s)
is intermediate to Poisson and GOE (Fig 3c) although Σ2(r) approaches Poisson limit (Fig
3d). (Note, due to rapidly changing density in this case, Σ2(r) statistics for large r is more
susceptible to unfolding-issues near e = 0. A short range statistics e.g. P (s) is therefore a
more reliable criteria of the fluctuations in this case).
The variation of statistics with energy for case 3, from almost GOE type behavior to
an intermediate state between Poisson and GOE, suggests an existence of a mobility edge
separating extended states from partially localized ones. To seek criticality for case 3 at
bulk as well as at the center of the spectrum, we analyzed the behavior of P (s) and Σ2(r)
for many matrix sizes. Figure 4 confirms the size-independence of P (s) around e = 0 (fig
4c), thus implying a critical spectral statistics different from both GOE and Poisson even
in infinite-size limit. Although the behavior of number variance Σ2(r) does indicate a size-
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dependence for large r, this however does not rule out criticality. This is because the number
variance, requiring averaging over large spectral ranges is not an appropriate measure in this
case near e ∼ 0. The criticality for this case is however confirmed later by an eigenfunction
statistical measure too.
As mentioned in section I, one of our primary objectives is to understand the influence of
matrix constraints on the eigenfunction dynamics. For this purpose, we consider the inverse
participation ratio (IPR) I2, a standard tool to describe the localization behavior. For an
eigenfunction On, with Okn as its components corresponding to an eigenvalue en, it is defined
as I2(On) =
∑N
k=1 |Okn|4. In general, IPR varies with energy and it is a standard practice
to consider the average of IPR (I2) of all eigenfunctions within a given spectral range in
which the average spectral density varies smoothly. But as discussed above, the latter shows
a rapid variation for some specific energy ranges i.e e = 0 as well as near edges and it is
more appropriate to consider the ensemble averaged I2, referred as 〈I2〉 at a specific energy
instead of the spectral averaged one.
As displayed in Fig 5, almost all eigenfunctions are delocalized with 〈I2〉 ≈ 32N for all
five cases. Further, for the cases with column-constraint (i.e cases 1, 3 and 5), 〈I2〉 for the
eigenfunction corresponding to eigenvalue α = 0 is ≈ 1/N , with α as the column constant
(see Fig 5(a), 5(c) and 5(e)). This indicates an extended eigenfunction statistics in the
basis-space for all the five cases, irrespective of the number of constraints. Clearly the
eigenfunction statistics for these cases is sensitive only to strength of the disorder. As the
latter is chosen same for all the independent elements, this results in extended dynamics in
the basis space.
Another point worth indicating here is the following. For the cases 3 and 5, the largest
eigenvaule pairs are isolated lying quite far away from the bulk and the 〈I2〉 for corresponding
eigenfunctions are much larger indicating their localization. Fig 6 shows that for case 3
(Fig 2a), there is a ”pairwise localization” corresponding to largest eigenvalue pair e1, eN+1:
I2(O1) = I2(ON+1) = 1/2. The latter is a characteristic of column-row constraint matrix
[25] whereas in case 5 there are two pairs of such localized eigenfunctions (Fig 6b).
As clear from Fig 5, typically 〈I2〉 ∝ 12N for all energy ranges, indicating that a typical
eigenfunction in each case tends to delocalize itself in the basis space. This is in contrast
with the spectral statistics which undergoes variation from Poisson to GOE with decreasing
number of matrix constraints. It must be noted that the Poisson and GOE statistics of the
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eigenvalues are usually believed, respectively, to be an indicator of the localized and delo-
calized dynamics of eigenfunctions in the basis space. But as our analysis clearly indicates
this is not the case for the chiral ensembles of structured matrices.
To confirm the critical behavior of case 3, we analyze the correlation(fractal) dimension
(Dq), a frequently used characteristic of the eigenfunction localization, defined as Dq =
− 〈lnIq〉
lnN
. For localized eigenfunction, Dq = 0 whereas its value increases to system dimensiond
as localization decreases. If 0 > Dq > d, this is an indicator of the multifractality of the
eigenfunction statistics. As shown in Fig 7(a), (b) and (c), Dq is almost size-independent
everywhere in the spectrum. Fig 7(d) however indicates an energy-dependence of Dq: it
varies from its near localized limit (Dq ∼ 0.1) near spectrum edge to a partial localized
value near some intermediate energy (Dq ∼ 0.6) to extended limit (Dq ∼ 0.9) near center.
This suggest a weak-multifractality of the eigenfunctions near the center.
V. CONCLUSION
Based on the present study of a few structured matrix ensembles, we believe that the
relation between the statistical behavior of the eigenvalues and eigenfunctions of a generic
random matrix ensemble is lot more complicated than previously believed on the basis of
Hermitian ensembles with symmetry as the only constraint. In fact it seems while the
spectral statistics is primarily governed by the number of independent matrix parameters,
the eigenvector statistics is sensitive to their relative degree of randomness. More clearly,
as far as the independent matrix elements are statistically of the same strength (e.g same
mean and variance) irrespective of their number, it will always lead to almost all extended
eigenfunctions (except for a very few strongly localized ones). The eigenvalue statistics
however undergoes significant change as the number of the independent parameters are
varied.
It must be emphasized here that while the results obtained in this work are based on the
numerical analysis, the behavior for case 1 and case 5 can also be explained on theoretical
grounds (see [24] and [25] respectively). A theoretical understanding of cases 2, 3, 4 and
in general of a generic ensemble subjected to a set of matrix constraints is although very
desirable but is technically complicated. We expect to report our ongoing attempts in this
context in near future.
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FIG. 1. Ergodicity in level density: Comparison between ensemble averaged level density
R1(e) and 〈ρsm(e)〉 for matrix H of fixed size 2N = 1000 depicts nearly ergodic level density
(R1(e) = 〈ρsm(e)〉) around center (e ∼ 0) energy regime for all the cases except case 3. Fig(c)
clearly potrays non-ergodicity at any energy range for case 3.
17
 0
 0.1
 0.2
 0.3
 0.4
-2 -1  0  1  2  3
(2N
)1/
2 <
ρ s
m
>
e/(2N)1/2 
case 1 
 (a)
N=500
N=1372
N=2916
 0
 0.1
 0.2
 0.3
 0.4
 0.5
-2 -1  0  1  2  3
(2N
)1/
2 <
ρ s
m
>
e/(2N)1/2 
case 2 
 (b)
N=500
N=1372
N=2916
 0
 0.1
 0.2
 0.3
 0.4
-2 -1  0  1  2  3
(2N
)1/
2 <
ρ s
m
>
e/(2N)1/2 
case 3 
 (c) 
N=500
N=1372
N=2916
 0
 0.1
 0.2
 0.3
 0.4
-2 -1  0  1  2  3
(2N
)1/
2 <
ρ s
m
>
e/(2N)1/2 
case 4 
 (d)
N=500
N=1372
N=2916
 0
 0.1
 0.2
 0.3
 0.4
-2 -1  0  1  2  3
(2N
)1/
2 <
ρ s
m
>
e/(2N)1/2 
case 5 
 (e)
N=500
N=1372
N=2916
FIG. 2. Size-dependence of level density: This figure depicts the size-dependence of the
density of states for the five cases. After the rescaling of the axes: e→ e/√2N, ρsm → ρsm×
√
2N ,
the 〈ρsm(e)〉 for different matrix size (2N) superpose with each others.
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FIG. 3. Spectral statistics at two different energy regime: Fig (a) and (b) show P (s) and
Σ2(r) at bulk (e ∼ (−0.75 ± 0.05) ×√2N) and (c) and (d) are at center (e ∼ (0 ± 0.03) ×√2N)
energy regime. Case 1 and 5 cleary shows Poisson and almost GOE like behavior respectively
whereas case 2 approaches to Poisson and case 4 tends to GOE statistics. But for case 3, although
P (s) at bulk(fig (a)) approaches to GOE but at center P (s) is intermediate between GOE and
Poisson statistics(fig(c)) and Σ2(r) at bulk shows intermediate statistics(fig(b)) but at center it
approaches to Poisson statistics(fig(d)). This kind of behavior indicates criticality in case 3. These
plots are for matrix of size 2N = 5832.
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FIG. 4. Criticality for case 3 at bulk and center of the spectrum: At bulk (e ∼
(−0.75± 0.05)×√2N), we did not find criticality in spectral statistics (fig (a) and (b)). But Fig
(c) shows a critical behavior of P (s) at center (e ∼ (0± 0.03)×√2N) as it is independent of the
size of the matrix but Σ2(r) does not show criticality anywhere in the spectrum (fig (b) and (d)).
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FIG. 5. Extended eigenfunction statistics: This figure shows that ensemble averaged inverse
participation ratio 〈I2〉 for all the five cases are ∼ 32N implying delocalized eigenfunctions statistics
for all expect the largest pairs of eigenvalues for case 3 and 5. Note that fig (c) and (e) are plotted
without the largest pairs of eigenvalues (see Fig 2). For the cases where column-constraint(α) is
there (i.e., case 1, 3 and 5), 〈I2〉 corresponds to the eigenvalue en = α = 0 is 1/N . The size-analogy
follows on the rescaling e→ e/(2N) , 〈I2〉 → 〈I2〉 × (2N). All of them are for an ensemble of 5000
matrices of a fixed size 2N = 1000.
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FIG. 6. Localization in eigenfunctions: This figure shows that, for case 3 and 5, 〈I2〉 corre-
sponding to largest pairs of eigenfunctions are much higher than the bulk indicating localizations in
eigenfunction statistics. for an ensemble of 5000 matrices of a fixed size 2N = 1000 with Gaussian
disorder. For case 3 (fig 2a), corresponding to largest eigenvalue pair, 〈I2〉 = 1/2 but for case 5 (fig
b), there are two pairs of extreme eigenvalues and corresponding 〈I2〉 = 1/4, and ≈ 1/20.
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FIG. 7. Fractal dimension Dq for case 3: Figure (a), (b) and (c) indicate critical behavior
corresponding to different energy levels, i.e., edge (e = extreme negative eigenvalue), inter (e is
somewhere in negative x-axis greater than extreme eigenvalue) and center (e = 0) for case 3 . Fig
(d) confirms localization in eigenfunction statistics at edge, i.e, eigenfunction correspond to largest
eigenvalue is localized for case 3, otherwise eigenfunction statistics is extended. Fig (d) is plotted
for matrix of size 2N = 1000.
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