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Abstract
We measured foveal flicker sensitivity with and without external added temporal noise at various levels of retinal illuminance
and described the data with our model of flicker sensitivity comprising: (i) low-pass filtering of the flickering signal plus external
temporal and:or quantal noise by the modulation transfer function (MTF) of the retina (R); (ii) high-pass filtering in proportion
to temporal frequency by the MTF of the postreceptoral neural pathways (P); (iii) addition of internal white neural noise; and
(iv) detection by a temporal matched filter. Without temporal noise flicker sensitivity had a band-pass frequency-dependence at
high and medium illuminances but changed towards a low-pass shape above 0.5 Hz at low luminances, in agreement with earlier
studies. In strong external temporal noise, however, the flicker sensitivity function had a low-pass shape even at high and medium
illuminances and flicker sensitivity was consistently lower with noise than without. At low luminances flicker sensitivity was similar
with and without noise. An excellent fit of the model was obtained under the assumption that the only luminance-dependent
changes were increases in the cut-off frequency ( fc) and maximum contrast transfer of R with increasing luminance. The results
imply the following: (i) performance is consistent with detection by a temporal matched filter, but not with a thresholding process
based on signal amplitude; (ii) quantal fluctuations do not at any luminance level become a source of dominant noise present at
the detector; (iii) the changes in the maximum contrast transfer reflect changes in retinal gain, which at low to moderate
luminances implement less-than-Weber adaptation, with a ‘square-root’ law at the lowest levels; (iv) the changes of fc as function
of mean luminance closely parallels time scale changes in cones, but the absolute values of fc are lower than expected from the
kinetics of monkey cones at all luminances; (v) the constancy of the high-pass filtering function P indicates that surround
antagonism does not weaken significantly with decreasing light level. © 1998 Elsevier Science Ltd. All rights reserved.
Keywords: Human visual system; Modelling; Root-mean-square flicker sensitivity; Temporal noise; Retinal illuminance; Quantal noise; Light-
adaptation; Photoreceptors; Lateral inhibition; Temporal matched filter
1. Introduction
Experiments with flickering stimuli have consistently
revealed similar relationships between sensitivity, tem-
poral frequency and retinal illuminance (De Lange,
1952; Kelly, 1961; Levinson & Harmon, 1961; von
Wiegand, Hood & Graham, 1995). At high luminance
levels, sensitivity to a flickering spot rises with increas-
ing temporal frequency across the low-frequency range,
peaks around 10 Hz and then decreases steeply. At low
luminance levels sensitivity to flicker in a spot of mod-
erate size first remains constant but then decreases
steeply as a function of temporal frequency. Thus, the
flicker sensitivity function has a band-pass shape in
bright light but a low-pass shape in dim light.
It is clear that the main properties of the flicker
sensitivity function can be explained by known physio-
logical properties of the retina. The sensitivity function
can be decomposed into a low-pass component resem-
bling filtering by photoreceptors (DeVoe, 1962; Fuortes
& Hodgkin, 1964; Baylor, Hodgkin & Lamb, 1974;
Hood & Birch, 1993) and a high-pass component
mainly due to filtering associated with neural transmis-
sion. For a flickering spot of moderate size most of the
high-pass filtering is due to lateral antagonism which
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largely resides in the retina but may be potentiated in
the brain (Kelly, 1961; Levinson, 1964; Kelly, 1969,
1971; Watson, 1986; Donner & Hemila¨, 1996). The
low-pass filtering by photoreceptors is mathematically
equivalent to the familiar engineering solution, where
high-frequency attenuation is modeled as a sequence of
RC-filters (De Lange, 1952; Matin, 1968; Sperling &
Sondhi, 1968; Watson, 1986; von Wiegand et al., 1995).
The objective of the present work is to decompose
the luminance-dependent changes in the flicker sensitiv-
ity function into underlying factors that can possibly be
correlated with known physiological mechanisms. The
data are analysed within the framework of a heuristic
model of temporal processing in the visual system
(Rovamo, Raninen, Lukkarinen & Donner, 1996),
analogous to a model used for spatial vision (Rovamo,
Luntinen & Na¨sa¨nen, 1993). The model comprises: (i) a
low-pass filtering stage R (whose main features are
derived from cone photoreceptors but modified by the
retinal network); (ii) a high-pass filtering stage P mainly
derived from the receptive field properties of retinal
ganglion cells but without excluding potentiation of
lateral antagonism in the brain; (iii) addition of intrinsic
white neural noise; and (iv) detection of the signal by a
temporal matched filter, which in white noise is an ideal
detector.
We measured root-mean-square (rms) flicker sensitiv-
ity at various temporal frequencies and levels of retinal
illuminance in the presence and absence of strong exter-
nal, white, temporal noise. Measuring sensitivities both
with and without a dominant external noise allows us
to distinguish the changes in (i) early filters R and P ;
(ii) early and late noises; and (iii) efficiency of the
detector. The analysis indicates that it is enough to
assume luminance-dependent changes only in the low-
pass filter R, where both the high-frequency cut-off and
the maximum contrast transfer increase with lumi-
nance. Both these changes are consistent with changes
in retinal time scale and sensitivity observed in cone
photoreceptors and monkey ganglion cells (Tranchina,
Gordon & Shapley, 1984; Daly & Normann, 1985;
Sneyd & Tranchina, 1989; Purpura, Tranchina, Kaplan
& Shapley, 1990; Shapley, Kaplan & Purpura, 1993;
Donner, Koskelainen, Djupsund & Hemila¨, 1995; Don-
ner, Hemila¨ & Koskelainen, 1998). This has two impor-
tant further implications. Firstly, quantal fluctuations
do not at any luminance level become a dominant
source of neural noise present at the detection stage,
although quantal noise may be physiologically impor-
tant in setting the gain of the retinal network (Donner,
Copenhagen & Reuter, 1990; Rudd, 1996; Rudd &
Brown, 1997). Secondly, for our stimulus spot of mod-
erate size, the high-pass filter P is similar at all lumi-
nances, indicating that lateral antagonism does not
weaken significantly when luminance is lowered (En-
roth-Cugell & Lennie, 1975; Enroth-Cugell, Lennie &
Shapley, 1975).
2. Modelling of flicker sensitivity at various light levels
Before visual stimuli varying in time are interpreted
by the human brain they are filtered by the retinal
photoreceptors and subsequent neural visual pathways.
This complex temporal signal processing has been mod-
elled (see Fig. 1) as a four stage process (Rovamo et al.,
1996): The visual signal, externally added temporal
noise (Nt), and light dependent noise (Nq) are combined
at the event of quantal absorption. Subsequent low-
pass and high-pass filtering may be distinguished not
only conceptually, but also to a large extent physiolog-
ically, as the former is primarily associated with photo-
transduction and ‘direct’ signal transmission from
photoreceptors to ganglion cells in the retina, while the
latter is mainly due to surround-type antagonistic inter-
actions (see e.g. Donner & Hemila¨, 1996). Thus, it is
possible to model as sequential stages (i) low-pass filter-
ing in the retina (the modulation transfer function R);
and (ii) high-pass filtering in the retina, possibly with
additional central components (the modulation transfer
function P). These processes are followed by (iii) the
addition of internal neural noise (Ni). Finally (iv),
signal detection takes place by a temporal matched
filter, which in white noise produces the highest possible
signal-to-noise ratio (Tanner & Birdsall, 1958), being
the ideal detector.
In the modelling, physiological transparency has
been a major goal. Thus, the choice of main compo-
nents and definition of their properties is closely related
to current knowledge of the physiology of photorecep-
tors and retinal ganglion cells. This of course means, on
the other hand, that we are not primarily pursuing
maximal mathematical simplicity or compactness. For
the list of parameters used in the model and their
meanings, see Appendix A.
2.1. The retinal low-pass filter and its dependence on
mean luminance
All light signals available for vision are initially
filtered through the retinal photoreceptors. Most physi-
Fig. 1. Our model of the human visual system. First a temporal visual
signal  noise (Nt) is combined with quantal noise (Nq). They are
then low-pass filtered by the modulation transfer function (R) of the
retina. Thereafter comes neural high-pass filtering (P) mainly due to
surround-type antagonism in the retina, followed by the addition of
internal neural noise (Ni), before signal interpretation (e.g. detection)
takes place in the brain. Modified from Rovamo et al. (1996).
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ological evidence supports the notion that the general
shape of the temporal high-frequency roll-off is deter-
mined by the photoreceptors (Tranchina et al., 1984;
Purpura et al., 1990; Shapley et al., 1993), although it is
modified by further low-pass filtering more proximally,
i.e. at subsequent processing stages in the retina (Frish-
man, Freeman, Troy, Schweitzer-Tong & Enroth-
Cugell, 1987; Chen & Freeman, 1989). The evidence
also supports the notion that the changes in the abso-
lute sensitivity level originate in cone photoreceptors
over most of the moderate and high photopic lumi-
nance ranges, while an additional, more proximal gain
control may be involved at the very lowest levels of
cone vision (Boynton & Whitten, 1970; Shapley et al.,
1993). Our modelling strategy here is to assume primar-
ily that the low-pass filtering function R reflects the
general response waveform and adaptation characteris-
tics of vertebrate cone photoreceptors, in order to see
how far these assumptions will explain the luminance-
dependence of human flicker sensitivity. The success or
failure in fitting the model to the data, and the parame-
ter values emerging, will then indicate what additional
mechanisms have to be invoked, and we thus defer a
closer consideration of these in Section 5.
The quantal (single-photon) response is described by
one version of linear filter-cascade models, originally
developed for turtle cones (Baylor et al., 1974) and
subsequently found to describe the waveform of dark-
adapted cone (and rod) responses in a large number of
species. Primate cones seem to be essentially similar
(Schnapf, Nunn, Meister & Baylor, 1990; Hood &
Birch, 1993; Schneeweis & Schnapf, 1995). We shall use
the ‘Poisson’ variant of the model, although in fact it
matters little which exact formulation is used. The
Fourier transform of the quantal response (e.g. Donner
& Hemila¨, 1996) provides the temporal modulation
transfer function R.
R(f)R0[1 (2pft)2]n:2 (1)
where R0 is its zero frequency asymptote indicating the
maximum contrast transfer. It is assumed for the sake
of simplicity to be equal to unity in bright light
(Rovamo et al., 1996). The parameter n is an integer
corresponding to the number of stages in the filter
cascade and determines the waveform of the response.
Good fits to cone responses have been obtained with
n6 or 7 (Baylor et al., 1974). As in Rovamo et al.
(1996) we use the value n6, which provides the best
description for the rising a-wave in the cone ERG of
the human eye (Hood & Birch, 1993). Using an electri-
cal analogue, R( f ) could also be described as a cascade
of 6 RC (resistor-capacitor) low-pass filters. The
parameter f is temporal frequency. For convenience in
modelling, the expression (2pt) in Eq. (1) is replaced by
f c1. It refers to a cut-off frequency ( f fc) where R has
decreased to 0.125 R0 when n6. Next we shall
parametrize the contrast gain (R0) and cut-off fre-
quency ( fc) in order to make the shape of the receptoral
MTF (R) malleable with respect to luminous intensity
of the stimulus.
2.2. The effect of mean illumination
All rods and cones investigated physiologically have
mechanisms for light-adaptation. These involve two
types of changes relevant to the temporal modulation
transfer function R :
(1) The time scale of flash responses shortens with
rising light levels (Baylor & Hodgkin, 1974; Forti,
Menini, Rispoli & Torre, 1989; Donner et al., 1998).
Under weak to moderate luminances (typically a range
of about 3 log units; e.g. in frog cones up to the level
where the cell receives approximately 10000 photoiso-
merisations per second on the average) this acceleration
appears to be well-described by a power function of
mean luminance, with exponents between 0.1 and 0.2
(the literature is summarised in Donner et al. (1995)).
In this range, the cut-off frequency fc will thus increase
as a power-function of retinal illuminance (I):
fc(I)aIb (2)
where a and b are constants and 0.1BbB0.2.
(2) Response amplitude per photoisomerisation (i.e.
absolute sensitivity or gain) also changes with lumi-
nance. Differences between rods and cones of various
species mainly concern the steepness of the dependence,
and the absolute luminance where sensitivity changes
begin. When photoreceptors are studied with flash re-
sponses strictly in the linear range, there first emerges a
substantial luminance range (roughly coincident with
the range of response acceleration, see above) where
absolute sensitivity decreases in less-than-Weber fash-
ion, i.e. less strongly than in inverse proportion to mean
luminance (Baylor & Hodgkin, 1974; Leibovic, Dowl-
ing & Kim, 1987; Donner et al., 1995, 1998). At high
luminances, photoreceptors approach Weber’s law. Al-
though we do not know precisely how human cones
adapt, the essential point is that adaptation is almost
certainly shallower than Weber over a substantial
range. It should be noted that a Weber-like decrease in
absolute sensitivity implies that contrast sensitivity
stays constant, while shallower-than-Weber desensitisa-
tion means that contrast sensitivity increases with lumi-
nance (these relations are very nicely illustrated in Fig.
4 of Graham and Hood (1992a)). Thus, the conver-
gence of the zero-frequency asymptote (R0), i.e. maxi-
mum of contrast transfer, towards its final Weber level
is modelled as
R0(I) (1Ic:I)p (3)
Ic is ‘the critical retinal illuminance’ where R0(I) starts
to approach its maximum (Weber) value, while p indi-
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cates the slope of the shallower-than-Weber desensitisa-
tion in log-log coordinates (0BpB1).
We wish to make two further comments on the
physiological identity of R already at this stage. First,
at higher light levels flash responses of retinal cones are
known to acquire a small overshoot, becoming biphasic
(Baylor & Hodgkin, 1974b; Donner et al., 1998).
Hence, the strictly physiological cone modulation trans-
fer function (MTF) would become slightly bandpass,
with gentle attenuation of low frequencies. In our
present analysis, however, all low-frequency attenua-
tion is referred to the MTF of the neural pathways (see
below). This is convenient and acceptable, as attenua-
tion in postreceptoral pathways is very much stronger.
Secondly, we know that the critical illuminance Ic in
Eq. (3) depends on the spatial characteristics of the
stimulus (Van Nes, Koenderink, Nas & Bouman, 1967;
Mustonen, Rovamo & Na¨sa¨nen, 1993). Since spatial
parameters are not varied in the present work, we
neglect this dependence, although we are aware that the
critical illuminance Ic where R0 goes into Weber adap-
tation is not generally determined by the cones, except
possibly for very small spots.
2.3. The modulation transfer function of the neural
6isual pathways
The retinal ganglion cells encode the end result of
retinal processing into spike discharges, carrying the
entire input of visual information to the brain through
the axons of the optic nerve. Thus, these cells may
conveniently be viewed as the second stage whose tem-
poral transfer properties will necessarily limit the tem-
poral response of the system as a whole. The relevant
retinal ganglion cells (in monkey) have a center-sur-
round organization (Shapley & Perry, 1986). It is rea-
sonable to assume that (like in cat) the surround
mechanism produces a phase-lagged, subtractive input
to the ganglion cell (Troy, 1993). The effect of the
subtractive surround is to high-pass filter the signal, as
if multiplying it by a factor that grows linearly with
temporal frequency over a range extending from zero
well beyond the frequency of peak sensitivity (Donner
& Hemila¨, 1996). Our present measurements fall wholly
within this range. Thus, in agreement with Rovamo et
al. (1996), we model the temporal ‘neural’ modulation
transfer function P as being proportional to temporal
frequency:
P(f)ef (4)
where the proportionality constant e is normalized to
unity for the sake of simplicity.
The attribution of high-pass filtering to surround-
type antagonism in retinal ganglion cells calls for two
comments. First, at high luminances some low-fre-
quency attenuation is probably caused by the cone
response itself (see above) as well as by signal differen-
tiation in the centre pathway of the receptive field
(Frishman et al., 1987; Lankheet, Molenaar & van de
Grind, 1989). For such targets as our 1.67° spot that
significantly stimulate the receptive-field surround,
these factors will be insignificant in comparison. Sec-
ond, processing proximal to retinal ganglion cells can
certainly modify the shape of psychophysical contrast
sensitivity functions significantly under specific condi-
tions. For example: (i) with very large spots (65° diame-
ter) Kelly (1959) found additional low-frequency
attenuation that must originate in the brain; (ii) when
comparing spatial contrast sensitivities measured under
common-mode (in-phase) temporal luminance modula-
tion of stationary sinusoidal gratings and under spatio-
temporal (counterphase) contrast modulation of the
same patterns, Yang and Makous (1994) found that
contrast sensitivity is spatio-temporally separable in the
former situation but not in the latter. Such a distinction
is not possible for a single linear ganglion cell, but
requires identification (in the brain) of the common-
mode component in signals from many ganglion cells.
However, both (i) and (ii) can be neglected in our set of
experiments performed with a moderate, single spot size
with no spatial fine structure.
2.4. Flicker sensiti6ity as a function of temporal
frequency
The contrast energies of the flicker signal after filter-
ing by the modulation transfer functions R and P (see
Fig. 1) are
E %human(f)R2(f)P2(f)c rms2 t (5)
and
E %ideal(f)d %2N %(f) (6)
at threshold for the human and ideal detection filters,
respectively. In Eq. (5) crms is the experimentally mea-
sured rms contrast of a sinusoidal flicker signal (see Eq.
(12)) at threshold, c rms2 t is the corresponding external
contrast energy integrated across time, and t is expo-
sure time. Eq. (5) is only approximate as it assumes that
the flickering signal has all of its contrast energy on the
nominal temporal frequency. Multiplying R( f ) by a
P( f ) f without phase spectrum specification is identi-
cal to differentiation of R( f ). In Eq. (6) d % is the
detectability index (Tanner & Birdsall, 1958) indicating
the signal-to-noise ratio at a detection filter. The al-
gorithm used in our experiments estimates detection
threshold in a two-alternative forced-choice task at the
probability level of 0.84 for correct responses. Accord-
ing to the forced-choice tables of Hacker and Ratcliff
(1979), the value of d % is thus 1.4. In Eq. (6) N %( f ) is
the spectral density of the total noise in the visual
system:
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N %(f)R2(f)P2(f)[NtNqt]Nit(f) (7)
The temporal equivalent of internal neural noise (Nit) is
assumed to be white, i.e. Nit( f )Nit. A possible alter-
native assumption would be to make it proportional to
1:f (Gilden, Thornton & Mallon, 1995), but then there
would be no place in the model for lateral antagonism,
which is known to exist for luminance modulated stim-
uli. Further, under the assumption that Nis (i.e. the
spatial, temporally averaged, internal neural noise) is
white, the spatial MTF of the neural visual pathways
for purely chromatic gratings is constant across spatial
frequencies (Kankaanpa¨a¨, Rovamo & Hallikainen,
1996), as expected on the basis of missing lateral inhibi-
tion for these stimuli.
Thus, the spectral density of Nit is constant across the
temporal frequency spectrum. Note that external tem-
poral noise Nt and the temporal equivalent of quantal
noise (Nqt) are first filtered by the temporal modulation
transfer functions R and P whereas the subsequently
added internal neural noise (Nit) is not (see Fig. 1). The
use of the temporal equivalents, i.e. the spectral densi-
ties of internal and quantal noises normalised by spot
area, are necessary as the flicker signal and external
added noise are purely temporal.
The efficiency (Tanner & Birdsall, 1958) of the hu-
man detection filter is
hE %ideal(f)E %human1(f) (8)
By combining Eq. (5)–Eq. (8) we can solve rms flicker
sensitivity (S) as the inverse of crms:
S(f, I)

th(f){d %[NtNqtNitR2(f, I)P2(f)]1:2}1 (9)
3. Methods
3.1. Apparatus
The apparatus has been described in detail in
Rovamo et al. (1996). Therefore, only its main features
are explained here. Flicker was displayed on a colour
monitor with a fast phosphor driven at the frame rate
of 60 Hz under computer control. The display appeared
steady in foveal vision.
The average luminance of the display used in a white
mode was 50 phot. cd:m2, corresponding to 130 scot.
cd:m2. The average retinal illuminance was varied by
placing a desired number of neutral density (0.6 log
units each) filters (Lee 210) in front of the screen. The
CIE (x, y) chromaticity coordinates of the display, mea-
sured with a Bentham PMC 3B Spectroradiometer,
were (0.30, 0.31) and remained practically constant
through the filters. Luminance response of the screen
was linearized by gamma correction.
We used a monochrome palette of 16384 luminance
levels (14 bits) and a signal of 256 luminance levels (8
bits) obtained by using a video summation device (Pelli
& Zhang, 1991) to combine the red, green and blue
output signals of a VGA graphics board in the follow-
ing way: First, the four most significant bits of the red
signal and the green signal attenuated by a factor of 16
were combined with all the 6 bits of the blue signal
attenuated by a factor of 256. Then the combination of
the red, green and blue signals were fed into the red
input of the display to produce the monochrome palette
of 44614 bits. The signal only consisted of 8
bits, as 256 is the maximum number of different colours
the VGA graphics board can show simultaneously. At
the highest contrast physically possible the eight consec-
utive bits of the signal were the 8 most significant bits
of the 14 bit palette, whereas with decreasing contrast
the 8 bit deep signal moved towards the less significant
bits in the 14 bit luminance range.
The luminance (L) response of the display as the
function of the 14-bit index (i ) value was L(i )
0.005298(i:256)2.409. After solving the equation for the
index value, we calculated that around the average
luminance of 50 cd:m2 the number of different lumi-
nance levels was 256 at or above Michelson contrast
0.027. At lower Michelson contrasts their number de-
creased reaching about 20 at 0.002, which was the
lowest Michelson contrast used. Michelson contrasts
were checked with a Minolta luminance meter and
found to be correct at and above 0.001.
3.2. Stimuli
Sinusoidal flicker with or without white external tem-
poral noise was used at various levels of retinal illumi-
nance. The sharp edged central flickering area had a
diameter of 10 cm and it was equiluminous to the
surround. The surround was limited by black card-
board to a 20 cm circular field. The viewing distance
was 344 cm.
The sinusoidally flickering target had a temporal
luminance waveform
L(t)L0[1m cos (2pftF)] (10)
where L0 is the average luminance of the screen, m is
the depth of temporal modulation, f is frequency in Hz,
t is time in s, and F is phase angle. At 0.5–20 Hz F was
90°. At 30 Hz it was 0°, because the waveform of flicker
was then a square-wave, as only luminance maxima and
minima were shown.
Random numbers were drawn independently from a
Gaussian luminance distribution with zero mean and
truncation at 92.5 standard deviation (S.D.) units.
One number was added to the stimulus with zero
contrast in each frame to produce purely temporal
noise. When stimulus contrast was non-zero, a combi-
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nation of temporal signal and noise was produced. By
changing the standard deviation of the Gaussian lumi-
nance distribution, we varied the rms contrast of tempo-
ral noise. Temporal noise pixel luminances were
uncorrelated. Thus, up to the cut-off frequency deter-
mined by the frame rate of our display, the temporal
noise produced was white.
For a flickering stimulus without noise, contrast en-
ergy was calculated as
E% c rms2 (t)Dt (11)
where c(t) [L(t)–L0]:L0, L(t) is the temporal lumi-
nance waveform, L0 is the average luminance of the
screen, and Dt is the duration of each temporal pixel,
i.e. one frame in seconds. Rms contrast was calculated
as
crms
(E:t) (12)
where t is the exposure duration of the stimulus in
seconds.
The spectral density of noise can be calculated
(Legge, Kersten & Burgess, 1987) as
Necn2Dt (13)
for the temporal frequencies where noise is white. In
Eq. (13) cn indicates the rms contrast of noise. In our
experiments cn was either 0 or 0.15.
3.3. Procedures
We performed experiments in a dark room, where the
display was the only light source. The stimuli were
viewed monocularly with the dominant eye. A black
eye-pad was used to cover the other eye. To control
retinal illuminance the pupil was dilated to 8 mm with
one to four drops of 10% phenylepherine (meta-
oxedrine) hydrochloride (Smith and Nephew Pharma-
ceuticals, Romford, England) at the four highest levels
of retinal illuminance. At 13 phot. td and lower levels of
retinal illuminance, the pupil was found to be dilated to
7–8 mm, probably because the dim screen was viewed
at the distance of 344 cm. Hence, metaoxedrine was not
used.
The average retinal illuminances used were 2500, 670,
170, 50, 13, 3.5, 1.0 and 0.20 phot. td. They correspond
to 6500, 1700, 440, 130, 34, 9.1, 2.6 and 0.52 scot. td,
respectively. A chin rest was used to stabilise the sub-
ject’s head, and a small black spot at the centre of the
stimulus field was fixated during the experiments.
We determined rms contrast thresholds by using a
two-alternative forced-choice algorithm based on four-
correct-then-down:one-wrong-then-up rule (see Mus-
tonen et al., 1993, for futher details). The arithmetic
mean of the last eight reversal contrasts indicates the
threshold contrast required for the probability of 0.84
correct (Wetherill & Levitt, 1965). The inverses of the
thresholds provided estimates of flicker sensitivity. Ev-
ery data point shown refers to the geometric mean of at
least three sensitivity estimates. During an experiment
each trial comprised two 2 s exposures with instant on-
and off-sets. One of the exposures contained both the
signal and temporal noise superimposed while the other
one contained only another sample of temporal noise.
During the inter-trial interval and between the two
exposures only the blank equiluminous field was visible
to the subject. By pressing one of the two keys on an
ordinary keyboard the subject indicated the exposure
that contained the flicker signal. To provide feedback,
different sound signals were given to the subject de-
pending on whether the response was correct or incor-
rect.
3.4. Subjects
One principal subject (AR, male) and four control
subjects (HK, HR, KT and PR, females) served as
observers: AR at all temporal frequencies, HK at 0.5, 5
and 20 Hz, HR at 1 and 3 Hz, KT at 2 Hz, and PR at
10, 15 and 30 Hz. Their ages were within 21–46 years.
With optimal refraction their monocular visual acuities
with sloan letters at 4 m was at least 1.2.
4. Results
Flicker sensitivities measured with and without exter-
nal temporal noise (Nt) at various levels of retinal
illuminance are shown as functions of temporal fre-
quency in Fig. 2. The smooth curves have been calcu-
lated with Eq. (9) fitted to the data (for details see
below). The goodness of fit calculated across temporal
frequencies and retinal illuminance levels by Eq. (A5) in
Appendix (A.3.) was 88% for the composite data of all
subjects.
Without noise the maximum sensitivity decreased and
moved towards lower temporal frequencies with de-
creasing luminance. Consequently, the critical flicker
frequency (CFF) marked by the point of intersection of
the smooth curve with the horizontal axis also de-
creased with retinal illuminance. These results agree
with many previous studies (De Lange, 1952; Kelly,
1961; Levinson & Harmon, 1961; von Wiegand et al.,
1995) showing that at high retinal illuminance levels
flicker sensitivity above 0.5 Hz has a band-pass shape,
changing towards a low-pass shape at lower luminance
levels.
In strong external temporal noise, however, flicker
sensitivity plotted as a function of temporal frequency
had a low-pass shape at all light levels. Over most of the
frequency range, the sensitivities were significantly
lower than those obtained without added noise. In
addition, flicker sensitivity in noise was independent of
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Fig. 2. Foveal rms flicker sensitivity with and without external temporal noise as a function of temporal frequency at the retinal illuminances of
0.2–2500 td. The spectral density of noise was 3.75104 s. The diameter of the flickering spot was 1.67° and its equiluminous surround 3.33°.
The smooth curves have been calculated according to Eq. (9) fitted to the data (see Fig. 6). The crossing point between the smooth curve and
x-axis indicates the estimate of the critical flicker frequency (CFF) at each illuminance level. For further information about control subjects see
Section 3.4.
average luminance at all temporal frequencies down to
luminances where flicker sensitivity without noise had
decreased to the same level. Thereafter the sensitivities
with and without noise decreased similarly with
luminance.
In Fig. 3 the estimates of detection efficiency are
plotted as a function of temporal frequency. They were
calculated from the averaged sensitivities, recorded in
the presence of strong added external temporal noise
and shown in Fig. 2A, by means of Eq. (8) under the
assumption that the effects of both quantal and internal
neural noises can be regarded as negligible. The as-
sumption is reasonable, as sensitivities with added noise
were so much lower than those without noise that the
added temporal noise must have been completely domi-
nant. We also assumed that the efficiency of the detec-
tor does not depend on luminance, as it is reasonable to
assume that the efficiency of the detector is independent
of noise.
As Fig. 3 shows, logarithmic efficiency decreased
linearly as a function of logarithmic flicker frequency.
The least-squares equation fitted to the data is h
0.148f 0.568. The goodness of fit is 94%.
In Fig. 4 the flicker sensitivity data of Fig. 2 mea-
sured without noise have been transformed by means of
Eq. (9) to the product of the temporal MTF of the
retinal low-pass filter (R) and N it0.5, a frequency inde-
pendent constant. The derived datapoints of efficiency
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from Fig. 3 were used in the calculations. To be able to
perform this transformation we have tentatively as-
sumed that the effect of quantal noise is insignificant,
i.e. Nq0. As Fig. 4 shows, R (see Eq. (1)) was first
constant at low temporal frequencies but then started
to decrease with increasing temporal frequency. The
cut-off frequency ( fc) decreased with decreasing retinal
illuminance. In addition, the zero-frequency asymptote
of R multiplied by N it0.5 also fell with decreasing light
level. The least squares Eq. (A1) derived on the basis of
Eqs. (1) and (9) was fitted separately to each frame (for
further details see Appendix (A.2.). The good fit (72–
94%) of Eq. (A1) to the data lends support to our
tentative assumption that Nq can be regarded as negligi-
ble. The values of the parameters of Eq. (A1) reveal
quantitatively how fc(I) and N it0.5R0(I) changed with
luminance. These functions are plotted in Fig. 5 on
logarithmic scales.
The logarithm of fc (Fig. 5A) increased linearly with
logarithmic illuminance. The least squares fit to the
data was found to be fc6.33I0.172. The goodness of fit
is 99%. The monotonical increase of fc with retinal
illuminance and the good fit of Eq. (2) to the data lend
further support to our tentative assumption that Nq can
be regarded as negligible.
In Fig. 5B the estimates of R0 multiplied by N i0.5,
i.e. Z0 are plotted as a function of retinal illuminance.
Z0 first increased with retinal illuminance but then
became constant. The least-squares equation, fitted to
the data in its logarithmic form, was found to be
Z0150(131.5:I)0.473. Its goodness of fit is 97%.
Thus R0 (131.5:I)0.473 and Ni15024.44
105 s.
In Fig. 6 the data of Fig. 2 are replotted as functions
of retinal illuminance. At low light levels rms flicker
sensitivities with and without noise were similar and
increased with light level, reflecting the fact that inter-
nal neural noise was the dominant source of noise. The
slope of increase was steeper at higher temporal fre-
quencies increasing from 0.5 at 0.5 Hz to 1.0 at 30 Hz.
Thus, at low temporal frequencies the increase followed
the de Vries-Rose square-root law with a slope of 0.5,
directly reflecting the increase of the zero frequency
asymptote R0 as a function of retinal illuminance (Fig.
5B). At high temporal frequencies the increase followed
the linear law (Kelly, 1961) with a slope of 1.0, which
means that flicker sensitivity is directly proportional to
retinal illuminance. This reflects the additional increase
of cut-off frequency fc with increasing retinal illumi-
nance (see Fig. 5A).
On the other hand, the increase of flicker sensitivity
saturated at lower light levels with noise than without.
The saturation with external noise occurs when this
noise becomes dominant while the saturation without
noise in Fig. 6 is related to the saturation in the
increase of R0 (see Fig. 5B). In Fig. 6 the increase of
high-frequency flicker sensitivity without noise as a
function of light level shows hardly any sign of satura-
tion, reflecting the fact that fc increases monotonically
as a power function of retinal illuminance over the
whole range studied (see Fig. 5A).
The smooth curves in Fig. 6 were calculated by
means of Eq. (9) fitted to the data, i.e. Nqt0, Nit
4.44105 s, Nt0 or 3.75104 s, h0.148f 0.568
and RR0(1 ( f:fc)2)3, where R0 (131.5:
I)0.473, fc6.33I0.172, I is retinal illuminance, and f is
temporal frequency. As in Fig. 2, the goodness of fit
was 88% for the composite data of all subjects.
For comparison, we considered the alternative as-
sumption that quantal noise really does become domi-
nant at the lowest illuminances, i.e. Nit and Nt can be
considered as negligible (0) in that range. We thus
calculated the spectral density of quantal noise as k:I
(Rovamo, Mustonen & Na¨sa¨nen, 1994) for the 0.2 and
1.0 td data, obtaining Nqt103:I s td. However,
when this value was used for fitting the model to the
rest of the data, the fits at 3.5–50 td (not shown)
became significantly poorer: the predicted sensitivities
were twofold lower than the observed sensitivities at
medium frequencies (the apparent ‘reason’ being that
neither R nor P do much to attenuate quantal noise at
these frequencies). This implies that Nqt cannot be the
dominant noise component in Eq. (9) even at 0.2–1.0
td. Further support for this conclusion comes from a
rough estimation of the numbers of quanta actually
involved. As 84% of the illuminance produced by our
display is in the wavelength band 555955 nm, we refer
all quanta to 555 nm to get an idea of orders of
magnitude. One td at 555 nm is equivalent to 1.25106
quanta:deg2 s incident on the retinal surface (Wyszecki
& Stiles, 1967), giving a flux of 2.74106 quanta:s over
our 1.67° (2.19 deg2) flickering spot. However, if our
above estimate of quantal noise were correct, it would
mean that at I1 td only 103 quanta:s are effectively
Fig. 3. Detection efficiency calculated using Eq. (8) from the averaged
noisy data of Fig. 2A and plotted as a function of flicker frequency.
The solid line refers to the equation of least squares fitted to the
efficiency data.
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Fig. 4. Flicker sensitivities of Fig. 2 without noise transformed according to Eq. (9) to reveal the modulation transfer function of the retinal
low-pass filter (R) multiplied by N it
0.5 at various levels of retinal illuminance. In each frame the smooth curve is calculated according to the least
squares equation fitted to the data. Goodness of fit was 72–94%.
utilised for vision (Pelli, 1990). To reconcile this with
the above estimate of flux, the quantum efficiency of
foveal vision at 555 nm would have to be as low as
0.0365%. It is an entirely unrealistic value, considering
that the estimates based on photometrical measure-
ments and frequency of seeing experiments both indi-
cate that some 17% of quanta (at the peak of M- and
L-cone sensitivity) entering through the pupil are used
(Donner, 1992). If we tentatively accept the latter value
(although it may be a slight overestimate for 555 nm
quanta), Nqt becomes 2.15106:I s td. When this
value was substituted into Eq. (9), it had no effect on
the smooth curves in Figs. 2 and 6.
In Fig. 7A the estimates of sensitivity calculated by
Eq. (9) for different levels of retinal illuminance are
plotted as a function of temporal frequency. The flicker
sensitivity maximum both decreases and moves to lower
temporal frequencies with decreasing retinal illumi-
nance. Hence, the flicker sensitivity function appears to
move downwards and to the left with decreasing light
level. Thus, the critical flicker frequency (CFF), marked
by the crossing point between the x-axis and each
curve, also decreases with retinal illuminance. Only at
high light levels and low temporal frequencies flicker
sensitivity is independent of retinal illuminance. The
decrease of low-frequency sensitivity at low light levels
is in agreement with De Lange (1961) but not with
Kelly (1961) where sensitivity to slow flicker was found
to be independent of light level down to 1 td. This
difference is evidently due to the large flickering spot
(diameter 65°) used by Kelly (1961).
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Fig. 5. (A) Temporal cut-off frequency of R as a function of retinal illuminance. (B) The zero frequency asymptote of R multiplied by N it
0.5 and
plotted as a function of retinal illuminance. The solid line and smooth curve refer to the equations of least squares fitted to the data of each frame,
respectively.
In Fig. 7B the flicker sensitivities of Fig. 7A have
been transformed into absolute modulation amplitude
sensitivities by dividing them by retinal illuminance. At
low and medium frequencies amplitude sensitivities at
different light levels are parallel functions of temporal
frequency so that the lower the retinal illuminance the
higher the sensitivity. However, at high temporal fre-
quencies amplitude sensitivities converge forming a gen-
eral envelope function. This is in agreement with the
fact that amplitude sensitivity at high temporal frequen-
cies is independent of light level and CFF at all light
levels is determined by the absolute amplitude of tem-
poral modulation in td (Kelly, 1961; Levinson & Har-
mon, 1961; von Wiegand et al., 1995).
5. Discussion
The step-wise fit of the model carried out above gave
good to excellent fits in each stage. However, with eight
free parameters which maybe (mathematically) partly
correlated, it appeared important also to fit the com-
plete model to the full set of data in one go (see
Appendix (A.4.)). It is gratifying to note that this
yielded parameter values very close to those obtained in
the stepwise fit, and that the complete model described
the data with a goodness of fit of 0.95, estimated as the
non-linear correlation coefficient squared.
The choice of model components and parameters was
primarily guided by physiological knowledge. Hence,
we shall now consider what the generally successful fit
and parameter values obtained can tell us about each of
these components and their physiological attributions.
5.1. The retinal low-pass filter R
The central result is that the luminance-dependent
changes in flicker sensitivity could be entirely accounted
for by changes in what we tentatively defined as ‘the
retinal low-pass filter’ (R). We originally chose its mod-
ulation transfer function (MTF) to represent the
Fourier transform of the quantal response in vertebrate
cones (see Eq. (1)), thus emphasising that the kinetics of
the primary phototransduction events sets one neces-
sary constraint on the temporal modulation transfer of
the visual system. Fitting the model to our flicker data
specified in what manner the two parameters, the tem-
poral high-frequency cut-off fc and the maximal con-
trast transfer, i.e. zero-frequency asymptote R0, change
with mean luminance (Fig. 5). We now return to the
physiology for a critical assessment by asking to what
extent the observed functions fc(I) and R0(I) are consis-
tent with known properties of the primate retina, and
specifically, with those of the cone photoreceptors.
5.1.1. Cut-off frequency
The cut-off frequency fc increased with mean illumi-
nance in a manner well described by the power function
fc(I)6.33I0.172 (goodness of fit 99%). The form of the
function is in itself consistent with the behaviour of
photoreceptors, and the value of the exponent is in the
range (0.12–0.19) found for turtle and frog cones in
situ (Baylor & Hodgkin, 1974; Tranchina et al., 1984;
Sneyd & Tranchina, 1989; Donner et al., 1998). The
most direct attempt to measure the temporal MTF in
primate cones are the focal-ERG recordings by Baron
and Boynton (1975), which indicate even stronger accel-
eration. A power-function fit to the three fc-values we
could extract from their recordings yielded an exponent
b0.28 at illuminances I54 log phot. td, but the data
is somewhat puzzling because the absolute time scale
even at 100 td is significantly slower than that indicated
by the intracellularly recorded impulse response of
dark-adapted monkey cones (Schneeweis & Schnapf,
1995). On the other hand, very weak acceleration has
been found by Schnapf et al. (1990) in suction-pipette
recordings of photocurrent responses from isolated
macaque cones. However, in those experiments even
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Fig. 6. The data of Fig. 2 plotted as a function of retinal illuminance at the temporal frequencies of 0.5–30 Hz. The smooth curves have been
calculated according to Eq. (9) fitted to the data; for further details see Section 4. The short solid lines in A and I show the slopes of 0.5 and 1.0,
respectively. Subjects are as indicated.
gain did not change until from approximately 3.3 log td
upwards, which is at least 2 log units higher than the
level where the sensitivity of monkey cones in situ starts
to change (Boynton & Whitten, 1970; Valeton & van
Norren, 1983). In view of the previously documented
loss of adaptational capacity in the photocurrent re-
sponses of isolated rods (see Donner et al., 1990), we
think that adaptation parameters derived from suction-
pipette recordings are not directly useful for compari-
son with psychophysics.
Two other lines of evidence suggest that changes in
primate cone (or at least cone-system) kinetics rather
resemble those seen in frog and turtle cones. First,
Hood and Birch (1993) found that the rise of the
human cone a-wave in response to light flashes of
constant intensity was independent of retinal illumi-
nance over a considerable range. This can be explained
in two ways. Either the quantal response amplitude of
human cones does not change at all over this range. If
so, human cones would be different from the cones of
monkeys and all other vertebrates studied. The other
possibility is that the response amplitude does change in
a similar manner as, e.g. in monkey cones (Boynton &
Whitten, 1970). If so, this change must depend on a
mechanism that curtails the responses (which would not
be visible in ERG due to the onset of the b-wave), thus
producing the same type of acceleration as found in
cones of other species. We would regard the latter as
much more likely. Second, responses of at least some-
cone driven ganglion-cells in the monkey retina acceler-
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Fig. 7. (A) Flicker sensitivity without noise calculated by Eq. (9) and plotted as a function of temporal frequency at 0.2–2500 phot. td. (B) Flicker
sensitivities of A divided by retinal illuminance to provide amplitude sensitivity functions.
ate with increasing mean illuminance in a way consis-
tent with the acceleration of cones. M-cells are the cells
most likely to mediate achromatic flicker perception
(Kaplan & Shapley, 1986; Shapley et al., 1993). Power
function fits to the time-to-peak values of the impulse
responses as function of retinal illuminance, derived
from the temporal contrast modulation responses of the
two macaque M-type ganglion cells tabulated by Pur-
pura et al. (1990) (Table 1), provided exponents 0.135
(cell 7:8) and 0.155 (cell 24:5) (r20.99 for both fits).
Incidentally, their mean 0.145 coincides with the mean
psychophysical value derived by Donner et al. (1995)
(Table 2) from older literature. In summary, there
seems to be no need to assume mechanisms proximal to
cone photoreceptors to explain the changes of fc as
function of mean illuminance.
The situation is different when we consider the abso-
lute values of fc. Our fit indicates that at 1 td, which in
practice corresponds to a dark-adapted state, fc6.33
Hz, which for a Poisson impulse response with n6
implies a time-to-peak of 125 ms. This value is about
three times longer than the time-to-peak values of flash
responses recorded in single, dark-adapted monkey
cones (Schnapf et al., 1990; Schneeweis & Schnapf,
1995) or derived from human cone ERG (Hood &
Birch, 1993). On the other hand, the value 125 ms is in
good agreement with the apparent impulse responses of
dark-adapted macaque ganglion cells: the two values of
time-to-peak for nearly dark-adapted cells given by
Purpura et al. (1990), (a P-cell and M-cell in their Table
1) are 133 and 104 ms, respectively. Likewise, Lee,
Martin and Valberg (1989) concluded that the sensitiv-
ity of phasic macaque ganglion cells was adequate to
account for human thresholds at all the temporal fre-
quencies studied (1–40 Hz at 1400 td). Further, the
data of Derrington and Lennie (1984) (Fig. 12) from
two macaque LGN M-cells, tested at a luminance four
times higher than our highest level, suggest that fc (as
defined by us) is about 40–50 Hz. Extrapolation of our
Fig. 5 would suggest fc]30 Hz (with a moderate-sized
spot) while Kelly’s (1961) curve for large-field flicker at
9300 td indicates fc60 Hz. Thus, there are no clear
indications of high-frequency luminance flicker infor-
mation being lost after the retinal filtering, in contrast
to the documented presence of perceptually inaccessible
chromatic flicker information in retinal ganglion cells
and brain neurones at least up to V1 (Lee et al., 1989;
Gur & Snodderly, 1997).
While the agreement between psychophysical and
ganglion-cell responses places the low-pass filtering
mechanisms firmly in the retina, both are clearly slower
than cone photoresponses. A similar discrepancy exists
in the frog retina, where cone-driven responses at gan-
glion cells appear to be slowed down by about two-fold
in comparison with the primary photocurrent response
of cones (Donner et al., 1998). One explanation would
be that low-pass stage(s) in retinal transmission inter-
vene between the photocurrent response and ganglion-
cell spike discharge (Baylor & Fettiplace, 1977; Chen &
Freeman, 1989), decelerating absolute kinetics at the
ganglion cell level while preserving the same propor-
tionality to cone responses at all states of adaptation.
In Fig. 5 A, the function describing changes in cone fc
would run roughly parallel to our experimental func-
tion, but shifted upwards by 0.3–0.5 log units.
5.1.2. Zero-frequency asymptote
R0(I) was successfully (goodness of fit is 97%) de-
scribed as following (approximately) square-root adap-
tation at low luminances and Weber adaptation at high
luminances, the transition occurring around Ic31.5
td. The square root behaviour extended down to the
lowest luminance tested, 0.2 td, and we did not observe
a final transition to dark-light-limited thresholds. How-
ever, Abraham and Alpern (1984) found that rods
determined the low-frequency response to ‘white’ light
well above cone threshold in the ERG response of the
human eye to sinusoidal flicker. Thus, a cone-deter-
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mined dark-light level for R0 may not be expected to
show up in experiments with an achromatic 1.67° spot.
The exact value of the slope of log R0 versus log I at the
lowest luminances was 0.473, which happens to be
almost identical to the mean value reported by Purpura
et al. (1990) for the luminance-dependence of contrast
gain in monkey M-type ganglion cells (Shapley et al.,
1993) (see Fig. 7.3). Moreover, these M-cells begin to
adapt well down in the scotopic range and go into
Weber behaviour at Ic20–40 (monkey) td on aver-
age. Although the quite precise agreement with our
results may be fortuitous, there is at least no need to
assume any post-retinal mechanisms to account for the
changes in R0.
It is more difficult to identify the retinal gain-setting
mechanisms that determine the adaptation of the gan-
glion cells. The incremental amplitude sensitivities of
monkey cones stimulated with steps of light (Boynton
& Whitten, 1970) (see Fig. 1A) can be described with an
average slope of approximately 0.5 between 5 and 200
monkey td. This may contribute to changes of R0 in an
intermediate range, but clearly other mechanisms are
active at the lowest level and in the transition to Weber
behaviour.
In the low illuminance end, the data of Boyton and
Whitten (1970) and Valeton and van Norren (1983)
suggest that with increasing retinal illuminance the
sensitivity of monkey cones starts changing only just
below 10 td, while our R0 adapted already at 0.2 td. A
possible explanation mentioned above is rod involve-
ment, while another is that, although driven by cones,
ganglion cells may start adapting at lower luminances
than the photoreceptors. This is well-known in scotopic
vision (cf. Shapley & Enroth-Cugell, 1984; see further
below). In the high illuminance end, the critical illumi-
nance Ic characterising the Weber transition is most
certainly set at a level proximal to cones, which go into
the Weber range only around 1000 td for step stimuli
(low temporal frequencies).
5.2. The modulation transfer function of the neural
pathways
The good fit of the model to the data was achieved
without any luminance-dependent adjustments of P.
This implies that across all luminances, the high-pass
filtering stage retained the same proportionality (here
set equal to unity) between transfer and temporal fre-
quency. The finding that this mechanism, presumed to
reflect predominantly surround antagonism, does not
critically weaken or disappear as luminance is lowered
agrees with the physiological results of Enroth-Cugell
and Lennie (1975) and Enroth-cugell et al. (1975), who
showed that the surround mechanism in ganglion-cell
receptive fields is effective even in the dark-adapted
state.
From our studies of spatial vision (Rovamo et al.,
1993; Rovamo et al., 1994; Rovamo, Mustonen &
Na¨sa¨nen, 1995) we know that the spatial neural modu-
lation transfer function is proportional to spatial fre-
quency. However, the combination of the temporal and
spatial components requires additional experimental
studies. Hence, our current model applies only to situa-
tions where the spatial frequency spectrum of the stim-
ulus is constant.
5.3. The detector
The results reveal two important properties of the
detector. Firstly, they support the assumption that it is
a matched filter performing a signal:noise discrimina-
tion, not e.g. an amplitude-thresholding device (von
Wiegand et al., 1995). This can be qualitatively seen
from the fact that in strong external noise the shape of
the composite modulation transfer function of the early
filters (R and P) was lost at high levels of retinal
illuminance, leaving a flat dependence of contrast sensi-
tivity on temporal frequency. A detector acting on
signal amplitude (e.g. a peak-to-trough detector) would
even in strong external noise reproduce the bandpass
modulation transfer of the early filters (Graham &
Hood, 1992b). This is so because the peak-to-trough
detector can be affected by noise from all temporal
frequencies. This noise is of course dominated by the
least attenuated noise, i.e. noise at the peak of flicker
sensitivity. Thus, since the peak-to-trough detector
compares all filtered signals to much the same noise, its
performance is expected to reflect closely the filtered
signal amplitudes. By contrast, each matched filter
tuned to a flickering signal only collects noise in the
vicinity of the temporal frequency of the signal. Thus,
since the matched filter compares the filtered signal to
the similarly filtered white noise, its performance in
strong external noise is expected to be independent of
temporal frequency (Graham & Hood, 1992b).
Secondly, the flicker sensitivity functions in dominant
external noise were in fact gently low-pass rather than
completely flat. According to our model, this means
that the efficiency of the detector decreased with in-
creasing temporal frequency. It is so because sensitivity
is determined by the signal-to-noise ratio at the detector
output (Tanner & Birdsall, 1958), and in the presence
of dominant external white noise this ratio is not af-
fected by the early filters. Several reasonable hypotheses
could be advanced to explain this decrease of efficiency
as a function of temporal frequency. One possibility
could be probability summation in time. For example,
let us assume that the matched filter would extend only
across one cycle. Then efficiency would decrease with
increasing number of cycles presented and conse-
quently, with increasing temporal frequency when a
constant exposure duration is used, as in our experi-
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ments. From our studies of spatial vision (Rovamo et
al., 1993; Rovamo et al., 1994) we know that the
principal spatial determinant of detection efficiency is
the number of square cycles (Virsu & Rovamo, 1979)
calculated as grating area multiplied by spatial fre-
quency squared. Further, as the effects of spatial and
temporal modulations are not independent in centre-
surround organised systems (Burbeck & Kelly, 1980;
Donner & Hemila¨, 1996), the temporal contrast sensi-
tivity function depends on the spatial frequency (spec-
trum) of the stimulus. Hence, our current model applies
only to situations where both the stimulus area and its
spatial frequency spectrum are constant.
In addition, there are results (see e.g. Mandler &
Makous, 1984; Hess & Snowden, 1992; Metha & Mul-
len, 1996) that can be interpreted to indicate the exis-
tence of more than one temporal channel. One way to
make the current single channel model compatible with
this is to assume that if the temporal signal is coded, i.e.
represented by the outputs of two to three temporal
filters, the code is used as a model that is matched
(cross-correlated) with the coded stimulus plus noise.
Another more general solution for compatibility is to
assume that signal interpretation in the human brain is
optimised for the task required. Thus, a simple matched
filter is only used in simple detection tasks but a more
complex device (see e.g. Na¨sa¨nen, Kukkonen &
Rovamo, 1995, 1997) would be constructed when dis-
crimination or recognition is needed or an additional
stimulus is used, e.g. for masking or subthreshold sum-
mation purposes. On the basis of the above, the exper-
iments described in this paper are not able to
discriminate the presence or absence of multiple tempo-
ral filters. The model could be taken as representing the
performance envelope of multiple filters, if they exist.
5.4. High-frequency linearity
The observation that the absolute (amplitude) sensi-
tivity to high-frequency flicker is more or less indepen-
dent of mean light level over a considerable range was
originally made by Kelly (1961) and has been repeated
many times since. This phenomenon, known as ‘high
frequency linearity’, is evident as a common high-fre-
quency envelope when flicker thresholds measured at
different mean illuminances are plotted in terms of
absolute amplitude sensitivity (as in Fig. 7B). The en-
velope appears when changes in time scale and sensitiv-
ity are related so that decreases in absolute sensitivity
with increasing luminance are compensated by accelera-
tion in time scale affecting high temporal frequencies.
High-frequency linearity is directly embedded in the
mechanistic coupling of amplitude and time scale in the
Fuortes-Hodgkin (1964) model of light-adaptation in
limulus photoreceptors. Essentially the same idea was
incorporated into the psychophysical system model of
Sperling and Sondhi (1968). This idea of a tight cou-
pling hardly remains fruitful in view of the many differ-
ent types of mechanisms that are known to contribute
to visual sensitivity, yet e.g. vertebrate photoreceptors
do empirically approximate Fuortes and Hodgkin be-
haviour over substantial ranges of mean illuminance
(Donner et al., 1995). Similarly, the changes in the two
(independent) parameters R0 and fc, obtained by fitting
our model to empirical data, are related so that
they approximately produce high-frequency linearity
(Fig. 7 B).
5.5. The role of quantal fluctuations
Ever since the seminal papers by de Vries (1943) and
Rose (1948), ‘square-root’ adaptation has commonly
been assumed to indicate that the detector performs a
signal:noise discrimination where the limiting noise
component is due to quantal fluctuations. Our results
clearly show that this is not the case. If it were,
dominant quantal noise should act in the same way as
dominant externally added noise (Fig. 1) and the flicker
sensitivity functions in the two cases should have the
same shape. As shown theoretically by Graham and
Hood (1992b), if the detector is a matched filter with a
constant efficiency, contrast sensitivity would be inde-
pendent of flicker frequency in dominant early noise
(i.e. in noise that has to pass the full MTF of the
system) which includes both externally added and
quantal noises. The flatness of our functions in external
noise constitutes empirical evidence for the notion that
the detector is indeed a matched filter. Thus, the func-
tions without added noise should also be flat, if they
were limited by quantal noise. However, the flicker
sensitivity curves without external noise revealed the
composite bandpass MTF of early filters at all light
levels. Accordingly, fitting the model to the data
showed that quantal fluctuations cannot produce a
detection-limiting neural noise present at the detector,
except possibly very near to the absolute dark-adapted
threshold. Our view thus implies that in the human
visual system a signal whose amplitude decreases with
increasing luminance (with an inverse-square-root de-
pendence at low levels and inverse proportionality at
high levels) is discriminated against a constant neural
noise added more proximally.
The conclusion that quantal fluctuations do not
cause neural noise that is significant at the detector does
not mean that the fluctuations are unimportant,
though. It is the attenuation by retinal gain controls
that prevents the neural noise produced by quantal
fluctuations from flooding the brain as illumination
increases. The gain controls implementing an approxi-
mate square-root law over substantial ranges both
in the photoreceptors (Donner et al., 1995, 1998) and
subsequent retinal network (Donner et al.,
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1990; Rudd, 1996; Rudd & Brown, 1997) suggest that
retinal gain has been ‘tuned’ by evolution to neutralise
rather precisely the effect of changes in quantal
fluctuations.
6. Summary
Foveal flicker sensitivity functions (de Lange curves)
recorded at different illumination levels both in the
presence and absence of dominant external temporal
white noise were well-described by a physiological
model comprising (i) low-pass filtering by the modula-
tion transfer function (MTF) of the retina (R); (ii)
high-pass filtering in proportion to temporal frequency
by the MTF of postreceptoral neural pathways (P); (iii)
addition of internal white neural noise; and (iv) detec-
tion by a temporal matched filter. The only luminance-
dependent changes took place in the cut-off frequency
and maximum contrast transfer of R. Thus R was
modelled as R0[1 ( f:fc)2]3, where R0 (131.5:
I)0.473, fc6.33I0.172, I is retinal illuminance ranging
from 0.2 to 2500 phot. td, and f is temporal frequency.
The magnitude of white internal neural noise was found
to be 4.44105 s, and detection efficiency (h) of the
matched filter decreased with increasing temporal fre-
quency as 0.148f 0.568 over the range 0.5–30 Hz. At no
illumination level studied were quantal fluctuations re-
sponsible for a dominant component of neural noise at
the detection stage. The (non-linear) correlation coeffi-
cient squared was 0.95 for the fit of the complete model
to the data.
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Appendix A
A.1. Nomenclature
proportionally constant in fc(I)aIba
exponent in fc(I)aIbb
crms root-mean-square (rms) contrast of the
flickering signal
cn rms contrast of the temporal noise
d % detectabilty index indicating the signal-
to-noise ratio at the output of the
detector
Dt duration of each frame (1:60 s) of the
computer display
e1 is proportionality constant in P( f )ef
contrast energy of the flickering signalEc rms2 t
F phase angle of the sinusoidally flickering
signal
temporal frequency (Hz)f
fc fc(I) receptoral cut-off frequency
hh( f ) efficiency of the detector
i index value of the 14 bit monochrome
palette
retinal illuminanceI
Ic critical retinal illuminance in R0 (1
Ic:I)p
proportionality constant in Nqt(I)k:Ik
proportionality constant in hk1f k2k1
exponent in hk1f k2k2
L(i ) luminance response of the display as a
function of index value (i )
L(t) temporal luminance waveform of the
flickering signal
L0 average luminance of the stimulus
display
m modulation depth, i.e. Michelson con-
trast of the flickering signal
number of stages in the filter cascaden
spectral density of the total noise in theN %( f )
visual system
spectral density of internal neural noiseNit
spectral density of quantal noiseNqt(I)
spectral density of external temporalNt
noise
exponent in R0 (1Ic:I)pp
temporal modulation transfer functionP( f )
(MTF) of neural visual pathways
temporal MTF of photoreceptorsR( f, I)
zero frequency asymptote, i.e. maximumR0(I)
contrast transfer of R
exposure time (2 s) of the flickeringt
signal
t time constant of receptors
Z0(I)Nit 0.5 R0(I)
A.2. The least squares cur6es
Low-pass attenuation in the retinal receptors as a
function of temporal frequency was modelled by Eq.
(1). Hence, on the basis of Eq. (9) without added
temporal noise and under the assumption that Nq0
we get
Q(f)Z0[1 (f:fc)2]3 (A1)
where Qd %SP1(th)0.5 and Z0N it0.5R0. Eq. (A1)
was fitted with the method of least squares to the data
at 0.5–30 Hz in each frame of Fig. 4. This was obtained
by finding the minimum of
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G %
n
j1
[(Qj1:3k %1k %2 f j2)Qj1:3]2
 %
n
j1
[1k %1Qj1:3k %2Qj1:3f j2]2 (A2)
where k %1Z01:3, k %2Z01:3f c2, and n is the number
of data points. Eq. (A2) is transformed to
G %
n
j1
[1k %1x1jk %2x2j ]2 (A3)
where x1jQj1:3 and x2jQj1:3f j2. The values of k %1 and
k %2 that minimise G were then found by a method
described in Ma¨kela¨, Whitaker and Rovamo (1993).
Thereafter, we calculated Z01:k %1 3 and fc (k %1:k %2)
1
2.
A.3. Goodness of fit
We estimated the goodness of the fit of a smooth
curve to the data as follows: First we calculated the
root-mean-square error
orms
’
1:n %
n
j1
(log Yjest log Yj)2 (A4)
of the experimental data (Y) from the predicted values
(Yest). In Eq. (A4) n refers to the number of data points.
Log Y was used instead of Y, because Y is plotted on a
logarithmic scale. Thereafter, we calculated the good-
ness of fit as
GoF100(1k %o) (A5)
where the value of k % is 1 for contrast sensitivity but 0.5
for efficiency, as it is a measure based on contrast
squared. The value of k % is equal to unity also in Fig. 5.
A.4. Fitting the complete model to the data in one go
Using the Marquardt (1963) algorithm of proc NLIN
software on pages 675–712 in SAS:STAT package
(User’s guide, Release 6.03, Edition 1988, SAS Insti-
tute, Cary, NC, USA) we fitted the logarithmic form of
the complete flicker detection model described by Eqs.
(1)–(4) and (9) and hk1f k2 to all experimental data
simultaneously. The model had eight free parameters
two for each of h, fcaIb and R0 (1Ic:I)p and
one for each of Nqtk:I and Ni as well as two parame-
ters with fixed values, i.e. n6 and e1. The number
of data points in the initial fit was 232 of which six were
rejected as outliners on the basis that the absolute value
of the standardised residual was \2.6 for them. The
final fit based on 226 data points provided MSE
0.053, and the squared non-linear correlation (R2) be-
tween the observed and fitted values was found to be
0.95. The fit also provided the following estimates
9standard errors for the parameters:
a 6.4698.99 (6.33 Hz:td in the stepwise fit)
0.16490.516 (0.172)b
32.5914.2 (31.5 td)Ic
410895.97105 (0 or 2.15106)k
0.15190.012 (0.148)k1
k2 0.57990.039 (0.568)
4.4910595.66106 (4.44105 s)Nit
0.47490.075 (0.473)p
Significant interdependence (covariance) was found
between parameters k1 and k2, b and Ic, and Ic and p.
The values of the correlation matrix were 0.71, 0.76 and
0.84, respectively.
References
Abraham, F. A., & Alpern, M. (1984). Factors influencing threshold
of the fundamental electrical response to sinusoidal excitation of
human photoreceptors. Journal of Physiology, 357, 151–172.
Baron, W. S., & Boynton, R. B. (1975). Response of primate cones of
sinusoidally flickering homochromatic stimuli. Journal of Physiol-
ogy, 246, 311–331.
Baylor, D. A., & Fettiplace, R. (1977). Kinetics of synaptic transfer
from receptors to ganglion cells in turtle retina. Journal of Physi-
ology, 271, 425–448.
Baylor, D. A., & Hodgkin, A. L. (1974). Changes in time scale and
sensitivity in turtle photoreceptors. Journal of Physiology, 242,
729–758.
Baylor, D. A., Hodgkin, A. L., & Lamb, T. D. (1974). The electrical
response of turtle cones to flashes and steps of light. Journal of
Physiology, 242, 685–727.
Boynton, R. M., & Whitten, D. N. (1970). Visual adaptation in
monkey cones: recordings of late receptor potentials. Science, 170,
1423–1426.
Burbeck, C. A., & Kelly, D. H. (1980). Spatiotemporal characteristics
of visual mechanisms: excitatory-inhibitory model. Journal of the
Optical Society of America, 70, 1121–1126.
Chen, E. P., & Freeman, A. P. (1989). A model for spatiotemporal
frequency responses in the X cell pathway of cat’s retina. Vision
Research, 29, 271–291.
Daly, S. J., & Normann, R. A. (1985). Temporal information pro-
cessing in cones: effect of light adaptation on temporal summa-
tion and modulation. Vision Research, 25, 1197–1206.
De Lange, H. (1952). Experiments on flicker and some calculations
on an electric analogue of the foveal systems. Physica, XVIII,
935–950.
De Lange, H. (1961). Eye’s response at flicker fusion to square-wave
modulation at a test field surrounded by a large steady field of
equal luminance. Journal of the Optical Society of America, 51,
415–421.
De Vries, H. L. (1943). The quantum character of light and its
bearing upon threshold of vision the differential sensitivity and
visual acuity of the eye. Physica, X, 553–564.
Derrington, A. M., & Lennie, P. (1984). Spatial and temporal con-
trast sensitivities of neurones in lateral geniculate nucleus of
macaque. Journal of Physiology, 357, 219–240.
DeVoe, R. D. (1962). Linear superposition of retinal action potentials
to predict electrical flicker responses from the eye of the wolf
spider, Lycosa baltimoriana (Keyserling). Journal of General Phys-
iology, 46, 75–96.
Donner, K. (1992). Noise and the absolute thresholds of cone and
rod vision. Vision Research, 32, 853–866.
J. Ro6amo et al. : Vision Research 39 (1999) 533–550 549
Donner, K., Copenhagen, D. R., & Reuter, T. (1990). Weber and
noise adaptation in the retina of the toad Bufo Marinus. Journal
of General Physiology, 95, 733–753.
Donner, K., & Hemila¨, S. (1996). Modelling the spatiotemporal
modulation response of ganglion cells with difference-of-gaussians
receptive fields: relation to photoreceptor response kinetics. Visual
Neuroscience, 13, 173–186.
Donner, K., Hemila¨, S., & Koskelainen, A. (1998). Light-adaptation
of cone photoreceptors studied at the photoreceptor and ganglion
cell levels in the frog retina. Vision Research, 38, 19–36.
Donner, K., Koskelainen, A., Djupsund, K., & Hemila¨, S. (1995).
Changes in retinal time scale under background light: observa-
tions on rods and ganglion cells in the frog retina. Vision Re-
search, 35, 2255–2266.
Enroth-Cugell, C., & Lennie, P. (1975). The control of retinal gan-
glion cell discharge by receptive field surrounds. Journal of Physi-
ology, 247, 551–578.
Enroth-Cugell, C., Lennie, P., & Shapley, R. M. (1975). Surround
contribution to light adaptation in cat retinal ganglion cells.
Journal of Physiology, 247, 579–588.
Forti, S., Menini, A., Rispoli, G., & Torre, V. (1989). Kinetics of
phototransduction in retinal rods of the new Triturus cristatus.
Journal of Physiology, 119, 265–295.
Frishman, L. J., Freeman, A. W., Troy, J. B., Schweitzer-Tong, D.
E., & Enroth-Cugell, C. (1987). Spatiotemporal frequency re-
sponses of cat retinal ganglion cells. Journal of General Physiol-
ogy, 89, 599–628.
Fuortes, M. G. F., & Hodgkin, A. L. (1964). Changes in time scale
and sensitivity in the ommatidia of Limulus. Journal of Physiol-
ogy, 172, 239–263.
Gilden, D. L., Thornton, T., & Mallon, M. W. (1995). 1:f noise in
human cognition. Science, 267, 1837–1839.
Graham, N., & Hood, D. C. (1992a). Modeling the dynamics of light
adaptation: the merging of two traditions. Vision Research, 32,
1373–1393.
Graham, N., & Hood, D. C. (1992b). Quantal noise and decision
rules in dynamic models of light adaptation. Vision Research, 32,
779–787.
Gur, M., & Snodderly, M. (1997). A dissociation between brain
activity and perception: chromatically opponent cortical neurones
signal chromatic flicker that is not perceivedm. Vision Research,
37, 377–382.
Hacker, M. J., & Ratcliff, R. (1979). A revised table of d % for
M-alternative forced choice. Perception and Psychophyics, 26,
168–170.
Hess, R. F., & Snowden, R. J. (1992). Temporal properties of human
visual filters: number, shapes and spatial covariation. Vision Re-
search, 32, 47–59.
Hood, D. C., & Birch, D. G. (1993). Human cone receptor activity:
the leading edge of the a-wave and models of receptor activity.
Visual Neuroscience, 10, 857–871.
Kankaanpa¨a¨, M. I., Rovamo, J., & Hallikainen, J. (1996). Neural
modulation transfer function for equiluminous chromatic grat-
ings. Supplementary Perception, 25, 78.
Kaplan, E., & Shapley, R. M. (1986). The primate retina contains
two types of ganglion cells, with high and low contrast sensitivity.
Proceedings of the National Academy of Science USA, 83, 2755–
2757.
Kelly, D. H. (1959). Effects of sharp edges in a flickering field.
Journal of the Optical Society of America, 49, 730–732.
Kelly, D. H. (1961). Visual responses to time-dependent stimuli. I.
Amplitude sensitivity measurements. Journal of the Optical Soci-
ety of America, 51, 422–429.
Kelly, D. H. (1969). Diffusion model of linear flicker responses.
Journal of the Optical Society of America, 59, 1665–1670.
Kelly, D. H. (1971). Theory of flicker and transient responses, I.
Uniform fields. Journal of the Optical Society of America, 61,
537–546.
Lankheet, M. J. M., Molenaar, J., & van de Grind, W. A. (1989).
Frequency transfer properties of the spike generating mechanism
of cat retinal ganglion cells. Vision Research, 29, 1649–1661.
Lee, B. B., Martin, P. R., & Valberg, A. (1989). Sensitivity of
macaque retinal ganglion cells to chromatic and luminance flicker.
Journal ofPhysiology, 414, 223–243.
Legge, G. E., Kersten, D., & Burgess, A. (1987). Contrast discrimina-
tion in noise. Journal of the Optical Society of America, A4,
391–404.
Leibovic, K. N., Dowling, J. E., & Kim, Y. Y. (1987). Background
and bleaching equivalence in steady-state adaptation of vertebrate
rods. Journal of Neuroscience, 7, 1056–1063.
Levinson, J., & Harmon, L. D. (1961). Studies with artificial neu-
rones, III: mechanisms of flicker-fusion. Kybernetik, 1, 107–117.
Levinson, J. (1964). Nonlinear and spatial effects in the perception of
flicker. Documenta Ophthalmology, 10, 36–55.
Ma¨kela¨, P., Whitaker, D., & Rovamo, J. (1993). Modelling of
orientation discrimination of the visual field. Vision Research, 33,
723–730.
Mandler, M. B., & Makous, W. (1984). A three channel model of
temporal frequency perception. Vision Research, 24, 1881–1887.
Marquardt, D. W. (1963). An algorithm for least-squares estimation
of nonlinear parameters. Journal of the Society for Industrial and
Applied Mathematics, 11, 431–441.
Matin, L. (1968). Critical duration, the differential luminance
threshold, critical flicker frequency, and visual adaptation: a
theoretical treatment. Journal of the Optical Society of America,
58, 404–415.
Metha, A. B., & Mullen, K. T. (1996). Temporal mechanism underly-
ing flicker detection and identification for red-green and achro-
matic stimuli. Journal of the Optical Society of America, A13,
1969–1980.
Mustonen, J., Rovamo, J., & Na¨sa¨nen, R. (1993). The effects of
grating area and spatial frequency on contrast sensitivity as a
function of light level. Vision Research, 33, 2065–2072.
Na¨sa¨nen, R., Kukkonen, H., & Rovamo, J. (1995). A window model
for spatial integration in human pattern discrimination. In6estiga-
ti6e Ophthalmology and Visual Science, 36, 1855–1862.
Na¨sa¨nen, R., Kukkonen, H., & Rovamo, J. (1997). Modelling spatial
integration and contrast invariance in visual pattern discrimina-
tion. In6estigati6e Ophthalmology and Visual Science, 38, 260–266.
Pelli, D. G. (1990). In C. Blakemore, The quantum efficiency of 6ision,
6ision : coding and efficiency. Cambridge: University Press, 3–24.
Pelli, D. G., & Zhang, L. (1991). Accurate control of contrast on
microcomputer displays. Vision Research, 31, 1337–1350.
Purpura, K., Tranchina, D., Kaplan, E., & Shapley, R. M. (1990).
Light adaptation in the primate retina: analysis of changes in gain
and dynamics of monkey retinal ganglion cells. Visual Neuro-
science, 4, 75–93.
Rose, R. M. (1948). The sensitivity performance of the human eye on
an absolute scale. Journal of the Optical Society of America, 38,
196–208.
Rovamo, J., Luntinen, O., & Na¨sa¨nen, R. (1993). Modelling the
dependence of contrast sensitivity on grating area and spatial
frequency. Vision Research, 33, 2773–2788.
Rovamo, J., Mustonen, J., & Na¨sa¨nen, R. (1994). Modelling contrast
sensitivity as a function of retinal illuminance and grating area.
Vision Research, 34, 1301–1314.
Rovamo, J., Mustonen, J., & Na¨sa¨nen, R. (1995). Neural modulation
transfer function of the human visual system at various eccentric-
ities. Vision Research, 35, 767–774.
Rovamo, J., Raninen, A., Lukkarinen, S., & Donner, K. (1996).
Flicker sensitivity as a function of spectral density of external
white temporal noise. Vision Research, 36, 3767–3774.
J. Ro6amo et al. : Vision Research 39 (1999) 533–550550
Rudd, M. E. (1996). A neural timing model of visual threshold. Journal
of Mathematical Psychology. 40, 1–29.
Rudd, M. E., & Brown, L. G. (1997). A model of Weber and noise
gain control in the retina of the toad Bufo marinus. Vision Research,
37, 2433–2453.
Schnapf, J. L., Nunn, B. J., Meister, M., & Baylor, D. A. (1990). Visual
transduction in cones of the monkey Macaca Fascularis. Journal of
Physiology, 427, 681–713.
Schneeweis, D. M., & Schnapf, J. L. (1995). Photovoltage of rods and
cones in the macaque retina. Science, 268, 1053–1055.
Shapley, R. M., & Enroth-Cugell, C. (1984). Visual adaptation & retinal
gain controls, progress in retinal research, Vol. 3. Oxford: Pergamon.
Shapley, R. M., Kaplan, E., & Purpura, K. (1993). Contrast sensitivity
and light adaptation in photoreceptors or in the retinal network.
In R. Shapley, & D. M. K. Lam, Contrast sensiti6ity. Cambridge,
MA: The MIT Press, 103–116.
Shapley, R. M., & Perry, V. H. (1986). Cat and monkey retinal ganglion
cells and their visual functional roles. Trends in Neuroscience, 9,
229–235.
Sneyd, J., & Tranchina, D. (1989). Phototransduction in cones: an
inverse problem in enzyme kinetics. Bulletin of Mathematical
Biology, 51, 749–784.
Sperling, G., & Sondhi, M. M. (1968). Model for visual luminance
discrimination and flicker detection. Journal of the Optical Society
of America, 58, 1133–1145.
Tanner, W. P., & Birdsall, T. G. (1958). Definitions of d % and h as
psychophysical measures. Journal of the Optical Society of America,
48, 922–928.
Tranchina, D., Gordon, J., & Shapley, R. M. (1984). Retinal light
adaptation-evidence for a feedback mechanism. Nature, 310, 314–
316.
Troy, J. B. (1993). Modelling the receptive fields of mammalian retinal
ganglion cells. In R. Shapley, & D. M. K. Lam, Contrast sensiti6ity.
Cambridge, MA: The MIT Press, 85–102.
Valeton, J. M., & van Norren, D. (1983). Light adaptation of primate
cones: an analysis, based on extracellular data. Vision Research, 23,
1539–1547.
Van Nes, F. L., Koenderink, J. J., Nas, H., & Bouman, M. A. (1967).
Spatial modulation transfer in the human eye. Journal of the Optical
Society of America, 57, 1082–1088.
Virsu, V., & Rovamo, J. (1979). Visual resolution contrast sensitivity
and the cortical magnification factor. Experimental Brain Research,
37, 475–494.
von Wiegand, E., Hood, D. C., & Graham, N. (1995). Testing a
computational model of light-adaptation dynamics. Vision Re-
search, 35, 3037–3051.
Watson, A. B. (1986). Temporal sensitivity. In K. R. Boff, L. Kaufman,
& J. P. Thomas, Handbook of perception and human performance,
Vol. I. New York: Wiley-Interscience.
Wetherill, G. B., & Levitt, H. (1965). Sequential estimation of points
on a psychometric functionm. British Journal Mathematical Statis-
tics and Psychology, 18, 1–10.
Wyszecki, G., & Stiles, W. S. (1967). Color science : concepts and
methods, quantitati6e data and formulae. New York: Wiley.
Yang, J., & Makous, W. (1994). Spatiotemporal separability in contrast
sensitivity. Vision Research, 34, 2569–2576.
