I. INTRODUCTION
Recently the researchers have considered the application of multiple-input multiple-output (MIMO) techniques devel oped for wireless cOlmnunication systems to the radar sys tems. In MIMO communication systems multiple antennas are deployed at the transmitter and receiver to increase the data rate and provide multiple paths to mitigate the fading in the channel. Like MIMO communications, MIMO radar offers a new paradigm for signal processing research. It possess significant potential for scintillation mitigation by illuminating the object from multiple transmit antennas as well as significant gain in detection through diversity gain and resolution enhancement through spatial resolution gain. In contrast to conventional phased-array radars, where all the waveforms are fully correlated, MIMO radars can trans mit partially correlated waveforms that can provide extra degrees-of-freedom (DOF) [2] , [3] . Signals transmitted by MIMO radar (also called probing signals) can be designed to approximate a desired transmit beampattern.
The design of desired beampattern using MIMO radar requires specified cross-correlation properties. The design of constant-envelope (CE) waveforms for given cross correlation properties is challenging and it becomes more difficult when the requirement is to have finite-alphabet CE 978-1-4673-5051-8/12/$31.00 ©20 12 IEEE 1323
waveforms. For given cross-correlation properties, in [4] , an iterative algorithm is used that generate infinite-alphabet CE waveforms, which are not typically desired in practice. The work in [1] , proposes a new technique to generate finite alphabet CE waveforms for the given covariance matrix by mapping Gaussian random-variables (RV's) onto bi nary phase shift-keying (BPSK) symbols, using the signC),
function. In this technique the cross-correlation relationship between the Gaussian and BPSK RV's is developed, which make it easy to generate a BPSK waveform. The only drawback of this technique is that the sine inverse of the covariance matrix of Gaussian RV's corresponding to the given covariance matrix must be positive semidefinite.
In this paper, to approach the performance of infinite alphabet CE waveforms generated in [4], quadrature phase shift-keying (QPSK) waveforms are generated using real Gaussian RV's. In the proposed scheme, in contrast to [1] , real Gaussian RV's are mapped on complex exponents to generate QPSK waveforms. In this paper, the cross correlation relationship between the Gaussian and QPSK RV's is derived. In our on going research real and complex Gaussian RV's will be mapped to generate high order phase shift-keying (PSK) and quadrature amplitude modulation (QAM) waveforms. It is expected that as we increase the number of alphabets in the waveforms, the mean-squared error (MSE) between the designed and the desired beampat terns will decrease.
The organization of the paper is as follows. In the fol lowing section the problem is formulated. In section III, the relationship between QPSK and real Gaussian RV's is derived. Simulation results are presented in Section IV. Finally, conclusion is drawn in Section V.
II. PROBLEM FORMULATION
The problem is to maximize the transmitted power in the predefined region and minimize it in all other directions. This problem is also called beam pattern matching and has applications in imaging. 
where N denotes the total number of symbols transmitted from one antenna.
By defining e( ek )
can be written in vector form as (2) Following (2), the received power at location ek can be written as
where R is the correlation matrix of the transmitted wave forms. Let ¢( e ) denotes the desired transmit beampattern, we divide the region of interest into K equally spaced an gular locations. In order to achieve the desired beampattern match, the following cost-function needs to be minimised with respect to the covariance vector R,
where a is a scaling factor. Since R is a covariance matrix and for maximum power efficiency, all the antennas are required to transmit at the same maximum power level (due to the non-linearity of transistors). Therefore, R must satisfy the following constraints
where c is the transmitted power from the antenna m. Once R is synthesized, its corresponding waveform matrix X = [X l x 2 X M 1 can be easily generated as
where X E CNx M , Xm contains the symbols to be trans mitted from antenna m, X is a matrix of zero mean and unit variance Gaussian RV's, A E nMXM is the diagonal matrix of eigenvalues and WEe M x M is the matrix of eigenvectors of R. As X is Gaussian, it can not guarantee a finite alphabet CE solution and may have high peak-to average-power-ratio (PAPR).
In the next section, Gaussian RV's are mapped onto the memory less complex exponential functions to generate QPSK RV's.
III. GENERATION OF QPSK WAVEFORMS FROM REAL GAUSSIAN RV's
Let R be the covariance matrix of the QPSK waveforms and Rg be the covariance matrix of Gaussian RV's. Fol lowing (6) , generating the matrix of real Gaussian RV's X = [X l X 2 X M 1 to realize the given covariance matrix Rg is straightforward.
If the QPSK RV's Y P = f(xp) and Yq = f(xq) are respectively the non-linear functions of real Gaussian RV's xp and xq, then the cross correlation between Y P and Yq, 'ljJpq = E{ypY;}, can be defined as (7) x � -2ppq+ x � where p(xp,xq,Ppq) == he 2(I-p aq) is the joint 2 7r l -ppq probability distribution function (PDF) of xp and xq, and 
where f(x) is the memory less non-linear mapping function, p(x) is the PDF of real Gaussian RV and Hn(x) are the physicists' Hermite polynomials.
If the memoryless non-linear function f(x) is defined as f(x) = e jT( 2 SignC,�) + s ign( 1 -(,,�) 2 )) ,
where x is real Gaussian RV, then Y = f (x) will generate QPSK waveform with covariance matrix R(p, q ) = 'ljJpq for p, q = 1,2, ... ,M. We can also define f(x) as follows
Because both mapping functions give the same result, we derived (8) using only the first definition of f(x) as in (9).
By solving (8) the relationship between the correlation of Gaussian and QPSK RV's can be found as (please see the appendix for the proof) However, apart from the first three terms, the series an oscillates with an increasing period as shown in Fig. 2 .
So far, we have not found a compact function for this relationship. Therefore, the infinite sum in (11) is approx imated. To determine the approximation function, which is denoted by g, different types of functions were tested and the following approximation gave best result in terms of approximating the exact function 7f; pq = g ( p pq ) 
Following the relationship in (14), we can write
It can be easily proved that if Rg is positive semidefinite, then R will be positive semidefinite. To obtain positive semidefinite and equal diagonal matrix Rg, the algorithm given in [1] is used. The elements of R are obtained using the particle-swarm-optimization (PSO) algorithm given in 
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[6] to minimize the following cost function
In this section, several examples are presented to validate the performance of the proposed algorithm. For all simu lations, the number of transmit antennas is 10 and inter element spacing is half of the wavelength.
In the first simulation, we want to transmit maximum power between -30 to +30 degrees. Fig. 3(a) shows the convergence behaviour of PSO to synthesise the covariance matrix Rg so to generate BPSK [1] and QPSK waveforms for the desired beampattem. It can be seen in the figure that although the PSO algorithm converges faster for BPSK waveforms, it converges to lower MSE for QPSK wave forms. The advantage of lower MSE can be seen in the Fig. 3(b) , where the corresponding desired beampattem is compared with the beampattem designed using BPSK and QPSK waveforms. The designed beampattem using QPSK waveforms has lower side lobes and lower ripples in the maximum power region . In the second simulation, the desired maximum power region is divided into two separate regions, the first one is between -45 to -15 degrees while the second one is between 15 to 45 degrees. Fig. 4(a) shows the convergence behaviour of PSO to synthesise the covariance matrix Rg so to generate BPSK [1] and QPSK waveforms for this beampattem. Here again, to generate BPSK waveforms, the PSO algorithm converges faster than to generate QPSK waveforms. For this simulation, it can be noted that the MSE of QPSK waveform is again lower than BPSK wave forms, however the MSE difference is smaller compared to the previous simulation. Similarly, Fig. 4(b) compares the desired beampattern with the beam patterns obtained using corresponding BPSK and QPSK waveforms. Since in this simulation, the MSE difference is small, QPSK waveforms do not significantly outperform BPSK waveforms.
V. CONCLUSION
The goal of this paper was to present a finite alphabet CE waveform generation algorithm to obtain the desired beampatterns. The proposed algorithm maps real Gaussian RV's onto QPSK symbols and suggests an approximation to the cross-correlation relationship between the real Gaussian and the QPSK RV's. Since the inverse of the approximation function does not preserve the property of positive semidef inite of QPSK cross correlation matrix, we synthesized directly the covariance matrix of Gaussian RV's by means of the particle swarm optimization algorithm. At the end, we compared the performance of BPSK and QPSK waveforms and we showed that QPSK waveforms perform better. 
If we substitute x = aFz and we take into consideration the fact that f is an odd function, the above expression (17) can be reformulated as:
Besides, Hn(-x) = (-I) n Hn(x) [7] and given that f is constant between [0,1] and [1, +00], we can write
Reference [7] gives the expressions of the integrals used in = Bn -An = Bn -BnCn = Bn(1 -Cn ).
Therefore, (19) can be further simplified to
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