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TOPOLOGICAL AND SMOOTH STACKS
DAVID S. METZLER
Abstract. We review the basic definition of a stack and apply it to the topo-
logical and smooth settings. We then address two subtleties of the theory: the
correct definition of a “stack over a stack” and the distinction between small
stacks (which are algebraic objects) and large stacks (which are generalized
spaces).
1. Introduction
This paper has two purposes. The first is to present the basic definitions related
to stacks in the topological and smooth categories. These notions are standard
in the setting of algebraic geometry but are less well-known in the smooth and
topological settings. Second, we want to clarify some subtleties in the standard
notions. In particular we discuss the notion of a stack over another stack and the
distinction between large and small stacks.
We will try to be as concrete as is reasonably possible, concentrating on the
topological and smooth situations. We will make the basic definitions in the general
setting of arbitrary sites, since in setting up the framework, it is simpler to do it
in this degree of generality. However we will not go at all deeply into the general
theory, so a cursory reading of the general definitions, supplemented by a thorough
understanding of the key examples, should suffice for the reader most interested in
the topological and smooth applications. Also, when discussing the topological and
smooth cases, we will do both in parallel where that is possible.
We will make some comments on one of the most interesting special cases, namely
orbifolds, which, properly understood, are the smooth analogue of Deligne-Mumford
stacks. The treatment here is intended to be complementary to e.g. [Moe02] and
the recent preprint [TXL]. We leave for a later paper a combination of the two
issues presented here, namely the notion of a small stack over a large stack.
The motivating philosophy of stacks is simple. Let us discuss it in the case of
smooth manifolds for concreteness. We start with the observation that any manifold
M is determined up to canonical isomorphism if we know all smooth maps into M
from any other manifold N . In fact, since manifolds are locally Euclidean, we know
M if we know all smooth maps from Rn to M for all n. (For example, the set
of smooth maps from R0 = ∗ to M is just the set of points of M . The set of
smooth maps from Rn to M , for n = dimM , includes all of the local charts for
M . This data clearly determines M up to diffeomorphism.) This is Grothendieck’s
philosophy of the “functor of points:” he considers a map N →M as a generalized
“point” of M . The representable functor M from the category of manifolds to the
category of sets given by M(N) = {f : N → M} and M(N ′
g
→ N) = (f 7→ f ◦ g)
considered as a substitute for M itself. One is then led to consider other functors
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from (Manifolds) to (Sets) which are not necessarily representable, as some kind
of a generalized space. What we will discover is that we need to generalize a bit
further to get a nice description of, for example, orbifolds.
To be complete, let us state the fundamental (but trivial) lemma underlying this
idea, the Yoneda Lemma. Let C be a category and let C be an object of C. We
denote by C be the contravariant functor represented by C, given by
C : C→ Sets
A 7→ {f : A→ C}
(A
g
→ B) 7→ (f 7→ f ◦ g).
1. Lemma. Let C be a category, let F : C→ Sets be a contravariant functor, and
let C be an object of C. Then there is a natural bijection
φ : F (C)→ Nat(C,F )
given by φ(x)(A)(α) = F (α)(x), where x ∈ F (C) and α : A→ C. Here Nat(C,F )
is the set of natural transformations. The inverse is given by φ−1(ψ) = ψC(1C).
The following corollary is a little more intuitive. It is just the lemma applied to
another representable functor F = C ′.
2. Corollary. Let C be a category and let C,C′ be objects of C. Let C,C′ be the
functors represented by C,C′ respectively Then there is a natural bijection φ from
HomC(C,C
′) to the set of natural transformations of functors Nat(C,C′), given by
φ(C
h
→ C′)(A) = (f 7→ h ◦ f), where f : A→ C.
The inverse of φ is given by evaluation at the identity 1C′ .
We note one convention: we will often say C ∈ C to mean C ∈ Ob(C) where
there is likely to be no confusion.
2. Stacks
We begin with the general notion of a site, which is the correct general setting
for sheaves and stacks. We will first present the definition of a site based on
sieves, as this often provides the most elegant constructions. The following three
definitions, originally due to Grothendieck [Art62], [AGV72], are taken, with minor
modification, from MacLane and Moerdijk [MLM94].
3. Definition. Given a category C and an object C ∈ ObC, a sieve (French
“crible”) S on C is a family of arrows of C, all with target C, such that
f ∈ S =⇒ fg ∈ S
whenever fg is defined. (I.e. S is a right ideal under composition.) Given a sieve
S on C and an arrow h : D → C, we define the pullback sieve h∗(S) by
h∗(S) = {g | target(g) = D, hg ∈ S}.
4. Definition. A site (C, J) is a small category C equipped with a Grothendieck
topology J , that is, a function J which assigns to each object C of C a collection
J(C) of sieves on C, called covering sieves, such that
(1) the maximal sieve tC = {f | target(f) = C} is in J(C);
(2) (stability) if S ∈ J(C), then h∗(S) ∈ J(D) for any arrow h : D → C;
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(3) (transitivity) if S ∈ J(C) and R is any sieve on C such that h∗(R) ∈ J(D)
for all h : D → C in S, then R ∈ J(C).
It is useful to note two simple consequences of these axioms. First, there is a
somewhat more intuitive transitivity property:
3′ (transitivity′) If S ∈ J(C) is a covering sieve and for each f : Df → C in S
there is a covering sieve Rf ∈ J(Df ), then the set of all composites f ◦ g,
where f ∈ S and g ∈ Rf , is a covering sieve of C.
Next we have the fact that any two covering sieves have a common refinement, in
fact, their intersection.
4 (refinement) If R,S ∈ J(C) then R ∩ S ∈ J(C).
It is often more intuitive to work with a basis for a topology (also called a
pretopology).
5. Definition. A basis for a Grothendieck topology on a category C is a function
K which assigns to every object C of C a collection K(C) of families of arrows
with target C, called covering families, such that
(1) if f : C′ → C is an isomorphism, then {f} is a covering family;
(2) (stability) if {fi : Ci → C} is a covering family, then for any arrow g : D →
C, the pullbacks Ci ×D exist and the family of pullbacks pi2 : Ci ×D → D
is a covering family (of D);
(3) (transitivity) if {fi : Ci → C | i ∈ I} is a covering family and for each
i ∈ I, one has a covering family {gij : Dij → Ci | j ∈ Ii}, then the family
of composites {figij : Dij → C | i ∈ I, j ∈ Ii} is a covering family.
Any basis K generates a topology J by
S ∈ J(C)⇔ ∃R ∈ K(C) with R ⊂ S.
In other words, the covering sieves on C are those which refine some covering
family R. See Example 8 below. Usually we will describe sites in terms of a basis.
We will often abuse notation and refer to a site (C, J) simply as C.
One simple way in which new sites arise is the induced site.
6. Definition. Let (C, J) be a site and let u : A→ C be a functor. Assume that u
preserves all pullbacks that exist in A. The induced topology J |A on A is defined
in terms of the following basis. A family fi : Ai → A is a covering family for the
induced topology if and only if the family u(fi) : u(Ai)→ u(A) is a covering family
for J .
7. Example. Let (C, J) be a site and let A ⊂ C be a full subcategory. Assume the
inclusion functor preserves all pullbacks that exist inA. Then the induced topology
on A will also be called the restriction of J to A and will be denoted J |A.
We now present key examples of sites. Let us first get out of the way a set-
theoretic issue. We will want to discuss, for example, “the category of stacks on the
category of all topological spaces,” but strictly speaking this does not exist, since
the category of topological spaces does not have a set of objects, but rather a proper
class. To avoid this problem we will consider throughout some fixed category T of
topological spaces which has a set of objects, or at least, is equivalent to such a
category.
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For example, the category of all second countable completely regular spaces is
equivalent to the category of subspaces of Rω, which has only a set of objects1. The
only thing we have to remember is that such a category is not closed under arbitrary
products or coproducts. But we will require that our category T is closed under
finite limits and colimits (i.e. under finite products, finite coproducts, pullbacks,
and pushouts), and under taking open subspaces.
Similar considerations apply to the categoryM of smooth manifolds, but we will
assume, as usual, that our manifolds are second countable Hausdorff spaces. Then
any manifold can be considered as a subspace of some RN . So our category of
smooth manifolds has only a set of objects. Note that the category of smooth man-
ifolds is closed under finite products and coproducts, and taking open subspaces,
but not under pullbacks or pushouts.
None of these technical considerations will bother us in the sequel. See Remark
13 below.
We recall one basic categorical definition, familiar in many concrete situations.
Given a category C and an object C of C, the category of objects over C (also
called the slice category or comma category) C/C is the category whose objects
are arrows f : D → C is C and whose arrows are commutative triangles
D′
g
//
f ′   B
BB
BB
BB
B D
f
~~}}
}}
}}
}}
C.
There is an obvious forgetful functor F : C/C → C, F (D
f
→ C) = D.
8. Example. The small site of a topological space. Let X be a topological space
and let Op(X) be the category of open subsets of X , where arrows are given by
inclusions of open sets. (Hence there is at most one arrow between any two objects.)
Say that {Ui → U} covers U if U =
⋃
Ui (the usual definition of an open cover).
This is easily seen to be a basis for a Grothendieck topology on Op(X). The
covering sieve generated by {Ui} U is the family of all sets V such that V ⊂ Ui for
some i, i.e. the maximal refinement of {Ui}.
The resulting site is called the small site of the space X . This is the original
and motivating example for the notion of a site. However it is special in that the
underlying category is just a partial order; there are no nontrivial endomorphisms.
If X is a smooth manifold, we can treat it as a topological space and use the site
Op(X).
9. Example. The large site of a topological space. Let T be a fixed category of
topological spaces as mentioned above, and let X be a space in T. Let T/X be the
category of spaces over X . Define a basis on T/X by declaring {fi : Yi → Y } to be
a covering family if each fi is an open embedding and
⋃
i fi(Yi) = Y . Again this is
easily seen to be a basis for a Grothendieck topology on T/X . The resulting site
is called the large site of the space X .
An important special case is where we take X = ∗, a one-point space. Then
T/X = T. We will call this the large site of all topological spaces or the absolute
1Such a category is called a small category; however we do not want to cause confusion with
our later use of the word “small.”
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topological site to distinguish it from the relative case of spaces over another space
X .
Note that the small site of a space X is the restriction of the large site of X
to the full subcategory whose objects are the open subsets of X . We will discuss
the relationship of these two sites (and their sheaves and stacks) at some length in
Sec. 5.
10. Example. (The large site of a smooth manifold.) Let M be the category of
smooth, second countable, Hausdorff manifolds as mentioned above, and let M be
a fixed smooth manifold in M. Let M/M be the category of manifolds over M .
Define a basis on M/M by declaring {fi : Ni → N} to be a covering family if each
fi is an open embedding and
⋃
i fi(Ni) = N . This is a basis for a Grothendieck
topology on M/M . The only nontrivial point is that the pullback of a diagram of
manifolds
N1
f1

N2
f2
// N3
exists if one of the maps f1 or f2 is an open embedding. (In general, pullbacks
do not exist in the category of smooth manifolds, but they do if one of the maps
is a submersion, by transversality.) The resulting site is called the large site of
the manifold M . If necessary we will refer to it as the large smooth site of M to
distinguish it from the topological site. Again we can take M = ∗, and we get the
large site of all smooth manifolds or the absolute smooth site, which we will denote
simply by M.
11. Example. The site M defined above is much larger than necessary for many
purposes. If one wants to think of stacks as a replacement for the category of
manifolds, it is more elegant not to have to define manifolds first. It is in fact
possible to do this.
Let R be the full subcategory of M whose objects are {R0,R1,R2, . . . }, Define
the Euclidean site Euc ⊂ M to be the full subcategory of M obtained from R
by taking open subsets and disjoint unions, equipped with the usual open cover
topology (which is the same as the restriction of the topology from Example 10.
We will see that this site is equivalent to the site M, in the sense of having the
same sheaves and stacks (Example 46). In fact one could just use R as the base
site.
Whether one takes R, Euc, or M as the base site depends on one’s goal. If one
wants to redo manifold theory from the ground up, then taking R as the base site is
most elegant, since it is the simplest site. However R is not the most convenient in
practice, since it is not closed under the operations of disjoint union and taking open
subsets. The site Euc is more convenient than R, while still not assuming anything
about manifolds; however there are many natural constructions which jump out
of Euc, so the site M is often most convenient. Since we are happy to assume
known results about manifolds, we will usually use M as the base site for maximal
convenience. However we will occasionally take the foundational perspective, where
we use Euc as the base site. See Example 40 below.
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12. Example. The original examples of sites come from algebraic geometry. One
considers the category Sch of schemes and puts various topologies on it. The most
basic topology is the Zariski topology, where a covering family is a jointly surjective
family of open embeddings. However the fundamental observation of Grothendieck
which motivated the development of the theory of sites was that this topology is
not fine enough to emulate the constructions one can do in the topological category.
Rather, one should use a topology such as the e´tale topology, where the maps in
covering families need not be injective. We will not say much about the algebraic
geometry situation in this paper, as there is an extensive literature, e.g. [AGV72],
[Gir71], [LMB00], [DM69].
13. Remark. The above examples, especially the manifold example, give an idea
why it is not a problem that we need to have our base category have a set of objects.
The base category should be thought of as the category of local models (as in the
case of Euc). Stacks will essentially be spaces made by gluing these local models
together, so they can be quite general even if the local models are simple.
2.1. Presheaves and Sheaves. We now turn to the standard definition of presheaves
and sheaves over a site. These generalize the familiar definitions for the case Op(X).
We will see in Secs. 2.2 and 2.3 that these are special cases of the definitions of
prestacks and stacks, for which we will use a slightly different language. We will
use the language of bases (covering families) as it is more familiar; see [MLM94] for
a presentation in terms of covering sieves.
14. Definition. A presheaf P on a category C is a contravariant functor P :
C → Sets. We will often write the action of maps using restriction notation: for
f : C → D and x ∈ F (V ), we write
F (U
f
→ V )(x) = x|U ,
the arrow f being understood, when this will cause no confusion. If we need to be
more careful we can use the functorial notation F (f)(x).
A sheaf F on a site (C, J) with basis K is a presheaf on C such that, for every
covering family {Ci → C} in K and every family of elements xi ∈ F (Ci) such that
xi|Cij = xj |Cij for all i, j, there is a unique x ∈ F (C) with x|Ci = xi.
Here and in the rest of the paper we denote Cij = Ci ×C Cj .
Occasionally wants only the uniqueness part of the sheaf condition:
15. Definition. A presheaf P on a site (C, J) with basis K is separated if, given
x, x′ ∈ F (C) and a covering family {Ci → C} in K such that x|Ci = x
′|Ci for all
i, we have x = x′.
For example, on Op(X), the assignment U 7→ {bounded functions on U} is a
separated presheaf which is not a sheaf.
We can present the data of a presheaf in another way, which will be the basis
of the generalization to stacks. Given a presheaf F on C, we form the category D
with set of objects
Ob(D) =
∐
C∈C
F (C)
and with arrows defined as follows. If D ∈ F (C), D′ ∈ F (C′), and f : C → C′,
then we create an arrow from D to D′ if F (f)(D′) = D. Precisely, the set of arrows
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from D to D′ is
D(D,D′) = {f : C → C′ | f(D′) = D}.
To distinguish between the arrows of D and those of C we can use a tilde: f˜ :
D → D′ is the arrow in D corresponding to the arrow f : C → C′ in C. There
is an obvious covariant functor from D to C, taking D ∈ F (C) to C and taking
f˜ : D → D′ to f : C → C′.
Clearly there is much that is special about this functor; we will see how it is
characterized in the next section.
2.2. Fibered Categories. First we define a generalization of the notion of a
presheaf.
16. Definition. Let C be a category. A category fibered in groupoids over C
is a category D and a functor F : D→ C such that:
(1) Given any arrow f : C′ → C in C and an object D of D with F (D) = C,
there is an arrow g : D′ → D with F (g) = f .
(2) Suppose we have diagrams as follows (the top diagram is in D, the bottom
in C):
D′′
a
$$J
JJ
JJ
JJ
JJ
J
D
D′
b
::tttttttttt
F (D′′)
F (a)
$$H
HH
HH
HH
HH
f

F (C)
F (D′)
F (b)
::vvvvvvvvv
Then there is a unique g : D′′ → D′ such that bg = a and F (g) = f . (I.e.
there is a unique way to fill in the top diagram such that its image under
F is the bottom diagram.)
This is often referred to simply as a “groupoid over C,” but we will avoid that
terminology to prevent confusion with other notions of groupoid. We will however
refer to it simply as a “fibered category over C,” as we will not have need of more
general fibered categories.
Given an object C of C, the fiber FC is the subcategory of D whose objects map
to C and whose arrows map to 1C under F . It is easy to see that each fiber FC is
indeed a groupoid, i.e. every morphism in FC is invertible.
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The most fundamental examples of fibered categories are the representables,
defined as follows. Let C be an object of C and consider the natural forgetful
functor F : C/C → C. This makes C/C into a fibered category over C. For,
given a map f : D′ → D and an object g : E → C of C/C, the composition
gf : D′ → C is an object with F (gf) = D′, and the map f is an arrow from gf
to g. In fact, this arrow is clearly the only arrow from gf to g whose image under
F is f . This makes condition 2 above easy to verify. It also means that C/C is
fibered in sets over C (we also say it is discretely fibered): given any two objects
g, g′ : D
f
→ C with the same source space (i.e. with F (g) = F (g′), so g, g′ ∈ FD),
any arrow a : D → D′ with F (a) = 1C must be the identity. Hence the fibers are
sets, thought of as groupoids with no nonidentity morphisms. We shall see shortly
another, more familiar, way of describing discretely fibered categories.
One can soup this up by replacing the base category C with C/X for a fixed
object X . Then any space h : C → X over X defines a discretely fibered category
C/C → C/X by F (D
g
→ C) = hg.
17. Example. We can apply the foregoing to the category T of spaces. Let Z be a
space and consider the natural forgetful functor F : T/Z → T. This is a fibered
category, and the fibers are sets, as shown above. Or, we can apply the relative
version, obtaining a fibered category F : T/Z → T/X from any space over X ,
h : Z → X .
Hence any space defines a discretely fibered category over T; and any space over
X defines a discretely fibered category over T/X . One can also do the parallel
constructions in the smooth case.
It is worth taking a moment to look at what this construction does. It describes a
given space Z (or a space h : Z → X over a fixed base X) in terms of the maps into
Z from an arbitrary source space. We will see below that this is a slight rephrasing
of a the standard construction of taking the functor which the space Z represents.
18. Example. Now we will look at the basic example of a fibered category with
nondiscrete fibers. This is where genuine “stackiness” enters. Let G be a topological
group (in T) and let PrinG be the category whose objects are G-principal bundles
p : P → Y , and whose arrows from p1 : P1 → Y1 to p2 : P2 → Y2 are pairs
(f˜ : P1 → P2, f : Y1 → Y2), where f˜ is a G-equivariant map and fp1 = p2f˜ . (This
is the same data as a map f on the base spaces and a map P1 → f
∗P2.) There
is an obvious forgetful functor F : PrinG → T. It is easy to see that the pullback
operation on principal bundles makes PrinG into a fibered category. The fiber over
a space Y is the usual category of G-principal bundles over Y ; it is a well-known
fact that any morphism of principal bundles over Y is an isomorphism, so this is
indeed a groupoid.
Again the smooth case is exactly parallel. We will see below (Section 3.1) that
this is a special case of taking the stack quotient of a group action.
We can think of a fibered category F : C → D as defining a “presheaf of
groupoids” F on C in the following way. First we need to choose, for every arrow
f : C′ → C in C and for every object D in FC , a lift f˜ : f
∗D → D of f as
guaranteed by axiom 1 of Definition 16. We will speak of f˜ as a pullback arrow for
f and call f∗D the pullback of D by f . When it will not cause confusion we will
also refer to f∗D as D|C′ .
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Now we define F . To every object C on C we assign the fiber F(C) = FC , which
is a groupoid. To every arrow f : C′ → C we need to assign a functor F(f) from
FC to FC′ . On objects, this functor is defined by F(f)(D) = f
∗D. Given an arrow
g : D1 → D2 in FC , F(f)(g) is the unique arrow f
∗g : f∗D1 → f
∗D2 (guaranteed
by axiom 2) which fits into the diagram
f∗D1 //
f∗g

D1
g

f∗D2 // D2
where the horizontal arrows are pullback arrows. Again, where appropriate we will
refer to f∗g as g|C′ .
This does not quite define a presheaf of groupoids, for the following reason: we
generally have F(f)F(f ′) 6= F(f ′f). So F is not strictly functorial. However it is
easy to show, using axiom 2, that the pullback functors F(f) satisfy
F(f) ◦ F(f ′)
φf,f′
∼= F(f ′f)
and that the maps φf,f ′ satisfy an appropriate coherence condition. (Roughly, any
diagram involving φ and F which ought to commute, does.) This is described by
saying that F defines a lax functor from C to the category of groupoids, i.e. a lax
presheaf of groupoids.
Given a different choice of pullback arrows, one gets a different, but equivalent,
lax presheaf of groupoids. (The appropriate notion of equivalence is left to the
reader.) One can also go the other way, from a given lax presheaf of groupoids to
a fibered category. We will use both points of view on fibered categories, both the
definition and the characterization as lax presheaves of groupoids. The language
of lax presheaves of groupoids is often more intuitive (by analogy with ordinary
presheaves) but explicitly dealing with the isomorphisms φf,f ′ can be annoying.
The language of fibered categories is more elegant and avoids both choosing pullback
arrows and dealing with the φf,f ′ . See [Bry93] for a treatment using the language
of (lax) presheaves of groupoids.
Regardless of the language chosen, the laxness does not usually present a prob-
lem, except in stating things carefully. However, sometimes we will use strict
presheaves of groupoids (which are functorial on the nose). The corresponding
fibered category will also be called strict. (See Proposition 89 below in this con-
text.)
19. Example. Ordinary Presheaves. Let F : C→ D be a discretely fibered category.
Then it is easy to see that pullback arrows (and hence objects) are uniquely defined:
given f : C′ → C in C and D an object of FC , there is a unique arrow f˜ : f
∗D → D
in D with F (f˜) = f . The uniqueness implies that F(f) ◦ F(f ′) = F(f ′f), so F
defines an honest contravariant functor from C to Sets, i.e. a presheaf of sets.
It is easy to see that this inverts the construction from Sec. 2.1, showing that
presheaves are equivalent to discretely fibered categories. We will use this equiva-
lence throughout the paper.
20. Example. Representable Presheaves Let Z be a space and consider the natural
forgetful functor F : T/Z → T as a discretely fibered category, as we did above.
The fiber above each space X is the set T(X,Z) of continuous maps from X to
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Z. The pullback functor is easily seen to be given by composition of maps. Hence
the presheaf defined by F is just the presheaf Z = Maps(−, Z) represented by
Z. The Yoneda Lemma asserts that any space Z is determined (up to canonical
isomorphism) by the presheaf Z. Hence we can think of a fibered category as a very
loose kind of “generalized space.” (This will be further justified in Sec. 2.4 below.)
Further, it is easy to verify that Z is in fact a sheaf. (This is just the gluing lemma
for continuous maps.) We will come back to this point shortly.
More generally, in any category C, the representable discretely fibered category
defined by an object C is equivalent to the usual representable functor (presheaf of
sets) C = HomC(−, C).
21. Example. Principal Bundles. Recall the fibered category PrinG of principal
bundles over the category of spaces T. The usual pullback operation for bundles
by a map f : Y → X , given by
f∗P = Y ×X P
defines a pullback object, and the universal arrow f˜ = pi2 : Y ×X P → P defines
a pullback arrow. (This is in fact one of the motivations for using the term “pull-
back.”) For a composition f ′f of maps of spaces, the corresponding pullbacks are
canonically isomorphic but not identical, hence this defines a lax functor, not a
strict one.
One use of the presheaf language is the following. Suppose we have a fibered
category F : D → C, with a choice of pullback arrows, an object C of C, and
two objects D1, D2 of FC . Then we define the presheaf of local isomorphisms
Iso(D1, D2) from D1 to D2 as follows. Given an arrow f : C
′ → C in C, let
Iso(D1, D2)(C
′ f→ C) = IsoFC′ (f
∗D1, f
∗D2).
It is easy to check (using axiom 2) that this is a presheaf (of sets).
2.3. Prestacks and Stacks. Now we will give one of the conditions for a fibered
category to be a stack.
22. Definition. Let (C, J) be a site and let F : D → C be a fibered category. F
is a prestack if for every object C of C and every two objects D1, D2 of FC , the
presheaf Iso(D1, D2) is a sheaf over the category C/C.
(The Grothendieck topology on C/C is the one induced by J ; we leave the easy
definition to the reader.)
23. Example. The fibered category PrinG of principal bundles is easily seen to be
a prestack; this is just the gluing axiom for maps of spaces, applied to principal
bundles.
24. Example. Let F : D→ C be a discretely fibered category, i.e. a presheaf of sets.
In this case two objects are isomorphic if and only if they are equal. Suppose we
are given two objects D1, D2 ∈ FC and a cover {Cα → C}. We will have consistent
local sections of Iso(D1, D2)(Cα) exactly when D1|Cα = D2|Cα for every α. Hence
F is a prestack if and only if the corresponding presheaf is separated. Hence we can
think of prestacks as a generalization of separated presheaves.
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The foregoing definition is the most commonly seen one; however we can phrase
it without resorting to a fixed choice of pullbacks, as in the following.
Let (C, J) be a site and let F : D → C be a fibered category. Let C ∈ C, let
{Cα → C} be a cover of C and let x, y ∈ FC . Suppose we have a diagram
(1) xβ
=
==

Cβ
@
@
xαβ
66mmmmmm
""E
EE

x
ψ

Cαβ
66lllllll
##GG
C
xα
77nnnnnn

F ///o/o Cα
66mmmmmmm
yβ
=
==
Cβ
@
@
yαβ
66mmmmmmm
""E
EE
y Cαβ
66lllllll
##GG
C
yα
77nnnnnnn
Cα
66mmmmmmm
We note some conventions: we indicate by the squiggly arrow that the diagram on
the left gets mapped to the diagram on the right under G; and the dotted arrow,
as is usual, signifies a desired fill-in arrow which we do not yet have. We will avoid
naming arrows in these kinds of diagrams when it is not necessary. As usual we
abbreviate Cα×C Cβ by Cαβ , etc. In this diagram the objects {xα} and {xαβ} are
arbitrary; they play the role of the pullbacks of x to Cα, Cαβ etc.
25. Lemma. The fibered category F : D → C is a prestack if and only if, given
a diagram of the form (1), there is a unique arrow ψ : x → y filling in the dotted
arrow in the left hand diagram in (1), with F (ψ) = 1.
The proof of this lemma is straightforward and we will omit it. The point is that
any arrow xα → x serves as a pullback, when F : D → C is a category fibered in
groupoids, and the consistency condition on overlaps is expressed by asserting that
there is some object xαβ over Cαβ over which the maps agree. We will use this
characterization of prestacks in Sec. 4.
Before we give the definition of a stack we need to define descent data.
26. Definition. Let F : D → C be a fibered category, with a choice of pullback
arrows, and let C be an object of C and let C : fi : Ci → C, be a covering family
of C. Let Cij = Ci ×C Cj and Cijk = Ci ×C Cj ×C Ck. Then descent data for F
over C are a family of objects Di of FCi and arrows φji : Di|Cij
∼
→ Dj |Cij in FCij
(necessarily isomorphisms) such that
(2) (φij |Cijk) ◦ (φjk|Cijk) = φik|Cijk .
We will always use descent data that is normalized, meaning that φii = 1.
27. Example. For PrinG, descent data over a space X and an open cover U =
{Ui ⊂ X} is just the usual data of a principal bundle Pi over each Ui and transition
functions on the overlaps which satisfy the usual cocycle condition (2). Given such
descent data, one knows that there exists a principal bundle P over X which is
isomorphic to Pi over each Ui, in a way that is compatible with the transition
maps. In the terminology of Grothendieck, we say that all such descent data are
effective. This is the property that we use as the definition of a stack.
28. Definition. Let (C, J) be a site and let F : D → C be a prestack. Then
F is a stack if all descent data (Di, φij) for F with respect to a covering family
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fi : Ci → C are effective, that is, given such descent data, there is an object D of
FC and isomorphisms ψi : D|Ci
∼
→ Di such that
ψj |Cij = φji ◦ ψi|Cij .
Since F is a prestack, this object D is unique up to a canonical isomorphism.
29. Example. Sheaves as stacks. It is easy to verify that a presheaf (as a discretely
fibered category) is a stack if and only if it is a sheaf. In particular, let Z be a
space in T and consider the fibered category F : T/Z → T, or in other words the
representable functor Z. As mentioned above this is a sheaf, so it defines a stack.
This is the sense in which we will think of stacks as generalized spaces.
More generally, let X be a space and let h : Z → X be a space over X . Consider
the discretely fibered category F : T/Z → T/X as above, or in other words the
representable functor Z defined by Z (as a space overX). Once again this is a sheaf,
hence a stack. So we will think of stacks over the large site T/X as generalized
spaces over X .
Even more generally, consider a general site (C, J). Suppose that J is subcanon-
ical, i.e. that every representable presheaf is a sheaf. (This is almost always true
in examples, in particular, it will be true for all examples of sites in this paper. So
we will assume it henceforth when necessary.) Then we can consider the presheaf
C represented by any object C as a stack. We will use this constantly throughout
the paper.
30. Example. Small sheaves on a space. On the other hand we can consider the
small site Op(X). A sheaf over this site is a sheaf of sets in the ordinary sense.
This can be considered as a space over X by constructing the e´tale space of the
sheaf. However the spaces we get are clearly a proper subcategory of the category
of all spaces over X , much less all sheaves over the large site T/X . So we need
to be clear about which site we mean when we refer to a “sheaf over X.” We will
discuss this distinction, and the corresponding one for stacks, in Section 5.
31. Example. We saw above that PrinG is a stack, because we can glue principal
bundles with compatible transition maps. We will see below that it is a somewhat
special stack (a gerbe), but it is still the best example to keep in mind when thinking
about stacks.
Note that a fibered category could be thought of as a “pre-prestack,” that is, a
stack with none of the sheaflike conditions included. We will make some definitions
for arbitrary fibered categories, since they are not harder in this case. The rela-
tionship of fibered categories to stacks is analogous to that between presheaves and
sheaves. In particular there is a canonical way to associate a stack to a fibered cat-
egory. However it turns out that many constructions automatically yield prestacks,
and one only has to “stackify” these, instead of starting with a fibered category
that is not a prestack. We will explain this construction in the next section.
As with the prestack condition, a fixed choice of pullbacks is not necessary to
express the stack condition, though it is usually written that way. Analogous to
Lemma 25, we have the following.
Let (C, J) be a site and let F : D → C be a prestack. Let C ∈ C and let
{Cα → C} be a cover of C. Descent data in this context, without a fixed choice of
pullbacks, is expressed as follows. For each α let xα ∈ GCα , for every pair α, β let
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there be a diagram
(3) xα Cα
xαβ
<<yyy
""D
DD
F ///o/o Cαβ
;;ww
""F
F
xβ Cβ
(where the arrows on the right are the canonical projections) and for every triple
α, β, γ let there be a commutative diagram
(4) xαβ //
""D
DD
xα Cαβ //
""F
F
Cα
xαβγ
::uuu
//
$$I
II
xαγ
<<zzz
""D
DD
xβ
F ///o/o Cαβγ
::tt
//
$$JJ
Cαγ
<<xx
""F
F
Cβ
xβγ
<<zzz
// xγ Cβγ
<<xx
// Cγ
where again all of the maps on the right are the canonical projections.
32. Lemma. Let F : D → C be a prestack. F is a stack if and only if the
following condition is satisfied for every cover {Cα → C} in C. Given xα ∈ GCα
and diagrams of the form (3) and (4), there is an x ∈ GC and arrows {xα → x}
filling in the commutative diagram
(5) xα
>
>>
Cα
  A
A
xαβ
<<yyy
""D
DD
x
F ///o/o Cαβ
;;ww
""F
F
C
xβ
@@
Cβ
??~~
To conclude this section we include one more characterization of descent data in
terms of covering sieves. Given a fibered category F : D → C, an object C of C,
let S be a covering sieve of C. Note that S can be considered as a full subcategory
of C/C. Denote by i : S → C the forgetful functor. Then descent data for F over
the sieve S is a functor A : S → D such that F ◦A = i. In other words, we assign
an object of FC′ to every arrow C
′ → C in S, and a family of compatible pullback
arrows connecting all of these objects. In contrast to the previous definition of
descent data (Definition 26), where we used a minimal amount of data (objects
defined only for a covering family), this new definition uses the maximal amount
of data (objects defined for the whole covering sieve). So it is less computationally
useful but more elegant, requiring no choices. It is not hard to show that this notion
of descent data is equivalent to our previous definitions.
Note that descent data for F over a given sieve S form a category (in fact
a groupoid) Desc(S, F ), the morphisms being natural transformations α : A → B
(which are necessarily isomorphisms). Also, if we have an inclusion of sieves S ⊂ T ,
there is a natural restriction functor Desc(T, F )→ Desc(S, F ).
One can use this notion of descent data to give an elegant version of the definition
of prestacks and stacks; see [Gir71]. We will use this version of descent data in
defining the stack associated to a prestack (Def. 51).
2.4. Maps of Stacks. One advantage of thinking of stacks as fibered categories
(as opposed to lax sheaves of groupoids) is that the notion of a map of stacks is
very simple in this language. However we will immediately see that 2-categorical
notions (see e.g. [Mac71]) appear, and they are essential to understanding stacks
fully.
14 DAVID S. METZLER
33. Definition. Let F : D → C and F ′ : D′ → C be two fibered categories over
C. Then a map of fibered categories (or simply, a map) a from F ′ to F is a
functor a : D′ → D such that F ◦a = F ′. We will sometimes call a map a 1-arrow
to distinguish it from the following.
A 2-isomorphism from a map a : F ′ → F to a map a′ : F ′ → F is a natural
isomorphism of functors.
We will denote the groupoid (maps, 2-isomorphism between maps) between two
fibered categories F ′, F by HOM(F ′, F ). The set of maps alone will be denoted by
Hom(F ′, F ). Given any map of fibered categories a : F ′ → F and any object C of
the base category C, we get a functor aC : F
′
C → FC by restriction.
A map of stacks (or prestacks) is just a map of the underlying fibered cate-
gories, and similarly for 2-isomorphism. Denote by St(C, J) (or St(C) by abuse of
notation) the 2-category of stacks over the site (C, J).
We leave it to the reader to characterize maps of fibered categories in the lan-
guage of lax presheaves of groupoids. However it is important to note that a map
of fibered categories will not in general take pullbacks to pullbacks (on the nose),
as these are extra data. Instead one will get preservation of pullbacks only up to
coherent isomorphism. If we stick to the fibered category language we can avoid
worrying about these isomorphisms and their particular coherence conditions.
Just as one rarely has two categories being isomorphic, we will not often see
a strict isomorphism of stacks. Rather, we say an equivalence of stacks is a map
φ : F ′ → F with a quasi-inverse ψ : F → F ′, i.e. we have 2-isomorphisms φψ ∼= 1
and ψφ ∼= 1. Just as one usually treats equivalent categories as “the same,” we will
consider equivalent stacks as containing the same information.
The following lemma follows easily from the definition of a fibered category.
34. Lemma. Let F : D → C and F ′ : D′ → C be two fibered categories and
let a : F ′ → F be a functor with Fa = F ′. Then a is an equivalence of fibered
categories (i.e. it has a quasi-inverse which also respects F, F ′) if and only if for
each object C of C, the functor aC : F
′
C → FC is an equivalence of categories.
We will also use the following easy lemma.
35. Lemma. Let F,G be two fibered categories and let φ : F → G be an equivalence
of fibered categories. If F is a stack (resp. prestack) then G is a stack (resp.
prestack).
36. Example. Let F : D → C be a stack such that for every object C of C and
for every object D of FC , the group of automorphisms Iso(D,D) consists only of
the identity. Let E be the category formed from D be identifying any two objects
in each fiber which are isomorphic. (This kind of quotient of a category does not
work in general, but it makes sense in this case because of the lack of nontrivial
automorphisms.) There is a natural functor G : E→ C which is a discretely fibered
category, and we have a natural map of fibered categories a : F → G which is an
equivalence on every fiber. By Lemma 34, a is an equivalence of fibered categories.
Hence any stack with only trivial automorphism groups Iso(D,D) is equivalent to
a sheaf.
We want to think of stacks over C as generalized objects of C, and this is made
explicit by the notion of the representable stack C associated to an object C of C,
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as in Example 20. So we need to check that the notions of map are compatible.
The following lemma is a straightforward consequence of the Yoneda Lemma.
37. Lemma. Let C and C′ be objects of a subcanonical site (C, J) and let C and
C′ be the corresponding representable stacks. Given an arrow a : C′ → C, we get
a map a : C′ → C of the stacks by a(B
g
→ C′) = (B
ag
→ C). Further, every map
b : C′ → C of stacks comes from an arrow from C′ to C in this way. Also, since
C and C ′ are discretely fibered, there are no nontrivial 2-isomorphisms between
maps from C′ to C. Put more concisely, we get a full embedding of 2-categories
y : C→ St(C, J).
38. Example. Let Z and Z ′ be spaces in T and consider the corresponding rep-
resentable stacks Z and Z′. Given a continuous map a : Z ′ → Z, we get a map
a : Z ′ → Z of the stacks by a(Y
g
→ Z ′) = (Y
ag
→ Z), and every map b : Z ′ → Z
of stacks comes from a continuous map from Z ′ to Z in this way. So we get a full
embedding of 2-categories y : T → (Topological Stacks), justifying our viewpoint
that topological stacks are generalized spaces.
In fact a map from a representable stack into an arbitrary stack is always simple.
The following lemma is a simple extension of the Yoneda Lemma.
39. Lemma. Let (C, J) be a subcanonical site. Let C be an object of C and let
C be the stack represented by C. and let F be a stack over C. Then there is a
canonical equivalence of categories (groupoids)
FC
∼
→ HOM(C,F ).
This means we should think of the fiber FC of F over C as consisting of the
maps from C to F , where F is considered as a generalized space. In fact we will
usually write HOM(C,F ) instead of HOM(C,F ). But we must pay attention to
the fact that HOM(C,F ) is a groupoid, not just a set.
Lemma 39 is crucial for intuition about stacks. It continues the idea that we can
understand a space by looking at all maps into that space.
40. Example. We take the foundational perspective here and show how one can
think of a smooth manifold as a sheaf on the site Euc of “local models.” Let M
be a smooth manifold and consider the sheaf M represented by M , on the site M.
This describes M in terms of all possible maps from all possible manifolds into
M . This is highly redundant, and rather tautological; we can cut this information
down as follows. Consider the Euclidean site Euc defined in Example 11, which is
a subcategory of M. We will use U to denote an object of Euc, i.e. a disjoint sum
U =
∐
α Uα, where Uα ⊂ R
nα .
The restriction of M to Euc, i.e. M : U 7→ C∞(Rn,M) is a sheaf on Euc.
Further any map f :M → N gives a map f :M → N on M, hence on Euc. Note
that M(R0) is the underlying set of M , and f restricted to R0 ∈ Euc is exactly
the map f as a map of sets. Since any map of manifolds is determined by the
corresponding point-set map, the map f of sheaves on Euc determines f . Since M
is covered by coordinate charts, it is easy to show directly that any map of sheaves
φ :M → N comes from a smooth map of manifolds f :M → N .
Hence the category of smooth manifolds is a full subcategory of the category of
sheaves on Euc.
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In fact this is an example of the comparison lemma, which we present below.
First we give a definition which will be useful elsewhere as well, of the direct image
of a stack.
41. Definition-Proposition ([Gir71]). Let F : D → C be a fibered category and
let u : A→ C be a functor. The direct image of F under u, denoted u∗F , is the
fibered category given by the canonical projection
(6) D×C A→ A.
Further, suppose J is a topology on C and A is given the induced topology. If F is
a stack (resp. prestack) then u∗F is a stack (resp. prestack). If F is a sheaf (resp.
presheaf) then u∗F is a sheaf (resp. presheaf), which agrees with the usual direct
image of sheaves (resp. presheaves).
Note. In (6), the pullback of categories has Ob(D×CA) = Ob(D)×Ob(C) Ob(A),
Ar(D×C A) = Ar(D)×Ar(C) Ar(A). So in particular, the fibers satisfy
(u∗F )A = Fu(A).
If we think of F as a lax presheaf F of groupoids, then u∗F corresponds to the
composed presheaf F ◦ u. (Note that this proves the last statement of the proposi-
tion.)
42. Remark. One may wonder why, since the direct image takes a stack over C to
a stack over A, it is not called the “inverse image.” This is because the functor
u : A→ C is regarded as a map of sites from (C, J) to (A, JA). This in turn comes
from the case of topological spaces, where a continuous map f : X → Y induces
a functor f−1 : Op(Y ) → Op(X). So maps of sites have the same “direction” as
maps of topological spaces.
43. Example. Let (C, J) be a site and let i : A ⊂ C be a full subcategory. Then the
direct image i∗F of a stack on C is also denoted F |A and is called the restriction
of F to A.
Now we present the comparison lemma.
44. Lemma. Let (C, J) be a site and let A ⊂ C be a full subcategory. Assume
that the inclusion functor i : A ⊂ C preserves all pullbacks that exist in A. Also,
suppose that every object C of C can be covered by objects from A. Then restriction
to A F → i∗F induces an equivalence of categories between Sh(C) and Sh(A), and
an equivalence of 2-categories between St(C) and St(A).
Note. The equivalence of 2-categories in the lemma is a weak notion. In particular
every stack F on C is equivalent to a stack coming from a stack on A, but not
necessarily isomorphic to such a stack. This will not bother us.
Proof. The comparison lemma for sheaves is standard, see [AGV72], p. 288, or
[MLM94], p. 588. One also has the result of Giraud [Gir71], p. 91, which says that
the 2-category of stacks on a site depends (up to equivalence, as noted above) only
on the category of sheaves over the site. Hence the comparison lemma for sheaves
implies the one for stacks. 
45. Example. The most intuitive example of the use of the comparison lemma is
in the small site Op(X) of a topological space X . If B ⊂ Op(X) is a basis (in the
ordinary sense) for the topology of X , then the comparison lemma applies, and any
small sheaf or stack on X is determined by its values on B, as one would expect.
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46. Example. We return to manifolds, continuing Example 40. The inclusion i :
Euc →M satisfies the hypotheses of the comparison lemma. Hence any sheaf on
M (in particular any manifold thought of as a representable sheaf) is determined
by its values on Euc.
Hence one can think of a manifold as a certain kind of sheaf on the Euclidean
site Euc. This is an opposite perspective to the C∗-algebra approach, for example;
there one describes a smooth manifold M by its algebra of smooth functions, i.e.
maps from M to the fixed space R. In the sheaf/stack picture one describes a
manifold by the maps from the fixed spaces Rn to M .
In fact if we restrict to manifolds of a fixed dimension n, it is not hard to see
that we need only Rn, the site whose sole object is R
n and whose maps are the
smooth self-maps Rn → Rn. However this is not a tremendous simplification and
makes it hard to discuss manifolds of arbitrary (or nonconstant) dimension.
What remains to be done is to characterize those sheaves which arise from smooth
manifolds. They should be sheaves that are locally Euclidean in some sense. We
will explain this in detail in Section 3.4.
From this example, which deals with sheaves (i.e. stacks whose objects have no
automorphisms), we turn to the canonical example of a stack which is not a sheaf.
47. Example. Let Z be a space and let G be a topological group and let PrinG be
the stack of principal G-bundles. Then by Lemma 39, a map from Z to PrinG is
just an element of the fiber (PrinG)Z , i.e. a principal bundle on Z. Hence we call
PrinG the classifying stack of G, in analogy to the classifying space in homotopy
theory. We will often write it as BG = PrinG.
Note the pros and cons of BG versus the usual classifying space BG. The space
BG takes some work to construct, and it is only a classifying space once we identify
homotopic maps; but at least it is an honest space. On the other hand, the stack BG
is easy, even tautological, to construct, and it classifies bundles using (the natural
stack extension of) ordinary maps. However this is at the expense of extending the
category of spaces to the 2-category of stacks. So the tradeoff is between taking a
quotient category (by homotopy) or embedding into a larger (2-)category (stacks).
We next define monomorphisms and epimorphisms of stacks. Monomorphisms
are uncomplicated.
48. Definition. Let a : F ′ → F be a map of fibered categories over C. We say a
is a monomorphism if, for every object C of C, the functor aC : F
′
C → FC on
fibers is fully faithful.
As in the case of sheaves and presheaves, there are different notions of epimor-
phism for fibered categories versus stacks. We are most interested in the following.
49. Definition. We say a map of fibered categories a : F ′ → F over a site (C, J)
is covering (French “couvrant”) if, for every object C of C, and every object D of
FC , there is a covering family {fi : Ci → C} and for every i an object Di of F
′
Ci
such that a(Di) ∼= D|Ci .
If F ′ and F are stacks, then we refer to a covering map as an epimorphism.
Another useful notion is that of the pullback of two maps of stacks. It is not
simply the 1-categorical notion of pullback; this is one of the places where the
2-categorical nature of stacks appears explicitly.
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50. Definition. Let F : D → C, F ′ : D′ → C and F ′′ : D′′ → C be three fibered
categories and let a : F ′ → F and b : F ′′ → F be maps of fibered categories. Then
the pullback F ′ ×F F
′′ of the diagram
F ′
a //F F ′′
boo
is defined as follows. The fiber FC over an object C is the set of triples
{(D′, D′′, g) |D′ ∈ ObF ′C , D
′′ ∈ ObF ′′C , (g : a(D
′)→ b(D′′)) ∈ ArFC}.
An arrow from (D′1, D
′′
1 , g1) to (D
′
2, D
′′
2 , g2) is a pair
(f ′ : D′1 → D
′
2, f
′′ : D′′1 → D
′′
2 )
with f ′ ∈ ArF ′C , f
′′ ∈ ArF ′′C , such that
g2a(f
′) = b(f ′′)g1.
Finally, pullbacks are defined by, for h : C′ → C in C,
h∗(D′, D′′, g) = (h∗D′, h∗D′′, h∗g);
h∗(f ′, f ′′) = (h∗f ′, h∗f ′′).
We leave it to the reader to verify that the pullback of a diagram of stacks is
again a stack.
We now discuss the process of stackification, i.e. building a stack out of a
prestack.
51. Definition. Let F : D → C be a fibered category. Then a stack associated
to F , or a stackification of F , is a stack Fˆ and a map of stacks i : F → Fˆ ,
such that for every stack G, composition with the map i induces an equivalence of
categories
HOM(Fˆ , G)
i∗
→ HOM(F,G).
52. Proposition. Given a prestack F : D → C, there is a stack associated to F ,
i : F → Fˆ . It is unique up to a unique equivalence of stacks. The map i is a
covering monomorphism.
Remark. In fact we do not really need to assume that F is a prestack; an
associated stack exists for any fibered category [Gir71]. However we will not need
this result.
We will forgo the proof of Proposition 52, but we will describe the construction
of Fˆ . See [LMB00] or [Gir71] for more details. We will describe it first in the
language of sieves, as that is more elegant in this case. Given an object C of a site
(C, J), we associate to it the category whose objects are pairs
{(S,A) | S ∈ J(C) and A ∈ Desc(S, F )}.
A map from (S,A) to (T,B) (over the same object C) is a map of descent data
from A|S∩T to B|S∩T . Two such maps are identified if they agree on a further
refinement. The composition is evident (one has to restrict to a triple intersection
of sieves).
If one wants to use covering families instead of sieves, as we typically do in
this paper, the associated stack is defined in the following way. An object of the
associated stack Fˆ over C is given by the following data:
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• a cover {Cα} of C;
• for each Cα, an element aα ∈ FCα ;
• for each Cαβ , an arrow ψαβ : aβ → aα, with ψαβ · ψβγ = ψαγ on triple
pullbacks.
An arrow over C from ({Cα}, a, ψ) to (C
′
β′ , a
′, ψ) is a collection of arrows
φαβ′ : aα|Cαβ′ → a
′
β′ |Cαβ′
(where Cαβ′ = Cα×C Cβ′ as usual), compatible with the maps ψ, ψ
′ in the obvious
way.
Since stackification is a universal construction, we also have a stackification of
maps of prestacks in the usual way. The following lemma, which generalizes a
well-known fact in the case of sheaves, will be useful in Section 3.3.
53. Lemma. Let a : F → G be a map of prestacks over the site (C, J). Then
the stackified map aˆ : Fˆ → Gˆ is an equivalence of stacks if and only if a is a
monomorphism and is covering.
Sketch of Proof. Let a : F → G be a covering monomorphism. We want a map
b : Gˆ → Fˆ which will be an inverse equivalence to aˆ. By the definition of the
associated stack, it is enough to construct a map c : G → Fˆ . So, let C ∈ C and
let x ∈ GC . Since a is covering, there is a cover {Cα → C} and yα ∈ F (Cα) with
a(yα) ∼= x|Cα . Since a is a monomorphism (so a : FC → GC is fully faithful) it
is easy to show that yα|Cαβ
∼= yβ |Cαβ and that these isomorphisms are coherent,
i.e. they form descent data for F over the cover {Cα → C}. Let zα = i(yα). The
descent data given by the yα becomes descent data for the zα, and since Fˆ is a stack,
we obtain an element z ∈ Fˆ (C). We define c(x) = z. This defines c : G→ Fˆ ; it is
straightforward to show that it is well-defined (and to define it on arrows as well as
objects). The universal property of Gˆ then gives a corresponding map b : Gˆ → Fˆ
such that bj ∼= c.
Note that for each α,
aˆ(c(x))|Cα = aˆi(yα)
∼= j(a(yα)) ∼= j(x|Cα ;
since Gˆ is a stack, this means aˆc ∼= j, so aˆbj ∼= j. Since j is a monomorphism, this
easily implies that aˆb ∼= 1. Also, baˆi ∼= bja ∼= ca, and ca(y)|Cα
∼= i(y|Cα , so ca
∼= i,
which implies baˆi ∼= i. Since i is a monomorphism, we have baˆ ∼= 1. 
3. Presentations of Stacks by Groupoids
In this section we will generalize Examples 29 and 31 and see that we get a large,
flexible class of stacks. In particular we will see how an orbifold defines a smooth
stack.
We will work primarily in the topological categoryT and the differential category
M for definiteness. However many of the results are quite general.
First we recall the definition of a topological groupoid, that is, a groupoid object
in the category of topological spaces.
54. Definition. A topological groupoid G is a pair (G0,G1) of topological spaces,
together with five continuous maps s, t : G1 → G0, u : G0 → G1, i : G1 → G1,
m : G1 ×s,G0,t G1 → G1, satisfying the relations given below. We call G0 the space
of objects and G1 the space of arrows. We use the notation g : x → y to denote
an arrow g ∈ G1 with s(g) = x, t(g) = y. Denoting m(g, h) by gh, i(g) by g
−1,
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and u(x) by 1x, the axioms are the familiar ones for a groupoid: for appropriate
x, y ∈ G0, g, h, k ∈ G1,
s(1x) = t(1x) = x, s(g
−1) = t(g), t(g−1) = s(g);(7)
s(gh) = s(h), t(gh) = t(g), g(hk) = (gh)k;(8)
g1x = 1yg = g, g
−1g = 1x, gg
−1 = 1y (for g : x→ y).(9)
If s (hence t) is a local homeomorphism we call G an e´tale groupoid. If the map
(s, t) : G1 → G0 × G0 is proper, we call the groupoid proper.
Note: It is easy to show that i is an involution of G1; hence any property holds
for s if and only if it holds for t.
55. Example. We have the following three simple examples of topological groupoids.
(1) Given a space X , we can define the trivial groupoid, also denoted X , with
X0 = X and with only identity arrows in X1.
(2) Given a topological group K we can define a corresponding groupoid K
with only one object, and with K as the space of arrows.
(3) Given a space X and a right action of the group K on X , we can form the
translation groupoid (or semi-direct product) X ⋊ K by (X ⋊ K)0 = X ,
(X ⋊ K)1 = X × K, s(x, k) = xk, t(x, k) = x, u(x) = (x, 1), i(x, k) =
(xk, k−1), and (x, k) ◦ (y, h) = (x, kh).
Note that the first example is M ⋊ (e), and the second example is ∗⋊K.
A strict homomorphism φ : G → H of topological groupoids is just a continuous
functor, i.e. it is given by a pair of continuous maps φ0 : G0 → H0 and φ1 : G1 → H1
commuting with the structure maps of G and H. We get a corresponding notion
of strict isomorphism. However one can also use a different notion of morphism,
explained in Section 3.2 below.
Given any topological groupoid G, one can form its topological, or coarse, quo-
tient Gtop = G0/G by identifying any two objects which have an arrow between
them. However this is not a very fine invariant of G and is often not a nice topo-
logical space. For example, any groupoid that is categorically connected (i.e. any
two objects can be joined by an arrow) has a topological quotient that is just a
single point. Note that if we take the topological quotient of a translation groupoid
X ⋊ K by identifying objects with arrows between them, we get the topological
quotient X/K.
We will see that the correct “quotient” of G is actually a stack associated to G,
which we will construct below.
The definitions in the differential case are quite similar. A smooth groupoid is a
topological groupoid G where G0,G1 are smooth manifolds and all of the structure
maps are smooth, and additionally s (hence t) is assumed to be a submersion. (In
particular this guarantees that G1 ×G0 G1 is a smooth manifold.) For simplicity we
will assume that both G0 and G1 are in our categoryM, in particular that they are
Hausdorff. For some applications this is too restrictive, but for the case of orbifolds,
in particular, it is sufficient.
A smooth groupoid is e´tale if s is a local diffeomorphism. It is proper if it is
proper as a topological groupoid. A strict homomorphism of groupoids is defined
as above but with the maps required to be smooth.
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56. Example. We have examples of smooth groupoids paralleling those in Exam-
ple 55, and one new one.
(1) Given a smooth manifold M with a smooth right action of a Lie group K,
one can form the translation groupoid M ⋊ K as in the topological case.
This includes the case M ⋊ (e), denoted simply by M , and ∗ ⋊K = K as
above.
(2) In particular, if K is compact and the action of K is locally free, we obtain
a smooth groupoid that is easily seen to be e´tale and proper. Note that the
ordinary quotient of M by K in this case has the structure of an orbifold.
(3) Motivated by the previous example, one can define an orbifold groupoid to
be a smooth, proper, e´tale groupoid (see [Moe02] for an equivalent defini-
tion). In fact this serves as a good alternate definition of an orbifold; in
particular the correct notion of a map of orbifolds appears naturally in this
language. We will see how this is related to thinking of orbifolds as stacks
in Section 3.5.
3.1. The Stack Associated to a Groupoid. Let G be a topological groupoid in
T. There is a natural way to associate a fibered category over T to G: define it as
the presheaf of groupoids
ObFX = Maps(X,G0)(10)
ArFX = Maps(X,G1)(11)
with pullback functor induced by composition: for f : X ′ → X ,
f∗(X
a
→ G0) = X
′ af→ G0(12)
f∗(X
g
→ G1) = X
′ gf→ G1.(13)
(Note that this is a strict presheaf of groupoids—pullbacks commute on the nose—
which is somewhat convenient.)
It is easy to show that this fibered category is a prestack. (This follows from the
gluing axiom for maps of spaces, applied to maps into G1.) However it is generally
not a stack. We have to stackify it as in Section 2.4. We define the stack associated
to a topological groupoid as G = Fˆ , where F is the prestack associated to G as in
(10),(11). Hence a map from a space A into G is given locally by maps from open
sets Uα ⊂ A into G0, with gluings given by maps from Uαβ into G1, satisfying the
cocycle condition.
Note that we get a canonical map p : G0 → G; for, F (G0) = Maps(G0,G0) contains
the identity map, giving a canonical map G0 → F . Composing with the canonical
map F → Fˆ gives p. Note that this map is an epimorphism. For, the canonical
map F → Fˆ is an epimorphism, and the map G0 → F is just the identity map on
objects.
It is easy to see that this proces defines a functor
S : (Topological Groupoids)→ St(T), G 7→ G
One can characterize this functor in another way, by looking at an alternate defi-
nition of a map of groupoids, to which we now turn.
3.2. Morita Equivalence and Hilsum-Skandalis Maps. In this paper, we are
not particularly interested in groupoids in themselves, but rather as fine models
for quotient “spaces”. So the notion of strict homomorphism is really too strong.
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In particular one can have many strictly nonisomorphic groupoids with the same
associated stack.
57. Example. Let M be a smooth manifold and let U = {Ui} be a cover of M by
charts. Let G0 =
⋃
i Ui and let G1 = G0 ×M G0. (So G1 is the disjoint union of the
overlaps of the charts.) There is an obvious groupoid structure on (G0,G1), and an
obvious strict homomorphism p : G → M . Hence there is a map of the associated
stacks p : G →M . This map is an equivalence of stacks. For, consider the prestack
F = Maps(−,G) and the map p : F → M . This map is easily seen to be a
monomorphism. It is also an epimorphism, since every smooth map f : N → M
can locally be lifted to the charts G0. Hence the induced map p on stacks is an
equivalence. So we would like to think ofM and G as equivalent groupoids. However
the map p of groupoids is, in general, clearly not a strict isomorphism, as it does
not usually even have a section.
The map p is an example of an essential equivalence, defined as follows.
58. Definition. A strict homomorphism φ : G → H of topological groupoids is an
essential equivalence if both of the following conditions are satisfied:
(1) φ is (topologically) essentially surjective: the map
s ◦ pr2 : G0 ×φ,H0,t H1 → H0
is a surjection admitting local sections;
(2) φ is (topologically) fully faithful: the square
G1
φ
//
(s,t)

H1
(s,t)

G0 × G0
φ×φ
// H0 ×H0
is a fiber product.
59. Remark. If we restrict to the category of e´tale groupoids, then to ensure φ
is topologically essentially surjective, it is enough to require that φ is an open
surjection.
If we work in the category of smooth groupoids, we require in (1) that φ be a
surjective submersion.
It is important to remember that an essential equivalence does not generally
have an inverse. If we forget the topology, an essential equivalence is a categorical
equivalence, so it has a quasi-inverse, but this will usually be discontinuous. How-
ever essential equivalences become honest equivalences when we pass to stacks. See
[Pro96] for a detailed exposition of the following.
60. Proposition. Let φ : G → H be an strict homomorphism of topological groupoids.
Then the associated map of stacks φ : G → H is an equivalence if and only if φ is
an essential equivalence.
Proof. First, suppose that φ is an essential equivalence. Let FG = Maps(−,G) and
FH = Maps(−,H) be the prestacks represented by G,H. We need to show that the
map Fφ : FG → FH is a monomorphism and an epimorphism. It is easy to see that
since φ is topologically fully faithful, the functor Fφ : FG → FH is fully faithful on
each fiber (FG)X , for any space X .
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Now let X be a space and let f : X → H0 be an object of (FH)X . Since φ is
topologically essentially surjective, there is an open cover {Ui} of H0 and sections
σi : Ui → G0 ×H0 H1 of the map spr2. Let Vi = f
−1(Ui), an open cover of X , and
consider the maps gi : Vi → G0 and hi : Vi → H1 given by
gi = pr1σif, hi = pr2σif.
Then gi is an object of (FG)Vi , and hi is an isomorphism in (FH)Vi between Fφ(gi)
and f |Vi . Hence Fφ is an epimorphism, and the associated map of stacks φ is an
equivalence.
Now assume that φ is an equivalence of stacks. By Lemma 53, the map Fφ
of prestacks must be a monomorphism and an epimorphism. Once again it is
easy to verify that φ must be topologically fully faithful. To show that φ must be
topologically essentially surjective, apply the definition of an epimorphism of stacks
to the space H0. This gives an open cover of H0 and sections of spr2 over the sets
of this cover. 
Motivated by this result, instead of passing to stacks, one can work in the cate-
gory of groupoids, and formally invert the essential equivalences. (I.e. one localizes
the category at the essential equivalences.) More explicitly, following [MP97], we
say a generalized map from G to H is an equivalence class of diagrams of the form
G G′
εoo φ //H
where ε is an equivalence. Another diagram
G G′′
δoo ψ //H
is equivalent to the first if there is a homomorphism γ : G′′ → G′ with εγ ∼= δ and
φγ ∼= ψ.
One can show that the resulting category is equivalent to a full subcategory
of the category of topological stacks. (In fact there is a bicategory structure on
groupoids, and this leads on localization to the 2-category structure on stacks. See
Remark 63 below, and for a very full treatment, see Pronk [Pro96].)
There is another way to describe the resulting localized category which is pleas-
antly concrete, due to Hilsum and Skandalis. It also relates nicely to the C∗-algebra
treatment of groupoids. We present it briefly.
Let G be a topological groupoid. A right action of G on a space X consists of
two continuous maps pi : X → G0 (often called the “moment map”; we will call it
the “base map” to avoid confusion with symplectic geometry usage) and
m : X ×pi,G0,t G1 = {(x, g) | pi(x) = t(g)} → X
(x, g) 7→ xg
(the action map) such that
(xg)h = x(gh), x1 = x, pi(xg) = s(g).
Given a right action of G onX we can form the semidirect product, or translation,
groupoid, generalizing the third example from the previous section: we define
(X ⋊ G)0 = X, (X ⋊ G)1 = X ×pi,G0,t G1
and s(x, g) = xg, t(x, g) = x, (x, g)(xg, h) = (x, gh), i(x, g) = (xg, g−1). Note that
pi extends as a covariant functor pi : X ⋊ G → G by defining pi(x, g) = g. Unless
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otherwise specified all actions will be from the right, so by a G-space we will mean
a space with a given right G-action.
A left action of G is a right action of the opposite groupoid Gop.
61. Definition. Given a space B, a (right) G-bundle over B is a (right) G-space
E and a continuous G-invariant map p : E → B (so p(xg) = p(x)). It is principal
if p is a open surjection and
(14) E ×G0 G1 → E ×B E, (e, g) 7→ (e, eg)
is a homeomorphism.
In the smooth case, we require p to be a surjective submersion and the map in
(14) to be a diffeomorphism.
This reduces to the usual notion of a principal bundle in the case of a topological
(resp. Lie) group, i.e. when G0 is a point.
62. Definition. Let G and H be topological groupoids. A Hilsum-Skandalis (HS)
morphism f = (P, σ, τ) : G → H consists of a space P , maps σ : P → G0, τ : P →
H0, a left action of G on P with the base map σ, a right action of H on P with
base map τ , such that:
(1) σ is H-invariant, τ is G-invariant;
(2) the actions of G and H on P are compatible: given p ∈ P , (gp)h = g(ph);
(3) σ : P → G0, as an H-bundle with moment map τ , is principal.
Given two maps f = (P, σ, τ) and f ′ = (P ′, σ′, τ ′) from G toH, a 2-isomorphism
from f to f ′ is a G- and H-equivariant homeomorphism φ : P → P ′ satisfying
σ′φ = σ and τ ′φ = τ .
One makes the obvious analogous definitions in the smooth case.
The composition of two HS morphisms P : G → H and Q : H → K is defined
by dividing out P ×H0 Q by the action of H: (p, q)h = (ph, h
−1q), and taking the
obvious actions of G and K. The identity map of G is represented by the diagram
G0 ← G1 → G0 where the maps are the source and target maps and the actions are
the left and right multiplication. A map G0 ← P → H0 is invertible (modulo the
remark below) if both sP and tP are principal bundles.
63. Remark. Since fiber products are only associative up to a (unique) natural iso-
morphism, the same is true of composition of HS maps: they associate only up to
a (canonical, coherent) 2-isomorphism. Similarly for identity maps and inverses.
Hence the HS maps as defined do not form a category, but rather a so-called bicat-
egory. This is not a very big worry. It is analogous to the fact that a stack defines
a lax presheaf of groupoids and not an honest one.
Given a strict homomorphism φ : G → H, there is an associated HS morphism
given by
G0 G0 ×φ,H0,t H1
pr
1oo s◦pr2 // H0
where the actions of G andH on G0×H0H1 are given by g·(x, h)·h
′ = (t(g), φ(g)hh′).
It is easy to check that this defines an HS morphism.
It is also easy to check the following.
64. Proposition. A strict homomorphism φ : G → H is an essential equivalence
if and only if the resulting HS map is an HS equivalence.
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3.3. Locally Representable Stacks. In the algebraic setting, there is a standard
way ([DM69]) to characterize the stacks which one obtains using the construction of
the previous section, which shows that these are a good generalization of schemes.
We will explain how things work in the topological and smooth cases; they are a
little different, because pullbacks do not always exist in the smooth case.
We begin with a few general preliminaries. We recall that a stack F over C is
representable if F is equivalent to C for some object C of C. As usual, given an
object C of C, we will write C instead of C where there will be no confusion.
65. Definition. Let F,G be stacks over C. We say that a map a : F → G is
representable if for every object C of C, the pullback stack C×GF is representable.
66. Definition. Let F be a stack over C. We say F is locally representable if
there is an object C of C and a representable epimorphism p : C → F .
We will call such a p : C → F a presentation of the stack F . It is also often
called a chart or atlas. For, in the manifold case, if we are given an atlas {Uα} for
a manifold M , then the canonical map
∐
α Uα → M is a presentation of M by an
object in Euc.
We note that a map of topological spaces f : X → Y , considered as a map of
stacks, is an epimorphism if and only if it has local sections. For, suppose that
f : X → Y is an epimorphism. Consider the identity map 1Y as an element of
Y (Y ). Since f is an epimorphism, there must be a cover {Uα}of Y and elements
σα ∈ X(Uα) with f(σα) = (1Y )|Uα. But this just says that σα : Uα → X is a local
section.
Conversely, suppose that f has local sections {σα}. Given a map g : A → Y ,
we can compose with the σα to get local lifts of g to X , showing that f is an
epimorphism of stacks.
This is an example of a general phenomenon: requiring something to be true
on the stack level means it has to be locally effective. For a map f to be an
epimorphism, it is not enough for f to be surjective (i.e. to have sections over
single points); one has to have sections over each set of some open cover.
Any property of a map in C which is stable under pullback can be made into a
property of a representable map of stacks.
67. Definition. Let P be a property of maps in C that is stable under pullback.
We say that a representable map f : F → G has property P if, for every object
C of C and map g : C → G, the projection g∗f : C ×G F → C has property P .
This works quite well in the topological setting, to which we will soon turn. (We
will see that we need to be more careful in the smooth setting below.) Def. 67
allows us to say when a (representable) map of stacks over T (or more generally
over T/X) is open, e´tale, surjective, or an embedding.
We will want the following general lemma:
68. Lemma. Let F be a stack over C and let ∆ : F → F ×F be the diagonal map.
Let C be an object of C and let c : C → F × F be a map. Then the pullback of
stacks G = F ×∆,F×F,c C is equivalent to a sheaf (that is, each object has trivial
automorphisms). An object of GA is given by a map a : A → C and an arrow
α : c1a→ c2a in FA.
Proof. Let A be an object of C. By definition of the pullback of stacks, an object
of GA is given by a map a : A → C, an object f ∈ FC , and an arrow from
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ca = (c1a, c2a) to (f, f) in (F × F )A, in other words, a pair of arrows α
1 : c1a →
f, α2 : c2a→ f . An arrow from (a, f, α1, α2) to itself is given by an arrow φ : f → f
such that φαi = αi, i = 1, 2. (Usually one would have an arrow from a to a as well,
but a has no nontrivial automorphisms since C is a sheaf.) But this requires that
φ = 1, so (a, f, α1, α2) has no nontrivial automorphisms. This implies that each
category GA is equivalent to a discrete category, so G is equivalent to a sheaf.
In fact we can make this equivalence explicit as follows. Given (a, f, α1, α2),
this is canonically isomorphic to (a, c1a, 1, (α2)−1α1). So the latter is a canonical
representative for the isomorphism class of objects represented by (a, f, α1, α2).
Letting α = (α2)−1α1, we see that an object of GA (after passing to the equivalent
sheaf) can be represented as (a, α) as desired. 
The following is a simple diagram chase.
69. Corollary. Let F be a stack over C and let ∆ : F → F × F be the diagonal
map. Let C be an object of C and let p : C → F be a map. Assume that either ∆ or
p is representable. Then the pullback of stacks F ×∆,F×F,p×p (C ×C) is equivalent
to the pullback C ×p,F,p C, and both are equivalent to sheaves.
Given a groupoid G, a space X , and two maps f, g : X → G1, we write f · g to
denote the product in the groupoid, that is,
f · g = m ◦ (f, g).
70. Proposition. Let G be a topological groupoid (in T ) and let G be the associated
stack as in Sec. 3.1. Then G is locally representable; explicitly, the canonical
epimorphism p : G0 → G is representable, and in particular, G0 ×G G0 ∼= G1. In
addition, the diagonal map ∆ : G → G × G is also representable.
Conversely, suppose that F is a locally representable stack over T and p : C0 → F
is a presentation. Let F ′ = C0×F C0. Then F
′ is represented by some object C1 of
C; the pair C = (C1, C0) has a canonical structure of a groupoid object in C, where
the source and target maps are the projections pi1, pi2; and the stack C associated to
C is canonically equivalent to F .
Proof. First we show that ∆ is representable. Let X be a topological space in T
and let a : X → G × G be a map. A map from X to G × G is the same thing as an
element of (G × G)(X), which in turn is a pair (a1, a2) of elements of G(X). These
elements a1, a2, by definition of the associated stack (see the discussion following
Prop. 52), are given by the following data:
• a cover {U iα} of X (i = 1, 2);
• for each U iα, a map a
i
α : U
i
α → G0;
• for each intersection U iαβ = U
i
α∩U
i
β, a map ψ
i
αβ : U
i
αβ → G1, with s◦ψ
i
αβ =
aiβ |Uiαβ , t ◦ ψ
i
αβ = a
i
α|Uiαβ , and ψ
i
αβ · ψ
i
βγ = ψ
i
αγ on triple intersections.
By passing to a common refinement, we can assume that the covers are the same,
U1α = U
2
α = Uα for all α.
We first determine what a map from a space Y to X ×a,F×F,∆ F should be, if
the pullback exists as a space. By Lemma 68, a map from Y is given by a map
h : Y → X and a transformation φ from a1h to a2h. By definition, this is in turn
given by a map φα : h
−1(Uα) → G1 for every α, with s ◦ φα = a
1
αh, t ◦ φα = a
2
αh,
and
(15) ψ2αβ · φβ = φα · ψ
1
αβ
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on every overlap h−1(Uαβ).
Now we seek to construct the pullback X×a,F×F,∆F as a topological space over
X . First we will construct it locally, over each Uα. Define Aα as the following
pullback:
Aα //

G1
(s,t)

Uα
(a1α,a
2
α)
// G0 × G0.
A section of Aα over Uα is given by φα : Uα → G1 with sφα = a
1
α, tφα = a
2
α.
More generally, given a map h : Y → X , a lift of h|h−1(Uα) to Aα is a map φα :
h−1(Uα)→ G1 with sφα = a
1
αh, tφα = a
2
αh.
Now we glue the spaces Aα together. Over each double intersection Uαβ , define
a transition map ραβ : Aβ |Uαβ → Aα|Uαβ by
ραβ(c, g) = (c, ψ
2
αβ(c) · g · ψ
1
βα(c))
where c ∈ Uαβ , s(g) = a
1
β(c), and t(g) = a
2
β(g), so (c, g) ∈ Aβ |Uαβ .
On a triple intersection Uαβγ , we have
ραβ ◦ ρβγ(c, g) = (c, ψ
2
αβ(c) · ψ
2
βγ(c) · g · ψ
1
γβ(c) · ψ
1
βα(c))
= (c, ψ2αγ(c) · g · ψ
1
γα(c))
= ραγ(c, g).
Hence we can glue the spaces Aα together using the homeomorphisms ραβ . Call
the resulting space A; we claim it is the desired pullback. For, a lift φ of h : Y → X
to A is given by a family of maps σα : h
−1(Uα)→ Aα which are compatible under
the gluings, i.e. such that
ραβ ◦ σβ = σα
on Uαβ . But each local lift to Aα is given by φα : Uα → G1, and the above equation
translates to
ψ2αβ · φβ · ψ
1
βα = φα
which is the same as (15). Hence A is the desired pullback, showing that the map
∆ is representable.
We now show that p : G0 → G is representable; the proof is quite similar to the
proof of the previous statement. (In fact one can show that the representability of
∆ implies the representability of p, see [LMB00]. However we will show it explicitly,
for comparison to the smooth case.) Consider a space X and a map a : X → G.
Explicitly, a is given by {(Uα, aα : Uα → G0, ψαβ : Uαβ → G1)} as we saw above.
Define Bα to be the following pullback:
Bα //

G1
t

Uα aα
// G0.
On an overlap Uαβ, we have a transition function ραβ defined by
ραβ(x, g) = (x, ψαβ(x) · g).
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As before, the cocycle condition on the ψαβ implies that we can use the ραβ to
glue the Bα together; call the resulting space B. We claim that this is the desired
pullback.
Let h : Y → X be a map. Then a lift of h to B is given by a family of maps
φα : h
−1(Uα) → G1 with tφα = aαh and ψαβ · φβ = φα. Note that sφα = sφβ , so
that f = sφ : Y → G0 is well-defined, and φ gives a map of descent data from f (a
global object, considered as a descent datum) to a. This is exactly the data of a
map from Y to the pullback X ×a,G,p G0.
Last, we show that G0 ×G G0 ∼= G1. This is quite simple. Suppose we are given a
space X , maps h, k : X → G0, and a transformation φ : ph → pk of maps from X
to G. By definition, such a transformation is a map φ : X → G1 such that s ◦φ = h
and t ◦ φ = k. But this just says that the square
G1
t //
s

G0
p

G0 p
// G.
is a pullback, as desired.
Now we show the converse. Assume that F is a locally representable stack, with
presentation p : C0 → F . That F
′ = C0 ×F C0 is representable follows directly
from the fact that p : C0 → F is representable. Let C1 be the space representing
F ′. The unit map u : C0 → C1 is given by the diagonal map C0 → C0 ×F C0. We
need to identify the product map m and the inverse map i. The inverse map is
simply the canonical map switching factors in C0×F C0. The product map is given
by
C1 ×C0 C1
∼= (C0 ×F C0)×C0 (C0 ×F C0)
∼= C0 ×F C0 ×F C0
pi1,3
−→ C0 ×F C0.
We need to be careful to justify the second isomorphism above, since each pullback
over F is a pullback in the stack sense. A map from a space A into C0 ×F C0 is
given by
(a : A→ C0, b : A→ C0, φ : pa→ pb).
Hence a map from A into (C0 ×F C0)×C0 (C0 ×F C0) is given by
(a : A→ C0, b : A→ C0, c : A→ C0, φ : pa→ pb, ψ : pb→ pc).
A map from A into C0 ×F C0 ×F C0 is given by
(a : A→ C0, b : A→ C0, c : A→ C0, φ : pa→ pb, ψ : pb→ pc, χ : pa→ pc)
where we require χ = ψφ. These data clearly determine each other. Hence the pull-
backs are equivalent as stacks, and since they are representable, they are isomorphic
as spaces.
It is straightforward to verify that these maps satisfy the axioms for a groupoid.
For example, we will verify the identity m ◦ (us, 1) = 1, i.e. u(g) · g = g for all
g ∈ C1. By our definitions of m, u = ∆ and s = pi1, for any space A and map
f : A→ C1 = C0 ×F C0 given by (f1, f2, φ : pf1 → pf2), we have
m ◦ (us, 1) ◦ f = m ◦ (f1, f1, f1, f2) = (f1, f2) = f.
To construct the stack C, we first construct the prestack G represented by C as
in Section 3.1. There is a canonical map of stacks j : G→ F given as follows. Let
TOPOLOGICAL AND SMOOTH STACKS 29
U be an object of C and let (U
a
→ C0) ∈ ObGU . On objects, the map j is defined
by
jU (a) = pa
where as usual we identify the map pa : U → F with an element of F (U). As for
arrows, consider (U
g
→ C1) ∈ ArGU . By the definition of the pullback of stacks
(50), g is given by a triple (b, c, γ) with b, c : U → C0 and (pb
γ
→ pc) ∈ ArF (U).
Then jU (g) is defined by
jU (g) = jU (b, c, γ) = γ.
Compatibility with the pullback maps is easy to check.
The map j is both a monomorphism and an epimorphism. For, each jU is clearly
fully faithful, so j is a monomorphism. Also, since j is just defined by p on objects,
and p is an epimorphism, we see that j is an epimorphism.
Now let C be the stack associated to G. By the universal property of the asso-
ciated stack, we get an induced map k : C → F . Using Lemma 53, we see that k is
an equivalence. 
Hence we see that the stacks arising from groupoids as in Section 3.1 are exactly
the locally representable stacks. We note that this statement can be sharpened into
an equivalence of bicategories; see [Pro96].
In the smooth case we must be a bit more careful. First, since we want to be
able to take (transverse) pullbacks, we will consider stacks over M instead of over
Euc (the “pragmatic” perspective).
Note that since pullbacks of manifolds do not generally exist, the condition that
a map be representable is quite strong. Note that if M,N are smooth manifolds
and f : M → N is a smooth map, then f is representable (when considered as a
map between stacks on M) if and only if every pullback of the form M ×f,N,a A
exists, where A ∈M and a : A→ N is smooth. But note the following lemma.
71. Lemma. Let f : M → N be a smooth map. A pullback M ×f,N,a A exists as
a smooth manifold for every smooth map a : A → N if and only if the map f is a
submersion.
Proof. If f is a submersion, the pullback exists by standard trasnversality argu-
ments, e.g. [GP74]. Conversely, suppose that f is not a submersion. First we show
that we can reduce to the case where N = R. There is some p ∈ M and some
v ∈ Tf(p)N \ f∗(TpM). Let c : R→ N be a regular curve with c(0) = p, c
′(0) = v.
If the pullback M ×f,N,c R does not exist, we are done. So assume it does exist;
then the map c∗f : M ×N R → R is a smooth real-valued function with a critical
point at p.
So from now one assume that N = R and p is a critical point of the real-valued
function f :M → R. We can clearly assume that f(p) = 0, and working locally on
M , we can assume that M = U ⊂ Rm and p = 0. Now let A = R and a : R → R
be a(y) = y2. Then the pullback is (as a set)
M ×N A = {(x, y) ∈ R
n × R | y2 = f(x)}.
This has a singularity at the origin, since 0 is a critical point of f . Hence M ×N A
does not exist as a smooth manifold. 
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So in fact the representable maps between manifolds, in the sense of Def. 65, are
exactly the submersions. As a corollary, we see that if p : F → G is a representable
map of stacks, the resulting map f∗p in the diagram
M ×G F //
f∗p

F
p

M
f
// G
must be a submersion.
As in the topological case, a map of manifolds is an epimorphism of stacks if
and only if it has (smooth) local sections. Hence a representable map (submersion)
between manifolds is an epimorphism of stacks if and only if it is surjective.
Much as in the topological case (and the algebraic case) we can define many
properties in terms of pullbacks, here taking care to only use pullbacks by submer-
sions.
72. Definition. Let P be a property of maps of smooth manifolds that is stable
under pullback by a submersion. We say that a map f : F → G of stacks over M
has property P if, for every representable map g : M → G from a manifold, the
projection F ×GM →M has property P .
Note that this yields the same definition of property P on manifolds, since rep-
resentable maps are submersions.
Hence we can define the following properties of maps of stacks: injective, sur-
jective, immersion, submersion, embedding, open embedding, closed embedding,
e´tale.
We now have the smooth version of Prop. 70. We do not get the representability
of the diagonal map, since that came from having arbitrary pullbacks.
73. Proposition. Let G be a smooth groupoid and let G be the associated stack as
in Sec. 3.1. Then G is locally representable; explicitly, the canonical epimorphism
p : G0 → G is representable, and in particular, G0 ×G G0 ∼= G1.
Conversely, suppose that F is a locally representable stack over M and p : C0 →
F is a presentation. Let F ′ = C0×F C0. Then F
′ is represented by a smooth mani-
fold C1 the pair C = (C1, C0) has a canonical structure of a smooth groupoid, where
the source and target maps are the projections pi1, pi2; and the stack C associated to
C is canonically equivalent to F .
Proof. The proof is very similar to the proof of Prop. 70. We note only the
necessary changes.
First, in the proof that p : G0 → G is representable, we note that the pullbacks
Bα //

G1
t

Uα aα
// G0.
exist because t is a smooth submersion. The gluing and the proof that the glued
manifold represents the pullback are just as in the previous case; one simply needs to
use that smoothness is local. It is straightforward to check that the glued manifold
is Hausdorff and second countable.
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The proof that G0 ×G G0 ∼= G1 is identical.
In showing the converse, we just need to note that the source and target maps,
as pullbacks of a representable map, are submersions. All of the rest of the proof
is identical. 
3.4. Manifolds as Sheaves. We would like to know how to characterize manifolds
among the stacks on M, that is, how to recognize a representable stack. Clearly
any representable stack is locally representable (use the identity as the presentation
map), and is a sheaf. In particular the presentation map is e´tale. These three facts
are almost enough to characterize the representable stacks, but if we want the
manifold to be Hausdorff, we need an additional condition.
74. Proposition. Let N be a smooth manifold and let F = N be the corresponding
stack. Then
(1) F is locally representable, with a covering p :M → F ;
(2) the map p is e´tale;
(3) F has trivial automorphisms (so is equivalent to a sheaf);
(4) The diagonal map ∆ : F → F × F is a closed embedding.
Conversely, if a stack F on M satisfies all of these conditions, then F is equivalent
to a stack of the form N , for a smooth manifold N .
Proof. Let N be a smooth manifold. We have already observed that N satisfies
conditions (1,2,3). Since N is Hausdorff, the map ∆ : N → N × N is a closed
embedding, in the usual sense. Hence it is a closed embedding in the stack sense
(Def. 72 and after).
Now let F be a stack satisfying the four conditions. Let M0 = M and M1 =
M ×F M . As in Prop. 73 the pairM = (M0,M1) has the structure of a groupoid.
Since F has trivial automorphisms, (M0,M1) is actually an equivalence relation,
i.e. the map (s, t) :M1 →M0×M0 is injective. Since the map p is e´tale, so are the
maps s and t. Also, from Cor. 69, the map (s, t) is a closed embedding. We know
that the stack quotient of this equivalence relation is F ; hence we just need to show
that the stack quotient is the ordinary quotient, and that the ordinary quotient
is a (Hausdorff) smooth manifold. The standard terminology for this is that the
quotient is effective. We will show this explicitly.
Let N be the usual topological quotient of M0 by the equivalence relationM1 ⊂
M0 ×M0. Since M1 is a closed subset of M0 ×M0 it is a standard fact that N is
Hausdorff. We claim that the quotient map q :M0 → N is e´tale. For, we first note
that q is an open map, since for an open set U ⊂M0,
q−1q(U) = ts−1(U)
and t is an open map, so q−1q(U) is open and hence q(U) is open. Also, q is locally
injective: given x ∈ M0, there is a neighborhood U of x such that s|(U×U)∩∆ is
injective (since s is e´tale and M1 has the induced topology). But since ∆ ⊂ M1
this says that
(U × U) ∩M1 = (U × U) ∩∆
which says that q|U is injective. Hence q is e´tale.
Now let y ∈ N and let x ∈M0 with q(x) = y. We can find a chart (U, φ) around
x such that q|U is a homeomorphism onto a neighborhood V of y. Hence N is a
topological manifold. It is easy to see that smooth overlap of charts in M1 leads to
smooth overlap in N . Also, since q is e´tale surjective and M0 is second countable,
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so is N . Hence N is a smooth manifold, and by construction the map q is e´tale in
the smooth sense, i.e. a local diffeomorphism.
Now we need to check that N represents the stack quotientM ofM = (M0,M1).
We have a natural map r :M→ N coming from q. We need to show that this is an
isomorphism. First, it is an epimorphism since the map q has local sections (being
e´tale surjective). Second, we need to show that given any two maps f, g : A→M0
such that qf = qg, these maps give isomorphic maps to M. But to show that we
just note that since M1 has the induced topology, there is a map h : A→M1 such
that sh = f and th = g. By the definition ofM this means that the maps A→M
coming from f and g are isomorphic. Hence N does represent the stack quotient
M of M, which we already know is equivalent to F . 
Of course if we do not need N to be Hausdorff we do not need to require ∆
to be a closed embedding. This is an example of a general phenomenon, familiar
to algebraic geometers: separation conditions on F are best expressed in terms
of the diagonal map of F , and thus also correspond to conditions on the map
(s, t) : G1 → G0 × G0 of a representing groupoid.
Note that in this proposition we could even require that the manifold M be an
object of Euc, since we can cover any manifold by charts.
3.5. Orbifolds as Stacks. Now turn to orbifolds. Following Moerdijk [Moe02],
we define an orbifold as a smooth proper e´tale groupoid. As in Section 3.1, we get a
stack. It is characterized by the following proposition, which is basically just Prop.
74 with the “trivial automorphisms” condition removed.
75. Proposition. Let G be an orbifold groupoid. Then the associated stack F = G
satisfies the following properties:
(1) F is locally representable, with a covering p : M → F , where M is a
manifold;
(2) the map p is e´tale;
(3) The diagonal map ∆ : F → F × F is proper.
Conversely, let F be a stack on the site M. Suppose that F satisfies the three
properties above. Then F is equivalent to a stack of the form G, for an orbifold
groupoid G.
Proof. Let G be an orbifold groupoid, i.e. a smooth proper e´tale groupoid. Prop.
73 says that F = G is a locally representable stack. To show that the presentation
map p : G0 → F is e´tale, we look at the construction of the pullback X ×a,F,p G0 in
Prop. 70 and Prop. 73. The pullback is constructed by gluing ordinary pullbacks
of the map p over open subsets of X . Since e´tale maps are stable under pullback
and local on the target, the resulting map is e´tale.
Similarly, the diagonal map is proper. For, given a representable map a : X →
F × F , we can construct the pullback X ×F×F F just as in Prop. 70. Properness
(for locally compact Hausdorff spaces) is stable under pullback and local on the
target so the resulting map is proper. Hence the diagonal is proper.
Now assume that we have a stack F satisfying the three conditions above. Prop.
73 says that (M,M1 = M ×F M) is a smooth groupoid whose associated stack
is equivalent to F . Since p is e´tale, so are the maps s, t : M1 → M , and since
∆ : F → F × F is proper, so is (s, t) :M1 →M ×M . 
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In fact this is the algebraic geometer’s definition of an orbifold, as a certain kind
of locally representable smooth stack.
Recall from section 3.2 that a map of stacks associated to groupoids corresponds
to a Morita, or Hilsum-Skandalis, map of the groupoids. Hence when we think of
orbifolds as stacks we are naturally led to the notion that a map of orbifolds is a
Morita map of the corresponding orbifold groupoids.
The distinction between an orbifold groupoid and a stack satisfying the three
conditions of Prop. 75 is roughly the same as the distinction between a particular
atlas for a manifold and the manifold itself. The groupoid perspective is more useful
for explicit computations, but the stack perspective is more intrinsic.
3.6. Differentiable Artin Stacks. In the last section we saw that orbifolds corre-
spond to locally representable stacks with good separation properties and an e´tale
presentation. The analogous stacks in algebraic geometry are known as Deligne-
Mumford stacks [DM69]. There is a more general class of stacks in algebraic ge-
ometry known as Artin stacks, where one only requires a smooth presentation. We
can make the same generalization here:
76. Definition. A differentiable Artin stack is a locally representable stack F
over M with proper diagonal map.
Just as in the previous section, this corresponds to a natural class of groupoids:
77. Proposition. A differentiable Artin stack corresponds to a smooth proper
groupoid.
(As usual, the more precise version of this is that there is an equivalence of
bicategories, much as in [Pro96].)
78. Example. Let K be a compact Lie group. The stack BK is a differentiable
Artin stack, since it comes from the smooth proper groupoid (∗,K).
79. Example. Let G be a Lie group acting properly on a smooth manifold M (on
the right), and let M ⋊G be the translation groupoid. The associated stack F is a
differentiable Artin stack.
4. Stacks over Stacks
We now turn to some of the more subtle issues. We want to show that the two
most natural definitions of a stack over another stack are equivalent. However first
we insert a brief discussion of a very important kind of stack.
4.1. Gerbes. The stack BG = PrinG is our primary example of a stack, but it is
in fact a rather special stack. Note the following elementary facts about principal
bundles:
(1) Every space X has at least one principal G-bundle over it (namely, the
trivial bundle).
(2) Any two principal G-bundles are locally isomorphic.
These two facts lead to the definition of a gerbe.
80. Definition. Let (C, J) be a site and let F : D → C be a stack. Then F is a
gerbe if it satisfies the following two conditions:
(1) For any object C of C, there is a covering family fi : Ci → C such that the
fiber FCi is nonempty for every i.
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(2) For any object C of C and any two objects D1, D2 of FC , there is a covering
family fi : Ci → C such that D1|Ci and D2|Ci are isomorphic.
Condition 1 says that objects locally exist (note this is weaker than the global
existence satisfied by PrinG); condition 2 says that any two objects are locally
isomorphic.
4.2. Equivalent definitions of a stack over a stack. Let (C, J) be a site and
consider a stack F : D→ C. We want to think of F as a generalized object of C,
so we would like to know what the definition of a stack over F should be. There
are two natural notions, and they are equivalent, as we shall now see.
The simplest definition is the following.
81. Definition. Let (C, J) be a site and consider a stack F : D → C. A stack
over F consists of a stack G : E→ C and a map of stacks A : E→ D.
So we have a commutative triangle
E
A //
G
@
@@
@@
@@
D
F
~~ ~
~~
~~
~
C
Note that we have changed our usual convention of writing a map of stacks with a
lowercase letter, to put A, F , and G on an equal footing.
Alternately, one can define a Grothendieck topology JD on D by declaring a
family of maps {fi : Di → D} to be a covering family if and only if {F (fi)} is a
covering family. (It is easy to check that this is a topology.) Then one could define
a stack over F to be a stack A : E → D over the induced site (D, JD). These
notions are equivalent, by the following theorem.
82. Theorem. Let C,D,E be three categories and let F : D→ C, G : E→ C and
A : E→ D be three functors with FA = G. Let J be a Grothendieck topology on C
and let JD be the induced topology on D. Then
(1) If F is a stack over (C, J) and A is a stack over (D, JD), then G is a stack
over (C, J).
(2) If G is a stack and F is a prestack, then there is a stack G′ : E′ → C,
an equivalence I : G → G′ of stacks over (C, J), and a map of stacks
P : G′ → F , with PI = A such that the underlying functor P : E′ → D is
a stack over (D, JD), as in the following diagram.
E
∼
I
//
G
  @
@@
@@
@@
@
A

E′
P
//
G′

D
F
~~}}
}}
}}
}}
C
(3) If G is a stack over (C, J) and F is a sheaf (i.e. a discretely fibered stack)
over (C, J), then A is a stack, i.e. we need not pass to an equivalent stack
G′ as in (2).
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Remark. Since we are always willing to pass to an equivalent stack, parts (1)
and (2) above say that the two alternate definitions of a “stack over a stack” are
equivalent.
Proof. (1) First we show that G is a fibered category. (As always we mean
“fibered in groupoids.”) Let c : C′ → C in C and let E ∈ GC . Then there
is some d : D → A(E) with F (d) = c, since F is fibered. Since A is fibered,
there is some e : E′ → E with A(e) = d, hence G(e) = FA(e) = c.
Let e′ : E′ → E and e′′ : E′′ → E in E and let c : G(E′)→ G(E′′) such
that G(e′′)c = G(e′). Then there is a unique d : A(E′)→ A(E′′) such that
F (d) = c and A(e′′)d = A(e′), since F is fibered. Since A is fibered, there
is a unique e : E′ → E′′ such that A(e) = d and e′′e = e′. Clearly G(e) = c.
Suppose that we had another map e˜ : E′ → E′′ such that G(e˜) = c and
e′′e˜ = e′. Then FA(e˜) = c = F (d) and A(e′′)A(e˜) = A(e′), so by the
uniqueness of d, we must have A(e˜) = d. But then we must have e˜ = e.
Hence G is fibered.
Now we show that G is a prestack. Throughout this proof we will avoid
picking particular pullbacks, since that just complicates the issue. Let
{Cα → C} be a cover in C and let x, y ∈ GC . For every α let there be a
diagram
xα //

x
yα // // y
where xα, yα ∈ GCα , and for every pair α, β let there be a commutative
diagram as on the left:
(16) xβ
=
==

Cβ
@
@
xαβ
66mmmmmm
""E
EE

x
ψ

Cαβ
66lllllll
##GG
C
xα
77nnnnnn

G ///o/o Cα
66mmmmmmm
yβ
=
==
Cβ
@
@
yαβ
66mmmmmmm
""E
EE
y Cαβ
66lllllll
##GG
C
yα
77nnnnnnn
Cα
66mmmmmmm
We want to show that there is a unique ψ : x→ y in E which fills in the
dotted arrow and satisfies Gψ = 1. Since D has the induced topology, the
family {Axα → Ax} is a cover of Ax, and {Ayα → Ay} is a cover of Ay.
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We have a commutative diagram
(17) A(xβ)
%%K
K

Cβ
?
??
A(xαβ)
33hhhhhhhhh
''NNN

A(x)
φ

Cαβ
66mmmmmmm
""E
E
C
A(xα)
44hhhhhhhhh

F ///o/o Cα
77nnnnnnn
A(yβ)
%%K
K
Cβ
?
??
A(yαβ)
33hhhhhhhhhh
''NNN
A(y) Cαβ
66mmmmmmm
""E
E
C
A(yα)
44hhhhhhhhh
Cα
77nnnnnnn
so since F is a prestack, there is a unique φ : A(x) → A(y) filling in (17)
with F (φ) = 1. Since A is fibered, there is a lift χ : y′ → y of φ such that
A(y′) = A(x). We also lift the bottom square of (17) to make a diagram
(18) xβ
>
>>

A(xβ)
%%K
K

xαβ
66nnnnnnn
!!D
DD

x
θ

A(xαβ)
33hhhhhhhhh
''NNN

A(x)

xα
77ooooooo

A ///o/o A(xα)
44hhhhhhhhh

y′β
<
<
A(xβ)
%%JJ
J
y′αβ
77nnnnnnn
!!C
C
y′
χ
// y A(xαβ)
44hhhhhhhhh
&&NN
N
A(x)
φ
// A(y)
y′α
77ooooooo
A(xα)
44iiiiiiiii
Since A is a prestack, there is a unique map θ : x → y′ making the left of
(18) commute and such that A(θ) = 1. Composing with χ gives our desired
map ψ : x→ y. This shows existence of such a map; the uniqueness follows
from the uniqueness of φ and the fact that A is a prestack.
Now we show that G is a stack. Let {Cα → C} be a cover in C. For
each α let xα ∈ GCα , for every pair α, β let there be a diagram
xα Cα
xαβ
<<yyy
""D
DD
G ///o/o Cαβ
;;ww
""F
F
xβ Cβ
(where the arrows on the right are the canonical projections) and for every
triple α, β, γ let there be a commutative diagram
(19) xαβ //
""D
DD
xα Cαβ //
""F
F
Cα
xαβγ
::uuu
//
$$I
II
xαγ
<<zzz
""D
DD
xβ
G ///o/o Cαβγ
::tt
//
$$J
J
Cαγ
<<xx
""F
F
Cβ
xβγ
<<zzz
// xγ Cβγ
<<xx
// Cγ
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where again all of the maps on the right are the canonical projections. We
want to show that there is an x ∈ GC and arrows {xα → x} with
(20) xα
>
>>
Cα
  A
A
xαβ
<<yyy
""D
DD
x
G ///o/o Cαβ
;;ww
""F
F
C
xβ
@@
Cβ
??~~
Applying A to (19), we get
(21) A(xαβ) //
&&NNN
A(xα)
A(xαβγ)
77nnn
//
''PPP
A(xαγ)
88ppp
&&NNN
A(xβ)
A(xβγ)
88ppp
// A(xγ)
which is descent data for F on the cover {Cα → C}. Since F is a stack, there
is a y ∈ FC and arrows {A(xα)→ y} making the commutative diagram
(22) A(xα)
""F
FF
Cα
?
??
A(xαβ)
77ppp
&&NNN
y F ///o/o Cαβ
<<yy
""E
E
C
A(xβ)
<<xxx
Cβ
??
Note that therefore {A(xα) → y} is a cover, since D has the induced
topology.
Now we claim that A(xαβ) ∼= A(xα) ×y A(xβ). For, suppose we have a
commutative diagram
A(xα)
""F
FF
Cα
?
??
z
..
00
A(xαβ)
77ppp
&&NNN
y F ///o/o F (z)
,,
22
Cαβ
<<yy
""E
E
C
A(xβ)
<<xxx
Cβ
??
where z is arbitrary. Then there is a unique fill-in arrow F (z)→ Cαβ , and
since F is fibered, there is a unique fill-in z → A(xαβ). Hence A(xαβ) ∼=
A(xα) ×y A(xβ). A similar statement applies to A(xαβγ). Hence we can
rewrite (21) as
(23) A(xα)×y A(xβ) //
''OO
OO
OO
OO
OO
O
A(xα)
!!C
CC
CC
CC
CC
A(xα)×y A(xβ)×y A(xγ)
44jjjjjjjjjjjjjjjj
//
**TTT
TTT
TTT
TTT
TTT
T
A(xα)×y A(xγ)
77ooooooooooo
''OO
OO
OO
OO
OO
O
A(xβ) // y
A(xβ)×y A(xγ)
77ooooooooooo
// A(xγ)
=={{{{{{{{{
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The diagram (19) maps to this under A, so it gives descent data for A over
the cover {A(xα)→ y}. Since A is a stack, there is an x ∈ Ay ⊂ GC with
(24) xα
  A
AA
AA
AA
A
xαβ
<<zzzzzzzz
!!D
DD
DD
DD
D
x
xβ
>>~~~~~~~~
commutative, as desired. Hence G is a stack.
(2) Now we assume that G is a stack and F is a prestack. We first need to
define E′ by adjoining objects to E; this is necessary to ensure that P is
fibered. We define
Ob(E′) = {(x, a) | x ∈ Ob(E), a : z → A(x) in D, with F (a) = 1G(x)}
and an arrow from (x′, a′) to (x, a) is simply an arrow of E from x to x.
We note that an arrow a with F (a) = 1 is necessarily an isomorphism.
We define I(x) = (x, 1A(x)), I(x
′ b→ x) = b; and P (x, y
a
→ A(x)) = y,
P ((x′, a′)
b
→ (x, a)) = c where c : y′ → y is the unique arrow fitting into
y′
a′ //
c

A(x′)
A(b)

y
a
// A(x)
such that F (c) = G(b).
Note that PI(x) = A(x) and PI(x′
b
→ x) = A(b), so PI = A as desired.
The functor I is clearly fully faithful (and injective on objects); it also has
an inverse equivalence R : E′ → E given by R(x, a) = x, R((x′, a′)
b
→
(x, a)) = b. (Topologists will note that E′ is a fibrant replacement for E in
the model category of groupoids.)
We need to show that P is fibered. First, let c : y′ → y and let (x, y
a
→
A(x)) ∈ E′, so P (x, a) = y. We need to find (x′, y′
a′
→ A(x′)) ∈ E′ and
b : x′ → x with P (b) = c. But G is fibered, so there is a b : x′ → x with
G(b) = Fc, giving the diagram (solid arrows)
(25) y′
a′ //
c

A(x′)
Ab

F (y′)
F (c)

G(x′)
G(b)

F ///o/o/o/o/o/o/o
y
a
// A(x) F (y) G(x)
Since F is fibered, there is a unique a′ : y′ → A(x′) filling in the diagram,
with F (a′) = 1; note that P (b) = c since c is also unique.
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Next, given a f : x′ → x, gx′′ → x and a diagram of the form
(26) y′
a′ //
<
<
h

A(x′)
A(f)
%%LL

G(x′)
%%LL
F (h)

G(x′)
%%LLF (h)

y a // A(x)
F ///o/o G(x) G(x)
y′′
a′′
//
AA
A(x′′) A(g)
99rr
G(x′′)
99rr
G(x′′)
99rr
we seek to fill in the dotted arrow with an arrow of the form A(k), for a
unique k : x′ → x′′. Since G is fibered, there is a k : x′ → x′′ with gk = f
and G(k) = F (h). Hence in the left-hand diagram of (26), the right-hand
triangle commutes, and the square in back commutes because the dotted
arrow A(k) is the unique fill-in which maps to F (h) under F .
Hence we have found k : (x′, a′) → (x′′, a′′) with gk = f and P (k) = h.
It is unique, since if we have another such arrow k˜, then G(k˜) = FA(k˜) =
F (h) = FA(k) = G(k) so k = k˜ by the uniqueness of lifts through G.
Now that we have proved that P is fibered, we can assume from now
on without loss of generality that the original functor A was fibered. This
allows us to dispense with the particular construction of E′ and P above,
making the argument simpler.
We next seek to prove that A is a prestack. Let y be in D and let {yα →
y} be a cover of y in the induced topology, i.e. we have {F (yα)→ F (y)} is
a cover in C. Let x, x′ in Cy and suppose that for each pair α, β we have
a diagram
(27) x′β
<
<

yβ
9
99
x′αβ
77nnnnnnn
!!C
C

x′
ψ

yαβ
77oooooo
  B
BB
y
x′α
77ooooooo

A ///o/o yα
88pppppp
xβ
!!C
C
yβ
  @
@
xαβ
55kkkkkk
$$H
H
x yαβ
55llllll
##GG
y
xα
66lllllll yα
66mmmmmm
Since G is a prestack and {F (yα → y)} is a cover, there is a unique ψ :
x′ → x filling in the dotted arrow with G(ψ) = 1. But then A(ψ) : y → y
is the unique arrow filling in the right-hand side of (27), so A(ψ) = 1 since
F is a prestack. Hence ψ is the arrow we want, and it is unique subject to
the condition G(ψ) = 1, hence certainly subject to the condition A(ψ) = 1.
Therefore A is a prestack.
Now we show that A is a stack. Let y be in D and let {yα → y} be a
cover of y as before. Let xα ∈ Ayα , xαβ ∈ Ayαβ and xαβγ ∈ Ayαβγ and
suppose given the diagram
(28) xαβ //
##H
H
xα yαβ //
##G
G
yα
xαβγ
99ss
//
%%KK
xαγ
;;vv
##H
H
xβ
A ///o/o yαβγ
99ss
//
%%KK
yαγ
;;ww
##G
G
yβ
xβγ
;;vv
// xγ yβγ
;;ww
// yγ
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Since G is a stack, there is an x with G(x) = F (y) and for each α, an arrow
xα → x with G(xα → x) = F (yα → y).
For this x we need not have A(x) = y. However, A(x) fits into the same
diagram in D as y does:
(29) yβ
;
;;
F (yβ)
%%K
K
yαβ
=={{{
!!C
CC
y F ///o/o F (yαβ)
88ppp
&&NNN
F (y)
yα
AA
F (yα)
99ss
Hence there is a unique isomorphism χ : A(x) → y which is compatible
with the identity maps on the yα and which satisfies F (χ) = 1. Since we
are assuming A is fibered, the map χ lifts to an isomorphism θ : x→ x′ for
some x′. Using x′ instead of x, we have our desired amalgamation of the
xα’s satisfying A(x
′) = y.
(3) If F is a sheaf, so D is discretely fibered over C, then the category E′
constructed in the previous part is isomorphic to E, since any arrow a in D
with F (a) = 1 is necessarily an identity map. Hence A is already fibered,
with no replacement necessary.

In particular, we have the following corollary (which can be proved quite simply
on its own) about stacks over objects of C.
83. Corollary. Let (C, J) be a site and let C be an object of C. Then the following
data are equivalent:
(1) a stack F over (C, J) and a map of stacks a : F → C.
(2) a stack G over the site (C/C, J/C) where J/C is the induced topology on
C.
Hence these two alternate notions of “a stack over the object C” are equivalent.
However note that in the topological case, there is another notion of a stack over
a space X , namely, a stack over the small site Op(X). This is different from the
above two (large) notions, although it is closely related. See Section 5 below.
Now we can give an alternate definition of a gerbe. We make it in a seemingly
more general context than the previous definition.
84. Definition. Let (C, J) be a site and let F : D→ C be a stack. A gerbe over
F is a stack G : E→ C over C and a map of stacks a : G→ F such that:
(1) a is an epimorphism;
(2) the diagonal map ∆a : G→ G×F G is an epimorphism.
This definition is in fact equivalent to Definition 80.
85. Proposition. Let (C, J) be a site and let F : D→ C be a stack. The data of
a gerbe over F (Def. 84) is equivalent to the data of a gerbe over the induced site
(D, JD) (Def. 80). In particular, a gerbe over (C, J) in the sense of Def. 80 is
equivalent to a gerbe over the final stack F = IdC on C.
Proof. Thm. 82 ensures that the data of a stack over F and a stack over (D, JD)
are equivalent. We just need to check that the gerbe conditions correspond. First,
suppose that G satisfies (1) of Def. 84. Then given y ∈ FC ⊂ D, there is some cover
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{Cα → C} in C and objects xα ∈ E with a(xα) ∼= y|Cα . But {y|Cα → y} is a cover
of y for the induced topology, so a satisfies (1) of Def. 80. Conversely, suppose
that G satisfies (1) of Def. 80. Let y ∈ FC . Then there is a cover {yα → y} in the
induced topology on D and objects xα ∈ ayα with a(xα) = yα. Since F ({yα → y})
is a cover in C, this says that a is an epimorphism.
Next, suppose that G satisfies (2) of Def. 84. Let y ∈ FC and let x, x
′ ∈ ay.
Recall that an object of G ×F G over C is a triple (x, x
′, φ) with x, x′ ∈ GC and
φ : a(x) → a(x′) in FC . Hence (x, x
′, 1y) is an object of G ×F G over C. Since
∆ : G → G ×F G is an epimorphism, there is a cover {Cα → C} and objects
zα ∈ GCα with (zα, zα, 1)
∼= (x|Cα , x
′|Cα , 1), which implies x|Cα
∼= x′|Cα . Hence a
satisfies (2) of Def. 80. Again the converse is straightforward, and we leave it to
the reader. 
In particular, we know what a gerbe over a sheaf is. In fact, any stack can be
expressed as a gerbe over a sheaf. For, given a stack F over C, define the sheaf
quotient EG(F ) to be the sheafification of the presheaf
PEG(C) = {isomorphism classes of objects of FC}).
(The notation EG(F ) is from the French term espace grossier, which translates as
“coarse quotient.” However we do not wish to confuse this quotient with other no-
tions of coarse quotient.) Then the natural map F → EG(F ) defines a gerbe. Also,
it is universal for maps of stacks to sheaves (and hence in particular to representable
stacks).
86. Proposition. Let F be a stack over C, let EG(F ) be its sheaf quotient and
let p : F → EG(F ) be the natural map. Then the map p defines F as a gerbe over
EG(F ). Given any sheaf G over C and a map of stacks f : F → G, f factors
uniquely through p.
Proof. Clearly p makes F into a gerbe over EG(F ), since locally, any x ∈ EG(F )(C)
is represented by an object of F , and locally, any two such representatives are
isomorphic, by construction.
Given a sheaf G over C and a map of stacks f : F → G, define g : EG(F )→ G
as follows. There is an obvious map of presheaves g˜ : PEG(F ) → G defined by
g˜([x]) = f(x). Let g be the map of sheaves induced by g˜. Then we have f = gp.
The uniqueness of g˜ is clear, hence so is the uniqueness of g. 
5. Large and Small Sheaves and Stacks
Fix a space X in T. We would like to make clear the relationship between stacks
on the large topological site T/X and on the small site Op(X). The former should
be considered as generalized spaces over X , the latter as algebraic objects over X .
5.1. Sheaves. First, let us address the case of sheaves, which is better-known and
simpler. We seek to compare the categories Sh(T/X) and Sh(Op(X)) of sheaves
(of sets). There is an obvious restriction functor R : Sh(T) → Sh(Op(X)) coming
from the inclusion Op(X)→ T/X .
Going the other way, given a sheaf F over Op(X) and a map f : Y → X , we get
a pullback sheaf f∗F over Op(Y ) in the usual way. Define PF (Y
f
→) = f∗F (Y ),
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the global sections of the pulled-back sheaf. Given another map f ′ : Y ′ → X and
a map g : Y ′ → Y with fg = f ′, we have a natural map of sheaves over Y
f∗F → g∗g
∗f∗F ∼= g∗(f
′)∗F
and, taking global sections on Y , we get a map
PF (Y
f
→ X)→ PF (Y ′
f ′
→ X).
It is easy to see that this defines a presheaf overT/X . In fact it is a sheaf. Also, it is
easy to define the action of of P on maps of sheaves. This defines a “prolongation”
functor P : Sh(Op(X))→ Sh(T/X).
87. Lemma ([AGV72]). Let X be a space in T and let R : Sh(T/X)→ Sh(Op(X))
and P : Sh(Op(X))→ Sh(T/X) be the restriction and prolongation functors defined
above. Then P is left adjoint to R, and both functors are both left and right exact.
The functor P is fully faithful and the adjunction map 1→ RP is an isomorphism.
There is another, more topological, description of the prolongation functor. Re-
call that to any sheaf F on Op(X) we can associate the e´tale space E(F ), see e.g.
[MLM94]. This is a space pi : E(F )→ X over X , so it represents a sheaf over T/X .
Explicitly,
E(F )(Y
f
→ X) = MapsX(Y,E(F )).
This can also be expressed as
MapsX(Y,E(F )) = Γ(Y, f
∗E(F )) = Γ(Y, f∗F )
(since the pullback of the sheaf agrees with the pullback of the e´tale space). Hence
this agrees with the prolongation functor defined above:
P (F ) = E(F ).
From the latter description we see that the image of P is the full subcategory
of large sheaves over X which are representable, and whose representing space is
e´tale over X . So from the point of view of generalized spaces, small sheaves are
quite special. The extreme example is when X = ∗, a one-point space. Then
Sh(Op(X)) = Sets, whereas Sh(T/∗) = Sh(T), the category of large absolute
sheaves, which includes the category of all spaces (and much more). So in this
sense the category of small sheaves is a rather meager subcategory of the category
of large sheaves.
However, from the perspective of sheaves as algebraic objects overX , the two cat-
egories are quite similar. This is because the categories Sh(Op(X)) and Sh(T/X),
while not equivalent, are homotopy equivalent in the sense of topos theory. We
briefly outline the situation, as presented in [AGV72].
We noted above that R is both left and right exact. In fact it is not hard to see
that it preserves all limits and all colimits. By general principles [AGV72], it must
have a right adjoint Q as well as the left adjoint P . (Unfortunately it is hard to
write down Q explicitly, see [MLM94].) We then have
88. Proposition. Let F be a sheaf of abelian groups over T/X. Then there is a
canonical isomorphism of cohomology groups
(30) Hi(T/X, F )
∼
→ Hi(X,RF ).
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Let G be a sheaf of abelian groups over Op(X). Then there is a canonical iso-
morphism of cohomology groups
(31) Hi(X,G)
∼
→ Hi(T/X, PF ).
Proof. The restriction functor R : Sh(T/X) → Sh(Op(X)) is exact and takes
injectives to injectives (since BLAH). Therefore its right derived functors vanish,
and R induces an isomorphism
(32) Hi(T/X, F )
∼
→ Hi(X,RF ).
To prove (31), apply (32) to the functor PG and use the canonical isomorphism
RPG ∼= G. 
So if our intention is to analyze X by using cohomology of sheaves, we can use
either small sheaves or large sheaves. But if we interested primarily in the sheaves
themselves, there is a big difference betweem small and large sheaves.
5.2. Stacks. Now we turn to stacks. We will see that as in the sheaf case, small
stacks form a fairly special subcategory of large stacks.
Again we fix a space X and consider the two 2-categories St(T/X), St(Op(X))
of large and small stacks respectively. First, we still have an obvious restriction
functor R : St(T/X)→ St(Op(X)).
We would like to construct a natural functor P going the other way such that
RP ∼= 1. There are two ways to do this (as in the sheaf case). For concreteness we
will emulate the e´tale space construction given above.
First, we note without proof a result of Giraud about strictifying stacks.
89. Proposition (Giraud [Gir71]). Let F be a stack over a site C. Then there is
a strict stack G over C and a natural equivalence i : F
∼
→ G of stacks.
In other words every stack is naturally equivalent to a strict stack. So if necessary,
when doing a construction on stacks, we can assume that the stacks in question are
strict. However it should be noted that the strictification is often more complicated
to work with in detail than the original stack.
Hence we can suppose that we start with a strict small stack F on Op(X). In
particular this is an honest sheaf of groupoids. It is easy to see ([AGV72], [MLM94])
that this is the same thing as a groupoid object in the category Sh(Op(X)) of (small)
sheaves of sets on X . But this is the same as a groupoid object, call it G, in the
category of e´tale spaces over X . Explicitly, we have
G0 = E(ObF ), G1 = E(ArF ).
Note that we have a commutative diagram
G1
s //
pr
1
  A
AA
AA
AA
G0
pr
0
~~}}
}}
}}
}}
X
where pr1, pr2 are e´tale; hence s is also e´tale, so G is an e´tale groupoid.
90. Example. Let K be a topological group and let F be the small gerbe of K-
principal bundles over X . Note that this is already a strict stack (since restriction
to open subsets of X commutes on the nose). So it is a sheaf of groupoids, with
F (U) = {groupoid of K − bundles over U}.
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Expressed as a groupoid object in Sh(Op(X)), this is
F0(U) = {K − bundles over U}
F1(U) = {maps of K − bundles over U}.
We have so far defined a functor
P1 : (Strict small stacks over X)→ (E´tale groupoids, e´tale over X).
In fact this functor is an embedding (it just forgets the fact that F is a stack).
Now we observe that an e´tale groupoid G which is e´tale over a space X is quite
special. First we define the local action of a stabilizer arrow in an e´tale groupoid.
The stabilizer space SG of a groupoid G (denoted simply by S when it does not
cause confusion) is defined to be the set of arrows with the same source and target:
SG = {g ∈ G1 | s(g) = t(g)}.
(In categorical language, these are the automorphisms.) There is a right action of
G by conjugation: given g ∈ G1, h ∈ SG , then we define h · g = g
−1hg. Hence SG is
a G-space. Given x ∈ G0, let Sx = {g : x→ x} be the space of stabilizer arrows at
x; if G is e´tale then Sx is discrete.
Let G be an e´tale groupoid. An arrow g : x → y induces a germ of a home-
omorphism φg from x to y. For, choose an open neighborhood U of g such that
s|U : U → s(U) ⊂ G0 is a homeomorphism. Then we have a continuous map
t ◦ (s|U )
−1 : s(U) → t(U), such that x 7→ y. Different choices of U give the same
germ. This defines a strict homomorphism φ : G → Homeo(G0), the latter being
the groupoid of germs of homeomorphisms of G0.
In particular, given a stabilizer arrow (g : x → x) ∈ S, consider the germ φg,
which is the germ of a diffeomorphism fixing x. The space of ineffective stabilizers
S0 = S0G is defined as the subspace of S consisting of the arrows which induce the
trivial germ (the germ of the identity map) on G0. Let S
0
x = S
0
G ∩ Sx be the set of
ineffective stabilizers at x.
91. Proposition. Let G be a groupoid in the category of e´tale spaces over X. Then
any stabilizer arrow in G must act ineffectively.
Proof. Let pi : G0 → X and p˜i : G1 → X be the e´tale projections to X . Let x ∈ G0
and let g : x→ x. Let U ⊂ G0 be a neighborhood of x such that pi|U : U → pi(U) is
a homeomorphism. In particular pi is injective. Since the structure maps of G must
respect the projections, we have pis = p˜i = pit. Hence for any arrow h with source
and target in U , we have s(h) = t(h) since pi|U is injective. Therefore the germ φg
is the identity. 
We call an e´tale groupoid where every arrow acts ineffectively a purely ineffective
groupoid. For such a groupoid, we have the following.
92. Lemma ([HM]). Let G be a purely ineffective e´tale groupoid. Then the cor-
responding effective groupoid Geff is equivalent to the topological quotient Gtop and
the projection map p : G0 → Gtop is e´tale.
In our current situation, we have the following diagram:
G1
s //
t
//G0
p
//Gtop
q
//X.
The composition qp of the last two maps is the e´tale map pr0, so q is also e´tale.
TOPOLOGICAL AND SMOOTH STACKS 45
Hence we have two pieces of data: a purely ineffective e´tale groupoid G over its
topological quotient Gtop; and an e´tale map q : Gtop → X . The latter is just a
small sheaf over X . (Note however that q may not be surjective, so some stalks
can be empty.) So we will concentrate on the groupoid. As a groupoid over Gtop, it
represents a large stack G over Gtop as in Section 3.1. Since G is purely ineffective
and Gtop is its quotient, we actually get more.
93. Proposition. Let G be a purely ineffective e´tale groupoid and let Gtop be its
topological quotient. The large stack G over Gtop is a locally representable gerbe
with discrete stabilizers.
Note. In general, we say that a locally representable large stack F has discrete
stabilizers if there is a presentation of F by a groupoid with discrete stabilizers. It
easily follows that every presentation of F must have discrete stabilizers.
Proof. Since G comes from the groupoid G it is clearly locally representable, and
since G is e´tale, G, and hence G, have finite stabilizers.
By Prop. 92, G0 → Geff = Gtop always has local sections (being e´tale), verifying
condition (1) of Def. 80. Further, the map G1 → G0 has local sections, and hence
any two objects of G(U) are locally isomorphic, verifying condition (2). Therefore
G is indeed a gerbe. 
Note that if there are effective stabilizers, one will not get local sections of
G0 → Gtop, so one does not obtain a gerbe over Gtop.
In fact we have now identified the large stacks which come from small stacks in
this way. First, we note the following.
94. Theorem. Given a space Y , the following three categories are equivalent:
(1) The category of small gerbes over Y ;
(2) The category of purely ineffective e´tale topological groupoids with Gtop ∼= Y ;
(3) The category of locally representable large gerbes over Y with discrete sta-
bilizers.
Proof. We will concentrate on the objects and leave the rest of the verification of
the equivalences to the reader. In fact these are more precisely equivalences of
bicategories.
Let F be a small gerbe over Y , asssumed without loss of generality to be strict.
As we saw above, this determines a groupoid in the category of e´tale spaces over Y ;
call it G. The projections G1 → Y and G0 → Y are e´tale, so the maps s, t : G1 → G0
are e´tale. Since F is a gerbe, the projection G0 → Y is surjective, and the natural
map
G1 → G0 ×Y G0
is surjective. This implies that the natural map Gtop → Y is an isomorphism. As
observed above, since the quotient map G0 → Gtop has local sections, G must be
purely ineffective.
Conversely, given a purely ineffective e´tale groupoid G, we have seen that this a
groupoid object in the category of e´tale spaces over Gtop ∼= Geff , in other words, a
(strict) small stack. It is a small gerbe by the same argument as in Prop. 93.
Such a groupoid G also determines a locally representable large gerbe with dis-
crete stabilizers, by Prop. 93. Last, let F be a large gerbe over Y . By restricting
to the subcategory Op(Y ), this determines a small gerbe over Y . This is clearly
compatible with representing F by a groupoid G over Y . 
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Now we include the map q : Gtop → X and get the following proposition. Let P
be the functor which associates to a small (strict) stack F over X the large stack
represented by the e´tale groupoid G = P1(F ). Putting Thm. 94 together with the
sheaf Y → X gives the following characterization of the large stacks over X which
come from small stacks over X :
95. Theorem. Given a space X, a large stack F over X arises as the prolongation
of a small stack over X if and only if it satisfies the following four conditions:
(1) F is locally representable;
(2) F has discrete stabilizers;
(3) the sheaf quotient EG(F ) is representable;
(4) the induced map EG(F )→ X (Prop. 86) is e´tale.
The large stack F corresponds to a small gerbe over X if and only if, in addition
to these conditions, the map EG(F )→ F is an isomorphism.
We now present two examples to show the necessity of the conditions in the
proposition.
96. Example. Consider the large absolute gerbe BK, where K is a nondiscrete
topological group. This is a large gerbe over ∗. However a small gerbe over ∗ is
just an abstract group, with no topology. So there is no way to recover BK from
its restriction to Op(∗).
97. Example. Let Z be the large sheaf over a space Y represented by the space
f : Z → Y over Y . Since it is a sheaf, it trivially has discrete stabilizer. However
we know it can only come from a small sheaf over Y if the map f is e´tale.
We should mention that one can define the equivalence of Thm. 95 by a process
analogous to the first construction in Sec. 5.1. Given a continuous map f : Y → X ,
one can define the pullback f∗F of a small stack F on X . If we do this for all such
maps f and take global sections on each Y , we get a large stack over X , much as in
Sec. 5.1. We get a functor that is equivalent to the functor P defined above using
e´tale spaces.
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