Abstract-Vegetation spatial distribution is an important part in any study implying biodiversity and, more generally, landscape management. Here the problem is exemplified by studies aimed at providing the vegetation distribution needed for simulating wildfire propagation
I. INTRODUCTION
An accurate and quickly obtained description of vegetation distribution represent a requirement of many management actions, such as fire prevention and control, soil erosion, etc [1, 2, 3] . In this context, high and very high resolution (VHR) images by satellites can substantially help in keeping up-to-date the distribution of land use and type of vegetation [4] . Change detection is already a well established technique both based on changes of pixel spectra or on contextual analysis such as textural characteristics of the surrounding pixels. For vegetated areas, the density of living vegetation can be assessed through the intensity of indices such as NDVI. Hints of vegetation height are mainly based on spectral signature and texture when LIDAR data are not available, and presence of evergreen plants can also be identified by examining seasonal changes. VHR images allow to detect linear elements like corridors for wildlife. Many of the listed features still need efficient algorithms to be developed for automatic recognition. This paper shortly describes some steps towards such an approach presently developed under the EC funded project FIRESENSE, where the goal is automatic detection and recognition of flame and smoke, followed by fire propagation simulation to help firefighters. The aims of this project are: 1) definition of an efficient, cheap and modestly intrusive methodology for evaluating vegetation and its distribution from ground truth sampling; 2) development and validation of appropriate image processing and classification algorithms; 3) generation of updated vegetation maps and 4) development of a set of fuel models that can accurately describe the fuel distribution in the specific area. The final results are used for estimating and visualizing the propagation direction and flame length in the case of a wildfire (or simulated wildfire).
II. GROUND TRUTH SAMPLING METHOD
We have developed a methodology that minimizes the vegetation clearance for collecting necessary ground truth data. It is based on the following steps: 1) general recognition of the types of vegetation and how they are associated; 2) identification of different zones according to the structure of vegetation (e.g. isolated trees or shrubs; group of trees with shrubs, grass and litter; bare soil with sparse grass, lichens and mosses, etc.) and definition of a sampled spot for each zone whose vegetation is then subdivided into several components; 3) evaluation of the volume of each component. As this must be done over a surface of known extent, transforming the various mass densities into mass and then into mass per unit of surface is only a matter of simple arithmetic. Multiplication of spots and measurements will provide the necessary ground truth for image analysis. Land use and NDVI will assist in the spatialization of the sampled spots.
Once the zones are identified and localized, the sampled spots are selected to guarantee a representativeness of all the types of vegetation. Each spot, defined by simplified architecture on a sampling volume of 1m x1m x 2m is divided into several components such as green crown, dry leaves understock, fine and coarse stems, herbaceous layer and litter. In each spot, measures of the density and volume of vegetation on a small sample of given volume are carried out. Relative volumes of the different parts are measured by approximating volume shapes using a set of randomly distributed vertical sampling transects. The material inside the sampler is collected and weighed, mass density calculated and finally the total mass of vegetation, subdivided into its components, is reported as a mass density per unit of surface of both fine and coarse fuel components. The mass of vegetation can also be subdivided into mass a) in direct contact with the soil surface (litter, grass, lichens, small shrubs b) at mid distance (shrubs between 1 an 2 m) and c) belonging to tree crown.
III. IMAGE CLASSIFICATION
As FIRESENSE needs to produce fire propagation simulation on locally measured spatial distribution of fuel, different supervised classification approaches are presently being tested to evaluate the effect they can have in the final output, i.e. the fire propagation simulation. The outputs of different classification approaches can be combined to improve classification results. One vegetation classification approach is based on Support Vector Machine (SVM) algorithm, enriched with the introduction of additional features, beside the spectral ones, meant to improve its capacity to recognize and classify vegetation areas. Spatial, spectral and textural features are used to increase classification accuracy. Temporal vegetation classification is used to take into account the temporal changes of vegetation and update the fire propagation parameters. The proposed technique deals with the supervised vegetation classification problem by combining spatial, spectral and textural VHR satellite images features. The spectral information is measured through the NDVI index and the texture is discriminated by using Gabor wavelet decomposition on pansharpened images. These features, merged in a feature vector, are used as input to the SVM algorithm. The Radial Basis Function (RBF) kernel is used and tested for several gamma values. Since an SVM is a supervised classifier, then given a set of training examples, each marked as belonging to a vegetation category, an SVM training algorithm builds a model that predicts whether a new example falls into one category or the other. This optimized model is then used to classify the whole image. The use of SVM algorithm is extended to the temporal classification in order to analyze the temporal behavior of vegetation areas according to seasons, urban extension, etc. The SVM algorithm is combined with a dimensionality reduction technique (Principle Component Analysis or "PCA") in order to preserve the principal spectral information and therefore focus on temporal differences. The PCA is applied on each multi-spectral image in order to generate one component image. One component spectral image is then obtained for each date of acquisition. Finally, SVM algorithm is applied on these temporal images. The learning step is performed using temporal training examples. The whole classification scheme is shown in Fig. 1 . The second approach is based on an alternative twostage stratified hierarchical architecture recently presented by ref. [5] and reviewed by ref. [6] . Its implementation comprises a cascade of image elaborations. The first stage consists of a pixel-based preliminary classifier implemented as a supervised pixel-based maximum likelihood (ML) classifier which explores all available spectral information. It maps each pixel into a discrete and finite set of semantic labels. In place of ordinary land cover classes, these labels identify landcover-class sets [6] i.e., "combined" sets of primitive land cover classes. More specifically, each class set is a logical OR combination of primitive land cover classes affected by ML classification confusion due to a significant amount of spectral overlap. This means that ML classification confusion between different class sets is negligible, i.e., land-cover-class sets must be mutually exclusive. The mutually exclusive class sets, hereafter called spectral-based semiconcepts are: a) either grass or tree; b) either road or building or impervious surface; c) either water or shadow; d) bare soil; e) and others (clouds or outliers). The spectral based semiconcept is a semantic conjecture based solely on the per-pixel (noncontextual) color properties. For example, if the "color" (spectral signature) of a pixel is, for example, green/brown/blue/white in the visible electromagnetic spectrum, then that pixel is likely to belong to a spectral-based semiconcept, equivalent to a color-based semantic conjecture, called vegetation/bare soil or built-up/water/cloud or snow, respectively, whose information granularity is equal or coarser than that of its primitive land cover classes such as, for example, forest or grassland both mapped onto spectral category vegetation [6] . The second stage, which is required to compensate for the reduced spectral resolution of VHR (e.g. QuickBird, Worldview2) images, is composed by a battery of land cover class-specific (knowledge-driven) hierarchical classifiers incorporating the "stratified" or "layered" approach which is typically adopted in decision trees [7] . Stratification will always achieve greater precision provided that the strata have been chosen so that members of the same stratum are as similar as possible in respect to the characteristic of interest [6] . This battery may consists of the following: a) stratified class-specific context-sensitive feature-extraction modules (e.g., texture for vegetation classes, morphological and geometric for artificial classes such as roads and buildings) and b) stratified land-coverclass-specific rule-based classification modules employing a convergence-of-evidence mechanism. These modules can discriminate classes belonging to the same strata, e.g. vegetation can be subdivided into evergreen forest, deciduous forest, wood cultivated areas (e.g. olive groves, orchards), grassland, and shrub. The main advantage of this stratified approach is in the reduction of the classification computational costs with respect to the generally used approach which considers the same spatial (e.g. texture) features as additional input image bands for the classifier. Stratified class-specific rule-based classification modules employing constructive reasoning. In practice, constructive reasoning is pursued through evidence accumulation, i.e. convergence of evidence. An important requirement is that the input image should be radiometrically calibrated to allow the analysis of temporal image series from different sensors. This can guarantee more operational and automatic procedures. In addition, as well known, VHR images are not acquired if not specifically ordered by a User. For this reason on the same test site, the coverage by the same sensor is not guaranteed. In [6] , a methodology for input EO data calibration into Top of Atmospheric Reflectance TOARF or surfacereflectance values is illustrated, the latter being an ideal (atmospheric-noise-free) case of the former image. The final methodology proposed in the FIRESENSE project for vegetation map production and updating will be based on the combination of multiple classifier schemes, including a two-stage hierarchical classification system
IV. FUEL MODELING AND FIRE PROPAGATION ESTIMATION AND VISUALIZATION
Finally, the collected data are used for the estimation of fuel models, which are crucial to efficiently predict the propagation direction, the rate of spread (ROS) and flame length of a wildfire. More specifically, the area to be modeled is subdivided in a grid of cells and all types of forest fuels that can be found in a cell are identified. Finally, the fuel characteristics of each cell are represented by certain average values. The set of these representative values is called a fuel model. The part of the vegetation that contributes most in the propagation of the forest fire is called the fine particles [8] . Fine particles are the particles that are typically smaller than 6mm in their larger dimension (thickness or diameter). The larger particles are either burnt after the fire is propagated to the neighboring area (after the fire front passed) or at very intense fires. Therefore, fine particles are the most important particles for the calculation of the ROS. The fuel particles can be grouped into three layers: ground (litter and organic matter just above the soil), surface (organic matter above the ground layer, including shrubs, small trees, etc.) and canopy (the foliage of trees). In [9] , fuel models are generated by characterizing each of these layers by their physical properties such as height, thickness, fuel load etc. A big drawback of most fire propagation models is that they define a limited number of fuel types. Therefore, a model developed for the vegetation of one country may not be suitable for another country with different vegetation. This problem can be solved by creating additional fuel models, after a careful study of the vegetation properties and related parameters of the area to be modeled, e.g. using techniques such as those described in the previous sections of this paper.
In our work, a popular mathematical model was used to estimate fire propagation and flame length, namely the BEHAVE model [10] , Originally, BEHAVE supports only 13 fuel models, which are more suitable for U.S. and Canada. However, using the procedures described above, additional fuel models will be defined, i.e. more suitable for vegetation encountered in the Mediterranean region. Our software implementation for fire propagation estimation extends the (BEHAVE-based) fireLib software [11] and Fire Behavior SDK (FBSDK, collection of C++ function implementing the algorithms used in BEHAVE, BehavePlus, FARSITE, and FlamMap) [12] by a) adding a user-friendly graphical user interface b) providing enhanced 2-D and 3-D visualization capabilities based on GoogleEarthTM and c) integrating real-time information (e.g. from FIRESENSE sensors or external weather stations).
V. DATA SETS AND RESULTS
Three archive QuickBird images were available on the test site, but because of clouds only two were used for an extended area of about 5234 Km 2 to improving the overall classification accuracy (OA). The images are dated November 2004, September 2009 and February 2010. To apply the described classification methodologies all images were pre-processed: 1) to provide calibrated data into TOARF according to the procedure in [6] ; b) to provide multi-temporal images of the same study areas geometrically corrected onto a community-agreed terrestrial reference system; c) the classified maps were validated by quantitative measurements, such as the Overall Accuracy (OA) with its error (δ) and K coefficient.
The three VHR images were co-registered by using several ground control points. Despite the difference in time (year), their use greatly improved the discrimination of deciduous forest and evergreen forest from olive trees. New and more recent images have been planned to reproduce the classified map, including WorldView-2 images since the area is effected by a pest causing rapid coniferous dead with a consequent increase of fuel. As well known, VHR images are not acquired if not specifically ordered by a user. Ground truth areas have been considered for supervised classification. The following final classes have been discriminated: 1) Broad-leaved Forest (CLC=311); 2) Arable Land (CLC=21); 3) Coniferous Forest (CLC=312); 4) Sparsely Vegetated Areas (CLC=333); 5) Artificial Surfaces (CLC=1); 6) Shadow; 7) Olive Grooves (CLC=223). Fig. 2 . shows the November image corresponding to an are of about 5.234 Km2. The blue rectangle evidences the location of the Centro di Science Naturali, which hosts FIRESENSE installations and actively contributes to the project activities. The SVM based approach has been tested in a sub-area (window). For such area all the three images were considered because cloud free. Several tests were performed and the RBF kernel is proved to be better for gamma equal to 0.00003. For this area the OA accuracy was equal to 0.776 and k equal to 0.61, respectively. Due to the high computational costs required by the SVM based classification scheme, the classified map for the full studied area was obtained by the proposed two-stage classification approach. However, only two images, i.e. November and February, were considered since the September one was clouded in the most interesting part of the area, i.e. close to the Centro di Scienze Naturali. The Entropy Texture feature from the co-occurrence matrix was considered to discriminate classes belonging to the vegetation strata. It was extracted from the panchromatic band of the February image, obtained as a mean of the four calibrated bands. A 5*5 window was considered. After a majority vote filtering, the Overall Accuracy (OA) ±δ and K Coefficient of the two maps obtained at both 2.4 m and at 0.60 m spatial resolution are provided. For training data, OA±δ was equal to 0.921±0.003 with K equal to 0.89 at 2.4 m. and to 0.86 ±0.001 with K equal to 0.82 at 0.60m. The classified map at 2.4 m is shown in Fig. 3 . At the same spatial resolution, the OA obtained without the texture feature was equal to 0.823 ±0.004, whereas by using only one image (e.g.) November the OA was very low (about 0.60).
VI. CONCLUSIONS AND FUTURE WORK
The present paper illustrates a methodology for vegetation distribution and characterization useful for fuel model estimation in an area exposed to the risk of fires which can affect biodiversity conservation in a Natura 2000 site in a touristic area. The selection of additional features to improve the classification accuracy as well as the reduction of computational costs required by the analysis of VHR images are at the base of the analysis carried out in the present study. To improving VHR image analysis future work will mainly concentrate on the use of knowledge driven classification approach and the combination of multiple classifier schemes.
