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Abstract
A generalized Benjamin-Bona-Mahony (gBBM) equation
ut − uxxt + ux + u4ux = 0,
subject to the periodic boundary condition is studied in this pa-
per. Based on a new infinite dimensional Kolomogorov-Arnold-Moser
(KAM) theorem with normal frequencies of finite limit-points, it is
shown that the gBBM equation admits plenty of time-quasi-periodic
solutions with two frequencies of high modes.
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1 Introduction and main result
The Benjamin-Bona-Mahony (BBM) equation
ut − uxxt + ux + uux = 0, (1)
which is also known as the regularized long-wave equation (RLWE), is ini-
tially proposed by Benjamin, Bona and Mahony in 1972 as an improvement
of the KdV equation for modeling the long gravity waves of small amplitude
∗Corresponding author. Email:yand11@fudan.edu.cn
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in nonlinear dispersive systems [1]. In [1], Benjamin and his partners estab-
lished the existence and uniqueness of the global solutions to the intial value
problem of the BBM equation. The existence and uniqueness of the periodic
solutions for the BBM equation is studied in [2]. Besides, it is worthwhile
to mention that the BBM equation admits only three conservation laws [3],
while the KdV equation possesses infinite conservation laws. Subsequently,
many research work for the BBM equation were conducted. For instance,
the global existence of the BBM equation in arbitrary dimension was estab-
lished in Ref. [4], while the long time dynamics of the BBM equation was
investigated in Ref. [5].
We mention that none of the aforementioned papers study the time-quasi-
periodic solutions for the BBM equation, in consideration of this, Yuan ini-
tially establishes the time-quasi-periodic solutions for the BBM equation (1)
based on his new infinite dimensional KAM theorem with normal frequencies
of finite limit-points [6]. We shall briefly recall the history of the applica-
tions of the KAM theory into partial differential equations (PDEs), the key
idea of which is to transform the PDEs into an infinite dimensional Hamil-
tonian system, then the Hamiltonian system is brought into a normal form
with an invariant torus by generating iteratively a sequence of symplectic
transformations. The pioneering work to study the PDEs in the frame of
KAM theory were carried out by Kuksin [7, 8, 9, 10] and Wayne [11], see
also Po¨schel [12]. These aforemetioned papers concerned with the PDEs of
spatial dimension d = 1, for the case when the spatial dimension d ≥ 2,
Bourgain [13, 14, 15, 16, 17] managed to develope a new theory which is
based on the Newton iteration, Fro¨hlich-Spencer technique and the semi-
algebraic set to study the KAM tori for the PDEs in high spatial dimension,
see also Eliasson-Kuksin [18] and Eliasson-Grebert-Kuksin [19]. The exis-
tence of KAM tori and quasi-periodic solutions for PDEs with unbounded
nonlinearities was developed by Kuksin [20] for the KdV equation (see also
[21]). Later on, based on the improvement of the Kuksin’s Lemma (see
[21]), Liu-Yuan [22, 23] extended the unbounded KAM theorem to the lim-
iting case, and established the existence of the quasi-periodic solutions for
the derivative nonlinear Schro¨dinger equation and the Benjamin-Ono equa-
tion. Recently, the existence of the quasi-peridic solutions for the quasi-linear
PDEs was studied in [24, 25, 26].
It should be pointed out that one of the underlying assumptions of the
aforementioned KAM theorem is that the normal frequencies λj’s in the
normal form part always cluster to infinity. To be specific, there exists some
κ ≥ 1 fulfilling
λj ≈ |j|κ →∞, as |j| → ∞.
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For example, when one considers the nonlinear Schro¨dinger equation
iut − uxx +mu+ u3 = 0, u(x, 0) = u(x, 2π) = 0, (2)
wherem > 0 is a constant, its normal frequencies take the form λj = j
2+m ≈
j2. It is well known that when one constructs the lower dimensional KAM
tori, he has to make sure that the first Melnikov’s conditions always hold
ture, that is,
∆kj = 〈k, ω〉+ λj 6= 0, ∀(k, j) ∈ ZN+1,
in which ω represents the tangential frequency of the integrable normal form
part. By the analyticity of the perturbation term, one could impose some
restriction on k, say,
|k| ≤ K = Kν ≈ 2ν ,
in which ν represents the step number of the KAM iteration. Specially, when
|j| > CK with C larger enough than the norm of the tangential frequency
|ω|, one has
|∆kj| > |λj| − |k||ω| > |j|2 − |ω|K > 1,
which simply indicates that the number of the small divisor ∆kj is finite in
the first Melnikov’s conditions. However, when one turns to consider the
BBM equation, the normal frequency takes the following form
λj =
j
1 + j2
→ 0, as j →∞,
which means the number of the small divisors ∆kj is infinite in the first
Melnikov’s conditions. This is a huge difference between the former KAM
theorems and Yuan’s KAM theorem with normal frequencies clustering to
finite point [6].
This paper is concerned with the generalized Benjamin-Bona-Mahony
(gBBM) equation subject to the periodic boundary condition
ut − uxxt + ux + u4ux = 0, u(t, 0) = u(t, 2π). (3)
We mention that the decay property and the long-time behavior of the solu-
tions for the generalized BBM equation were investigated in [28, 29, 30, 31].
The aim of this paper is to study the quasi-periodic solutions for the gBBM
equation (3) by means of the KAM method.
Due to the new infinite dimensional KAM theorem in [6], our main result
of the present paper is presented below.
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Theorem 1.1. For given 1 ≪ n1 ≪ n2, in the neighborhood of the zero
solution u = 0, the gBBM equation (3) admits plenty of smooth solutions
which are quasi-periodic in time, linear stable and of zero Lyapunov exponent.
More precisely, there exists ǫ∗ = ǫ∗(n1, n2) > 0 such that, for any ǫ ∈ (0, ǫ∗),
there is a subset O˜ of the initial value set O∗ := [ǫ 12 , 4ǫ 12 ]2 with
LebO˜ = LebO∗ · (1− C 1| ln ǫ|)
and for each ξ ∈ O˜, the gBBM equation (3) possesses a quasi-periodic solu-
tion u(x, t) of frequency ω ∈ R2 in time t, that is,
u(t, x) =
∑
k∈Z2,j∈Z\{0}
uˆ(k, j)ei(k,ω)teijx
fulfilling
|ω − ω0| ≤ Cǫ 12 , ω0 = ( n1
1 + n21
,
n2
1 + n22
),
|uˆ(el, nl)− ξl| < Cǫ 58 , l = 1, 2,
and ∑
(k,j)6∈∐
|uˆ(k, j)|2e|k|s0+2a|j||j|2p < Cǫ 58 , ∐ = (el, nl), l = 1, 2,
where el denotes the l−th unit vector of Z2, and s0 > 0, a > 0, p > 12 are
some constants.
Remark 1.2. In the Section 9 of [6], Yuan derives the existence of the N-
dimensional KAM tori thus quasi-periodic solutions for the BBM equation (1)
subject to the periodic boundary condition based on an additional assumption.
More precisely, if the spatial varialbe x lies in a closed internal [0, A], then 2π
A
is supposed to be a transcendental number, which is necessary to ensure that
the combinations of the frequencies do not vanish and the initial Hamiltonian
function can be transformed into the required partial Birkhoff normal form. In
the present paper, we try to drop this assumption, that is, we choose the period
to be the ordinary one, say, A = 2π. By choosing suitable admissable set and
conducting the partial Birkhoff normal of order 14, we truely obtain the time-
quasi-periodic solutions for the gBBM equation (3) with two frequencies of
high modes. Unfortunately, we fail to obtain the N-dimensional KAM tori
and corresponding quasi-periodic solutions.
Remark 1.3. It should be pointed out that the combinations of the frequen-
cies vanish in many situations when we consider the case A = 2π, say, if
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(j1, j2, j3, j4, j5, j6) = (1,−2,−2, 3, n,−n), then λj1+λj2+λj3+λj4+λj5+λj6 =
0. So we can not remove the nonresonant terms z1z−2z−2z3znz−n when de-
riving the Birkhoff normal form. This is the reason why we have to choose
some special high modes as the tangential frequencies.
Let us make some comments. To apply the KAM theorem developed by
[6], we firstly turn the gBBM equation (3) into an infinite dimensional Hamil-
tonian system (7), (8) and (9). Note that the eigenvalue λj converges to zero,
not +∞, which is very different from that of the classical KAM theory. It is
worthwhile to point out that since the gBBM equation (3) does not contain
any external parameters, it requires to extract the internal parameters ξ from
the partial Birkhoff normal form to apply the KAM theorem. To be more
specific, we choose {z±n1, z±n2} as the suitable tangential variables, and the
others {zj}j 6=±n1,±n2 as the normal ones. It requires to remove those terms
with (j1, j2, · · · , j6) ∈ (∆0 ∪∆1 ∪∆2) \ N through a symplectic transforma-
tion to obtain the partial Birkhoff normal form of order 6 (for the precise
definitions of ∆0,∆1,∆2 and N , see Section 3). However, the perturbation
term P = Gˆ+R in the new Hamiltonian (24) fails to satisfy the Assumption
C of the KAM theorem in [6], where the size of the Hamiltonian vector field
XP is assumed to be ǫ and the size of ∂ξXP is assumed to be ǫ
1
2 .
We shall make some explanations. Roughly speaking, the perturbation
terms satisfy (see Proposition 3.2)
R = O(‖z‖10), Gˆ = O(‖z‖3‖zˆ‖3),
where zˆ = (zj)j∈N\{n1,n2}. Assume that ‖z‖ = O(ǫ
1
8 ) and ‖zˆ‖ = O(ǫb) with
b > 1
4
, then the parameters ξ defined by (52) are ofO(ǫ
1
2 ), and the estimations
of the corresponding Hamiltonian vector field are given by
‖XGˆ‖ = O(ǫ
3
8
+b), ‖XR‖ = O(ǫ 54−2b).
Since b > 1
4
, the size of ‖XR‖ is larger than ǫ. Therefore, we have to remove
some ”bad” terms of order 10 with (j1, · · · , j10) ∈ (∆′0 ∪∆′1) \ N ′ in R (the
definitions of ∆′0,∆
′
1,N ′ are given in Section 3). By contrast, in [32], the
authors only need to eliminate the terms of order 10 with (j1, · · · , j10) ∈
∆′0 \N ′, which is sufficient to check the KAM theorem developed by [12]. By
the same procedure, one obtains the partial Birkhoff normal form of order
10 in Proposition 3.4, in view of (42) and (43), we have
‖XRˆ‖ = O(ǫ), ‖XT‖ = O(ǫ
7
4
−2b)
If we expect the size of XT to be less than ǫ, then one has to impose an
restriction on b, that is, 7
4
− 2b ≥ 1, i.e., b ≤ 3
8
. Unfortunately, under this
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circumstance, the size of the vector field XGˆ is still larger than ǫ, which
determines that one still needs to eliminate the relative large term in T of
order 14 with (j1, · · · , j14) ∈ ∆′′0 \ N ′′ (the precise definitions of ∆′′0 and N ′′
are presented in Section 3). Luckily, we remark that the perturbation term
appears in the new partial Birkhoff normal form of order 14 fulfills all the
assumptions of the KAM theorem in [6], see Propostion 3.6. Moreover, it
is worth mentioning that in the above procedures, one has to guarantee the
small divisors |λj1 + · · · + λjl|(l = 6, 10, 14) do not vanish when (j1, · · · , jl)
belongs to some admissible index sets, see Proposition 3.1, Lemma 3.3 and
Lemma 3.5.
2 The Hamiltonian
After equipped with the symplectic structure −(1− ∂xx)−1∂x and the model
space
u ∈ Hp00 := {u ∈ Hp0(T : R)|
∫ 2π
0
udx = 0},
in whichHp0 is the usual Sobolev space with some p0 > 0, the gBBM equation
(3) can be rewritten as a Hamiltonian system
ut = −(1 − ∂xx)−1∂x∇uH(u) (4)
with the Hamiltonian function
H(u) =
1
2
∫ 2π
0
u2dx+
1
30
∫ 2π
0
u6dx. (5)
To formulate the statement we need some definitions. Denote
Z¯ = Z \ {0}, hp0 := {z = (zj ∈ C)|‖z‖2p =
∑
j∈Z¯
|zj|2j2p0 <∞}.
Define the Fourier transformation F : u→ z = (zj ∈ C : j ∈ Z¯) as follows
u =
∑
j∈Z¯
δjzjφj, φj =
1√
2π
eijx, δj =
√
|j|
1 + j2
. (6)
It is worth noting that z¯j = z−j iff u ∈ R, hence F is isometry from Hp0 to
hp with p = p0− 12 , meanwhile (3) is transformed into a Hamiltonian system
with its symplectic structure −i∑
j≥1
dzj ∧ dz−j :
iz˙j =
∂H
∂z¯j
, −i ˙¯zj = ∂H
∂zj
, z¯j = z−j, (7)
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where
H(z, z¯) =
∑
j≥1
λjzjz−j +
1
120π2
∑
j1+j2+j3+j4+j5+j6=0,
j1,j2,j3,j4,j5,j6∈Z¯
δj1δj2δj3δj4δj5δj6zj1zj2zj3zj4zj5zj6
:= Λ +G,
(8)
and
λj =
j
1 + j2
, |λj| ≈ j−1, for j ∈ Z¯. (9)
We have the following results.
Lemma 2.1. For each j ∈ Z¯, if z¯j represents the complex conjugate of zj,
then the Hamiltonian function H(z, z¯) is real valued. The Hamiltonian vector
field XG of the perturbation term G is analytic from hp to hq with q = p+1.
Furthermore, we have
‖⌊XG⌉‖q ≤ C‖z‖5p. (10)
Proof. Consider ∂G
∂z−j
for j ∈ Z¯. One has
∂G
∂z−j
= 6δj
∑
j1+j2+j3+j4+j5=j
δj1δj2δj3δj4δj5zj1zj2zj3zj4zj5 , (11)
then
| ∂G
∂z−j
| ≤ 6δj
∑
j1+j2+j3+j4+j5=j
δj1δj2δj3δj4δj5|zj1zj2zj3zj4zj5 |
= 6δj · (v ∗ v ∗ v ∗ v ∗ v)j,
(12)
where v = (vj : j ∈ Z¯) with vjk = |δjkzjk |(k = 1, 2, 3, 4, 5) and v ∗v represents
the convolution operation of v and v. Recall that δj ≈ j−1/2, one thus obtains
‖⌊XG⌉‖q ≤ ‖v ∗ v ∗ v ∗ v ∗ v‖q− 1
2
≤ C‖v‖5
q− 1
2
= C‖v‖5
p+ 1
2
= C‖z‖5p. (13)
The remaining claims are obvious, we omit the details.
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3 Partial Birkhoff normal form
We shall use the new KAM theorem in [6] to get our desired results, so one
has to extract parameters from the six order resonant terms. At the same
time, we hope to remove all the six order nonresonant terms to make the
perturbation small enough. However, it is difficult to reach. In [33], the
authors just kill a part of the nonresonant terms with order 6 and obtain a
partial Birkhoff normal form. While in [32], the authors have to eliminate
some nonresonant terms of order 10 so as to avoid all the parameters being
excluded. However, here we need to derive a partial Birkhoff normal form of
order 14 to apply the new KAM theorem.
3.1 Normal form of order six
Let S := {±n1,±n2| 1 ≪ n1 ≪ n2}. Split z = (zj)j∈Z¯ = (z˜, zˆ) with z˜ =
(zn1 , zn2 , z−n1, z−n2). We define the index sets ∆∗(*=0,1,2) and ∆3 as follows:
∆∗ = {(j1, j2, j3, j4, j5, j6) ∈ Z¯6| There are just * components of
j1, j2, j3, j4, j5, j6 not in S},
∆3 = {(j1, j2, j3, j4, j5, j6) ∈ Z¯6| There exist at least 3 components of
j1, j2, j3, j4, j5, j6 not in S}.
We also define the normal formal set in the following form
N := {(j1, j2, j3, j4, j5, j6) ∈ Z¯6|(j1, j2, j3, j4, j5, j6) ≡ (a,−a, b,−b, c,−c)},
in which (j1, j2, j3, j4, j5, j6) = (a,−a, b,−b, c,−c) or its possible permuta-
tions. Let us split G into three parts, one has
G = G¯+ G˜+ Gˆ, (14)
where G¯ represents the normal form part of G fulfilling (j1, j2, j3, j4, j5, j6) ∈
(∆0 ∪ ∆1 ∪ ∆2) ∩ N , G˜ denotes the non-normal form part of G safisfying
(j1, j2, j3, j4, j5, j6) ∈ (∆0 ∪∆1 ∪∆2) \N , and Gˆ represents those terms of G
fulfilling (j1, j2, j3, j4, j5, j6) ∈ ∆3. Their explicit expressions are listed below
respectively,
G¯ =
1
120π2
∑
(j1,j2,j3,j4,j5,j6)∈(∆0∪∆1∪∆2)∩N
δj1δj2δj3δj4δj5δj6zj1zj2zj3zj4zj5zj6
=
1
6π2
[
n31
(1 + n21)
3
|zn1 |6 +
n32
(1 + n22)
3
|zn2 |6
]
(15)
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+
3
2π2
[
n21n2
(1 + n21)
2(1 + n22)
|zn1 |4|zn2 |2 +
n1n
2
2
(1 + n21)(1 + n
2
2)
2
|zn1 |2|zn2|4
]
+
3
2π2
∑
j≥1 and j 6=n1,n2
j
1 + j2
[
n21
(1 + n21)
2
|zn1 |4|+
n22
(1 + n22)
2
|zn2|4
]
|zj |2
+
6
π2
∑
j≥1 and j 6=n1,n2
n1n2j
(1 + n21)(1 + n
2
2)(1 + j
2)
|zn1 |2|zn2|2|zj |2.
G˜ =
1
120π2
∑
(j1,j2,j3,j4,j5,j6)∈(∆0∪∆1∪∆2)\N
δj1δj2δj3δj4δj5δj6zj1zj2zj3zj4zj5zj6,
(16)
Gˆ =
1
120π2
∑
(j1,j2,j3,j4,j5,j6)∈∆3
δj1δj2δj3δj4δj5δj6zj1zj2zj3zj4zj5zj6 . (17)
To remove the part G˜, We need the following proposition.
Proposition 3.1. For each (j1, j2, j3, j4, j5, j6) ∈ (∆0 ∪ ∆1 ∪ ∆2) \ N , one
has
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6| ≥ C(n1, n2), (18)
where C(n1, n2) > 0 is a constant depending only on n1 and n2.
Proof. We shall discuss the proposition into several cases.
Case(I). When j5 + j6 = 0.
At this time one has
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6| = |λj1 + λj2 + λj3 + λj4 |.
Case(I-1). j5, j6 ∈ {±n1,±n2}.
• Three components of j1, j2, j3, j4 are negative, the other one is positive.
Without loss of generality, we assume j1 > 0 and j2, j3, j4 < 0.
From the fact that j1+j2+j3+j4 = 0 one can deduce j1 = |j2|+|j3|+|j4|.
Since the function f(t) = t
1+t2
is monotone decreasing, then
|λj1 + λj2 + λj3 + λj4| =
|j2|
1 + j22
+
|j3|
1 + j23
+
|j4|
1 + j24
− j1
1 + j21
≥ 2n2
1 + n22
.
(19)
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• Two components of j1, j2, j3, j4 are negative, while the remaining ones
are positive. Without loss of generality, one assumes that j1, j4 >
0, j2, j3 < 0 and j1 ≤ |j2| ≤ |j3| ≤ j4.
It is easily check that the function f(t) = t
1+t2
is convex for t ≥ 2. Then
we shall discuss it into two subcases. On one hand, when j1 ≥ 2, it
follows that
|λj1 + λj2 + λj3 + λj4|
=|f(j1) + f(j4)− f(|j2|)− f(|j3|)|
=|f(j1)− f(|j2|)− (f(|j3|)− f(j4))|
≥|f(j1)− f(|j2|)− (f(|j2|)− f(j4 + |j3| − |j2|))|
=|f(j1)− 2f(|j2|) + f(2|j2| − j1)|
≥|f ′′(2n2)| := C(n1, n2),
(20)
the last inequality follows from the fact that j1 ≤ n2.
On the other hand, if j1 = 1, one has 1+ j4 = |j2|+ |j3|. Notice that at
least two components of j2, j3, j4 lie in S, it deduces that |j2|, |j3|, j4 ≥
n1. Thus,
|λj1 + λj2 + λj3 + λj4| =
1
2
+O(
1
n1
) ≥ 1
4
. (21)
Case(I-2). j5, j6 /∈ {±n1,±n2}.
This case is trivial.
Case (II). When j5 + j6 6= 0.
• All the components of j1, j2, j3, j4, j5, j6 belong to S.
At this time, j1 + j2 + j3 + j4 + j5 + j6 = rn1 − (6 − r)n2 = 0, where
1 ≤ r ≤ 5. Thus
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6 | =
rn1
1 + n21
− (6− r)n2
1 + n22
> C(n1, n2)
holds true taking account of n1 ≪ n2.
• Only one component of j1, j2, j3, j4, j5, j6 lies outside of S.
Without loss of generality, suppose that the component s lies outside
of S, then one finds that rn1 ± (5 − r)n2 + j6 = 0 with 0 ≤ r ≤ 5. If
10
r = 0 or r = 5, we conclude it obviously, otherwise we have j6 >
n2
2
.
Therefore,
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6|
=
∣∣ rn1
1 + n21
− (5− r)n2
1 + n22
+
j6
1 + j26
∣∣
>
rn1
2(1 + n21)
,
(22)
where we have used the fact that n1 ≪ n2 again.
• Two components of j1, j2, j3, j4, j5, j6 lie outside of S.
Without loss of generality, suppose that j5, j6 6∈ S, j1, j2, j3, j4 ∈ S and
|j5| ≤ |j6|. Then one has
rn1 ± (4− r)n2 + j5 + j6 = 0
with 0 ≤ r ≤ 4, denote b = |j5|, d = |j6|.
Subcase(II-1). rn1 + (4− r)n2 + j5 + j6 = 0 with 0 ≤ r ≤ 4.
It is clear that j5 + j6 < 0. Since |j5| ≤ |j6|, it happens j5 >
0, j6 < 0 or j5 < 0, j6 < 0. For the former case, we adopt the
similar method as that in the first subcase of Case(I-1). While for
the latter case we have rn1 + (4− r)n2 = b+ d. It is divided into
two subcases to discuss.
Subcase(II-1-1). rn1 + (4− r)n2 = b+ d with r = 0 or 4.
We only consider the case with r = 4, the case with r = 0 can be
handled similarly. In this case, one has 4n1 = d+ b, and∣∣λj1 + λj2 + λj3 + λj4 + λj5 + λj6∣∣
=
∣∣ 4n1
1 + n21
− d
1 + d2
− b
1 + b2
∣∣
=4n1
∣∣b2d2 + (b+ d)2 − (3 + n21)bd − n21
(1 + n21)(1 + d
2)(1 + b2)
∣∣
=4n1
|(bd)2 − (3 + n21)bd+ 15n21|
(1 + n21)(1 + d
2)(1 + b2)
.
(23)
It remains to show that (bd)2− (3+n21)bd+15n21 6= 0, which turns
to prove that the equation x2 − (3 + n21)x + 15n21 = 0 does not
admit integer solutions. Actually, when n1 ≥ 20, the discriminant
of equation x2 − (3 + n21)x + 15n21 = 0 takes the form ∆ = (n21 −
11
27)2− 720, which cannot be a square of some integer. Otherwise,
one has
Γ ≤ (n21 − 27− 1)2,
which infers n21 ≤ 366+27 and n1 ≤ 19, this leads to contradiction.
Note that b, d < 4n1, therefore, it implies
∣∣λj1 + λj2 + λj3 + λj4 + λj5 + λj6∣∣ ≥ 4n1(1 + n21)(1 + 16n21)2 .
Subcase(II-1-2). rn1 + (4− r)n2 = b+ d with 1 ≤ r ≤ 3.
When b ≥ rn1, one has rn1 ≤ b ≤ d ≤ (4− r)n2, hence
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6|
=
∣∣ rn1
1 + n21
+
(4− r)n2
1 + n22
− d
1 + d2
− b
1 + b2
∣∣
≥ rn1
1 + n21
+
(4− r)n2
1 + n22
− d
1 + d2
− b
1 + b2
=
rn1
1 + n21
− f(rn1) + (4− r)n2
1 + n22
− f((4− r)n2) + f(rn1)
+ f((4− r)n2)− f(b)− f(d)
=
rn31(r
2 − 1)
(1 + n21)(1 + r
2n21)
+
(4− r)n32[(4− r)2 − 1]
(1 + n22)[1 + (4− r)2n22]
+ f ′′(θ)(rn1 − b)2
>
rn31(r
2 − 1)
(1 + n21)(1 + r
2n21)
+
(4− r)n32[(4− r)2 − 1]
(1 + n22)[1 + (4− r)2n22]
:=C(n1, n2) > 0.
When b < rn1, then one obtains b < rn1 < (4 − r)n2 < d. It
follows that∣∣λj1 + λj2 + λj3 + λj4 + λj5 + λj6∣∣
=
∣∣ b
1 + b2
− rn1
1 + n21
− [ (4− r)n2
1 + n22
− d
1 + d2
]
∣∣
≥∣∣rn1b2 − (1 + n21)b+ rn1
(1 + b2)(1 + n21)
∣∣− ∣∣(4− r)n2
1 + n22
− d
1 + d2
∣∣
:=I1 − I2.
We claim that rn1b
2 − (1 + n21)b+ rn1 6= 0. In fact, if r = 1, then
b < n1 and
rn1b
2 − (1 + n21)b+ rn1 = (b− n1)(n1b− 1) < 0.
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If 2 ≤ r ≤ 3, we consider the equation rn1x2−(1+n21)x+rn1 = 0.
The corresponding discriminant ∆ = (n21−(2r2−1))2−(2r2−1)2+1
cannot be a square of some integer as n1 ≫ 1. Thus, by the fact
b < rn1, one gets
I1 ≥ 1
(1 + r2n21)
2
.
Since d > (4 − r)n2, it is easily know that I2 = O( 1n2 ). Taking
account of n1 ≪ n2, we conclude that
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6| ≥
1
2(1 + r2n21)
2
.
Subcase(II-2). rn1 − (4− r)n2 + j5 + j6 = 0 with 0 ≤ r ≤ 4.
Subcase(II-2-1). rn1 − (4− r)n2 + j5 + j6 = 0 with 1 ≤ r ≤ 3.
In this case, s must be positive. If j5 > 0, then one obtains
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6|
=| rn1
1 + n21
+
b
1 + b2
+
d
1 + d2
− (4− r)n2
1 + n22
|
≥ rn1
2(1 + n21)
:= C(n1, n2) > 0.
While, for j5 < 0, we have rn1 + d = (4− r)n2 + b.
Similarly, we firstly discuss the case b > rn1. It is easy to know
rn1 < b ≤ (4− r)n2 < d. Then
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6|
=| rn1
1 + n21
+
d
1 + d2
− b
1 + b2
− (4− r)n2
1 + n22
|
≥rf(n1)− f(rn1 + 1)− (4− r)f(n2) + f((4− r)n2 + 1)
+ f(rn1 + 1)− f(b)− f((4− r)n2 + 1) + f(d)
=rf(n1)− f(rn1 + 1)− (4− r)f(n2) + f((4− r)n2 + 1)
+ f ′′(θ)(rn1 + 1− b)2,
where θ ∈ (rn1 + 1, d). Due to the monotonicity of the function
f(x), we obtain that
rf(n1)− f(rn1 + 1) ≥ f(n1)− f(n1 + 1) ≥ 1
1 + (n1 + 1)2
.
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Since f((4 − r)n2 + 1) − (4 − r)f(n2) = O( 1n2 ) and f ′′(θ) ≥ 0,
hence,
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6| ≥
1
2 + 2(n1 + 1)2
.
When b ≤ rn1, one has b ≤ rn1 ≤ d ≤ (4 − r)n2. And it follows
that ∣∣λj1 + λj2 + λj3 + λj4 + λj5 + λj6∣∣
=
∣∣rn1(1 + b2)− b(1 + n21)
(1 + n21)(1 + b
2)
+
d(1 + n22)− (4− r)n2(1 + d2)
(1 + d2)(1 + n22)
∣∣
:=|I3 + I4|.
If b < rn1 or 2 ≤ r ≤ 3, by the same method as that in the
Subcase(II-1-1) one can show rn1(1 + b
2)− b(1 + n21) 6= 0. In view
of d = (4− r)n2+ b− rn1 and n1 ≪ n2, we know that d > n22 and
I4 = O(
1
n2
). So it deduces that
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6| ≥ |I3| − |I4| >
1
2(1 + r2n21)
2
.
If b = rn1 and r = 1, then d = 3n2. Now it is clear that
|λj1 + λj2 + λj3 + λj4 + λj5 + λj6| = |I4| =
24n32
(1 + n22)(1 + 9n
2
2).
Subcase (II-2-2). rn1 − (4− r)n2 + b+ d = 0 with r = 0, r = 4.
It is similar with the case (II-1-2).
This completes the proof.
Based on the proposition 3.1, we obtain the following partial Birkhoff
normal form proposition.
Proposition 3.2. There exists a real analytic symplectic coordinate trans-
formation Φ1 which maps the neighborhood of the origin of hp to hq, such
that the Hamiltonian H is transformed into a partial Birkhoff normal form
up to order six. More precisely, one has
H ◦ Φ1 = Λ + G¯+ Gˆ+R, (24)
where
|Gˆ| = O(‖z‖3p‖zˆ‖3p) and |R| = O(‖z‖10p ). (25)
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Proof. Let Φ1 = X
1
F be the time-1 map of the Hamiltonian flow of vector
field XF defined by the Hamiltonian
F =
∑
(j1,j2,j3,j4,j5,j6)∈Z¯6
Fj1j2j3j4j5j6zj1zj2zj3zj4zj5zj6
with the coefficients
iFjklmns =
{
1
120π2
δj1δj2 δj3δj4 δj5δj6
λj1+λj2+λj3+λj4+λj5+λj6
, (j1, j2, j3, j4, j5, j6) ∈ (∆0 ∪∆1 ∪∆2) \ N ,
0, otherwise.
It follows from the Proposition 1.1 that λj1 + λj2 + λj3 + λj4 + λj5 + λj6 6= 0
when j1 + j2 + j3 + j4 + j5 + j6 = 0. Thus F is well defined.
We firstly establish the regularity of Hamiltonian vector field XF . By the
Proposition 1.1, we have
|iFj1j2j3j4j5j6 | ≤
δj1δj2δj3δj4δj5δj6
120π2C(n1, n2)
. (26)
The j-th entry of the vector field XF takes the following form
iσj
∂F
∂z−j
= iσj
∑
j2+j3+j4+j5+j6=j
[F(−j)j2j3j4j5j6 + Fj2(−j)j3j4j5j6
+ Fj2j3(−j)j4j5j6 + Fj2j3j4(−j)j5j6 + Fj2j3j4j5(−j)j6 + Fj2j2j4j5j6(−j)],
(27)
therefore one has
|iσj ∂F
∂z−j
| ≤ 1
20π2C(n1, n2)
δj
∑
j2+j3+j4+j5+j6=j
δj2δj3δj4δj5δj6 |zj2zj3zj4zj5zj6 |
≤ 1
20π2C(n1, n2)
1√|j|
∑
j2+j3+j4+j5+j6=j
|zj2|√|j2|
|zj3|√|j3|
|zj4 |√|j4|
|zj5|√|j5|
|zj6|√|j6| .
Let w = (
|zj2 |√
|j2|
: j2 ∈ Z¯), hence
‖⌊XF ⌉‖q = ‖⌊XF ⌉‖p+1
≤ 1
20π2C(n1, n2)
‖w ∗ w ∗ w ∗ w ∗ w‖p+ 1
2
≤ 1
20π2C(n1, n2)
‖w‖5
p+ 1
2
=
1
20π2C(n1, n2)
‖z‖5p,
(28)
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where ∗ represents the convolution operation. It follows that XF is a real
analytic vector field mapping a small neighborhood of the origin in hp to hq,
meanwhile Φ1 = X
1
F is a symplectic coordinate transformation defined in the
neighborhood of the origin in hp.
Secondly, using the Taylor’s formula, one has
H ◦ Φ1 = H ◦X tF |t=1
= H + {Λ, F}+
∫ 1
0
(1− t){{Λ, F}, F} ◦X tFdt+
∫ 1
0
{G,F} ◦X tFdt
= Λ + G˜+ {Λ, F}+ G¯+ Gˆ
+
∫ 1
0
(1− t){{Λ, F}, F} ◦X tFdt+
∫ 1
0
{G,F} ◦X tFdt.
(29)
By direct computation, we have
G˜+ {Λ, F} = 0. (30)
Taking account of the relation (30), one obtains
H ◦ Φ1 = Λ + G¯+ Gˆ+
∫ 1
0
{G¯+ Gˆ+ tG˜, F} ◦X tFdt. (31)
Denote
R :=
∫ 1
0
{G¯+ Gˆ+ tG˜, F} ◦X tFdt. (32)
It is easy to verify that
|Gˆ| = O(‖z‖3p‖zˆ‖3p) and |R| = O(‖z‖10p ), (33)
which completes the proof.
3.2 Normal form of order ten
To obtain the partial Birkhoff normal form of order ten, one requires to define
some new index sets in the following way:
N ′ = {(j1, · · · , j10) ∈ Z¯10 : There exists a 10-permutation τ such that
jτ(1) = −jτ(2), jτ(3) = −jτ(4), jτ(5) = −jτ(6), jτ(7) = −jτ(8), jτ(9) = −jτ(10)},
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∆′0 = {(j1, · · · , j10) ∈ Z¯10 : All the components of j1, · · · , j10 are in
{±n1,±n2}},
∆′1 = {(j1, · · · , j10) ∈ Z¯10 : There is only one component of j1, · · · , j10
not in {±n1,±n2}},
∆′2 = {(j1, · · · , j10) ∈ Z¯10 : There are at least two components of j1, · · · , j10
not in {±n1,±n2}}.
By what we have just defined, one has the following lemma.
Lemma 3.3. Assume that n1, n2 ∈ S, then for (j1, j2, · · · , j10) ∈ (∆′0∪∆′1)\
N ′ satisfying j1 + j2 + · · ·+ j10 = 0, we have
|λj1 + λj2 + · · ·λj10| ≥ C(n1, n2),
in which C(n1, n2) denotes a positive constant depending only on n1, n2.
Proof. In view of the facts that n1 ≪ n2 and j1+ j2+ · · ·+ j10 = 0, it follows
easily that the set ∆′0\N ′ is empty, hence it suffices to consider the case when
(j1, j2, · · · , j10) ∈ ∆′1. Without loss of generality, we assume that the com-
ponent j10 /∈ {±n1,±n2}. Let α, α¯, β, β¯ be the number of n1,−n1, n2,−n2 in
{j1, j2, · · · , j9} respectively. Thus one has
(α− α¯)n1 + (β − β¯)n2 + j10 = 0, (34)
and
α + α¯ + β + β¯ = 9. (35)
• Case 1: α 6= α¯ and β 6= β¯.
From (34), we obtain that |j10| ≥ |β−β¯|2 n2. Therefore, one has
|λj1 + λj2 + · · ·+ λj10 | ≥ |α− α¯|
n1
1 + n21
− |β − β¯| n2
1 + n22
− |j10|
1 + j210
≥ |α− α¯|
2
n1
1 + n21
.
• Case 2: α 6= α¯ and β = β¯.
Now one has (α − α¯)n1 + j10 = 0, which implies that |α − α¯| ≥ 2. In
fact, if |α − α¯| = 1, one has j10 = ±n1, which leads to contradiction.
Thus we have
|λj1 + · · ·+ λj10| ≥
2n1
1 + n21
− 2n1
1 + 4n21
≥ C(n1). (36)
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• Case 3: α = α¯ and β 6= β¯.
Observe that (β − β¯)n2 + j10 = 0, by an analogous discussion, one has
|λj1 + · · ·+ λj10| ≥
2n2
1 + n22
− 2n2
1 + 4n22
≥ C(n2). (37)
• Case 4: α = α¯ and β = β¯.
This case will never happen in view of α + α¯+ β + β¯ = 9.
By simple calculation, the formula of (32) can be rewritten as
R = {G¯+ Gˆ+ 1
2
G˜, F}+
∫ 1
0
{{(1− t)(Gˆ + G¯+ 1
2
(1− t2)G˜, F}, F} ◦X tFdt,
(38)
in which the order of the first term is 10, and the order of the second term is
at least 14. To obtain the partial Birkhoff normal form of order 10, it suffices
to introduce another real analytic symplectic transformation. To do this, let
us split the first term of R in (38) into the following three parts:
{G¯+ Gˆ+ 1
2
G˜, F} = R¯ + R˜ + Rˆ, (39)
in which R¯ denotes the normal form part with (j1, · · · , j10) ∈ ∆′0 ∩N ′, while
R˜ is the non-normal form term with (j1, · · · , j10) ∈ (∆′0 ∪ ∆′1) \ N ′, and
meanwhile Rˆ represents the part with (j1, · · · , j10) ∈ ∆′2.
By lemma 3.3, one can find a symplectic transformation to eliminate the
term of order 10, that is, R˜. Thus one can further obtain a partial Birkhoff
normal form of order 10, which is stated as follows:
Proposition 3.4. Assume n1 ≪ n2, then by a symplectic transformation
Φ2, which is real analytic in some neiborhood of the origin from hp to hq, the
Hamiltonian function H ◦ Φ1 in (24) is changed into
H ◦ Φ1 ◦ Φ2 = Λ + G¯+ Gˆ+ R¯ + Rˆ + T, (40)
where R¯ has the following form
R¯ = R0|zn1 |10 +R1|zn1 |8|zn2|2 +R2|zn1 |6|zn2 |4 +R3|zn1 |4|zn2 |6
+R4|zn1 |2|zn2 |8 +R5|zn2 |10,
(41)
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with coefficients R0, · · · , R5 real and depending only on n1 and n2. Moreover,
|Rˆ| = O(‖z‖8p‖zˆ‖2p), (42)
|T | = O(‖z‖14p ). (43)
The Hamiltonian vector fields XR¯, XRˆ, XT are analytic from hp to hq.
Proof. The proof of this Proposition is similar with Proposition 3.2, we omit
it.
3.3 Normal form of order 14
In this subsection, we shall remove some terms of order 14 to guarantee that
the perturbation satisfies the Assumption C for the KAM theorem 5.1. For
this, we define the normal form set
N ′′ = {(j1, · · · , j14) ∈ Z¯14 : There exists a 14-permutation τ such that
jτ(1) = −jτ(2), jτ(3) = −jτ(4), jτ(5) = −jτ(6), jτ(7) = −jτ(8), jτ(9) = −jτ(10),
jτ(11) = −jτ(12), jτ(13) = −jτ(14)},
and the index sets as follows:
∆′′0 = {(j1, · · · , j14) ∈ Z¯14 : All the components are in {±n1,±n2}},
∆′′1 = {(j1, · · · , j14) ∈ Z¯14 : ∃ at least one component not in {±n1,±n2}}.
By direct computation, the expression of T in proposition 3.4 reads
T = {{1
2
(G¯+ Gˆ) +
1
3
G˜, F}, F}
+
∫ 1
0
{{{1
2
(t− 1)2(G¯+ Gˆ) + 1
6
(t3 − 3t+ 2)G˜, F}, F}, F} ◦X tFdt,
(44)
where the order of the first term is 14, and the order of the second term is
at least 18.
Let us split the first term of T in (44) into three parts:
{{1
2
(G¯+ Gˆ) +
1
3
G˜, F}, F} = T¯ + T˜ + Tˆ , (45)
in which T¯ is the normal form part with (j1, · · · , j14) ∈ ∆′′0∩N ′′, T˜ is the non-
normal form term fulfilling (j1, · · · , j14) ∈ ∆′′0 ∪ N ′′, and Tˆ denotes the part
with (j1, · · · , j14) ∈ ∆′′1. Next, it suffices to seek a symplectic transformation
to eliminate the term T˜ . To this end, it requires to establish a lemma about
the divisor λj1 + · · ·λj14 :
19
Lemma 3.5. Suppose n1 ≪ n2, then for (j1, · · · , j14) ∈ ∆′′0 \ N ′′ fulfilling
j1 + · · ·+ j14 = 0, one has
|λj1 + λj2 + · · ·+ λj14| ≥ C(n1, n2). (46)
By an argument similar to that of Lemma 3.3, we can prove this lemma,
we omit the details.
By applying the Lemma 3.5, one can further arrive at the following results.
Proposition 3.6. Assume n1 ≪ n2. Then by another symplectic transfor-
mation Φ3, which is real analytic in some neighborhood of the origin from hp
to hq, the Hamitonian function H ◦Φ1 ◦Φ2 in (40) transformed into a partial
Birkhoff normal form of order 14 in the following form
H ◦ Φ1 ◦ Φ2 ◦ Φ3 = Λ + G¯+ Gˆ+ R¯ + Rˆ + T¯ + Tˆ +W, (47)
in which T¯ reads
T¯ = T0|zn1|14 + T1|zn1 |12|zn2 |2 + T2|zn1|10|zn2|4 + T3|zn1 |8|zn2|6
+ T4|zn1|6|zn2 |8 + T5|zn1|4|zn2 |10 + T6|zn1 |2|zn2|12 + T7||zn2 |14
(48)
with real coefficents T0, · · · , T7 depending only on n1 and n2, and W is of
order at least 18 with the following form
W =
∫ 1
0
{{{1
2
(t− 1)2(G¯+ Gˆ) + 1
6
(t3 − 3t+ 2)G˜, F}, F}, F} ◦X tFdt, (49)
|Tˆ | = O(‖z‖13p ‖zˆ‖p), (50)
|W | = O(‖z‖18p ). (51)
Furthermore, the Hamiltonian vector fields XT¯ , XTˆ , XW are analytic from hp
to hq.
Proof. This Proposition can be proved similarly as Propositon 3.2, we omit
it.
4 Proof of the main Theorem
In this section, we shall give the proof of our main Theorem 1.1 by applying a
new KAM Theorem 5.1 developed by the third author in [6], which is stated
in the Appendix.
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To this end, let us introduce the action-angle varialbles (y, x) as follows{
znj =
√
ξ
1/2
j + yje
−ixj , z−nj =
√
ξ
1/2
j + yje
ixj , j = 1, 2,
zj = zj , j 6= ±n1,±n2,
(52)
where ξ = (ξ1, ξ2) ∈ R2+. Then up to a constant depending on ξ, the Hamil-
tonian (24) turns into
H =〈ω0(ξ), y〉+
∑
j≥1 and j 6=n1,n2
Ωj(ξ)zjz−j + L+ Gˆ+ Kˆ + Tˆ +W, (53)
with
ω01(ξ) =
n1
1 + n21
[
1 +
n21ξ1
2π2(1 + n21)
2
+
3n1n2ξ
1/2
1 ξ
1/2
2
π2(1 + n21)(1 + n
2
2)
+
3n22ξ2
2π2(1 + n22)
2
]
+
4∑
j=0
R1jξ
4−j
2
1 ξ
j
2
2 +
6∑
j=0
T1jξ
6−j
2
1 ξ
j
2
2 ,
ω02(ξ) =
n2
1 + n22
[
1 +
n22ξ2
2π2(1 + n22)
2
+
3n1n2ξ
1/2
1 ξ
1/2
2
π2(1 + n21)(1 + n
2
2)
+
3n21ξ1
2π2(1 + n21)
2
]
+
4∑
j=0
R2jξ
4−j
2
1 ξ
j
2
2 +
6∑
j=0
T2jξ
6−j
2
1 ξ
j
2
2 ,
(54)
where the real coefficients R1j , R2j, T1j , T2j depend only on Rj and Tj ,
Ωj(ξ) =
j
1 + j2
[
1+
3n21ξ1
2π2(1 + n21)
2
+
3n22ξ2
2π2(1 + n22)
2
+
6n1n2ξ
1/2
1 ξ
1/2
2
π2(1 + n21)(1 + n
2
2)
]
, (55)
and
L = O(|y|3 + |ξ| 12 |y|2 + |ξ| 12 |y|‖zˆ‖2p + |y|2‖zˆ‖2p). (56)
Step 1: Checking the Assumption A of Theorem 5.1. By some easy computa-
tions, ones have
∂ω01(ξ)
∂ξ1
=
n31
2π2(1 + n21)
3
+
3n21n2ξ
−1/2
1 ξ
1/2
2
2π2(1 + n21)
2(1 + n22)
+
3∑
j=0
4− j
2
R1jξ
2−j
2
1 ξ
j
2
2 +
5∑
j=0
T1j
6− j
2
ξ
4−j
2
1 ξ
j
2
2 ,
∂ω01(ξ)
ξ2
=
3n1n
2
2
2π2(1 + n21)(1 + n
2
2)
2
+
3n21n2ξ
1/2
1 ξ
−1/2
2
2π2(1 + n21)
2(1 + n22)
+
4∑
j=1
j
2
R1jξ
4−j
2
1 ξ
j−2
2
2 +
6∑
j=1
T1j
j
2
ξ
6−j
2
1 ξ
j−2
2
2 ,
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∂ω02(ξ)
∂ξ1
=
3n21n2
2π2(1 + n21)
2(1 + n22)
+
3n1n
2
2ξ
−1/2
1 ξ
1/2
2
2π2(1 + n21)(1 + n
2
2)
2
+
3∑
j=0
4− j
2
R2jξ
2−j
2
1 ξ
j
2
2 +
5∑
j=0
T2j
6− j
2
ξ
4−j
2
1 ξ
j
2
2 ,
∂ω02(ξ)
ξ2
=
n32
2π2(1 + n22)
3
+
3n1n
2
2ξ
1/2
1 ξ
−1/2
2
2π2(1 + n21)(1 + n
2
2)
2
+
4∑
j=1
j
2
R2jξ
4−j
2
1 ξ
j−2
2
2 +
6∑
j=1
T2j
j
2
ξ
6−j
2
1 ξ
j−2
2
2 .
Choose the parameter domain in the following way,
O∗ = {ξ = (ξ1, ξ2) : ǫ 12 ≤ ξ1, ξ2 ≤ 4ǫ 12}, (57)
where ǫ is a positive small constant. Thus, we further obtain
2π4(1 + n21)
2(1 + n22)
2 det ∂ξω
0(ξ)
=2π4(1 + n21)
2(1 + n22)
2
[∂ω01
∂ξ1
∂ω02
∂ξ2
− ∂ω
0
1
∂ξ2
∂ω02
∂ξ1
]
=− n21n22
[
3n21ξ
1/2
1 ξ
−1/2
2
(1 + n21)
2
+
3n22ξ
−1/2
1 ξ
1/2
2
(1 + n22)
2
+
4n1n2
(1 + n21)(1 + n
2
2)
]
+ o(ǫ
1
2 )
≤− n
2
1n
2
2
2
[
3n21
2(1 + n21)
2
+
3n22
2(1 + n22)
2
+
4n1n2
(1 + n21)(1 + n
2
2)
]
.
(58)
Therefore, ones conclude that
inf
ξ∈O∗
| det ∂ξω0(ξ)| > c1,
where c1 depends on n1, n2. Besides, due to the fact λn1 > λn2 , it follows
that
sup
ξ∈O∗
|∂ξω0(ξ)|
=max
ξ∈O∗
{|∂ω
0
1
∂ξ1
|, |∂ω
0
1
∂ξ2
|, |∂ω
0
2
∂ξ1
|, |∂ω
0
2
∂ξ2
|} ≤ 5n
3
1
π2(1 + n21)
3
.
(59)
Now we have proven that the Assumption A holds true.
Step 2: Checking the Assumption B of Theorem 5.1. By (55), one has
∂Ωj(ξ)
∂ξ1
=
j
1 + j2
[
3n21
2π2(1 + n21)
2
+
3n1n2ξ
−1/2
1 ξ
1/2
2
π2(1 + n21)(1 + n
2
2)
]
,
∂Ωj(ξ)
∂ξ2
=
j
1 + j2
[
3n22
2π2(1 + n22)
2
+
3n1n2ξ
1/2
1 ξ
−1/2
2
π2(1 + n21)(1 + n
2
2)
]
.
(60)
22
Therefore, take c13 =
15n21
2π2(1+n2
1
)2
, we have
sup
ξ∈O∗
|∂ξΩj(ξ)| ≤ c13|j|−1. (61)
In view of n1 ≫ 1, one obtains that c13 is small enough. As mentioned
in Remark 2 of [6], when c13 is small enough, one automatically has
that
d∗
dω
[
(k, ω)± Ωj
]
> c∗,
d∗
dω
[
(k, ω)± (Ωj + Ωk)
]
> c∗ (62)
holds true for some positive constant c∗ > 0, in which ω = ω0(ξ). Let
c11 =
3
2
and c12 = 2, since 1≪ n1 ≪ n2 and 1/4 ≤ ξ1/ξ2 ≤ 4, we get
c11|j|−1 ≤ Ωj(ξ) ≤ c12|j|−1. (63)
Step 3: Verifying the Assumption C of Theorem 5.1. At first, we choose a neigh-
borhood Dp(s0, ǫ
5
8 ) in the phase space Pp (The definitions of Dp(s0, ǫ 58 )
and Pp refer to (66) and (67)). From (17), (39), (45), (49), (56) and
(68), we estimate them and obtain that
‖⌊XL⌉‖q,Dp(s0,ǫ 58 )×O∗ = O(ǫ
3
2 ),
‖⌊XGˆ⌉‖q,Dp(s0,ǫ 58 )×O∗ = O(|ξ|
3
4 ||zˆ||3p
/
ǫ
5
4 ) = O(ǫ),
‖⌊XRˆ⌉‖q,Dp(s0,ǫ 58 )×O∗ = O(|ξ|
8
4 ||zˆ||2p
/
ǫ
5
4 ) = O(ǫ),
‖⌊XTˆ ⌉‖q,Dp(s0,ǫ 58 )×O∗ = O(|ξ|
13
4 ||zˆ||p
/
ǫ
5
4 ) = O(ǫ),
‖⌊XW ⌉‖q,Dp(s0,ǫ 58 )×O∗ = O(|ξ|
18
4
/
ǫ
5
4 ) = O(ǫ),
Let P = L+ Gˆ+ Rˆ + Tˆ +W , and it is easy to check that
‖⌊XP ⌉‖q,Dp(s0,r0)×O∗ ≤ Cǫ, ‖⌊∂ξXP ⌉‖q,Dp(s0,r0)×O∗ ≤ Cǫ
1
2 . (64)
Step 4: Verifying the Assumption D of Theorem 5.1. In (6), u is real-valued if
z−j is the complex conjugate of zj . Thus Assumption D holds true.
Step 5: Verifying the Assumption E of Theorem 5.1. In view of B = 0, As-
sumption E follows natrually.
Our main Theorem 1.1 follows directly from the Theorem 5.1.
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5 Appendix
5.1 KAM theorem with normal frequencies of finite
limit-point
In this appendix, we shall present the new KAM theorem with normal formal
frequencies of finite limit-point developed by the third author [6]. To this
end, we shall introduce some notations. We start with an infinite dimensional
Hamiltonian in the form of an integrable parameter dependent normal form
part N plus a Hamiltonian perturbation P
H = N + P = (ω0(ξ), y) +
∑
j∈Z
Ωj(ξ)zj z¯j + 〈B0(ξ)z, z¯〉+ P (x, y, z, z¯; ξ)
(65)
where the parameter ξ ∈ O ⊂ Rn, and (x, y, z, z¯) ∈ Tn × Rn × hp × hp. For
x ∈ Rn, denote the Eulidean norm of x by |x|. For given p > 1
2
, κ > 0, define
q = p+ κ. Given positive integer n > 0, let Tns represent the complexization
of Tn with width s > 0, that is,
T
n
s := {x ∈ Cn/(2πZn) : |ℑx| ≤ s}.
For given s0 > 0, define the phase space as follows
Pp := Tns0 × Cn × hp × hp. (66)
When the perturbation term P vanishes, the normal formal part N admits
n-dimensional torus
T n0 := Tn × {y = 0} × {z = 0} × {z¯ = 0}.
Let us introduce the neighborhood of the torus T n0 in Pp as follows
Dp(s0, r0) := {(x, y, z, z¯) ∈ Pp : |ℑx| < s, |y| < r20, ‖z‖p < r0, ‖z¯‖p < r0}.
(67)
Let us introduce some desired norms. Take 0 < s ≤ s0, 0 < r < r0 and
O∗ ⊂ O, for a map g(x, ξ) : Tns ×O∗ → Cn, define
|g|2s,O∗ = sup
ξ∈O∗
∑
k∈Zn
|gˆ(k, ξ)|2e2|k|s,
in which gˆ(k, ξ) represents the k-Fourier coefficient of g(x, ξ). For a map
g : Tns ×O∗ → hp, define its form as follows
‖g‖p,s,O∗ = sup
ξ∈O∗
∑
k∈Zn
‖gˆ(k, ξ)‖2pe2|k|s.
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For a map g : Dp(s, r)×O∗ → hp, define
‖g(·, y, z, z¯; ξ)‖2p,s =
∑
k∈Zn
e2|k|s‖gˆ(k; y, z, z¯; ξ)‖2p,
‖g‖p,q,s,r,O∗ = sup
ξ∈O∗,|y|<r2,‖z‖p<r,‖z¯‖p<r
‖g(·, y, z, z¯; ξ)‖q,s.
Consider a map g : Dp(s, r)×O∗ → Cn, define
|g|p,s,r,O∗ = sup
ξ∈O∗,|y|<r2,‖z‖p<r,‖z¯‖p<r
√∑
k∈Zn
|gˆ(k; y, z, z¯; ξ)|2e2|k|s.
For a vector field
U = (X, Y, Z, Z¯) : Dp(s, r)×O∗ → Pq,
define its form in the following manner,
‖U‖q,Dp(s,r)×O∗ =
√
|X|2p,s,r,O∗ + |Y |2p,s,r,O∗ + ‖Z‖2p,q,s,r,O∗ + ‖Z¯‖2p,q,s,r,O∗.
(68)
For a scalar complex function defined on Dp(s0, r0)×O∗,
g(x, y, z, z¯; ξ) =
∑
k∈Zn,γ∈Zn
+
,α,β∈ZZ
+
gk,γ,α,β(ξ)e
i(k,x)yγzαz¯β ,
define its modulus as follows:
⌊g⌉ = ⌊g(x, y, z, z¯; ξ)⌉ =
∑
k∈Zn,γ∈Zn
+
,α,β∈ZZ
+
|gk,γ,α,β(ξ)|ei(k,x)yγzαz¯β .
For an operator or matrix
g(x, y, z, z¯; ξ) = (gjk(x, y, z, z¯; ξ) ∈ C : j, k ∈ Z or a subset of Z),
define
⌊g(x, y, z, z¯; ξ)⌉ = (|gjk(x, y, z, z¯; ξ)| : j, k ∈ Z or a subset of Z).
Assumption A :(Non-degeneracy.) Suppose that ω0(ξ) : O ⊂ Rn → Zn
is real continuously differentiable in ξ ∈ O in the sense of Whitney.
Suppose there exist two positive constants c1, c2 fulfilling
inf
ξ∈O
| det ∂ξω0(ξ)| ≥ c1,
sup
ξ∈O
| det ∂ξω0(ξ)| ≤ c2. (69)
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Assumption B :(The normal frequencies clustering at the origin.)Suppose
Ωj = Ωj(ξ) are real and continuously differentiable in ξ ∈ O. Assume
that there are four absolute positive constants c11, c12, c13, κ such that
c11|j|−κ ≤ Ωj(ξ) ≤ c12|j|−κ, ∀ξ ∈ O, j ∈ Z, (70)
and
sup
ξ∈O
|∂ξΩj(ξ)| ≤ c13|j|−κ, j ∈ Z. (71)
Assume further for each k ∈ Zn ⊂ {0}, j, k ∈ Z,
d∗
dω
[
(k, ω)± Ωj
]
> 0,
d∗
dω
[
(k, ω)± (Ωj + Ωk)
]
> 0, (72)
in which Ωj = Ωj(ξ(ω)) = Ωj((ω
0)−1(ω)) and d
∗
dω
represents the direc-
tional derivative along the direction such that d
∗
dω
(k, ω) ≥ 0.
Assumption C :(Regularity.) Suppose that the perturbation term P (x, y, z, z¯; ξ)
defined on the domain Dp(s0, r0) × O is analytic in the spatial coor-
dinate and C1− smooth in ξ of the parameter ξ ∈ O, and for ev-
ery ξ ∈ O, the modulus ⌊XP ⌉ of its Hamiltonian vector field XP =
(Py,−Px, i∂z¯P,−i∂zP ) determines an analytic map
⌊XP ⌉ : Dp(s0, r0) ⊂ Pp → Pq,
satisfying
‖⌊XP ⌉‖q,Dp(s0,r0)×O ≤ Cǫ, ‖⌊∂ξXP ⌉‖q,Dp(s0,r0)×O ≤ Cǫ
1
2 .
Assumption D :(Reality.) The Hamiltonian functions N(x, y, z, z¯; ξ) and
P (x, y, z, z¯; ξ) are real when x, y ∈ R.
Assumption E : For any ξ ∈ O, the modulus of the operator B0 is small
with respect to q = p+ κ in the following way:
sup
ξ∈O
‖⌊B0(ξ)⌉‖hp→hq ≤ Cǫ, sup
ξ∈O
‖⌊∂ξB0(ξ)⌉‖hp→hq ≤ Cǫ.
Theorem 5.1. ([6]) Assume that the Hamiltonian H = N + P fulfills the
Assumptions (A-E). Then there exists a small ǫ∗ = ǫ∗(n, p, q,O) > 0, such
that for any 0 < ǫ0 < ǫ
∗, there exists a subset O∗ ⊂ O and a γ = γ(ǫ)
satisfying
MeasO∗ ≥ MeasO(1− O(γ(ǫ))), lim
ǫ0→0
γ(ǫ) = 0, (73)
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and there also exist a symplectic transformation
Φ : Dp(
s0
2
,
r0
2
)×O∗ ⊂ Pp → Dp(s0, r0)×O ⊂ Pq, (74)
such that H = N + P is changed into
H∞ = H ◦ Φ = (ω(ξ), y) +
∑
j∈Z
Ωj(ξ)zj z¯j + 〈B∞(ξ)z, z¯〉+R, (75)
where
R = O(|y|2 + |y|‖z‖p + ‖z‖3p), (76)
‖⌊XR⌉‖q,Dp( s02 , r02 )×O∗ ≤ Cǫ, ‖⌊∂ξXR⌉‖q,Dp( s02 , r02 )×O∗ ≤ Cǫ
1
2 , (77)
and for any ξ ∈ O∗, the operator B∞(ξ) fulfills
‖⌊B∞(ξ)− B0(ξ)⌉‖hp→hq ≤ Cǫ, ‖⌊∂ξ(B∞(ξ)−B0(ξ))⌉‖hp→hq ≤ Cǫ, (78)
and ω : O∗ → Rn with
sup
ξ∈O∗
|ω − ω0| ≤ Cǫ, sup
ξ∈O∗
|∂ξ(B∞(ξ)− B0(ξ))| ≤ Cǫ 12 . (79)
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