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ABSTRACT
This thesis focuses on applying statistical methods to spectral-temporal data ob-
tained from point source events. This work arises from the need in some military and
national defense applications to quickly detect, locate, and identify short duration “en-
ergetic” electromagnetic events providing particular characteristic patterns of evolution
over time. The first article discusses model building for spectral-temporal data that
have complete spectral and temporal information over an event’s evolution. The goal of
this work was to build models to serve as the basis for algorithms that can be used to
distinguish between different types of electromagnetic events in real time.
The second article discusses the preliminary design of an algorithm for real-time
discrimination between different types of point source events based on spectral-temporal
data. The development of the algorithm was based on data obtained from 3 classes of
safety matches and from simulated data based on fitted models developed in the first
article.
The third and final article discusses important pratical considerations regarding the
sensor and experimental set-up used in the previous two articles. If this line of inquiry is
to be further developed, this article discusses some practical considerations that should
be addressed when moving forward.
1GENERAL INTRODUCTION
1 Motivation
It is imperative in some military and national defense applications to quickly detect,
locate, and identify short duration “energetic” electromagnetic events that have par-
ticular characteristic patterns of evolution over time. Spectral-temporal sensors (also
known as pseudo-imagers) currently available capture information from energetic events
and record observed intensities repeatedly in time for wavelengths ranging from the
visible to the long-wave infrared (Pellegrini et al. 2004). Some of these important ener-
gentic events, particularly those associated with what are effectively point sources, can
be difficult to detect, locate, and identify using traditional imaging cameras. Recently,
considerable effort has been invested in pseudo-imaging sensors to improve their ability
to detect and locate energentic events, using a direct vision prism to diperse incoming
electromagnetic energy over a staring focal plane array (Deming et al. 2006).
While physical sensor technology is developing rapidly, there is a lag in the devel-
opment of algorithms that can be used to identify and discriminate between types of
energetic events in real time. There does not yet exist a coherent mathematical frame-
2work for discrimination of energetic electromagnetic events that 1) explicitly allows for
many sources of variability (shot-to-shot variability, atmospheric variation, sensor noise,
etc.), 2) can be implemented in real-time, 3) cleanly handles “time registration of events”
(recognizes that an incoming data stream may not contain data beginning at event ini-
tiation), and 4) can assess the likelihood that an incoming data stream matches the
characteristic evolution of an “important” electromagnetic event.
2 Existing Methods of Discrimination
Several techniques have been investigated for discriminating energetic electromag-
netic events. These include reducing the dimensionality of the data produced in both
the mid-wave and near-infrared portions of the spectrum (wavelengths ranging from 0.7-
20 microns). Orson et al. (2003) compared several data analysis techniques by applying
them to data collected using a Fourier transform interferometer. Sensed intensity data
were recorded over time at wavelengths from 1.6-20 microns on 56 detonation events for
a variety of bomb sizes, types, and environmental conditions. Techniques investigated
included analysis of fireball size as a function of time. The spectral profile was examined
for several bomb types. Planckian distributions were fit to the data. This method was
compared to fitting temporal overlap as a function of frequency. (The temporal overlap
is defined as O(ν) = cos(θ) =
~Si(ν)·~Sj(ν)
|~Si(ν)||~Sj(ν)| where
~Si(ν) is a vector of radiance values at a
given frequency ν for the ith event. Each time increment adds another element to the
vector. The temporal overlap ranges from 0 (profiles are orthogonal) to 1 (profiles are
identical).) The authors found that the temporal overlap classification method provided
3a good signature for the classification of events. This method removes the dependence
on total radiance and therefore reduces the variablility of similar detonations. However,
these methods are not based on the modeling of multiple sources of variability and so
do not provide a firm basis for quantification of decision uncertainity. And while these
methods have been used for classification of events, no attempt has been made to apply
them in real time.
Gross et al. (2003) investigated the use of temporal profiles from data collected
at wavelengths from 1.6-20 microns on two different static detonation events. In this
apporach, a nonlinear regression is fit to each of two parameterized functions for each
time profile. The time profiles are constructed by averaging intensities across selected
spectral bands. Then parametric forms are used to model the background signal and
identify the start of the detonation, but again the dimensionality of the data is reduced.
The authors feel this has opened the door to the classification of detonation events.
However, they are unsure which parameters in the model are reproducible and which
are key for classification. The methods discussed do allow classification of detonations,
but not classification in real time.
Dills et al. (2004) also investigate a method for classification of battlespace det-
onations using data collected at wavelengths from 0.9-1.7 microns. In this approach
features are extracted from the temporal profiles of different classes of data. An at-
tempt is made to find features that represent differences between classes. Second order
polynomials are fit to the data and the downward curvature is removed. The residuals
are summarized by a probability density function where the minimum of the residuals
4is set to zero. The first four moments of the probability distribution function are used
as features. Using all the extracted features, Fisher ratios of all possible subsets (of
size 3) of features are compared. The subset that provides that highest Fisher ratio
provides the best discrimination. Next all possible combinations (of size 2) from those
three features are investigated. It was found that discrimination was most effective using
the first and second moments as the classifying features. Again, these methods are not
being implemented in real time.
No attempt has yet been made to simultaneously model the characteristic patterns
of energetic events for both time and wavelength or to make use of all the information
produced in both time and wavelength without some form of (plausible, but nevertheless
arbitrary) data reduction.
3 Chapter Introductions
We concentrate our efforts in Chapter 1 on building a mathematically coherent frame-
work to effectively model the mean (characteristic signature) and covariance structures
of energetic electromagnetic events evolving in time. A general framework will be devel-
oped that can, in theory, be applied to data streams produced by a sensor that detects
intensities at any set of wavelengths in the spectrum and at any framing rate. The mod-
eling framework described and applied in Chapter 1 will serve as the foundation upon
which to build algorithms that can be used in real time to determine if an incoming
data stream is consistent with that of a previously-modeled type of energetic event of
interest.
5The phenomenology of an energetic event will determine the optimal sensor and
band pass (critical interval of wavelengths) to use for detecting such an event. Although
tremendously important for designing a sensor, this is largely academic from a modeling
point of view. Chapter 1 seeks to determine a framework for modeling that is applica-
ble to nearly any pseudo-imageing sensor operating in any part of the electromagnetic
spectrum that is relevant to its application.
Chapter 2 describes the development of one possible descrimination algorithm that
could be used in real time. The algorithm is developed and properties are studied using
the 3 classes of energetic events that were modeled in Chapter 1. Chapter 2 describes
the number of false rejections for each of 3 classes of safety matches and the rate to
rejection.
Finally, Chapter 3 describes components of the sensor that was used in data col-
lection. Additionally, Chapter 3 discusses the raw data extraction and some practical
considerations to implementing the discrimination algorithm in real time.
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7CHAPTER 1. MODELING SPECTRAL-TEMPORAL DATA
FROM POINT SOURCE EVENTS
A paper submitted to Technometrics
Monica Reising, Max Morris, Stephen Vardeman, and Shawn Higbee
1 Abstract
In recent years, a great deal of effort has been invested in developing sensors to
detect, locate, and identify “energetic” electromagnetic events. When observed through
one type of imaging spectrometer, these events produce a data record that contains
complete spectral and temporal information over the event’s evolution. This article
discusses model building for spectral-temporal data of this type. The goal is to build
models that can be used in future work to produce algorithms that can be applied to
sensor data to distinguish between different types of electromagnetic events in real time.
2 Introduction
It is imperative in some military and national defense applications to quickly detect,
locate, and identify short duration “energetic” electromagnetic events that have par-
8ticular characteristic patterns of evolution over time. Spectral-temporal sensors (also
known as pseudo-imagers) currently available capture information from energetic events
and record observed intensities repeatedly in time for wavelengths ranging from the vis-
ible to the long-wave infrared (Pellegrini and Ewing 2004). Some of these important
energetic events, particularly those associated with what are effectively point sources,
can be difficult to detect, locate, and identify using traditional imaging cameras. Re-
cently, considerable effort has been invested in pseudo-imaging sensors that use a direct
vision prism to disperse incoming electromagnetic energy over a staring focal plane array
(Deming et al. (2006)).
While physical sensor technology is developing rapidly, there is a lag in the devel-
opment of algorithms that can be used to identify and discriminate between types of
energetic events in real time. There does not yet exist a coherent mathematical frame-
work for discrimination of energetic electromagnetic events that 1) explicitly allows for
many sources of variability (shot-to-shot variability, atmospheric variation, sensor noise,
etc.), 2) can be implemented in real time, 3) cleanly handles “time registration of events”
(recognizes that an incoming data stream may not contain data beginning at event ini-
tiation), and 4) can assess the likelihood that an incoming data stream matches the
characteristic evolution of an “important” electromagnetic event.
While developing detection algorithms is the ultimate goal, we concentrate our effort
here on building a mathematically coherent framework to effectively model the mean
(characteristic signature) and covariance structures of energetic electromagnetic events
evolving in time. A framework will be developed that could be applied to data streams
9produced by a sensor that detects intensities in any set of wavelengths and at any framing
rate. The framework described in this article serves as the foundation for subsequent
work in which we build algorithms that can be used in real time to determine if an
incoming data stream is consistent with that of a previously-modeled type of energetic
event.
The phenomenology of an energetic event of interest will determine the optimal
sensor and band pass (set of wavelengths to which it is sensitive) to use for detecting
it. Although important for designing a sensor, such considerations are not of basic
concern from a modeling point of view. This paper seeks to develop a framework for
modeling that is broadly applicable to pseudo-imaging sensors operating in any part of
the electromagnetic spectrum that is of interest. Our concentration on the infrared part
of the spectrum in our case study is thus not intrinsic to our analysis.
3 Data
Our test bed for developing statistical models consists of data collected by a slightly
modified sensor on burns of three types of safety matches. Safety matches (as opposed
to other potential hot sources of radiation) were used so that we could easily control
experimental conditions, and data for many event repetitions were collected.
The sensor we used typically employes a technique known as pseudo-imaging (or
imaging) to provide spectral-temporal signatures and the locations of rapidly changing
events within a given field of view. Pseudo-imaging is the process of taking data obtained
from the focal plane array, creating a single spectral profile, and using the spectral profiles
10
from multiple ‘snap-shots’ to create a spectral-temporal signature from an observed event
(Weeks et al. (2004)). Figure 1 shows a schematic of the sensor we used from Mooney,
Vickers, An, and Brodzik (1997) and Pellegrini and Ewing (2004).
Field Rotating Focal
Stop Direct Plane 
Vision Array 
Prism
Figure 1 A Schematic of the Sensor Used in Data Collection (Rotation of
the Prism was Disabled During Our Data Collection)
Data were collected in May 2005 at Hanscom Air Force Base, MA. Three different
types of safety matches were used to create realizations from three different classes of
energetic events. Data were recorded for 20 matches of each of type. The sensor used
was set at a framing rate of 80 frames per second. After the sensor began recording, a
match was ignited by hand and the sensor continued to collect data for nine seconds,
producing 720 frames of measured intensities. (A total of 720 frames were recorded for
each test regardless of whether the match burned the entire time or not.) For each of the
720 frames of data, a gray-scale image was produced. After all data were collected, the
collection of pixels containing the brightest line in each gray-scale image was manually
11
extracted. The intensity (read out voltages as a function of photon counts) recorded
for each pixel along the line were compiled to create a matrix of data; each row in this
matrix corresponds to a single temporal frame, and each column to a single pixel on
the focal plane array (an index for convenience corresponding to a wavelength in the
spectrum). These are used to make what is commonly referred to as a “waterfall plot.”
Figure 2 is such a plot.
In normal use, the sensor is equipped with a rotating prism and rotating preprocessing
algorithm that can produce waterfall plots like that in Figure 2. However, for the purpose
of initial development of modeling methods, we decided to not rotate the prism during
data collection and began with (not preprocessed to account for rotation, but rather)
raw data from a single column of pixels on the focal plane array.
As mentioned previously, data were recorded for 20 matches of three types, say Class
A, Class B, and Class C. In the process of collecting data for Class C, the prism was
realigned after the first three observations. While preprocessing the data, we discovered
that data for those three observations were extracted from a different column of pixels
on the focal plane than the others. After careful consideration, these observations were
not used in the development of the model for Class C.
Class A and Class B models are expected to be similar, as a match from Class
A was simply two matches from Class B physcially bound together. The chemical
compositions of the Class A and Class B matches were identical. The matches from
Class C are different in terms of chemical composition and the Class C model should be
substantially different from those for Classes A and B.
12
Figure 2 An Example of Raw Data Collected in the Burn of a Single Match
from Class A
Let the measured energy intensity observed by a sensor for one event be denoted by
S∗(t, l) for t = 0, 1, ... and l = 0, 1, ... (1)
where l is an integer index used to represent a pixel on the focal plane array. S∗k(t, l)
will be used to represent the measured energy at the tth time frame on the lth pixel for
the kth observation for a fixed class of matches. In the raw data sets, t = 0, . . . , 719 and
l = 1, . . . , 150, since the portion of the gray-scale images used in our study consists of
150 consecutive pixels in a column of the focal plane array. Each value of l corresponds
to a single pixel on the focal plane (since the spectral resolution of the data is a single
pixel) and integer indexing was used for convenience. Note that a given value of l, say
80, corresponds to the same pixel on the focal plane for all time frames, and that any
13
two consecutive values of l correspond to neighboring pixels on the focal plane. After
preliminary examination of the raw data, we determined some additional preprocessing
would be needed (a “background subtraction”). Upon completion of the preprocessing,
we had “useable” data like those portrayed in Figure 3.
Figure 3 Background-Subtracted Data (Corresponding to Those Repre-
sented in Figure 2)
Let
S(t, l) for t = 0, 1, . . . , 719 and l = 1, . . . , 149 (2)
represent preprocessed data for a single event. Here a value of l corresponds to the same
pixel on the focal plane array for all event classes.
14
4 Modeling
To begin model development, suppose that a bright event of a particular type pro-
duces a sensed spectrum that evolves over continuous time (τ) and wavelength (λ) as
θ(τ, λ) for τ ∈ (0, T ) and λ ∈ (0,∞). (3)
We purposely use the notation θ(τ, λ) here rather than S(t, l), because for modeling
purposes we wish to think of τ and λ as continuous variables and to do the modeling for
all τ ∈ (0, T ) and λ in some finite interval in (0,∞). The rationale here is that a point
source has a signature that is continuous in time for some interval of wavelengths.
A model is needed for θ(τ, λ) that explicitly allows for shot-to-shot (realization-to-
realization) variability. We will use a Gaussian random field model for a transformed
version of θ(τ, λ) which we will call θ˜(τ, λ). The exact transformation used in a particular
case will be dictated by the data. (It is possible that each class of events might require
a different transformation.)
Because physical intensities are non-negative (read-out voltages as a function of pho-
ton counts) it is natural in this application to think of using a logarithmic transformation.
A log transformation would convert any multiplicative effects (such as those produced
by distance or atmospheric absorption) on sensed signals to additive effects and mitigate
the “orders of magnitude” differences between responses seen across t and l pairs. How-
ever, due to the background subtraction and instrument noise, the preprocessed data
(2) can include negative values. A transformation was needed that would have charac-
teristics of the log transform where there is substantial signal, but that is applicable to
15
both positive and negative data values. An invertible transformation is also desirable so
as to avoid information loss. Substantial informal preliminary analysis suggested that
the monotone transformation
h(θ) =

ln(θ) for θ ≥ 2
θ(ln(2)/2) for −2 < θ < 2
−ln(|θ|) for θ ≤ −2
(4)
is useful for all classes in our test bed data. Figure 4 shows the application of transform
(4) to the values represented in Figure 3.
Figure 4 Transformed Data Corresponding to Those Represented in Figures
2 and 3
16
A Gaussian random field model for
θ˜(τ, λ) = h(θ(τ, λ)) (5)
is characterized by a mean function µ(τ, λ) and a covariance function C((τ1, λ1), (τ2, λ2))
defined for τ, τ1 and τ2 ∈ (0, T ) and λ, λ1 and λ2 belonging to the interval of interest
in (0,∞). For any finite set of time-wavelength pairs (τi, λi), i = 1, 2, . . . ,m, the joint
distribution of values θ˜(τi, λi), is multivariate normal with mean vector
E(θ˜(τi, λi)) = µ(τi, λi) (6)
and covariance matrix with entries
Cov(θ˜(τi, λi), θ˜(τj, λj)) = C((τi, λi), (τj, λj)). (7)
5 Estimating Model Parameters
Recall that the preprocessed data are
S(t, l) for t = 0, 1, ..., 719 and l = 1, 2, ..., 149 (8)
as in (2), to be transformed as
S˜(t, l) = h(S(t, l)) (9)
before modeling.
After substantial exploratory data analysis, we found that a plausible model for the
kth observation within a given class has, corresponding to (9), a decomposition of θ˜(τ, λ)
as
θ˜k(τ, λ) = dk + µ(τ + ηk∆τ, λ) + σ(τ + ηk∆τ, λ)(τ, λ). (10)
17
In (10) the index k identifies a specific realization from the class, and dk (intensity shift)
and ηk (time shift) are parameters associated with the k
th event and ∆τ is the time
difference between two consecutive sampling points. µ and σ are mean and standard
deviation functions associated with the particular class of events and  is a “spatial”
stochastic process with mean zero, variance one, and a correlation structure potentially
specific to the class. We proceed to describe how we developed appropriate forms for
µ(·), σ(·), and the correlation structure for (·, ·).
5.1 Training Event Time Registration
The raw data consist of 720 frames for each observation from each class of events, but
the physical bright event did not start in the same frame of data for each observation. To
estimate appropriate mean and standard deviation functions for characterizing a class,
the bright events need to be aligned temporally. This alignment is accomplished by
selecting values ηk in equation (10). The estimates of ηk for observations in a class were
calculated from total intensity series. Let
Ik(t) =
∑
l
Sk(t, l) (11)
denote the total intensity at time t for event k from the class under consideration. The
temporal alignment parameter, ηk, was estimated as
ηˆk = min
k
(arg max
t
Ik(t))− arg max
t
Ik(t). (12)
That is, the realization with the earliest intensity “peak” was selected as a “base case,”
and time-offsets for all other realizations are determined with reference to it. Figure 5
18
illustrates a subset of total intensity series for one class of events and Figure 6 shows
the same subset of total intensity series aligned according to the values of the ηˆk given
in (12).
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Figure 5 Total Intensity Series Prior to Temporal Alignment
5.2 Estimating the Class Mean and Standard Deviation Surfaces and
Event-Specific “Vertical” Shift Parameters
It is well-known that the distance from which bright events are observed will affect
the intensities registered by the sensor. If two identical events are observed by the
camera through the same atmosphere at two different distances, the event closer to the
sensor registers higher intensity values than the event that is observed from a greater
distance. This phenomenon introduces the need for dk in model (10). This value is an
19
11111111
1
1
1
111111
1
1
1
1
11111
1
1
11
1
11
1111111
1
1
111111
1
11
1111
11
111111
11
111111
111
11
1
111
1
11
1
1
1
11
111
1
1
11
1
11
1
1
1
1
1
1
1111
1111111111111111111111111
1111111
11111111111111111111
11111111111111
1111
111
1111
111
111
1111
111
11111
111111111
1111111
11
111
11
11
11
111
11
11
1
1
11
111
11111
11111111111
1
1
11
1
1111
1111
1111111111
1
11
Time
In
te
ns
ity
222222222222222
22
22
22
22
2
2
2
2
22
2
22
22
2
22
222
2
2222
2
2
22
22
22
2
22
22
22
2
22
22
2
2222222
2
222
2222
22
22
2
22
22
22
2
2
2222
2
2222
2
22
2
2
2222
2222
222
2
2222222222
2222222222222222222222
222
2
2
22222
222222
2
222
22222222222222
22
2222222
222
2
22
2
2
222
22222
2
22222222
22
2222222222222222
2222
2222
2
2222
22
2
22
22222
2222
2
222
2
222
22
22
222222
2222222222
2222222222222222
222222
2222
222
33333
3
333
3
3
3
3
3
3
3
333
3
3
333
33
33
3
333
33333333333333
333333333333
33333
33
3
3
3
3333
33
333
33
3
33
3333
3333
33
3
3
3
33
3
33333
3
3
3
33
3
3
3
333
3333
33
333333333333333333333333
333333333333
33
3333333333
33333
3333333333333
33333333
333333333333333333
3333333333333333
3333333333
3333333333
3333333333333333
33
3
3333333
4444444444
44
44444
4444
4444444
444444444444
4
4444444444
44
44
444
44
44
44
44
4
4
4
4
4
4
4
44
444
44
4
44
4
44
4
4
4
4
4
44
4
44
44
4444444444444444444444
4
44
44444444
444444444444444444444
444444444444
44444444
44444444
44444
44444444
44444444
44444444
4444444
444
4444
44444444
4444
444444444444
555555555555
55555
555
55
55
555
555
55555555555
555
5555
5
555
55
55
55
5555
555
55
5
555
5
5
5
5
55
55
55555555
5
555555
5
55555
555555555555
5555
5555
555
5
5
5555
55
55555555
555555555555555555555555555
5555
5555555
55555555555555555
5555555
555555555
555
5555555555
555
555555
555555555
5555555
Figure 6 Aligned Total Intensity Series
intercept, or an “intensity shift” parameter. To estimate the intensity shift parameter,
dk, for an observation, the mean function for the class under consideration, µ(τ, λ), must
first be estimated. For every (t, l) pair (after temporal alignment) an average was taken
across the k observations within a class. The domain of the empirical mean function
was trimmed so that only those intensities corresponding to times where all observations
make a contribution to the average are included. (That is, we effectively reindex time
for all realizations to match these with ηˆk = 0 and only estimate mean response for such
t = 0, 1, . . . , 719 − maxk|ηˆk| and l = 1, 2, . . . , 149.) Let the estimated mean function
be denoted by µ′(t, l) for such t and l.
With an estimated mean function in hand, we estimated an appropriate “intensity
20
shift,” dk, for each observation. We computed this as
dˆk =
1
149(719−maxk |ηˆk|)
719−maxk |ηˆk|∑
t=0
149∑
l=1
(S˜k(t+ ηˆk, l)− µ′(t, l)). (13)
After the mean function and intensity shift parameters are estimated, residuals may
be computed as
eˆk(t, l) = S˜k(t+ ηˆk, l)− (dˆk + µ′(t, l)). (14)
Note that for each (t, l) pair, the average of these residuals over all observations is
zero. Then the class-specific variance at each observed time-wavelength pair (t, l) was
estimated as
σ˜2(t, l) =
1
N − 1
∑
k
(eˆk(t, l))
2. (15)
where N is the number of replicate trials from the class. Final estimates of the mean and
variance functions are computed as smoothed versions of µ′(t, l) and σ˜2(t, l). A loess
smoothing technique is used with a smoothing parameter of 0.1. (With a smoothing
parameter of 0.1, the smoother uses the nearest ten percent of observations and replaces
the current observation with a tricubic weighted average of those nearest observations.)
Figures A.1-A.3 in the Appendix show the smoothed mean and standard deviation sur-
faces. (The mean surface is displayed to the left of the standard deviation surface for
each class.) The first 35 wavelength values (the left side wavelengths) were removed prior
to plotting. This was done so the surface could be “seen” for the middle wavelengths.
These middle wavelengths are where the standard deviation surfaces vary the most from
event class to event class.
Next, standardized residuals may be calculated using µˆ(t, l) and σˆ(t, l). For each
21
observed time-wavelength pair (t, l) the standardized residuals for the kth observation
are
ξˆk(t, l) =
S˜k(t+ ηˆk, l)− (dˆk + µˆ(t, l))
σˆ(t, l)
. (16)
ξˆk(t, l) is constructed to have approximately mean zero and standard deviation one for
each (t, l) pair (across the events in the class). These are treated as partial realizations
of the stochastic process (τ, λ) in Equation (10), and used in estimating the covariance
function for that process. Figure 7 is a plot of the standardized residuals ξˆ(t, l) for the
raw data represented in Figure 2.
Figure 7 A Single Standardized Residual Surface (Corresponding to the
Data Represented in Figure 2)
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5.3 Estimating the Class Correlation Structure
Some exploratory data analysis suggested that it is adequate (for each event type) to
segment the set of observed (t, l) pairs into four (rectangular) sets by what we will term
(class-specific) “independence walls.” The corresponding four sets of (τ, λ)’s are as-
sumed to be independent of each other. Figure 8 gives a diagram of the independence
Late Time Right Side
Early Time Right Side
Late Time Left Side
Early Time Left Side
WAVELENGTH
TI
M
E
Independence Walls Dividing Data
Into 4 Regions
Figure 8 Independence Walls in (t, l) Space Showing 4 Regions
walls. The left side corresponds to shorter wavelengths (small values of l in our indexing)
and the right side corresponds to longer wavelengths. The vertical line represents an in-
dependence wall built into the model separating (t, l) pairs at the undeviated wavelength
(the wavelength of energy that passes through the prisms undeflected). Our modeling
assumption is that any (τ, λ) with λ below the undeviated wavelength is independent
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of any (τ, λ) with λ above the undeviated wavelength. The horizontal line represents
an independence wall built into the model in the time direction. This separates what we
will call the event initiation phase (or early time) from what we will call the steady-state
phase (or late time). In Figure 6, the steady-state phase is represented by the part of
the plot following the sharp peak and drop in total intensity where the total intensity
series tends to vary relatively slowly. One can now think of the data as separated into
four sets defined by the regions seen in Figure 8, right late time region, right early time
region, left late time region, and left early time region.
Furthermore, due to patterns remaining in the apparent “local roughness” of the
standardized residual surfaces (see Figure 7), correlation structures were investigated
separately in sub-regions within the four regions (see Figure 9). “Local roughness” in
realizations of a stochastic process is indicative of the nature of the correlation structure,
smoothness indicating high correlation between responses with (τ, λ) in close proximity
to each other. In the regions to the left of the undeviated wavelength, in both early
and late time, (t, l) pairs were further divided into three sub-regions in the wavelength
direction that we will call the “up” sub-region, the “middle” sub-region, and the “down”
sub-region according to the behavior of the estimated mean function µˆ(t, l) in them.
On the right side in the wavelength direction, in both early and late time, (t, l) pairs
were further divided into four sub-regions, the “up” sub-region, the “top” sub-region,
the “middle” sub-region, and the “down” sub-region according to the behavior of the
estimated mean function in these regions. These sub-regions do not correspond to equal
numbers of wavelength indices and all of the partitioning indicated in Figure 9 was done
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based on the empirical patterns seen in the training data for the three classes. So, for
example, the sizes of the sub-regions vary from class to class in order to effectively model
the different types of “burns” seen in the data. The goal in dividing the (t, l) plane into
sub-regions in the observed wavelength direction was to allow us to change the scales
on the wavelength axis, sub-region to sub-region, so that a single stationary correlation
function could be used across each region (after transforming wavelength). This limited
the number of parameters needed to specify correlation structures. (It is worth noting
that this change of scale is reversible and there is no loss of information involved.)
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Figure 9 Sub-Regions Within the Four (t, l) Regions
In seeking a simple correlation structure for (τ, λ), our hope was that a product
form (in τ and λ) would be adequate. Accordingly, our attention turned to calculating
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variograms of the standardized residuals, ξˆk(t, l), for each class of objects in the time
and wavelength directions separately. The use of variograms is common in spatial statis-
tics applications when estimating functional forms for covariance structures. A natural
estimator (based on the method of moments) for the variogram was calculated in the
wavelength direction (for each event and fixed time). (See Cressie (1993) beginning on
page 58 for a discussion of variograms and their estimation.) Likewise, for each event
and fixed wavelength, the empirical variogram was calculated in the time direction.
When seeking a simple functional form to fit to the empirical variograms in the
wavelength direction for fixed time, we noticed that the “nugget” appeared to decrease
in time in our test bed data. (The nugget is the size of the apparent discontinuity
of a variogram at the origin, representing the scale of the uncorrelated “white noise”
portion of variation in a stochastic process.) After further careful exploratory analysis,
we decided to adopt a modeling strategy that partitions the stochastic process into a
white noise component for which the variance is a function of time and wavelength,
independent of a second (correlated) component modeled using a product covariance
structure. That is, we propose to employ a decomposition of the stochastic process as
(τ, λ) = 1(τ, λ) + 2(τ, λ), (17)
where,
E(1(τ, λ)) = 0 ∀ τ, λ and Var(1(τ, λ)) = δ2(t, λ) ∀ t, λ,
Cov(1(τ, λ), 1(τ
′, λ′)) = 0 for τ 6= τ ′ or λ 6= λ′,
E(2(τ, λ)) = 0 ∀ τ, λ and Var(2(τ, λ)) = 1− δ2(τ, λ) ∀ τ, λ,
26
Cov(2(τ, λ), 2(τ
′, λ′)) = Rτ (|τ − τ ′|)Rλ(|λ− λ′|)×√
(1− δ2(τ, λ))(1− δ2(τ ′, λ′)) ∀ τ, λ and τ ′, λ′ and,
Cov(1(τ, λ), 2(τ
′, λ′)) = 0 ∀ τ, λ and t′, λ′,
where Rτ (|τ − τ ′|) represents a nuggetless (i.e continuous at the origin) correlation func-
tion in the time direction and Rλ(|λ−λ′|) represents the nuggetless correlation function
in the wavelength direction. We emphasize that Rλ is not assumed to be the same func-
tion in each sub-region and that our model will eventually allow for non-zero correlation
between standardized errors from sub-regions within the same region.
In order to begin fitting the decomposition described in (17) to the standardized
residuals in a given region, we first needed to estimate δ2(τ, λ). This cannot be done
directly because there are no “true replicates” in the data, but we can obtain an estimate
based on the degree of local variability near each (t, l). To this end, let
Yk(t, l) = ξˆk(t, l)− 1
4
[ξˆk(t, l − 1) + ξˆk(t, l + 1) + ξˆk(t− 1, l) + ξˆk(t+ 1, l)]. (18)
Y is, for each observed standardized residual, a difference between ξˆ and the average of
its four nearest neighbors in time and wavelength. Intuition for this quantity was that
it should roughly mimic 1.
Y 2k (t, l) was calculated for each object in a class and each observed (t, l) combination,
and these values were averaged across all observations within a class, for each (t, l) pair.
The average was then smoothed using a loess smoothing technique. Calculation of Y 2
from equation (18) obviously does not apply to edge points in a region, since they do not
have four nearest neighbors (as defined in equation (18)) in the original dataset. After
smoothing Y 2 values not located on a t- or l-edge, each sequence of values for a fixed
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time was examined. A functional form was fit for the small and large l values (for each
fixed time point). A non-negative Y 2k value for the first and last l value for each fixed
time step was extrapolated. A similar procedure was used to extrapolate Y 2k for the first
and last time step (for each fixed l). Let Y˘k denote smoothed Yk with the extrapolated
edge values.
Notice that the expectation of Yk(t, l) in (18) is zero for all t, l. Hence,
E(Y 2k (t, l)) = Var(Yk(t, l)). (19)
Therefore, it can be shown (see the Appendix)
Var(Yk(t, l)) ≈ 5
4
δ2k(τ, λ). (20)
Hence, the white noise variance function might be estimated for a particular region for
a particular event class as
δˆ2k(t, l) =
4
5
Y˘ 2k (t, l) ∀ t, l. (21)
Figures A.4-A.6 show estimated δˆ2k surfaces for all four regions for each of the three
classes of events.
With estimates (21) in hand, we turned our attention to estimating parametric forms
for the nuggetless correlation structure (the correlation structure for 2 in equation (17))
in both the time and the wavelength directions. We based these estimates on the rela-
tionships
E(k(τ, λ)− k(τ, λ′))2 = 2− 2
√
(1− δ2k(τ, λ))(1− δ2k(τ, λ′))Rλ(|λ− λ′|), (22)
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and
E(k(τ, λ)− k(τ ′, λ))2 = 2− 2
√
(1− δ2k(τ, λ))(1− δ2k(τ ′, λ))Rτ (|τ − τ ′|). (23)
To estimate a sub-region correlation function in the wavelength direction specific to the
data here, Rl(|l − l′|), first, for each fixed time index t and pair of wavelength indices l′
and l′′, we computed
XL,k(t, l
′, l′′) =
2− (ξˆk(t, l′)− ξˆk(t, l′′))2
2
√
(1− δˆ2k(t, l′))(1− δˆ2k(t, l′′))
. (24)
Similarly, to estimate the correlation function in the time direction specific to the data
here, Rt(|t− t′|), first, for each fixed wavelength index l and pair of time indices t′ and
t′′, we computed
XT,k(t
′, t′′, l) =
2− (ξˆk(t′, l)− ξˆk(t′′, l))2
2
√
(1− δˆ2k(t′, l))(1− δˆ2k(t′′, l))
. (25)
For each fixed time index t, values XL,k(t, l
′, l′′) were then averaged according to
XˆL(t,∆l) =
∑
N(∆l)(XL,k(t, l
′, l′′))
|N(∆l)| , (26)
where N(∆l) ≡ {(l′, l′′) : |l′ − l′′| = ∆l} and |N(∆l)| is the number of distinct pairs in
N(∆l). A similar averaging was done with the XT,k(t
′, t′′, l) for each fixed wavelength
index l.
The statistics used to estimate the correlation functions were sequences of the above-
calculated values, specifically
RˆL(t) = (XˆL(t, 1), XˆL(t, 2), . . . , XˆL(t,max ∆l))
and
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RˆT (l) = (XˆT (1, l), XˆT (2, l), . . . , XˆT (max ∆t, l)).
To find a single parametric form for a correlation function in the wavelength direction,
we averaged all of the values RˆL(t) across the appropriate t in a given observation. These
empirical variograms in the wavelength direction were constructed separately for each
sub-region. Plots of these averages versus lag in wavelength index, ∆l, were examined
and a parametric form was chosen. Figure 10 shows plots of RˆL(t) averaged across
time values for the four sub-regions within a region for a single observation from one
class of events. In the wavelength direction, these plots were similar from observation to
observation within a class and suggested that a reasonable single form for a correlation
function might be Gaussian, i.e. of the form exp(−β(∆l)2). The Gaussian correlation
structure is associated with smooth realizations, which is consistent with the physical
nature of our data.
RˆL(t) was computed for each t for each sub-region within each region for each obser-
vation and then averaged across time to produce R¯L for each observation in the training
data (for the given sub-region for the relevant event class). Nonlinear Least Squares
was used to estimate the parameters of the Gaussian form expanded to include a nugget
term,
β1 + exp(−β2(∆l)2). (27)
The values of β1 in the final forms used will be set equal to zero. By our assumptions,
the correlation function must approach a value of 1 as ∆l approaches zero (i.e. β1 = 0).
However, in obtaining a good estimate of correlations at short lags, this fitted form was
used to avoid biasing estimates of β2 when there is some lack-of-fit at small wavelength
30
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Figure 10 Empirical Correlations XˆL at Various Wavelength Lags Averaged
Across Time for all Sub-regions Within a Single Region for One
Event Class (Corresponding to the Data Represented in Figure
2)
differences. After the fitting, the empirical distributions of fitted β1 and β2 for a given
sub-region and event class across the observations for that class were examined. The
distributions of observation-specific β1 estimates were centered around zero, as one would
expect. A final single estimate of β2 used in the correlation function for modeling in a
given sub-region within a given region for a specific class of events was taken to be the
median of the empirical distribution of observation-specific β2 estimates; we denote this
single value as βˆ2.
The βˆ2 values for the various sub-regions varied widely within a given region, indi-
cating that even within a region a correlation structure appropriate to modeling the 2 of
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equation (17) cannot be stationary in l across an entire region. Nevertheless, by chang-
ing scale for wavelength indices (or introducing a “pseudo-wavelength” corresponding to
each original wavelength index) it is possible to make use of a single (stationary) Gaus-
sian correlation structure in wavelength (thereby assuring that what we have specified
is indeed mathematically coherent/valid).
To illustrate, in the early-time-left-side region, there were estimated values for β2
for each sub-region, denoted as βˆ2(up), βˆ2(middle), and βˆ2(down). Using these values, and
setting βˆ2(up) as a reference value, the size of the pseudo-distance (between adjacent
wavelength indices) in a particular sub-region of the region will be denoted as l˜∗
l˜∗(·) =
√√√√ βˆ2(up)
βˆ2(·)
. (28)
l˜∗ represents the “distance” between wavelength indices in a given sub-region relative
to a “distance” of 1 in the reference sub-region. To obtain an appropriate vector of
pseudo-distances for a given sub-region, the pseudo-wavelengths needed to be spaced
appropriately. The (original and pseudo-) wavelength indices in the reference sub-region,
(l1(up), l2(up), . . . , llast(up)) are spaced so that consecutive values differ by 1, i.e. |li − lj| =
|i− j| ∀ i, j. The pseudo-wavelengths in the middle sub-region are then defined as
l˜n(middle) = llast(up) + n ∗ l˜∗(middle) for n = 1, 2, . . . , N(middle) (29)
where N(middle) is the number of wavelength indices in the middle sub-region. Simi-
larly, the pseudo-wavelengths for the down sub-region are defined as
l˜n(down) = llast(middle) + n ∗ l˜∗(down) for n = 1, 2, . . . , N(down). (30)
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For example, suppose we have βˆ2(up) = 0.02, βˆ2(middle) = 0.0002 and βˆ2(down) = 0.0242
and wavelength indices in the three sub-regions: (1, 2, 3, 4), (5, 6, 7, 8, 9, 10), and (11,
12, 13). Then l˜∗(middle) = 10 and l˜∗(down) = 0.9 and original wavelength indices (l’s) map
into pseudo-wavelengths (l˜’s) (1, 2, 3, 4), (14, 24, 34, 44, 54, 64), and (64.9, 65.8, 66.7).
Based on these pseudo-wavelengths a single stationary (in pseudo-wavelength) cor-
relation function for the 2 process in the wavelength direction within each class and
region was used. That is, for a given region, the correlation function for the 2 process
in the wavelength direction is
exp(−βˆ2(up)(l˜′ − l˜′′)2) (31)
for l˜′ and l˜′′ pseudo-wavelengths corresponding to wavelength indices l′ and l′′. A similar
process was used to estimate a single correlation function in the right side regions.
In a development parallel to the foregoing, we modeled correlations in the 2 process
in the time direction. First, RˆT (l) was computed for each l in both the early and late
time regions for each observation and then averaged across all wavelength indices to
produce R¯T for each observation in the training data (for early time and late time for
each observation in the relevant event class). A parametric form was then fit to these
averaged series.
Figure 11 shows R¯T plotted against ∆t for four observations early in time from one
class. It is apparent that there was a great deal of inconsistency in the form of estimated
time correlations of observations. The non-monotone patterns seen in some plots are not
easily explained except as estimation noise and sensor artifact. Ultimately, we decided
to represent time correlation with a simple linear function.
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Figure 11 Empirical Time Correlations for Four Observations Within A
Class
The R¯T series were truncated at ∆t = mink arg min∆t R¯T,k(∆t) (producing series of
the same length for different observations indexed by k). Least Median Squares was
used (one observation at a time) to estimate the parameters of the linear form
R¯T (∆t) ≈ α1 + α2∆t. (32)
(Again, our assumption is that there is no nugget in this from, so the value of α1 in the
final form will be set equal to one.) The median of the fitted values of α2 for a class,
denoted by αˆ2, was used as the estimate for the entire region. Ultimately (so that the
correlation at time lag 0 is 1 and no negative correlations are produced) we specify that
for a given region, the correlation for the 2 process in the time direction for our data
was (for αˆ2 specific to the class of events and region) max(0, 1 + αˆ2|t′ − t′′|).
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Having developed plausible wavelength and time correlation models for 2 for each
region for each event class, it remained to combine the wavelength and time functions to
create a single correlation function for a given region. One simple and mathematically
coherent way to do this was to adopt a product correlation form. That is, if β2(reference)
and α2 are the wavelength and time correlation parameters appropriate for a given region
for a particular event class, then we adopted a model that specifies that the correlation
for the 2 process for our data was , for time indices t
′ and t′′ and wavelength indices l′
and l′′,
Corr(2(t
′, l′), 2(t′′, l′′)) = exp(−β2(reference)(l˜′ − l˜′′)2)max(0, 1 + α2|t′ − t′′|). (33)
where l˜′ and l˜′′ are pseudo-wavelength indices corresponding to l′ and l′′, respectively.
We were now ready to assemble a single covariance structure for (τ, λ) of displays
(10) and (17) (the standardized error process) and finally a covariance structure for
θ˜(τ, λ). This is most economically described in matrix terms.
For a given region with time indices t = tmin, tmin+1, . . . , tmax and wavelength indices
l = lmin, lmin+1, . . . , lmax there are (tmax− tmin+1)(lmax− lmin+1) pairs of (t, l) indices
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of interest. Adopt a standard order in column vector form as
(tmin, lmin)
(tmin, lmin + 1)
...
(tmin, lmax)
(tmin + 1, lmin)
...
(tmin + 1, lmax)
...
(tmax, lmin)
...
(tmax, lmax)

. (34)
Then with rows and columns indexed by integers t′ and t′′ from tmin to tmax, define the
(tmax − tmin + 1)× (tmax − tmin + 1) matrix
T =
 max(0, 1 + α2|t′ − t′′|)
 . (35)
Similarly, with rows and columns indexed by integers l′ and l′′ from lmin to lmax and
letting l˜ stand for the pseudo-wavelength corresponding to wavelength index l, we define
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the (lmax − lmin + 1)× (lmax − lmin + 1) matrix
F =
 exp(−β2(reference)(l˜′ − l˜′′)2)
 . (36)
With this notation, the estimated correlation matrix for the 2 process over the (t, l)
pairs listed in display (34) is compactly written as T⊗ F (the Kronecker product of T
and F).
Next, recall that the variances of the “white noise” quantities 1 are different at each
(t, l) pair and are estimated as δˆ2(t, l). Then the estimated variance of the nuggetless
component 2 must be 1− δˆ2(t, l). For (t, l) pairs in a region listed as in (34), let
∆ = diag(δˆ2(t, l)). (37)
Then the estimated covariance matrix for the nuggetless process 2 is
(I−∆) 12T⊗ F(I−∆) 12 (38)
and for
(τ, λ) = 1(τ, λ) + 2(τ, λ), (39)
assuming the two components are independent, the estimated covariance matrix is
(I−∆) 12T⊗ F(I−∆) 12 + ∆. (40)
Then, with the estimated class variance function for the region of interest again σˆ2(t, l),
let
Σ = diag(σˆ2(t, l)). (41)
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The estimated covariance matrix for the values of S˜(t+ ηˆk, l) in the given region is
Σ
1
2{(I−∆) 12T⊗ F(I−∆) 12 + ∆}Σ 12 = D1[T⊗ F + D2]D1, (42)
where diagonal matrices D1 = Σ
1
2 (I−∆) 12 and D2 = diag ( δ2(t,l)1−δ2(t,l)) are specific to the
(t, l) pairs being considered.
So finally, we have completely specified a model for the burns of each of three types
of safety matches, Class A, Class B, and Class C. A partial description of the particular
models developed for these three classes of safety matches is given in the Appendix.
5.4 Modeling Summary
There were many steps involved in obtaining the final models. With some thought,
these steps can be applied to model data that is collected from nearly any pseudo-
imaging sensor operating in any part of the electromagnetic spectrum. Given below is
a summary of the main steps we used to model our data once all preprocessing was
complete.
The first step in estimating the model parameters was the time registration. The
temporal shift parameter for each observation within each class was estimated according
to (12). Proper alignment of all events used in a training set was key to determining the
class mean and standard deviation functions. We note that time registration will also
be important when models like this are used as the basis of discrimination and detection
algorithms, as real events need not necessarily be observed from initiation.
After proper temporal alignment and all preprocessing was complete, the intensity
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values at each time-wavelength pair were averaged acrossed all the observations within
a class of data. The mean function represents the characteristic signature (for the
preprocessed/transformed data) for the particular class of events and any observation
from this class can be thought of as varying around the same characteric signature.
An observation-specific “intensity shift” parameter dk was estimated as in (13). This
allows for the modeling of objects from the same class of events observed at different
distances. Recall that if two identical events were observed by the sensor through the
same atmosphere at different distances, the event closer to the sensor would record higher
intensity values.
Next, the variance surface was estimated using the characteristic signature (mean
surface) and the time- and intensity-shifted (preprocessed/transformed) observations.
This captured the many sources of variability including, but not limited to shot-to-shot,
atmospheric interference, and sensor noise.
The last step in the modeling was determining appropropriate forms for the corre-
lation structure and estimating parameters for those functions. The process was com-
plicated and only a sketch is provided here. (The details that were used in modeling
correlations for classes of safety matches may need to be altered for other classes of
point source events observed through similar sensors. However, the main ideas used
here should be applicable.) The standarized residuals at each (time index-wavelength
index) pair were used in the estimation of a correlation function in time and a seperate
correlation function in wavelength. Separate time and wavelength correlation functions
were estimated for event initiation and steady-state phases and to the right and left
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sides of the undeviated wavelength. The data from the four corresponding regions were
treated as independent. Next the standardized error process was decomposed into two
components, one “white noise” uncorrelated component and the other involving cor-
relation between intensities at different (t, l) pairs within the same observation. The
variance function for the “white noise” was estimated for each (t, l) region within each
class of events. After an adjustment for the “white noise” was made to the standarized
error at each (time index-wavelength index) pair, empirical variograms were calculated
to determine the form of the correlation structure and the parameter estimates for those
correlation structures.
By using this modeling methodology, information from every indexed time and wave-
length has been retained and modeled. No data reduction was necessary or used before
completely modeling the three classes of safety matches. We have effectively modeled
both the characteristic signatures of the three event types and the observed variability
from a variety of sources, including shot-to-shot, atmospheric interference, and sensor
noise. Future work can use models like these in the development of detection and dis-
crimination algorithms.
6 Simulating and Assessing Data from Fitted Models
We illustrate the effectiveness of our modeling by generating simulated sensor data
from our fitted models and comparing it to the original (real) data. For a specified event
class, data were simulated independently in the four regions indicated in Figure 8 and
then put together to form a single data set.
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Let Q1 and Q2 be independent, multivariate normal random vectors with E(Q1) =
E(Q2) = 0 and
Var(Q1) = T⊗ F (43)
and
Var(Q2) = D2 (44)
where T, F, and D2 are as defined in the previous section and are unique to a given
region. (The class-specific estimated values for all parameters were used when simulat-
ing data.) Q = Q1 + Q2 was simulated for each sub-region independently. The final
simulated data were generated as
D1Q (45)
which is multivariate normal with mean 0 and covariance D1[T⊗F + D2]D1 as defined
in equation (42). To obtain the data with correct mean, the values µˆ(t, l) were added
for each (t, l) location. We denote a simulated data set by θ˜(t, l).
In simulating data, the software we used could not allocate enough memory to con-
struct a covariance structure for the largest (t, l) region. Therefore we simulated values
only for every fourth time step to reduce the size of the matrix T corresponding to each
region. Figure 12 shows four realizations from Class A sampled at every fourth time
index and Figure 13 shows corresponding simulated data. Visual comparison of the
simulated data to the realizations suggests that our modeling has been effective. In the
balance of this section we consider a more quantitative assessment of this effectiveness.
Recall that S˜(t, l) represents preprocessed/transformed data, and that there are
20 realizations for Classes A and B and 17 realizations for Class C. Twenty datasets
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were simulated from each of the three models. We compared realization-to-realization,
simulation-to-simulation, and realization-to-simulation within a class as follows. After
the realizations had been temporally and intensity shifted and simulations had been
intensity shifted (there was no need for temporal alignment with the simulations), the
absolute difference was found at each (time index-wavelength index) pair for each of the
three kinds of comparisons. Let
Ψj, k(t, l) = |S˜j(t+ ηˆj, l)− dˆj − (θ˜k(t, l)− dˆk)| for all j = 1, . . . J, k = 1, . . . K (46)
be the absolute value of the difference at time index t and wavelength index l between
the jth realization after temporal and intensity alignment and kth simulated data after
intensity alignment. Further, let
Φj, k(t, l) = |S˜j(t+ ηˆj, l)− dˆj − (S˜k(t+ ηˆk, l)− dˆk)| for all j 6= k (47)
be the absolute value of the difference between the jth and kth realizations after temporal
and intensity alignment. Last, let
Γj, k(t, l) = |θ˜j(t, l)− dˆj − (θ˜k(t, l)− dˆk)| for all j 6= k (48)
be the absolute value of the difference between the jth and the kth simulations after
intensity alignment.
To make meaningful comparisons between the realized and simulated datasets, Ψ,
Φ, and Γ had to be reduced to something that was easily handled and would lend itself
easily to interpretation. Further, for comparisons between classes, this reduction needed
to not be sensitive to the number of time steps indices for a given class.
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So let Ψpj, k, Φ
p
j, k, and Γ
p
j, k represent the p
th percentile across all time index-wavelength
index pairs of Ψj, k, Φj, k, and Γj, k, respectively. Then consider the sets of all these p
th
percentiles
ψp = {Ψpj, k| j = 1, . . . , J, k = 1, . . . , K}
φp = {Φpj, j ′ | j = 1, . . . , J − 1, j ′ = 2, . . . , J, j < j ′}
and
γp = {Γpk, k ′ | k = 1, . . . , K − 1, k ′ = 2, . . . , K, k < k ′}.
The empirical distributions of ψp, φp, and γp for each class were observed together
for various choices of p. The top row of plots in Figures (14), (15), and (16) show these
empirical distribution functions plotted together for the 5th, 50th, and 95th percentiles,
repsectively. These can be thought of as portraying respectively how far apart a pair
of waterfall plots/data sets tend to be in the regions where they are most alike, differ
by more or less an average amount, and in the regions where they are most different.
In all these plots, the empirical distribution of γ is slightly shifted to the left of φ and
this is most apparent in the plot of the 5th percentiles as the range of values on the
horizontal axis is small, amplifying the difference. These empirical distributions (γ) are
only slightly shifted to the left. This pattern was consistent across all the percentiles
examined, and suggests that the simulated datasets are perhaps slightly smoother than
the actual realizations. This is not surprising, as one would not expect a fitted model
to capture every detail of the realizations. However, since the shift is not too extreme
for any percentile, we feel the modeling has done an adequate job of describing the
realizations.
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Now, as mentioned earlier, the Class A and Class B matches are very similiar in
chemical composition, as Class B matches are simply two Class A matches physically
connected. Class C matches have a very different chemical composition than the other
two classes of matches. We also investigated how the realizations and final models
compared between classes. Let S˜A(t, l) be a realization for Class A and S˜B(t, l) be a
realization from Class B. Further, let θ˜A(t, l) be a simulated dataset from the model for
Class A and θ˜B(t, l) be a simulated dataset from the model for Class B. Now, compar-
isons can be made between realizations from two different classes or between simulated
datasets from the two different classes, or between a realization from one class and a
simulated dataset from a second class. More completely, let
Kj, k(t, l) = |S˜A, j(t+ ηˆA, j, l)− dA, j − (S˜B, k(t+ ηˆB, k, l)− dˆB, k)| (49)
for all j = 1, . . . , J and k = 1, . . . , K be the absolute value of the difference at time index
t and wavelength index l between the jth realization from Class A and kth realization
from Class B after temporal and intensity alignment. Let
Xj, k(t, l) = |θ˜A, j(t+ ηˆA, j, l)− dˆA, j − (θ˜B, k(t+ ηˆB, k, l)− dˆB, k)| (50)
for all j = 1, . . . , J and k = 1, . . . , K be the absolute value of the difference at time
index t and wavelength index l between the jth simulated dataset from Class A and
kth simulated dataset from Class B after temporal and intensity alignment. Note the
temporal alignment is needed here for the simulated data as the “peak” in the mean
function is not at the same location for each class. Further, let
Ωj, k(t, l) = |S˜A, j(t+ ηˆA, j, l)− dˆA, j − (θ˜B, k(t+ ηˆB, k, l)− dˆB, k)| (51)
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for all j = 1, . . . , J and k = 1, . . . , K be the absolute value of the difference at time
index t and wavelength index l between the jth realizations from Class A and the kth
simulated dataset from Class B after temporal and intensity alignment. Last, let
Zj, k(t, l) = |θ˜A, j(t+ ηˆA, j, l)− dˆA, j − (S˜B, k(t+ ηˆB, k, l)− dˆB, k)| (52)
for all j = 1, . . . , J and k = 1, . . . , K be the absolute value of the difference at time
index t and wavelength index l between the jth simulated dataset from Class A and the
kth realization from Class B after temporal and intensity alignment. As before, the pth
percentile of these differences can be examined. Let
κp = {Kpj, k| j = 1, . . . J, k = 1, . . . K},
χp = {Xpj, k| j = 1, . . . J, k = 1, . . . K},
ωp = {Ωpj, k| j = 1, . . . J, k = 1, . . . K},
and
ζp = {Zpj, k| j = 1, . . . J, k = 1, . . . K}.
Similar between-class comparisons can be computed for Class A and Class C, and Class
B and Class C.
The between-class comparisons are shown on the bottom row of plots in Figures (14),
(15), and (16). (Again, distributions of 5th, 50th and 95th percentiles represent how far
apart pairs of datasets are where they are most alike, differ by more or less an average
amount, and where they are least alike.) The between-class comparisons for Class A and
Class B take values very similar to those for the within-class comparisons for either Class
A or Class B. This is what one would expect since these classes are very similar to one an-
other in chemical composition. Further, the distribution functions for the between-class
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comparisons between Class C and either Class A or Class B place more weight on larger
values. This is also to be expected since Class C is potentially very different in chemical
composition from the other two classes. Again, the simulation-to-simulation compar-
isons take values slightly smaller than the realization-to-realization differences even if
the comparison is made between classes, likely indicating slighly smoother simulations
than realized datasets. The comparions of one realization to one simulated dataset from
two different classes are also sligtly smaller in value that the realization-to-realization
comparisons. Further, perhaps the most disparity between these distribution functions
exist when comparisons are made with Class C.
The data models we have devloped here are both subtle and complex. While they
may not capture all real variability of the processes, Figures 12 through 16 show that
they can be used to generate data that reasonably represent characteristics common to
each class, and within- and among-class variability.
46
Figure 12 Four Real Observed Datasets From Class A
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Figure 13 Four Simulated Datasets for Class A
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7 Conclusions
We have modeled data from three classes of energetic electromagnetic events. A
major goal was to model spectral-temporal data of this nature without first reducing
the dimensionality of the data, i.e. to develop a model for intensities at all available
(t, l) pairs.
The data has been modeled using relatively few parameters. With the use of product
correlations, the number of parameters needed to model the potentially large number
of sources of variability has been minimized. A temporal alignment parameter has also
been included in the model. With this model element, algorithms can be developed that
have the potential to cleanly handle the time registration problem if an incoming data
stream is not observed from event initiation.
The models developed in this paper are intended for use as the basis for a decision
algorithm that can be used to distinguish between different energetic events in real time.
Three models can be used to assess the likelihood that an incoming data stream matches
one of the previously modeled electromagnetic energetic event classes.
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Appendix
The following are the details for equation (19).
Var(Yk(t, l)) = Var(ξˆk(t, l))
− 1
2
{Var(ξˆk(t, l − 1)) + Var(ξˆk(t, l + 1))
+Var(ξˆk(t− 1, l)) + Var(ξˆk(t+ 1, l))}
+ 1
8
{Cov(ξˆk(t, l), ξˆ(t, l − 1)) + Cov(ξˆk(t, l), ξˆk(t, l + 1))
+Cov(ξˆk(t, l), ξˆk(t− 1, l)) + Cov(ξˆk(t, l), ξˆk(t+ 1, l))}
+ 1
8
{Cov(ξˆk(t, l − 1), ξˆk(t, l + 1)) + Cov(ξˆk(t, l − 1), ξˆk(t− 1, l))
+Cov(ξˆk(t, l − 1), ξˆk(t+ 1, l))}
+ 1
8
{Cov(ξˆk(t, l + 1), ξˆk(t− 1, l)) + Cov(ξˆk(t, l + 1), ξˆk(t+ 1, l))}
+ 1
8
{Cov(ξˆk(t− 1, l), ξˆk(t+ 1, l))}
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≈ Var(k(τ, λ))
− 1
2
{Var(k(τ, λ− 1)) + Var(k(τ, λ+ 1))
+Var(k(τ − 1, λ)) + Var(k(τ + 1, λ))}
+ 1
8
{Cov(k(τ, λ), k(τ, λ− 1)) + Cov(k(τ, λ), k(τ, λ+ 1))
+Cov(k(τ, λ), k(τ − 1, λ)) + Cov(k(τ, λ), k(τ + 1, λ))}
+ 1
8
{Cov(k(τ, λ− 1), k(τ, λ+ 1)) + Cov(k(τ, λ− 1), k(τ − 1, λ))
+Cov(k(τ, λ− 1), k(τ + 1, λ))}
+ 1
8
{Cov(k(τ, λ+ 1), k(τ − 1, λ)) + Cov(k(τ, λ+ 1), k(τ + 1, λ))}
+ 1
8
{Cov(k(τ − 1, λ), k(τ + 1, λ))}
= 1 + 1
16
(4)
− 1
2
√
1− δ2k(τ, λ) {Rτ (0)Rλ(1)
√
1− δ2k(τ, λ− 1)
+Rτ (0)Rλ(1)
√
1− δ2k(τ, λ+ 1)
+Rτ (1)Rλ(1)
√
1− δ2k(τ − 1, λ)
+Rτ (1)Rλ(0)
√
1− δ2k(τ + 1, λ)}
+ 1
8
√
1− δ2k(τ, λ− 1) {Rτ (0)Rλ(2)
√
1− δ2k(τ, λ+ 1)
+Rτ (1)Rλ(0)
√
1− δ2k(τ − 1, λ)
+Rτ (1)Rλ(1)
√
1− δ2k(τ + 1, λ)}
+ 1
8
√
1− δ2k(τ, λ+ 1) {Rτ (1)Rλ(1)
√
1− δ2k(τ − 1, λ)
+Rτ (1)Rλ(1)
√
1− δ2k(τ + 1, λ)}
+ 1
8
√
1− δ2k(τ − 1, λ) {Rτ (2)Rλ(0)
√
1− δ2k(τ + 1, λ)}
By definition, Rτ (0) = 1 andRλ(0) = 1 and if one assumes all ofRτ (1), Rτ (2), Rλ(1), Rλ(2)
are approximately 1, and δ2(τ, λ) ≈ δ2k(τ − 1, λ) ≈ δ2k(τ, λ− 1) ≈ δ2k(τ, λ+ 1), the above
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equation reduces to
Var(Y (t, l)) ≈ 5
4
− 2(1− δ2k(τ, λ)) + 34(1− δ2k(τ, λ))
= 5
4
δ2k(τ, λ).
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Figure A.1: Class A Mean and Standard Deviation Surfaces
Parameter Left Early Right Early Left Late Right Late
α −2.2× 10−2 −1.05× 10−2 −5.0× 10−4 −2.0× 10−3
β2(reference) 1.8× 10−3 1.10× 10−3 1.2× 10−4 2.4× 10−3
l˜low 2.345× 10−1 3.162
l˜middle 0.802 0.606 0.274 0.603
l˜down 5.262 1.658 2.928 1.732
Table A.1: Class A Model Parameter Estimates
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Figure A.2: Class B Mean and Standard Deviation Surfaces
Parameter Left Early Right Early Left Late Right Late
α −1.2× 10−1 −1.18× 10−1 −6.0× 10−4 −8.0× 10−4
β2(reference) 9.0× 10−4 1.0× 10−4 3.3× 10−5 1.6× 10−3
l˜low 0.707 3.162
l˜middle 0.452 0.151 0.173 0.444
l˜down 5.000 0.500 1.483 1.333
Table A.2: Class B Model Parameter Estimates
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Figure A.3: Class C Mean and Standard Deviation Surfaces
Parameter Left Early Right Early Left Late Right Late
α −9.0× 10−4 −7.8× 10−3 −6.0× 10−4 −8.0× 10−4
β2(reference) 6.0× 10−5 1.1× 10−3 1.17× 10−4 3.9× 10−3
l˜low 0.782 1.225
l˜middle 0.866 0.920 1.217 1.363
l˜down 0.816 1.106 0.917 2.550
Table A.3: Class C Model Parameter Estimates
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Figure A.4: Class A δˆ2 Surfaces
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Figure A.5: Class B δˆ2 Surfaces
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Figure A.6: Class C δˆ2 Surfaces
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CHAPTER 2. AN ALGORITHM FOR REAL-TIME
DISCRIMINATION BASED ON SPECTRAL-TEMPORAL
DATA FROM POINT SOURCE EVENTS
Monica Reising, Max Morris, Stephen Vardeman, and Shawn Higbee
1 Abstract
This article discusses the preliminary design of an algorithm for real-time discrimi-
nation between different types of point source events based on spectral-temporal data.
The properties, including rate of false rejections and average times to rejection, were
assessed using both simulated data from fitted models for 3 classes of safety matches
and observed data from the same classes of safety matches. This work shows promise
as an initial step towards implementing such an algorithm for real-time discrimination,
but there are some practical concerns that must be addressed in future work.
2 Introduction
Reising et al.(2008) showed that data collected using a pseudo-imager with ignition
and burn data for 3 classes of safety matches were appropriately described using Gaussian
random field models. That paper discussed the statistical modeling of spectral-temporal
data from point source events collected under controlled experimental conditions. Here
we use the models in Reising et al.(2008) as a test bed for the development of an
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algorithm for determining in real time whether an incoming data stream is consistent
with the model of any one of the three classes of safety matches.
The collection of information (mean, variance, and correlation) stored for each class
of safety matches will henceforth be referred to as a library. This paper will briefly discuss
the modeling of energy from point source events, and then proceed to the development
of a discrimination algorithm, selection of cut-points for determining if an incoming
data stream is inconsistent with a class of events stored in the library, and operating
characteristics of the method (including false rejection rates and, given rejection, the
average time to rejection) based on a simulation study. The results of applying the
algorithm to the data used to create the models stored in the library as well as data
obtained from other point source events will be discussed.
3 Modeling Background
Reising et al. (2008) described an extensive analysis for intensity data indexed both
by time, τ , and wavelength, λ. Briefly, they showed that a plausible model for the kth
observation, θ˜k(τ, λ), of transformed burn data from an experiment using safety matches
(the test bed for model development) had a decomposition as
θ˜k(τ, λ) = dk + µ(τ + ηk∆τ, λ) + σ(τ + ηk∆τ, λ)(τ, λ) ∀ τ ∈ (0, T ) and λ ∈ Λ (1)
where Λ represents the set of wavelengths observed by the sensor and ∆τ is the time
between two consecutive sampling points. dk and ηk are intensity and time shift param-
eters, respectively, associated with the kth event of a particular class of events. µ and
σ are the class mean and standard deviation functions and  is a “spatial” stochastic
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process with mean zero, variance 1, and has a correlation structure specific to the class
of events. Models of form (1) were developed for three different classes of safety matches.
The data analyzed by Reising et al. (2008) were collected using a sensor that pro-
duces intensity values on a discrete grid of times and wavelengths, indexed here for
convenience by corresponding integers t = 0, 1, . . . and l = 1, 2, . . . , 149 and denoted
S(t, l). Following their notation, let S˜(t, l) denote spectal-temporal intensity data that
have been transformed according to
S˜ =

ln(S) for θ ≥ 2
S(ln(2)/2) for −2 < θ < 2
−ln(|S|) for θ ≤ −2.
(2)
Multiple realizations of transformed data, S˜(t, l) were used to estimate the parameters
of model (1) for each class of safety matches. A fitted mean function and an estimated
covariance function were stored in the library for each class of safety matches.
While model (1) in theory allows for time and wavelength to be continuous, the mean
function stored in the library is discrete in time and wavelength corresponding to the
spectral and temporal sampling rates of the sensor. Further, the algorithm development
described in this article was based on a subset of the available time and wavelength
values. The mean function stored in the library corresponding to the appropriate subset
(in time and wavelength) will be denoted as µ(t, l) and the spectral-temporal covariance
matrix as Ξ. It is worth noting that the number of time steps modeled for each class
is different and therefore, the dimensionality of Ξ varies class-to-class (Reising et al.
2008).
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4 Development of a Discrimination Algorithm
The algorithm described in this paper is designed to determine in real time if an
incoming data stream is consistent with one of the previously modeled classes of safety
matches. Within the limits of our experimental data, the hope is that this algorithm
will allow for the differentiation between the 3 types of safety matches. The goal is to
be able to quickly rule out the classes to which an incoming data stream cannot belong,
while maintaining a small rate of false rejection for the class to which the incoming data
belong.
In real applications it is not necesarily the case that a point source event will always be
observed from time of event initiation. Therefore, a real-time discrimination algorithm
needs to be designed to be effective even when the earliest data observed correspond to
mid-event dynamics. To this end, let the transformed data available to the algorithm at
any given time, corresponding to m + 1 consecutive sampling times be denoted S˜(t, l),
with t = tlower, ldots, tlower +m and L = 1, . . . , L, where L is the number of wavelength
indices available. Then for a specified class mean function (µ), time index (t′), and
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intensity shift value (d), define:
yt′,d =

S˜(tlower, 1)− d− µ(t′, 1)
S˜(tlower, 2)− d− µ(t′, 2)
...
S˜(tlower, L)− d− µ(t′, L)
S˜(tlower + 1, 1)− d− µ(t′ + 1, 1)
...
S˜(tlower + 1, L)− d− µ(t′ + 1, L)
...
S˜(tlower +m, 1)− d− µ(t′ +m, 1)
...
S˜(tlower +m, L)− d− µ(t′ +m,L)

. (3)
Let Nt be the total number of time steps modeled for a particular class, so m =
0, 1, . . . , Nt − tlower + 1 and t′ = 0, 1, . . . , Nt. Note that in practice, we do not know
which time point in the library (indexed by t′) actually physically corresponds to the
first time point in the data stream (indexed by tlower). Further, let Ξ(t
′, m) represent the
(m+ 1)L× (m+ 1)L portion of the covariance matrix corresponding to the appropriate
time frame(s). The statistic that will be used in the discrimination problem for the jth
event class when (m+ 1) consecutive time-frames of data are in hand will be
Dj = min
t′,d
y′t′,d Ξ(t
′, m)−1 yt′,d. (4)
Minimization is over allowable integer values of t′, to affect time registration between
the signal and library, and real-valued d, to allow for an overall correction for signal
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strength.
Large values of this statistic (relative to what realizations from the model for class j
would produce) will constitute evidence that the incoming data stream does not belong
to class j.
4.1 Determining Cut-Points for a Discrimination Algorithm
In determining cut-points (unique to each class in the library) used as a basis for
making a real-time decision concerning whether an incoming data stream can be excluded
as not generated by the model for class j, 1000 data sets were simulated from the models
corresponding to each class of safety matches. Let S∗j (t, l) represent a simulated data
set from the jth class,
S∗j ∼ MVN(µj(t, l),Ξj) (5)
where S∗j (t, l) is indexed by some trimmed set of times and wavelengths. (In the spirit
of this paper providing a proof of concept and because the statistical software used in
our study could not allocate enough memory to simulate the full data sets, a reduced
dimensionality was used.) We sampled every 15th time step in both directions from
the time index giving the largest total (across wavelength) intensity for a given class.
This was done to try to assure that fair comparisons were being made. Additionally,
the pixels in the focal plane array were also sampled in regular fashion so 8 pixels were
chosen on each side (corresponding to shorter and longer wavelengths) of the so-called
“undeviated wavelength” (l = 80). Therefore, in the balance of the discussion here, we
consider t = 1, 2, . . . , Nt where Nt corresponds to
1
15
th
the original number of time steps
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in the final models of Reising et al.(2008) and l = 1, 2, . . . , 16 will correspond to the 16
(regularly spaced) pixels from the focal plane array representing a “thinned” spectrum
of wavelengths.
Notice that the behavior of Dj should change as the number of observed frames of
data increases. Therefore, a different cut-point would be appropriate for each value
of m within each class. The first step in determining an appropriate cut-point was
investigating the behavior of Dj for different numbers of consecutive frames (m + 1)
and the frame in which observation began (tlower). Recall that an incoming data stream
may not correspond with event initiation. Cut-points used in the discrimination need
to result in decisions with small false rejection rates, but when appropriate not only
reject membership in a class from the library, but also do it quickly. In that spirit, a
determination of the appropriate cut-points was made.
Let Dj,k(t, nt) represent the observed statistic from the k
th simulated data set, S∗j,k,
from the jth event class observed starting at time index t for a total of nt time frames.
The collections of Dj,k(t, nt) is for values of nt = 1, . . . , Nt,
Dj,k(nt) =

Dj,k(tlower, nt)
Dj,k(tlower + 1, nt)
...
Dj,k(tlower +m,nt)

(6)
were used in the determination of the appropriate cut-points.
Note the size of Dj,k(nt) decreases as nt increases because the value of m decreases.
That is, as the number of observed time frames increases, there are fewer possible
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starting places for the observed data frames. Regardless of which index tlower corre-
sponds to, if there is only one available time frame, it could correspond to any value
of t = 1, 2, . . . , Nt. However, if there are nt frames of data available for comparison
to the library, the first observed data must correspond to t = 1 (and it is known that
tlower = 1).
Let MDj,k(nt) = max Dj,k(nt) be the maximum value in Dj,k(nt) computed from
the kth simulated realization, and denote the entire collection of these values (over all
1000 simulations from class j by
MDj(nt) =

MDj,1(nt)
MDj,2(nt)
...
MDj,1000(nt)

. (7)
That is, MDj(nt) is the collection of maximum observed minimum values for the quadratic
form in (4) for each value of nt. Cut-points (for judging the sizes of observed values of
(4) based on a data record comprised of observations from nt time periods) were chosen
as the respective 99.5 percentiles of the sets MDj(nt). Let CPj represent the vector of
cut-points for the jth class from the library. The length of CPj depends on the number
of time steps modeled and stored in the library. Hence an observed value Dj based
on data from 5 consecutive time steps of data will be declared incompatable with the
modeled characterization of class j if it is larger than the 5th element of CPj.
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4.2 Assessing the Performance of the Discrimination Algorithm
Once cut-points to use in the discrimination algorithm were determined for each
class of safety matches, attention turned to assessing performance characteristics of the
algorithm when applied to simulated data from the model for each class. An addi-
tional 1000 data sets were simulated according to (5) for each of the 3 classes of safety
matches represented in the library. First, it was important to have small rejection rates
for comparisons to the class from which a record was simulated. Tables 1-3 show the
numbers of simulated data sets that were rejected as not appearing to be consistent with
the characteristics of the class as represented in the library for both the 1st set of 1000
simulations (used in determing the cut-points) and the 2nd set of 1000 newly simulated
data sets for each class. These counts refer to rejections made somewhere in the series of
comparisons of first one frame of data to the stored class characterics via (4), then two
frames of data, etc., where only the part of the data beginning at the time step given in
the left column is considered. In each case, no more than 9 false rejections occurred in
the first set of 1000 simulations and no more than 13 occured in the second.
In addition to having a small false rejection rate for each class the algorithm should
also have a high rejection rate and short average time to rejection for observations from
other classes. Tables 4-6 show the numbers of data sets (of the 2000 total simulated for
the other classes) that were (at least eventually) classified ‘not matching’ a given set
of class characteristics. Here, rejection occurs at a much higher rate (as it should) as
high as 100 percent for data streams that begin close to event initiation. The tables also
provide the average time to rejection based on those cases that led to rejection.
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Starting Number Rejected Number Rejected
Time in 1000 Simulated Data in 1000 Additional
Frame Sets Used to Set Cut-Points Data Sets
1 7 11
2 5 10
3 4 9
4 5 8
5 4 9
6 4 8
7 4 8
8 5 7
9 8 10
10 5 8
11 5 7
12 3 7
13 2 4
14 2 3
15 4 4
16 2 3
17 3 3
18 3 4
19 1 5
20 3 3
21 2 2
22 2 3
23 5 1
24 2 0
25 2 0
26 2 0
27 0 0
28 1 0
29 2 0
30 0 0
21 0 0
32 0 0
33 0 0
34 0 0
Table 1 Class A False Rejections
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Starting Number Rejected Number Rejected
Time in 1000 Simulated Data in 1000 Additional
Frame Sets Used to Set Cut-Points Data Sets
1 7 13
2 5 10
3 7 7
4 4 4
5 6 9
6 7 6
7 6 6
8 4 4
9 5 5
10 4 4
11 4 5
12 2 4
13 6 2
14 3 2
15 6 3
16 3 4
17 4 3
18 5 3
19 4 3
20 2 2
21 3 2
22 4 2
23 3 1
24 2 2
25 2 2
26 4 1
27 0 2
28 2 2
29 2 1
30 2 1
21 0 2
32 0 3
33 2 2
34 1 1
35 2 0
Table 2 Class B False Rejections
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Starting Number Rejected Number Rejected
Time in 1000 Simulated Data in 1000 Additional
Frame Sets Used to Set Cut-Points Data Sets
1 9 8
2 8 8
3 4 9
4 6 5
5 6 6
6 4 5
7 3 7
8 1 4
9 3 2
10 1 2
11 1 1
12 3 4
13 1 2
14 5 2
15 2 4
16 1 4
17 0 2
18 1 1
19 1 1
20 0 3
21 0 0
Table 3 Class C False Rejections
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4.3 Assessing the Performance of the Discrimination Algorithm on Real
Data
We also considered the performance of the discrimination algorithm on the trans-
formed observed data from which our models were fitted. There were 20 observations
from each of Class A and Class B that were used in the estimation of the model param-
eters. There were 17 observations from Class C that was used in the estimation of Class
C model parameters. Table 7 shows the number of observed (preprocessed-transformed)
data sets that were falsely rejected for each possible starting point in the signature. The
false rejection rates are much higher than would allow for real application of this discrim-
ination algorithm in its current form. However, Tables 1 - 3 display much smaller false
rejection rates. The obvious implication is that the real data contain some features not
fully captured by the modeling of Reising et al.(2008). That suggests that before actual
deployment of the discrimination algorithm either more delicate modeling or alterations
to make the algorithm more robust are needed. However, when increasing the cut-points
by a factor of 4 the false reject rates drastically decrease. The number of false rejects
range between 0 and 6 under these conditions. This suggests that while modeling of the
event classes is not perfect, it is also not totally inadequate.
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Starting Number Rejected Average Run Length Number Rejected Average Run Length
Time From To Reject From To Reject
Frame Class B Class B Class C Class C
1 2000 1.0 2000 1
2 2000 1.0 2000 1
3 2000 1.4 2000 1
4 2000 2.0 2000 1
5 1999 2.9 2000 1
6 1997 2.9 2000 1
7 1988 4.1 2000 1
8 1967 5.8 2000 1
9 1905 6.4 2000 1
10 1807 7.4 2000 1
11 1405 12.9 2000 1
12 1260 12.7 2000 1
13 1140 12.4 2000 1
14 971 13.0 2000 1
15 812 12.9 2000 1
16 744 12.5 2000 1
17 690 12.3 2000 1
18 608 12.1 2000 1
19 508 11.7 2000 1
20 436 11.5 2000 1
21 412 10.8 2000 1
22 381 10.4 2000 1
23 267 9.8 2000 1
24 180 9.3 2000 1
25 121 8.0 2000 1
26 87 7.5 2000 1
27 79 6.6 2000 1
28 68 5.7 2000 1
29 52 4.8 2000 1
30 50 3.8 2000 1
31 29 3.1 2000 1
32 21 2.4 2000 1
33 17 1.8 2000 1
34 1 1.0 2000 1
Table 4 Results for Simulated Data from Class A Compared to Class B and
Class C Models
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Starting Number Rejected Average Run Length Number Rejected Average Run Length
Time From To Reject From To Reject
Frame Class A Class A Class C Class C
1 2000 3.3 2000 1
2 2000 6.9 2000 1
3 2000 6.4 2000 1
4 2000 6.7 2000 1
5 2000 6.3 2000 1
6 2000 5.6 2000 1
7 2000 4.7 2000 1
8 2000 5.4 2000 1
9 2000 5.1 2000 1
10 2000 5.0 2000 1
11 2000 5.0 2000 1
12 2000 5.6 2000 1
13 2000 5.8 2000 1
14 2000 6.3 2000 1
15 1999 7.1 2000 1
16 1997 7.8 2000 1
17 1995 8.2 2000 1
18 1995 8.2 2000 1
19 1990 8.0 2000 1
20 1986 7.6 2000 1
21 1983 7.6 2000 1
22 1972 7.3 2000 1
23 1974 6.9 2000 1
24 1959 6.4 2000 1
25 1956 6 2000 1
26 1934 5.4 2000 1
27 1917 4.9 2000 1
28 1907 4.5 2000 1
29 1890 4.2 2000 1
30 1827 3.8 2000 1
31 1695 3.2 2000 1
32 1527 2.6 2000 1
33 1335 2.1 2000 1
34 1018 1.6 2000 1
35 597 1.0 2000 1
Table 5 Results for Simulated Data from Class B Compared to Class A and
Class C Models
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Starting Number Rejected Average Run Length Number Rejected Average Run Length
Time From To Reject From To Reject
Frame Class A Class A Class B Class B
1 2000 7.7 2000 5.2
2 1998 8.7 2000 6.2
3 1984 8.8 1998 6.5
4 1933 8.7 1990 6.5
5 1824 8.7 1960 6.4
6 1586 8.1 1912 6.1
7 1421 7.0 1794 5.2
8 566 11.4 1106 8.8
9 419 10.7 904 8.0
10 236 9.2 747 7.2
11 192 8.0 619 6.1
12 82 7.2 359 5.1
13 67 6.3 327 4.2
14 53 4.7 284 3.9
15 20 5.1 211 4.2
16 16 4.1 178 3.5
17 7 3.3 140 3.4
18 6 3.0 116 3.1
19 2 2.0 76 2.3
20 0 41 1.8
21 0 12 1.0
Table 6 Results for Simulated Data from Class C Compared to Class A and
Class B Models
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Starting Number Rejected Number Rejected Number Rejected
Time From From From
Frame Class A Class B Class C
1 20 20 17
2 20 19 17
3 20 19 17
4 19 19 17
5 18 19 17
6 18 19 17
7 18 18 17
8 17 18 17
9 17 19 17
10 17 19 16
11 17 18 15
12 17 18 14
13 16 18 14
14 16 18 13
15 16 17 14
16 16 17 12
17 16 17 12
18 16 17 10
19 16 17 7
20 15 16 4
21 14 15 1
22 14 14
23 12 14
24 12 12
25 12 11
26 10 10
27 10 9
28 10 8
29 10 7
30 8 6
31 8 6
32 6 6
33 6 6
34 5 4
35 1 1
Table 7 False Rejections for Observed Transformed Data Compared to Each
Class Model
79
The performance of the algorithm on comparing Class A and Class B real observa-
tions to the model from Class C was consistent with what was observed in the simulation
study. Class A and B matches are much different from Class C matches in terms of ap-
perance of plots of their data, so this is not terribly surprising.
In addition to employing the data used in creating the models to assess the perfor-
mance of the algorithm, we also consider 7 observations that did not belong to any of the
modeled classes of safety matches. These 7 observations were rejected as not belonging
to Class C after a single observed time frame, regardless of the first observed time frame.
Five of the 7 observations were rejected as not belonging to Class B regardless of where
the signature began. From these 5 observations, the maximum number of time steps
needed to reject the observations was 3 and was rarely more than a single frame of data.
The remaining 2 observations did not result in a rejection if the signature begun in the
later time steps. However, the observations were rejected from belonging to Class B if
the signature was observed early enough in its evolution. Lastly, 2 of the 7 observations
were always rejected from belonging to Class A with no more than 2 time frames of
data needed for rejection regardless of the starting point. The remaining 5 observations
had similar rates to rejection with the exception of the last 2 or 3 time steps in which a
rejection was not concluded.
5 Discussion and Future Work
Based on the performance of the discrimination algorithm on simulated data, we
have shown that this type of algorithm is potentially useful in determining whether an
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incoming data stream is consistent with a model from an important point source event
that has previously been characterized in a library. However, the complex nature of
the problem suggests that perhaps more data will be needed to adequately model point
source events (that will be stored in the library). The models used here were fit based
on 20 observations for 2 classes and only 17 for the additional class of data.
In addition to the work discussed here, a small amount of smoothing was applied to
the real data before submitting it to the discrimination algorithms to determine if that
would improve the algorithm performance characteristics. However, smoothing the data
did not result in substantially smaller false rejection rates or quicker times to rejection
from the inappropriate class. Therefore, we will not provide further details.
Several aspects of this algorithm could be further investigated before real implemen-
tation. First, after looking closely at the values of the cut-points, perhaps one could
use a single value for all data classes. This would only be reasonable in the event that
the empirically determined cut-points were close in value for a library containing infor-
mation from many different classes of point sources. Additionally, other methods for
determining the cut-points should be investigated to determine which method results in
the best optimal characteristics of the discrimination algorithm. For example, perhaps
instead of 0.995 quantiles of MDj(nt) for all nt, more extreme quantiles should be used
when nt is large.
Next, if such a algorithm is to be employed in real time, a careful investigation might
be needed concerning how many wavelengths should be used and also which wavelengths
contain the most useful information in terms of making a decision. Minimizing the
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amount of information used in computations and stored in the library would make real-
time use of this kind of algorithm feasible.
Further, if this kind of algorithm is to be used in real time, after observing some
number of frames from an incoming data stream (and potentially before one has observed
an “entire” data record), a decision will need to be made. We have not investigated the
possibility of introducing a ‘decision’ threshold into the problem. Such a threshold would
move along in time and would indicate if one can wait to make a decision or if a decision
needs to be made immediately. A motivation for this kind of consideration is a scenario
where events are potentially threatening and delay in reacting to a real threat can be
disastrous.
The simulation study has shown that the methodolgy suggested here could be useful.
However, the models need to adequately explain the observed data. While refinement
is needed, this methodology has potential to be used as a starting point in real-time
discrimination between types of point source events.
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CHAPTER 3. PRACTICAL CONSIDERATIONS FOR
MODELING AND REAL-TIME DISCRIMINATION BASED
ON SPECTRAL-TEMPORAL DATA FROM POINT
SOURCE EVENTS
Monica Reising, Max Morris, Stephen Vardeman, and Shawn Higbee
1 Abstract
This article discusses important practical considerations regarding the sensor and ex-
perimental set-up used in Reising et al. (2008a) as a test bed for modeling efforts with
point source spectral-temporal data. Some of these are aspects of the sensor design that
may be important considerations in modeling the output of the Chromotomographic
Hyperspectral Imaging Spectrometer (CTHIS) sensor or other similar sensors. Experi-
mental choices discussed include the framing rate of the sensor and the fact that all data
used when developing the methods of Reising et al. (2008a) and (2008b) were generated
by physically stationary point sources of energy. Further, we consider the implications
of the fact that while the CTHIS is equipped with a rotating direct vision prism and
rotating preprocessing algorithms, these were not utilized in the data collection and
modeling in Reising et al. (2008a). Therefore, this article also discusses how data were
manually extracted from the focal plane array.
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2 Introduction
Reising et al.(2008a) state that in normal use, the Chromotomographic Hyperspectral
Imaging Spectrometer (CTHIS) sensor used in data collection for their study makes
use of a rotating prism and rotating preprocessing algorithm that can produce data
matrices that are commonly visualized as “waterfall plots.” However, for the purpose
of inital development of modeling methods and a discrimination algorithm, the authors
used the sensor in fixed-prism mode during data collection and collected raw (i.e. not
preprocessed) data from the sensor. This paper will discuss the steps that were then
necessary to process these data.
Additionally, we will discuss practical issues that need serious consideration in moving
forward with the work presented in Reising et al. (2008a) and Reising et al. (2008b).
These include issues related to the specific sensor used as a test case in the present work,
possible considerations if a different sensor is of interest, and complications that would
result if the point source of energy is in motion.
3 The Sensor
Optical design plays an important role in any sensing problem through the quality of
an image or other data it produces. Optical aberrations are of primary concern. These
are the faults or defects of the image and are generally measured as departures from
what would be expected from the first-order laws of image formulation (The Infrared
Handbook 1989). Potential sources of loss of image quality are spherical aberrations,
coma, field curvature, distortion, lateral chromatic abberations, and axial chromatic
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aberrations. The optical design of any sensor plays an important role in the quality of
image being observed.
The sensor used for data collection by Reising et al.(2008a, 2008b) is a high through-
put imaging senor, the Chromotomographic Hyperspectral Imaging Spectrometer (CTHIS),
and is capable of determining spectral components of scenes or objects over a wide dy-
namic range. The sensor also resolves the time evolution of source spectra for sub-pixel
events such as flames, plumes, or flashes (www.solidstatescientific.com). The CTHIS was
equipped with a commercially available focal plane array acquired from Santa Barbara
Focalplane (www.sbfp.com), but the camera and all the read-out electronics are unique
to this sensor.
The CTHIS sensor can be viewed as containing 2 system components, the chromo-
tomgraphic sensor system and the digital post-processing and image construction system
(Dearinger 2004). While the sensor has the capability of constructing hyperspectral im-
ages, our interest in the system and digital post-processing is in terms of how sub-pixel
events are handled. Dearinger (2004) has particular interest in the system and the
hyperspectral imaging. Dearinger (2004) presents a thorough description of the chromo-
tomographic sensor system and provides background on the important components of
the CTHIS sensor. The following discussion highlights the need for a thorough under-
standing of how each sensor component affects the resulting data stream. Each of these
sensor components can potentially affect a data stream, and the more that is known
about these aspects of the sensor, the more accurately one can model data collected
using the sensor.
85
The chromotomographic sensor system is equipped with a double lens arrangement
seperated by a field stop aperature (Dearinger 2004). The field stop limits the angular
field of view of an optical system (The Infrared Hanbook 1989). The second component in
the sensor is the prism. This CTHIS sensor has a direct vision prism which is designed for
the purpose of dispersing the elctromagnetic energy in angular directions with respect to
the optic axis. The design of the direct vision prism allows energy at a single wavelength
to be passed through the prism to the detector without refraction (Dearinger 2004).
Once the energy is passed through the direct vision prism, it comes in contact with the
detector. Detector designs are chosen based on the relevant phenomenology, including
the relevant portion of the spectrum for a given remote sensing problem. Detector design
can be optimized to achieve the highest sensitiviy for specific wavelength operation (Jha
2000).
The final component of the chromotomographic sensor system is the focal plane
array. Focal plane arrays are chosen based on anticipated signal-to-noise ratios, the
implications of possible non-uniformities on the focal plane array, and in some cases
the cooling requirements. Further, each focal plane is equipped with a read-out device.
Depending on complexity, processing requirements, and cost, the read-out device can
use either a charge-coupled device (CCD) detector or a complementary metal-oxide-
semiconductor (CMOS) detector (Jha 2000). Magnan (2003) presents the strengths and
weakness for both of these types of detectors. When used for photon detection, both
are organized as arrays of photodetectors that deliver an electrical signal related to the
number of photons that fall on the pixel surface during the integration period. The
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sensor used in the modeling presented in Reising et al. (2008) used a CMOS detector.
The data collection of Reising et al. (2008a) was done at a framing rate of 80 frames
per second. We assume, but have not verified, that the change in the characteristic event
evolution is smooth from one frame of data to the next at this framing rate. It might
be of interest to study whether the characteristic evolution of a class of events appears
to be different when the framing rate is different. If a faster framing rate reveals subtle
changes in the characteristic evolution of the event that were not observable at a framing
rate of 80 frames per second, would event discrimination still be effective at the lower
framing rate if the timing were slightly off in observing the incoming important event?
On the other hand, another natural extention to the work in Reising et al. (2008a,
2008b) would be studying data collected at a slower framing rate (less temporal resolu-
tion). A starting point for such an investigation is to simply add the output (read-out
voltages) at each pixel on the focal plane array across some number of time frames. This
seems a reasonable representation of what the observed data would be for the event ob-
served at a slower framing rate, assuming there is no dead time between consecutive
time frames. The resulting counts in the raw data would be larger, but the same mod-
eling ideas presented in Reising et al.(2008a) should be applicable and the existing data
provide a potential test bed for comparing modeling and discrimination effectiveness at
several rates.
This kind of analysis would be important in a situation where data collected to
develop a library of event characterizations for later use in a discrimination routine are
taken with the camera set at a faster framing rate than what would be used in real
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time. There are some additional issues that need consideration in this context, however.
Suppose, for example, that data were collected at a framing rate 4 times faster than the
one used in pratice. One would have 4 times as many time frames in the training data
as in the record on an event of the same length. Roughly speaking, one could simply
add responses in sets of 4 consecutive time periods and use the resulting data to develop
a model for an event class. The model developed from the summed data could then in
turn be used in the discrimination algorithm. However, this line of development raises
the issue of time registration. After some form of temporal alignment of training data
collected at the higher framing rate, there are still 4 possible ways in which the data
could be summed across time frames. For instance, one could add data from time frames
1 to 4, 5 to 8, etc. Additionally, one could also add data from time frames 2 to 5, 6 to
9, etc. The manner in which the summing is done will presumably affect the model that
is ultimately used in the discrimination.
In light of this potentially arbitrary element the issue of registration introduces into
modeling and any associated discrimination algorithm, it seems clear that use of a single
summed version of a training data record is inadequate. It is a reasonable assumption
that real events of interest have syncronizations that are “uniformly distributed” rela-
tive to both the rapid framing of the sensor in the collection of training data and the
slower framing in real-time discrimination. Under this assumption, a plausible method
of generating training data for modeling at the lower framing rate is to create and use
all four possible summed versions of an original training data record.
An alternative to modeling and discriminating based on summing data over time and
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creating a model for the summed counts would be to operate on the incoming data and
work with the model that has been stored in the library. Suppose that an incoming time
frame of data corresponds to 2 consecutive time frames at the training data framing rate
represented in the library. That is let Y represent the incoming data and Y = X1 +X2
where X1 and X2 are raw counts obtained from the sensor at the faster framing rate. In
the modeing presented in Reising et al.(2008a), X1 and X2 were transformed according
to
h(θ) =

ln(θ) for θ ≥ 2
θ(ln(2)/2) for −2 < θ < 2
−ln(|θ|) for θ ≤ −2
(1)
before means and covariances were fit.
Since h is nonlinear, means and covariance matrices for Y are not simple functions
of those for (X1, X2). However, “delta-method” approximations might be adequate, for
constructing approximate slow-rate reference libraries from characterizations made at
higher framing rates.
The training data used in Reising et al. (2008a, 2008b) could be used to determine
which of these approaches might be more useful. More stored class comparisons would
need to be made, however, “on the fly” computing based on data from the library would
not be needed. If these ideas were taken forward to be used in real time, a study could
be conducted to determine which of these possible solutions would be more feasible.
A situation might also arise (perhaps as a result of advances in sensor capability
and computing power) in which data from a sensor with framing rate faster than that
of the sensor used to create an event library are available. One might, for instance,
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be observing an event at twice the temporal resolution that was used when creating
the means and covariance structures for an event library. In this case, counts in the
input stream could be summed and the transformation used in Reising et al. (2008a)
applied to the summed counts. If there is no appreciable dead time in photon collection
of the sensor between consecutive frames this should produce observations legitimately
comparable to the existing library. One could use the training data in Reising et al.
(2008a) to determine how feasible this would be by summing consecutive time frames
of data, building models for the data with less temporal resolution, and then using the
original (raw) data with the discrimation algorithm.
One might also consider summing read-out voltages across pixels on the focal plane
array as a means of investigating reduced spectral resolution. A model could be de-
veloped where information was combined across the pixels (wavelength indices). This
could also be employed if the dimensionality of the matrices stored in the library are too
big to handle from a computation or data storage standpoint. This would allow for the
retention of more spectral information to be used in the discrimination algorithm rather
than eliminating spectral bands. It is clear how this would be applied to our training
data as the prism was not spinning and the observed counts for each wavelength index
were obtained from a single pixel across all time frames. However, if one were to extend
this work to data output from the normal “spinning prism” processing algorithms of
the sensor, the extension might not be as straightforward. A clear understanding of the
processing algorithms would be needed to determine the most appropriate way to move
forward in terms of combining information across wavelengths.
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A further extension of this work may be to data collected from a completely different
type of sensor. There are many different ways to sample an event; spatially, spectrally
and temporally, and CTHIS sensing is only one possible way. It would be of interest to
know if the modeling techniques presented in Reising et al. (2008a) could be applied to
data taken from a completely different type of sensor.
4 Raw Data Extraction
Reising et al. (2008a) preprocessed data manually because the rotating prisms and
preprocessing algorithms used in normal sensor operation were disabled. As was men-
tioned earlier, energy at a single wavelength, called the undeviated wavelength, is passed
through the prisms unrefracted. Energy at other wavelengths is dispersed along what
then appears as a bright “line” on the focal plane according to the refractive properties
and orientation of the prism. In standard operation of the sensor, the prism is rotated
continuously so that the bright line appears to rotate about the location on the focal
plane corresponding to the undeviated wavelength. In this standard operation, “back-
ground intensity” based on a set of reference frames taken prior to event initiation is
subtracted from each data frame. For each prism orientation, a different algorithm is ap-
plied to infer intensities at various wavelengths from read-out voltages that are functions
of photon counts in pixels on the focal plane near an appropriate line running through
the discrete grid of pixels (Pellegrini et al. 2004). After a series of frames are collected,
an algorithm is used to extract a spectral image from these data (Mooney et al. 1997).
In its standard mode of usage, this sensor uses pseudo-imaging to provide spectral-
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temporal signatures and the locations of rapidly changing events within a given field
of view. Pseudo-imaging is the process of taking data obtained from the focal plane
array and creating a single spectral profile and using the spectral profiles from multiple
“snap-shots” to create a spectral-temporal signature from an observed event (Weeks et
al. 2004). To extract the spectral content from intensities read from the 2-dimensional
focal plane array, a technique based on radial basis functions is employed (Nelson 2004).
The sensor has a direct vision prism that spreads energy from a point source onto the
focal plane array in a line (Pellegrini et al. 2004). Then, to extract a single spectrum, for
each fixed time frame of data, brightness values are estimated as a linear combination
of values of radial basis functions placed along the bright line (Nelson 2004). These are
used to obtain intensity values that take into account the fact that the grid of pixels on
the focal plane array are not oriented along the line of refraction of the beam from the
point source, except possibly when the prism is positioned to spread light parallel to the
rows or columns of pixels on the array.
Since the data of Reising et al. (2008a) were collected with the direct vision prism
stationary, raw data were extracted “manually” (without the use of the standard process-
ing software). The raw data collected consisted of series of focal plane gray-scale images
like that in Figure 1. Specifically, the prism orientation was fixed and no “automatic”
background subtraction was performed by the sensor. For a given experimental set-up
(a sensor position relative to a pin-hole through which burning matches were viewed) the
spatial location of the undeviated wavelength on the focal plane was determined with the
use of a blackbody (a calibrated radiation source). A single observation was taken from
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Figure 1 Focal Plane Gray-scale Image
the blackbody at both a vertical and horizontal prism alignment. The pixel on the focal
plane where the bright lines in these observations intersect corresponds to the undeviated
wavelength (see Figure 2) in either prism orientation. This spatial-spectral calibration
was performed prior to the initiation of data collection and was repeated several times
during data collection. Prior to recording data for a new “event” class, this alignment
was repeated while holding the experimental features constant. Each experimental series
of gray-scale images was made with the same prism orientation (undisturbed from the
pre-collection exercise) so the pixel location corresponding to the undeviated wavelength
is known for every series of images.
After all data were collected, the column of pixels containing the bright line in each
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Figure 2 Gray-scale Image Produced by Adding Intensities seen in Single
Frames with Horizontal and Vertical Prism Alignments
experimental gray-scale image was manually extracted. The intensities read from each
pixel in the bright column, over repeated sample times, were compiled to create a matrix
of data. Each row in this matrix corresponded to a single frame of data and each column
to a single wavelength. The collection of all these frames of data are used to make what
are commonly referred to as “waterfall plots.”
5 Intensity Shift Parameter
The modeling of spectral-temporal data presented in Reising et al. (2008a) includes
estimation of an intensity shift parameter for each observed event. If two identical
events are observed through the same atmosphere, but one event occurs closer to the
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sensor, the sensor will produce higher intensity values for the nearer event than for the
event further from the sensor. This drives the need for the intensity shift paramter
in the model. This intensity shift was dealt with using a difference in the average
intensity value (across time and wavelength) between the transformed observation and
the mean function for a particular class. However, the data used in modeling in Reising
et al.(2008a) were collected under controlled experimental conditions where the distance
between the sensor and the object observed remained virtually unchanged. Hence, while
the characteristics of a particular event class that were stored in the library to be used
in discrimination in Reising et al.(2008b) were obtained from the data collected under
these controlled experimental conditions these stored characteristics are appropriate for
discriminationg for events observed from any fixed distance.
But suppose one wanted to implement the modeling ideas and the discrimination
algorithm in real-time for events that were not physically stationary. Data would need
to be obtained from enough moving events within a class to determine how the mean
function and spectral-temporal covariance structure might be affected over the time
required to record an event, and one would need to determine the extent to which the
modeling techniques presented in Reising et al. (2008a) would need to be generalized
for modeling for a class of events where the individual point sources are moving. The
mean funtion would have to describe not only the characteristic evolution for physically
stationary events within the class, but would also have to adequately represent events
in which the distance from the sensor evolves in time as well. It seems at this point that
the manner in which the intensity shift parameter was handled in Reising et al. (2008a)
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would not be adequate under a scenario where the point source events are moving. The
intensity shift parameter was applied to all intensity values for a given observation.
However, if an observed heat source was moving relative to the sensor, it seems that
the distance-induced change in overall intensity would have to be handled in some other
fashion, so that intensity correction can vary over time.
Only the beginning steps have been taken towards developing a discrimination algo-
rithm and using it in real-time for event discrimination. There are many features of the
sensor and the experimental conditions that would need further consideration for the
modeling ideas of Reising et al.(2008a, 2008b) to be more broadly applicable.
6 References
Dearinger, Anthony J. (2004) “Simulating a Chromotomographic Sensor for Hyperspec-
tral Imaging in the Infrared.” Thesis. Department of the Air Force Air Univerisity.
Air Force Institute of Technology. Wright-Patterson Air Force Base, Ohio.
Jha, A.R. (2000). Infrared Technology. Applications to Electrooptics, Photonic Devices,
and Sensors. John Wiley & Sons, Inc. New York.
Magnan, Pierre (2003) “Detection of Visible Photons in CCD and CMOS: A Com-
paritive View.” Nuclear Instruments and Methods in Physics Research A, 504 pp
199-212.
Mooney, Jonathan M., Virgil E. Vickers, Myoung An. and Andrzej K. Brodzik (1997).
“High-throughput Hyperspectral Infrared Camera.” J. Opt. Soc. Am. A, 14 pp
2951-2961.
96
Nelson, Richard J. (2004) “Imager to Spectrometer: Extracting Spectral Data from
the Two-dimensional Array.” Proceedings of SPIE - The International Society for
Optical Engineering. 5563, pp 88-97.
Pellegrini, Paul W. and William S. Ewing (2004) “A Novel Electro-Optical Sensor for
the Find and Track Missions” at http://www.afrlhorizons.com/Briefs/Jun04/SN0309.html;
accessed 01 June 2006.
Reising, Monica, Max Morris, Stephen Vardeman and Shawn Higbee (2008a) “Modeling
Spectral-Temporal Data from Point Source Events”
Reising, Monica, Max Morris, Stephen Vardeman and Shawn Higbee (2008b) “An
Algorithm for Real-Time Discrimination Based on Spectral-Temporal Data from
Point Source Events”
The Infrared Handbook (1989) Printed in Cooperation with SPIE - The International
Society for Optical Engineering
Weeks, Melanie M., James E. Murguia, Jonathan M. Mooney, Richard J. Nelson, and
William S. Ewing (2004). “Pseudo-imaging the Spectral-Temporal Evolution of
Energetic Events.” Proceeding of the SPIE 26th International Congress on High-
Speed Photography and Photonics.
97
CONCLUSIONS AND FUTURE WORK
1 Conclusions
This work has described a methodology for modeling spectral-temporal data from
point source events. The hope is that the ideas presented would be applicable to similar
data collected from other types of sensors or from this sensor where data was collected
at a different framing rate. Further, initital stages have been taken to describe an
algorithm that could be used in real-time to determine if an incoming data stream is
consistent with a class of energentic events that has previously been modeled and has
characteristics stored in a library.
This work was based on a modified real sensor in which the spinning prism and pre-
processing algorithms were not used. Much of this work should be described as “proof
of concept,” as this sensor would not be used in practice without spinning prisms or pre-
processing algorithms. This work would represent preliminary steps toward developing
a discrimination algorithm for use in real time.
2 Future Research
In the most immediate future, the models and methods for determining the cut-
points in the discrimination algorithm would need further scrutiny. As it stands, the
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algorithm did not produce controlled error rates when the observed data was used. The
algorithm nearly always falsely rejected an incoming data stream as consistent with the
class of energetic events to which it belongs, especially for data streams that begin early
in the evolution of an event. This could be rectified by further refining the method for
determining the cut-points. Further, it is possible that the present model simply does
not adequately described the data from each class of events for this purpose. Future
work would include taking steps necessary so that the discrimination algorithm would
perform acceptably in terms of false rejections and time to rejection for the safety match
data.
In the more distant future, data could be obtained and modeled from the sensor
in standard operating mode. Further, data from different sensors could be obtained to
determine if these techniques apply more broadly. Finally, one could determine how,
if possible, data and library information for important energetic events could be used
across different sensors.
