We study locality preserving automorphisms of operator algebras on lattices (QCA), specializing in those that are translation invariant and map every prime p-dimensional Pauli matrix to a tensor product of Pauli matrices (Clifford). If C(D, p) denotes the group of translation invariant Clifford QCAs modulo Clifford circuits and shifts on a uniform D-dimensional lattice of p-dimensional qudits, we prove that C(D, p) has exponent 2 or 4 depending on the prime p, that C(D = 2, p) = 0, and that C(D = 3, p) contains the Witt group of the finite field F p . The nontrivial examples in D = 3 are found by disentangling the ground state of a commuting Pauli Hamiltonian which is constructed by coupling layers of prime dimensional toric codes such that an exposed surface has an anomalous topological order that is not realizable by commuting Pauli Hamiltonians strictly in two dimensions.
I. INTRODUCTION
Quantum cellular automata (QCAs) have been studied in a variety of contexts including models of computation [1] or algebra automorphisms [2] [3] [4] [5] . As an algebra automorphism, a QCA has been identified as a disentangling scheme for a many-body state without any topological excitations [6] .
Ref. [2] explains the distinction among various definitions.
We consider quantum cellular automata as automorphisms of * -algebra over C generated by local operators of a lattice system of finite dimensional degrees of freedom (qudits). Being an automorphism of a local algebra, not only does it preserve algebraic additions and multiplications but also it maps a local operator to a local operator. More precisely, we require that the image α(O) of any single site operator O on s by a QCA α be supported on a ball of radius r < ∞ centered at s. Here the constant r, called the range of α, is uniform across the whole lattice. For example, a translation is a QCA; however, a rotation is not a QCA in our definition because the image of an operator O that is far from the origin will be supported far from O. Being a * -automorphism, the QCA that we consider is not an antiunitary. Also, we do not consider systems with fermionic arXiv:1907.02075v1 [quant-ph] 3 Jul 2019 degrees of freedom, though it is an interesting setting on its own.
A. Translation invariant Clifford QCAs
The class of QCAs that we consider in this paper is even more specific. Namely, we consider the D-dimensional hypercubic lattice Z D of qudits of dimension p. Each site of the lattice may be occupied by finitely many qudits, but the number of qudits per site must be uniform across the lattice. That is, the local Hilbert space of the lattice is (C p ) ⊗q everywhere. We denote such a system by qZ D . The * -algebra of local operators in this lattice is generated 1 exp(−2πij/p) |j j| , XZ = e 2πi/p ZX.
We are interested in Clifford QCAs that map every generalized Pauli matrix to a tensor product of generalized Pauli matrices. We further demand that our Clifford QCA is translation invariant (TI); our Clifford QCA is assumed to commute with any translation QCA. Since our translation group of the lattice is an abelian group Z D , any translation QCA (shift) is a TI Clifford QCA. The set of all TI Clifford QCAs form a group under the composition; the product αβ of two QCAs of ranges r and r , respectively, is a QCA of range r + r , and α −1 exists since α is an automorphism and is a QCA of range r [2, 7] .
An obvious subgroup of the group of all TI Clifford QCAs is generated by layers of Clifford gates whose geometric arrangement obeys the translation invariance. Here, within a layer of Clifford gates, every gate is supported on qudits within a ball of radius r, and either has support that is disjoint from that of any other gate or is commuting with any other gate. Thus, a TI Clifford circuit is a finite composition of such layers, and the number of layers is the depth of the circuit.
The sum of all the locality bound r j in each layer j of a circuit bounds the range of the circuit from above.
B. Equivalent QCAs and the group in question
We will sometimes weakly break the translation symmetry of our system so that the new translation symmetry group is a subgroup of Z D of finite index. This typically arises when we wish 1 Our usage of the verb "generate" follows that of algebra. The generated algebra is the set of all finite linear combinations over C of finite product of generators. There are many ways to complete this algebra under various operator topologies; however, we will not consider any completion since we will handle tensor products of generalized Pauli matrices only, but no linear combinations thereof.
to compose a QCA α on a system A = qZ D with another QCA β on, say, a system B = 2qZ D . In that case, we may combine two sites of A to regard them as a new bigger site, effectively forgetting the finest translation structure in A. We will be explicit in statements whenever we reduce the translation group down to a subgroup, but we will not be interested in the index of the subgroup, other than that it is finite. We will use the term weak translation invariance when we speak of such weak translation symmetry breaking.
For two QCAs on the same dimensional but disjoint systems we can take the tensor product α ⊗ β in the obvious way.
Definition I.1. Let α be a TI Clifford QCA on the system qZ D , and β be another TI Clifford QCA on q Z D . We say α and β are equivalent and write α ∼ = β if α ⊗ β −1 ⊗ Id equals a translation QCA followed by a Clifford circuit that is weakly translation invariant, where Id is the identity QCA on q Z D . We denote by C(D, p) the set of all equivalence classes of TI Clifford QCAs on the uniform lattice Z D with finitely many p-dimensional qudits per site.
This is an equivalence relation because α ⊗ α −1 is a quantum circuit for any QCA α [7] . Thus, we treat any Clifford circuit or a translation QCA as trivial. The appearance of Id is to implement so-called stabilization in the equivalence. This is motivated by a practice in topological quantum phases of matter where one is allowed to add and subtract unentangled degrees of freedom (ancilla) to relate a phase to another. For each D and p the set C(D, p) is obviously an abelian group under the tensor product. This group is isomorphic to the group of QCAs under composition [6, Lem. I.7] .
It is our main problem to identify C(D, p).
Let us summarize known results. Trivially, we see C(D = 0, p) = 0. It has been known that The result of this paper is the following.
Theorem I.2. Let D be a nonnegative integer, and p a prime. Let α be any TI Clifford QCA on qZ D of p-dimensional qudits.
(i) If D = 2, α is a weakly TI Clifford circuit followed by a shift. Hence, C(D = 2, p) = 0.
(ii) Suppose p ≡ 1 mod 4. Then, α ⊗2 is a weakly TI Clifford circuit followed by a shift. Hence,
(iii) Suppose p ≡ 3 mod 4. Then, α ⊗4 is a weakly TI Clifford circuit followed by a shift. Hence,
is a direct sum of some number of Z 4 and Z 2 . In fact, C(D = 3, p) ⊇ Z 4 .
Remark I.3. The direct sum could be empty (as in D = 2) or infinite. We do not know whether the groups are always finite.
Our triviality results are constructive; the proof will reveal an algorithm how to decompose a TI Clifford QCA into a Clifford circuit and a shift. The nontriviality results for D = 3 are based on examples of coupled layer constructions [9] . All of our results share a common theme that we examine an associated lattice Hamiltonian (i.e., a separator [6] ) with a spatial boundary.
The rest of the paper, except for Section V and Appendix A, constitutes the proof of Theorem I.2. The dimension p of a qudit will always be a prime. A Pauli operator is a finite tensor product of generalized Pauli matrices and a p-th root of unity; we usually drop the word "generalized."
II. EXPONENTS OF CLIFFORD QCA'S
An exponent of a group G is an integer n such that g n is the identity for every g ∈ G; it does not always exist. In this section we show that the group of all translation invariant Clifford QCAs modulo Clifford circuits and shifts on any lattice of prime dimensional qudits has an exponent 2 or 4.
A. Translation invariant Clifford QCAs and polynomial symplectic matrix
A Clifford QCA on qZ D is determined by the images of Pauli matrices. Using translation invariance, we have developed a compact representation of the data by a symplectic matrix 2
; see an introductory section [6, IV.A] . This is a generalization of a machinery behind Pauli stabilizer block codes [12] to infinite lattices. The developed machinery 2 The term "symplectic" is overloaded from the situation where D = 0. Our symplectic matrix is an autormophism of a free module over the Laurent polynomial ring with coefficients in a finite field, preserving an "antihermian" pairing (form). So, we should have called our matrix "unitary" following literature on quadratic forms [10, 11] .
However, there is a greater danger of confusion if we chose "unitary" instead of "symplectic," since we consider complex inner product spaces and unitary operators on them, too. associates a matrix Q over R to any TI Clifford QCA α such that
Here, † is the transpose followed by the F p -linear involution x j →x j = x −1 j of R, corresponding to the inversion of the lattice Z D about its origin. The set of all such matrices Q maps into C(D, p), which becomes surjective if we enlarge the domain by taking the union of such sets of matrices over varying q. The tensor product of QCAs corresponds to a direct sum of the corresponding symplectic matrices. The lost information in the association from α to Q is only a nonentangling Clifford circuit (actually consisting of Pauli matrices) of depth one [8, Prop. 2.1].
The generators for Clifford circuits correspond to elementary row operations that are symplectic [8] . Define
where δ is the Kronecker delta.
The elementary row operations corresponding to TI Clifford circuit layers are:
Hadamard:
The question of whether a given TI Clifford QCA α is a Clifford circuit boils down to whether the symplectic matrix α is a product of these elementary row operations. Note that the first three operations all have determinant one, whereas the extra gate 3 J has determinant cc − † that is one if and only if c ∈ F × p . The superscript '×' means the multiplicative group of all invertible elements.
Remark II.1. The determinant of any symplectic matrix Q is cc − † for some c ∈ R × . Proof:
We can diagonalize Q over the quotient field of R using elementary symplectic transformations of determinant one. But, any diagonal symplectic matrix is a direct sum of two-by-two diagonal symplectic matrices, with the diagonal entries b and b − † for some b in the quotient field of R. Since det Q has to be a unit in R, we conclude the proof. 3 The extra gate doesn't seem to have a name in quantum computing literature. We chose an alphabet J because it is near H for Hadamard.
B. To Clifford circuits
Suslin's stability theorem [13, Cor.7.11] says that any invertible matrix over R of unit determinant and of size ≥ 3 is a product of elementary row operations. Hence, for any E, F ∈ GL(n ≥ 3; R) the following transformation is by a circuit on the left of α and another circuit on the right of α, possibly with a shift QCA.
If E and F are some product of elementary circuits as listed in Eq. (4), then of course we do not need the condition n ≥ 3. Even in a nontrivial application of Suslin's theorem, the condition n ≥ 3
is not a restriction since we may simply add one ancilla qudit per lattice point of Z D or enlarge the unit cell by reducing translation group down to a subgroup of index, say, 2.
The calculation here is similar to that of [6, Thm. IV.9] . It suffices to trivialize the left half block of a symplectic matrix α since the other half is determined up to a TI Clifford circuit [6, Lem.IV.10].
First, let us treat the case where p ≡ 1 mod 4. In this case, (p − 1)/4 is an integer. Hence, if g ∈ F × p is the generator of the multiplicative group F × p = F p \ {0} that is cyclic, g (p−1)/4 is a primitive fourth root of unity, and in particular √ −1 exists in F p . Therefore, we may choose
Lemma II.2. Let p = 2, 3, 5, 7, . . . be any prime and D ≥ 0 an integer, Let
be symplectic matrices. Then, Q ⊕ Q is a product of elementary row operations corresponding to
This can be thought of as a generalization of [6, Thm.IV.9 ] that asserts C(D, p = 2) has exponent 2 to any prime p; with p = 2 the matrix Q can be set to be equal to Q. With √ −1 ∈ F p for p ≡ 1 mod 4, this lemma implies the first statement of Theorem I.2 (ii). 4 In our convention, the upper half block of a symplectic matrix is for tensor components of X that is a real matrix, and the lower is for those of Z that is a nonreal matrix. Hence, the separator associated with Q (the left half block of Q ) may be regarded as the time reversal conjugate of the separator associated with Q.
Proof. The proof is to use Eq. (5) with various E and F on the full matrix S as well as some elementary Clifford gates. With the right half block suppressed, the result is
The first arrow is by Eq. (5) Next, we treat the case where p ≡ 3 mod 4. In this case, (p − 1)/2 is an odd integer, and −1 ∈ F p is not a square; i.e., the equation x 2 + 1 = 0 has no solution in F p . But still the equation 
where the second equivalence is by Lemma II.2. This implies that
We have proved the first statement of Theorem I.2 (iii).
The Witt group of a field of characteristic not 2 is a group of all equivalent nondegenerate symmetric forms up to hyperbolic forms ∼ = diag(1, −1 
III. GAPPED BOUNDARIES AND TRIVIAL QCAS
A locally flippable separator [6] is the image by a QCA of the set of all single qudit operator We warm up by reconsidering 1D QCAs [3, 4, 8] . Let α be a 1D Clifford QCA of range r. Take any interval of length 20r, and collect all elements α(Z j ) of the separator in the interval. The thickened interval + of length 24r contains all local flippers α(X j ) for the elements α(Z j ). The commutant of these operators is necessarily supported on the ends of + , and we may choose a maximal commuting set of Pauli operators Z k in the commutant. In physical terms this amounts to "gapping out" the boundary of + . The original operators α(Z j ) together with the new operators Z k form a locally flippable separator for the system of qudits in + , and thus define a QCA that disentangles + . The constructed QCA can obviously be written as a Clifford circuit whose range is 4r. Now decompose the whole extended line into segments of length 24r. Imagine that we assign alternating colors red and blue so that neighboring intervals have distinct colors. On every red segment we know there exists a "red" circuit that disentangles the middle portion of the segment.
After application of all the red circuits to the separator of α we are left with a separator that is supported within 4r of blue segments. Then it is obvious that we can find some Clifford circuit to disentangle the remaining separator. Since a separator is forgetful of a shift QCA, we conclude that α is a Clifford circuit followed by a shift. If α is translation invariant, then the above argument gives a disentangling circuit for the separator of α that is translation invariant with respect to a smaller subgroup of index 48r.
We are going to essentially copy this argument to higher dimensions. Note that we did not use any ancilla qudits.
A. Blending QCAs are equivalent
Let us say two QCAs α and β of finite ranges on a system blend [5] , or α blends into β, from a subsystem A to another B if there exists an interpolating QCA γ of finite range such that γ agrees with α on A and with β on B. We will only consider cases where the regions A and B are both infinite.
Lemma III.1. Suppose a translation invariant Clifford QCA α of range r on qZ D of prime pdimensional qudits blends into a shift QCA from a half space { x :
by a Clifford QCA γ that is weakly translation invariant along all directions orthogonal to the x D -axis. Then, α is a Clifford circuit that is weakly translation invariant, followed by a shift.
The converse is true and obvious: Given a circuit, we can drop all the gates on a half space and the remaining gates define an interpolating QCA. Ref.
[5, §3.5] shows a similar result for a more general class of QCAs. However, to the present author's understanding, the argument there is not applicable to this lemma. See Appendix A.
Proof. Without loss of generality we assume that the shift QCA β into which α blends is actually the identity QCA; that is, we instead consider β −1 α that blends into the identity QCA.
Shifting γ −1 along x D -axis by distance 10r to the negative x D -direction, and composing the shifted γ −1 with the unshifted γ, we obtain a QCA α P that interpolates Id on { x :
on the quasi-hyperplane P = { x : −10r ≤ x D ≤ −r}, and Id on { x : x D ≥ 0}, since α is translation invariant. Similarly by shifting α P we have α P j for any j ∈ Z that interpolates Id, α, and Id, which is supported on
Since each α P j is supported on the quasi-hyperplane P + j , we may regard α P as a TI Clifford QCA on 12rqZ D−1 . But we have proved in Section II that the tensor product of four TI Clifford QCAs on a system of prime dimensional qudits is always a Clifford circuit followed by a shift.
Since the quasi-hyperplanes P + j are disjoint, this means that the product α P j α P j+1 α P j+2 α P j+3 is a Clifford circuit followed by a shift. Thus, we trivialize the product of all α P j .
Composing this trivializing circuit plus shift with α, we are left with a QCA that is a product of disjoint QCA, supported on the 2r-neighborhood of the complement of all P + j . The argument of the preceding paragraph trivializes this remainder.
B. Triviality of Clifford QCAs in 2D
Let α be a TI Clifford QCA of range r on qZ 2 . Consider a half plane H = {(x, y) ∈ Z 2 : y ≤ 0},
j is a qudit on H}, which is supported on H + . Let B be the group generated by B 0 . Let A be the group of all finitely supported Pauli operators on H + that commutes with every element of B. Since B is mapped by α −1 to the full Pauli group on H, A is supported near the boundary of H where y = 0.
Lemma III.2. For any P ∈ A there exists Q ∈ A such that P and Q do not commute.
Proof. Since α −1 (P ) is supported outside H, there exists Q outside H that does not commute with α −1 (P ). The operator α(Q ) is a Pauli operator that is a tensor product of some operator Q on H + and some other outside H + . Since P is supported on H + and α preserves commutation relation, Q should still be noncommuting with P but commutes with B.
Lemma III.3. There exists a generating set A 0 = {P k , Q k } for A such that A 0 is weakly translation invariant along x-direction, P k 's commute among themselves, Q k 's commute among themselves, and
Each generator is supported on a ball of radius that is upper bounded by a finite function of r.
Proof. It is shown [6, Thm.IV.11] that there exists a weakly translation invariant, locally generated, maximal abelian subgroup in any group of finitely supported Pauli operators that is translation invariant in 1D. The group A being the commutant of a locally generated translation invariant group, is translation invariant along x-direction. Therefore, there exists a maximal abelian subgroup of A which is weakly translation invariant with local generating set {P k }. We will find promised partners Q k for P k .
It is shown [8, §6, Thm.3 ] that any translation invariant abelian group of Pauli operators in 1D is, after a weakly TI Clifford circuit C, the direct product of finitely many copies of the group of single qudit Z operators and finitely many copies of the group of "Ising couplings" Z j Z † j+1 . This implies that the operators P k can be rearranged such that after C each becomes either a single qudit Z operator or an Ising coupling. But the Ising coupling cannot occur due to the maximality of {P k }; the double commutant of {P k } in AB must be itself. Therefore, P k is the image C(Z) of a single qudit operator Z, say at k, by C. We choose Q k to be the image Q k = C(X) of single qudit operator X on qudit k, with a possible correction by a product of α(Z j )'s and α(X j )'s near P k . The correction is necessary because Q k may not belong to A, i.e.,
may act nontrivially on qudit k for j in H. The existence of the desired Q k is now clear.
The size of the support of P k , Q k are bounded by implicit constants in the quoted theorems, which depend only on the locality parameter r. This finishes the proof.
Proof of Theorem I.2 (i). Let α be a translation invariant Clifford QCA on qZ 2 of prime pdimensional qudits. We will show that α blends into a shift QCA and use Lemma III.1. We will not pay attention to the width and location of the intermediate region where two QCAs mix, since the range r is only an upper bound for a QCA, which can be chosen later to be any finite value.
Note that we do not have to use the result that C(D, p) has finite exponent. We can use just the result that C(D = 1, p) = 0 [4, 8] . 5 To construct a blending γ we simply define γ to be an * -algebra homomorphism as the following.
Let γ map X j → α(X j ), Z j → α(Z j ) if j is a qudit in H, so that γ agrees with α on the lower half plane H. Lemma III.3 gives a weakly translation invariant generating set A 0 = {P k , Q k }, from which we choose a finite subset A 00 = {P k 1 , Q k 1 , . . . , P k N , Q k N } such that none of the elements is a translate of another but the union of all translates of A 00 is equal to A 0 . 6 We define γ(X ) = P k and γ(Z ) = Q k where ranges over N distinct consecutive qudits on the positive y-axis. By the weak translation invariance of A, we define γ for all A 0 . To assign the image for the remaining single qudit operators X j and Z j where the qudit j has positive x-coordinate, we use shifts. Let each semi-infinite column e of unappointed qudits, parallel to the y-axis, start from the xy-coordiante (x 0 (e), y 0 (e)). The coordinate y 0 (e) is 1 if no qudits in the column is matched with an element of A 00 , but can be larger than 1 otherwise. The semi-infinite column e is then sent under γ to the semi-infinite column of qudits, parallel to the y-axis, starting at (x 0 (e), 1). Thus, γ is defined everywhere and agrees with α on H and with a shift QCA on an upper half plane. 5 Ignoring the usage of C(D = 1, p) = 0 (which is not actually necessary), the assumption of D = 2 enters the proof only through Lemma III.3. That is, if the conclusion of Lemma III.3 holds in some situation in higher dimensions, the argument presented here applies verbatim to show that α blends into a shift. 6 The group A modulo phase factors is a submodule of a finitely generated module over the translation group
, which is Noetherian. Hence, A is finitely generated. A minimal generating set over the translation group algebra, which has to be finite, must be a free basis because (P k , Q k ) is a symplectic pairing.
The defined γ is certainly an algebra monomorphism. To show that γ is invertible, we claim that the preimage of an arbitrary single qudit Pauli operator T is, up to a phase factor,
where ω = e 2πi/p . The exponent m in the product is zero for all but finitely many factors since T is finitely supported. It is straightforward to check that γ(U )T † commutes with all γ(X j ), γ(Z j ).
Then, by construction of A of Lemma III.3, the product α(U )T † must belong to A. But A has no nontrivial central element by Lemma III.2, and hence α(U )T † is a phase factor.
Remark III.4. We do not know whether one can show the triviality of a TI Clifford QCA in 2D
while preserving both the full translation symmetry of a QCA and the number of qudits per unit cell (i.e., no translation symmetry breaking and no stabilization with ancillas). If one insists on the full translation symmetry in every layer of Clifford gates, then one should find a decomposition of the following symplectic matrix Q of a QCA on 2Z 2 into elementary matrices associated with Clifford circuit layers.
The matrix E here is the Cohn matrix [15, §7] that has determinant 1 but is not a product of elementary row operations. This means that the TI Clifford QCA associated with Q cannot be written as a circuit of control-Not gates where each layer obeys the full translation structure. We have avoided this issue by weak translation symmetry breaking. Indeed, Q is a circuit of controlNot gates where at least one layer does not obey the full translation group but only a subgroup of index 2 by Suslin's stability theorem [13, Cor.7.11] .
In spirit of Suslin's result, one may ask whether a 2D TI Clifford QCA with sufficiently large unit cell is a Clifford circuit with full translation symmetry in every layer in the circuit.
A reader might want to compare the above triviality proof of the 2D TI Clifford QCA with the exercise for 1D Clifford QCAs in the beginning of this section. Once the boundary of the Hamiltonian system derived from the separator of a QCA is gapped out, we use the triviality result of QCAs in one lower dimension. It is more complicated in 2D to gap out a 1D boundary than it is in 1D to gap out a 0D boundary. As we will see in the next section, it is highly nontrivial to gap out the boundary in general. Indeed, in higher dimensions sometimes the best we can hope for is to have some surface topological order, preventing a separator from blending into a trivial separator, which will in turn prove the nontriviality of C(D = 3, p).
IV. CLIFFORD QCA IN 3D
In this section, we construct examples of nontrivial TI Clifford QCA in three dimensions. We will present explicit examples in terms of symplectic matrices, explain the idea behind the construction, and then prove that they are nontrivial.
To define a TI Clifford QCA on qZ D it suffices to specify a TI commuting Pauli Hamiltonian 
Each monomial is a Pauli matrix where the coefficient determines whether it is X or Z and the Our Hamiltonian is defined on 2Z 3 of odd prime p-dimensional qudits and there are exactly two types of terms per site. The stabilizer map σ QCA is given by a 4-by-2 matrix over
where f ∈ F × p . The symplectic matrix associated with the TI Clifford QCA that creates the ground state of our Hamiltonian from that of H 0 = − j Z j + h.c., is The overall phase factor is undetermined but any choice gives a valid Clifford QCA. Note that σ QCA appears in the right two columns of Q. One may check Q † p,f λ 2 Q p,f = λ 2 directly or look up the supplementary material.
We have displayed σ QCA as in Eq. (15) because it best represents the construction behind it, which we now explain.
A. Construction by condensation
The toric code (Z p gauge theory in 2+1D) [16] with odd prime p dimensional qudits have anyons whose fusion rules follow the group law of Z p × Z p . (The Hamiltonian is depicted in Fig. 1.) In fact, the fusion, topological spin, and mutual braiding statistics can be succinctly captured by a quadratic form
on F 2 p . Here the first component a ∈ F p denotes the charge and b ∈ F p the flux of an anyon. The value e 2πiΘ T C /p is the topological spin of an anyon labeled by (a, b) and the value of the associated symmetric form
gives the mutual statistics between anyons (a, b) and (a , b ). The fusion rule is inscribed in the F p -vector space F 2 p on which the forms are defined. It is standard in Witt theory that any quadratic form can be diagonalized to a direct (orthogonal) sum of one-dimensional forms. Indeed, for any
This means that the anyon theory of the Z p -toric code can be thought of as a tensor product of two noninteracting anyon theories 7 that are described by
respectively. The basis change in Eq. (20) means that the one theory with Θ p,f consists of dyons that are multiples of the bound state of the unit charge and f flux. The scalar f is arbitrary but only meaningful up to squares (F × p ) 2 , since squares in f correspond to isomorphic anyon theories. 8 The dyon theory of Θ p,−f is the time reversal conjugate of that of Θ p,f . Below we overload our notation to denote by the symbol Θ p,±f the corresponding dyon theory. Now we employ an idea in Ref. [9, §IV] . Consider an infinite stack of parallel 2D layers of the toric code embedded in 3-dimensional space. Each layer is viewed as two noninteracting dyon theories Θ p,f and Θ p,−f . Let us bind every dyon of Θ p,f in one layer with its time reversal conjugate of Θ p,−f in an adjacent, say, upper layer. The bound state of the two dyons has zero topological spin (boson), and thus some external interaction may condense these bosons. In a microscopic 7 I thank L. Fidkowski for bringing this decomposition to my attention.
2 consists of two classes, this suggests that the toric code is decomposed in two different ways.
However, this is true only for p ≡ 1 mod 4. If p ≡ 3 mod 4, then two different choices of f up to squares are f = ±1. The different behavior in the two cases is aligned with the Witt group of Fp. We will come back to this point later. Note that this construction prefers a particular direction in space. It is not obvious whether the final result may show emergent isotropy.
Next we show that this Clifford QCA, which we denote by α p,f , is nontrivial.
B. Nontriviality
We are going to prove that the TI Clifford QCA α(p, f ) defined by the symplectic matrix in Eq. (17) is not equal to a Clifford circuit followed by a shift. The overall argument is almost the same as that of [6, Thm.III.16] : We open up a boundary of the 3D system, the bulk of which is governed by the Hamiltonian of Eq. (15). We define a "surface Hamiltonian" such that the full Hamiltonian on the half space satisfies the local topological order condition [17] ; in colloquial terms, this means that all local degrees of freedom, be it microscopic or emergent, are gapped out. Since each Θ p,f of a layer is strongly coupled to Θ p,−f in the upper layer, there should be an unpaired Θ p,f at the top boundary.
If there is a circuit that equals α Therefore, the hypothesis that α p,f is a Clifford circuit of a constant depth is disproved.
We will rigorously check that there exists a certain translation invariant surface Hamiltonian that makes the full system locally topologically ordered [17] . Moreover we will check that every topological charge is represented by some excitation at the surface. This ensures that the hypothetical circuit does not alter any topological particle content. These statements depend on the detail of our Hamiltonian including the surface; unfortunately, we do not have a general way of constructing a surface Hamiltonian that suits our purpose.
Our construction of the surface Hamiltonian will be valid for any f ∈ F × p . Therefore, we will complete the proof of Theorem I.2 (ii) and (iii). Indeed, let g ∈ F p be not a square of any element Remark IV.1. While we consider Clifford circuits in this paper, let us remark that the QCA α p,f is likely nontrivial even if we allow more general quantum circuits in the notion of trivial QCAs. That is, we believe and conjecture that α p,f is not a quantum circuit of a constant depth, where the local gates are arbitrary and not necessarily Clifford. This relies on the beliefs that (1) a commuting Hamiltonian cannot realize a chiral theory in 2 + 1D [18] , and further (2) any commuting Hamiltonian can only realize an anyon theory that is the quantum double of something else. It is conjectured [19] that a homogeneous commuting Hamiltonian in 2D is constant depth quantum circuit equivalent to a Levin-Wen model [20] .
Remark IV.2. There is a formula [21, Prop.6.20 
where d a and θ a are the quantum dimension and topological spin of anyon a, respectively, and c − is the chiral central charge. This relates the anyon theory of the bulk with a property of the edge theory. Let us evaluate the left-hand side for dyon theories Θ p,f . Any dyon is an abelian anyon,
Note that F (p, f ) = F (p, f h 2 ) for any h ∈ F × p . If g is a nonsquare element of F × p where p is an odd prime, the two sets {k 2 : k ∈ F × p } and {gk 2 : k ∈ F × p } of the same cardinality partition F × p . Hence,
e 2πiab/p = 1 (25) where in the second line we use the basis change of Eq. (20) . It follows that,
Indeed, F (5, 1) = 1 and one cannot argue that α p=5,f =1 is nontrivial by resorting to Eq. (22) only.
C. Surface topological order
Now we have to show that there exists a surface Hamiltonian with local topological order [17] and examine the topological particle content to see that the surface Hamiltonian realizes Θ p,f .
The system with the boundary is the lattice {(x, y, z) ∈ Z 3 : z ≤ 0} with two qudits per site. The (top) boundary is at z = 0. The bulk Hamiltonian is the sum of all terms defined by Eq. (15) which are supported on the half space z ≤ 0. We introduce surface terms supported on the boundary z = 0 by
Our first goal is to show that any finitely supported Pauli operator O that commutes with all bulk and all surface terms, is a product of bulk and surface terms supported within a constant neighborhood of O. To this end, we observe that the QCA α p,f defined in Eq. (17) maps X j , Z j at z = z 0 plane to operators supported on just two planes z = z 0 and z = z 0 + 1. Pretend that O was an operator in 2Z 3 without boundary and look at α
p,f (O) commutes with every Z j on a site of z-coordinate ≤ −1, the tensor factors in the half space z ≤ −1 is all Z, and thus can be removed by multiplying by Z there. So we are reduced to the situation where α
is supported on z = 0 plane, which is equivalent to the situation where O is supported on the top boundary, the z = 0 plane. Now, O commutes with the surface terms as well as with the parts B top of the bulk terms on the top boundary, which are represented by polynomials as
The commutation assumption means that O as a polynomial column matrix belongs to
where λ 2 is the 4-by-4 unit symplectic matrix. B top σ bd is a 4-by-3 matrix. We have used the Buchsbaum-Eisenbud criterion [22] (see the supplementary material) to check that this kernel is equal to im σ bd , the module that represents the set of all finite products of the surface terms. Since a membership of a module can be explicitly tested by a division algorithm with a Gröbner basis, The technical reason we needed to show the local topological order condition is to apply [6, Cor.III.20] to the two-dimensional system that would be obtained by a hypothetical circuit matching α p,f . The cited result asserts the existence of a nontrivial boson if the two-dimensional commuting Pauli Hamiltonian has local topological order.
It remains to examine the topological particle content of the system with the top boundary.
By definition, a topological excitation for our purpose is an equivalence class of finite energy excitations (flipped terms of the Hamiltonian) modulo locally created ones. Since we mod out locally created excitations, we may assume that any flipped term is a surface term; for any bulk term in our system with the top boundary, the matching element of the flipper (the first and second columns of Eq. (17)) is supported in our system with the top boundary, and hence any flipped bulk term can be eliminated by a local operator. A pair of surface terms that are flipped can be consolidated (fused) to a single surface term by the following hopping operators along x-and y-directions,
which commute with all the bulk terms
Therefore, a single surface term represents all possible topological charges by its eigenvalue on an excited state.
Remark IV.3. In fact, the hopping operators generate the commutant of the algebra B of all elements of the separator and of the local flipper which are supported on the half space z ≤ 0.
The algebra generated by the hopping operators is a precise analog of A in Section III B. (We are deliberately using the same symbol B here.) The proof for this is analogous to that for showing our system with the surface terms is locally topologically ordered: Since each element of the local flipper (the first two columns of Q in Eq. (17)) occupies just two layers, the commutant of B must be supported on z ≥ 0. Then, using the Buchbaum-Eisenbud criterion we verify that
We take the topological spin θ a of a topological charge a to be defined by the commutation relation between the hopping operators [23] :
where t j are sufficiently long hopping operators (string operators) that move an excitation from a common point (the origin) to locations p 1 , p 2 , p 3 which wind around the common point coun-
terclockwise. The precise locations of p j do not affect θ a . We choose p 1 to be a point on the positive x-axis, p 2 to be a point on the positive y-axis, and p 3 to be a point on the negative x-axis. In terms of polynomials, the long hopping operators are conveniently expressed as e.g.
Using these long hopping operators, we have confirmed that θ a = e 2πim/p where m = 1/(4f ) ∈ F p , independent of n ≥ 1. See the supplementary material.
This implies that the system with the boundary has anyons that are captured by a quadratic form Θ p,1/(4f ) , which is congruent to Θ p,f since the ratio 4f 2 is a square. This completes the examination of the surface topological order, and Theorem I.2 (ii) and (iii) are now proved.
V. DISCUSSION
We have shown that translation invariant Clifford QCAs on systems of prime dimensional qudits can be understood via "small" groups C(D, p). Modulo Clifford circuits and shifts, they are trivial in zero, one, and two dimensions. In general, at most the fourth power of any TI Clifford QCA is trivial. The proven exponent 2 or 4 cannot be reduced since we have constructed examples in three dimensions which have true order 2 or 4.
However, we do not know how many nontrivial QCAs are there in three or higher dimensions.
We expect that the topological order at the boundary of the separator of a Clifford QCA is simple enough that we can classify them all, but currently the problem to determine C(D ≥ It appears to be the hardest to prove that the surface always admits a local surface Hamiltonian such that the overall system with the boundary obeys the local topological order condition. That is, how can we construct a local surface Hamiltonian such that all local degrees of freedom, microscopic or emergent, are gapped? It might be a good exercise to simplify the construction in one lower dimension [6, Thm.IV.11].
The analogous problem on more general QCAs, not necessarily qudit Clifford, is of course an interesting problem. Although we have proved that 3D QCAs α p,f are nontrivial as Clifford QCAs, the proof is rather improvised. We introduced the boundary and defined some two-dimensional theory, which is only physically well motivated but not necessarily derived. Only the hopping operators in Eq. (31) are derived, since they are just generators of the commutant of the bulk terms at the boundary which are defined by α p,f . A proper solution to the classification problem of QCAs should include a definition of an invariant, which is likely to be in terms of this boundary commutant algebra [3, 5] . Perhaps, we should phrase the appearance of Θ p,f as a feature of the boundary algebra that it contains a locally generated maximal commutative subalgebra whose spectrum is not realizable in a mundane qudit algebra on a plane.
For a final and minor remark, let us recall that we have seen a close relationship between Witt theory on quadratic forms over F p and TI Clifford QCAs. The connection is not too surprising given that a TI Clifford QCA is an automorphism of a certain sesquilinear (symplectic or antihermitian)
form; see Appendix B. The connection makes us wonder if C(D, p) could be endowed with a ring structure in as much as any Witt group is actually a ring. However, it is unclear to us whether such a ring makes a lot of sense without being too trivial. At minimum, the multiplication by zero should give zero, but we do not know any nice construction where we combine the identity circuit, say, on a single qudit, and an arbitrary QCA to produce a trivial QCA.
Appendix A: Every QCA in two dimensions is trivial
In this section, we consider QCA that is not necessarily Clifford or translation invariant. Recall that a QCA is an automorphism of * -algebra of operators on a system of qudits such that every single qudit operator at s is mapped to an operator supported on an r-neighborhood of s. The constant r is called the range and is independent of the system size. In the main text we considered translation invariant Clifford QCAs on infinite lattices directly, as we did not encounter any subtleties involving infinities. Actually it was easier for us not to discuss boundary conditions, which would have complicated the notation without giving any further insight or rigor. In this section, we resort to (a sequence of) finite systems, but are concerned with scaling of the depth of the quantum circuit (a product of layers of nonoverlapping gates that act on a pair of adjacent qudits) as a function of the number of qudits or the diameter of the system. Specifically, we consider a lattice of finitely many qudits on a metric space that is a two-dimensional manifold. We require that each qudit have a prime dimension upper bounded by a constant, and there be only a constant number of qudits per unit area. Here and below, whenever we refer to a constant we mean a number that is independent of the system size or the number of qudits in the system. The assumption of qudit having a prime dimension, which is not necessarily uniform across the lattice, is just a technical convenience; C pq = C p ⊗ C q for any positive p, q ∈ Z. All quantum circuits below are of constant depth. Every algebra we consider is a †-closed finite dimensional complex algebra.
Ref. [5] shows that any QCA α on 2D is trivial. The key point in their argument is to construct a QCA γ (blending) that interpolates α on a disk and the identity outside the disk. The interpolation was made possible by introducing ancillas on the boundary of the disk. The dimension of the ancilla per unit area is exponential in the diameter of the disk on which γ agrees with α. Given this blending, they trivialize the action of γ on the disk by a constant depth quantum circuit, using another batch of ancillas whose local dimension is exponential in the volume of the disk. The exponential ancillas are unavoidable in a blending between an arbitrary QCA and the identity; if α is a parallel shift of all the qudits to the right, then somewhere near the disk the full flux has to reside. After all the liberal use of ancillas, [5, Thm.3.9] gives an argument for the triviality of 2D
QCA which removes the need for large ancillas by using the blending only for small disks.
Here we revisit the argument for the blending of an arbitrary 2D QCA α into a trivial QCA. We show that α followed by a shift QCA blends into the identity. This simplifies the triviality proof for 2D QCA with an extra strength that it requires no ancillas manifestly. Our proof of the theorem is along the same line as in Section III. We partition the space into strips of constant width and color them red and blue alternatingly. We construct a QCA in each red strip that matches α in the core of the strip up to a shift QCA, using the decomposition of 1D "visibly simple algebras" into simple subalgebras that are supported on small disks [5, Thm. technically the most involved, and its role is analogous to that of the existence of a locally generated maximal commutative subalgebra in any 1D Pauli algebra for translation invariant Clifford QCAs in the main text. Since the constructed QCA on a red strip is a 1D QCA, it is a quantum circuit followed by a shift [3] . Applying the inverse of the found circuit to each red strip, we are left with blue strips and shifts, with which we can find a circuit and a shift to match, similarly.
Let each qudit s have dimension D(s) a prime, and let P s be the single-qudit operator algebra of rank D(s).
Lemma A.2. A simple algebra is isomorphic to a matrix algebra of rank n. If n is a composite number, the simple algebra is isomorphic to the tensor product of smaller matrix algebras of prime ranks that divide n. The rank of a simple subalgebra divides the rank of the simple algebra into which it is embedded.
Proof. Obvious by the Artin-Wedderburn theorem.
Lemma A.3. Let Λ = {s} be a finite set of qudits of prime dimensions, and let P(Λ) = s∈Λ P s be the operator algebra on Λ. Let {Q s } be a collection of mutually commuting simple subalgebras of the simple algebra P(Λ) where the rank of each Q s is a prime. If Q s 's generate P(Λ), then there exist an algebra automorphism β such that Q s = β(P s ) where s is a qudit in the support of Q s .
The argument here is nearly identical to that in the proof of [6, Lem.II.6]. However, the statement here is sharper and more useful because the construction of β has nothing to do with the geometry of the system of qudits. The "locality" is encoded in the support of Q s but nowhere else.
Proof. This is an application of the Hall marriage theorem [24, Chap.22 Proof of Theorem A.1. We first prove the theorem assuming that the underlying manifold is a 2-torus; this case illustrates the main idea of the proof. Let the xy-plane be the torus where every point (x, y) is identified with (x + L, y) and (x, y + L).
Consider a "red" horizontal strip A = A(y 0 ) defined by y 0 ≤ y ≤ y 0 + , where = O(r) will be chosen later. For s ∈ A, the algebra Q s = α(P s ) is on the r-neighborhood A + of A. Let an algebra Q(A) be generated by all Q s with s ∈ A, so Q(A) is a simple subalgebra of P(A + ), the operator algebra on all qudits in A + . Since P(A + ) is an operator algebra of a one-dimensional array of qudits, [5, Thm.3.1, 3.2, 3.6] says that the commutant Q of Q(A) within P(A + ) is generated by simple subalgebras C j of P(A + ), each of which is supported on a disk of radius r = O(r). We may assume that each C j is isomorphic to the matrix algebra of a prime rank by Lemma A.2. Then, the collection of all C j and all Q s with s ∈ A satisfies the hypothesis of Lemma A.3, and we obtain a QCA β on A + of range max(r, r ) such that the composition β −1 α maps P s with s ∈ A to P s for some s ∈ A + . That is, β agrees with α on A up to a shift QCA. 10 The constructed β is a QCA on A + that is a one-dimensional array of qudits. Therefore, β itself is a quantum circuit of constant depth followed by a shift [3] . Tossing the shift part of β away, we find a constant depth quantum circuit on A + whose range is r = O(r ) that trivializes α on A up to a shift. The composed QCA of α with the trivializing circuit has range r = max(r, r , r ).
The same construction is applicable for any other strips. Let us partition the torus into horizontal strips of width ≥ 10r and color them red and blue alternatingly. The constant = O(r )
should be tuned so that L/ is an integer. Then, we apply the above construction to modify α by constant depth quantum circuits to obtain a QCA η on the torus of range r which acts as a shift on the red strips. The trivializing quantum circuit acts on r -neighborhood of the union of all the red strips.
Next, we focus on one blue strip B; the other blue strips are treated analogously. Let P(B) be the operator algebra on the qudits in B. An important property of η is that Q(B) := η(P(B))
has sharp support; we say that an algebra A has sharp support if A is the operator algebra on all the qudits in Supp A. Indeed, if T is an operator supported on Supp Q(B), then η −1 (T ) can act neither on any other blue strip because r nor on any red strip because for any red strip A where η acts as a shift (the algebra η(P(A)) has sharp support). Hence, η −1 (T ) is on B, and T ∈ Q s . Therefore, Lemma A.3 applied to Q(B) gives a 1D QCA that trivializes η on the blue strip. The theorem for the torus is thus proved. 10 We are using the term "shift" QCA slightly more liberally than its name suggests. We say a QCA γ is a shift on a set S of qudits, if γ(Ps) is the operator algebra of a qudit for any s ∈ S. One might insist that a shift QCA must map each operator, say, Z to Z, but we ignore any basis change of a qudit.
Before we handle a general 2-manifold W , we note that an algebra's support being sharp is a local property: we can say that an algebra A has sharp support near s (a constant distance neighborhood) if, for every site s near s, either s / ∈ Supp A or P s ⊆ A.
To handle a general 2-manifold W , consider a disk embedded in W and repeat the above trivialization using concentric annuli of width that partition the disk. We obtain a constant depth quantum circuit that modifies the action of α in the interior (the complement of a constant distance neighborhood of the boundary of the disk) into that of a shift QCA. We may choose disks to cover almost all of W except for (the constant distance neighborhood of) the 1-skeleton W 1 in a cell decomposition of W . Let α 1 denote the composition of α and the trivializing circuit on the "big" disks. In the complement of W 1 , α 1 acts by shifts. Now, we take a line segment e ( an interval) in W 1 , and consider α 1 (P(e)) (the image of the operator algebra on e). The support of Q(e) = α 1 (P(e)) is sharp except for two small disks around the end point of e. We can find two simple subalgebras in the commutant of Q(e) within P(Supp Q(e)) by the Artin-Wedderburn theorem, and Lemma A.3 gives a 1D QCA that trivializes α 1 on e. Repeating this for every line segment in W 1 , we are left with a QCA that is a shift QCA everywhere except for small disks centered at the 0-skeleton of W , which can be easily turned into a shift by a constant depth quantum circuit.
Appendix B: Digression to automorphism groups of quadratic forms
Over a ring R with an involution·, we consider sesquilinear forms R n × R n (a, b) → a † λb ∈ R.
The involution may or may not be trivial. In our case, the ring is R = F[x ± 1 , . . . , x
± D ] where F is a prime field, the involution is the F-linear map under which each variable gets inverted, and λ = λ q is the standard symplectic matrix of dimension 2q.
The problem on TI Clifford QCA can be cast purely in terms of quadratic forms over Laurent polynomial rings. Let Sp † (q; R) be the group of all automorphisms of λ q over R, and let ESp † (q; R) be the group of all elementary automorphisms of λ q over R generated by elementary automorphisms that are specified in Eq. It is unknown whether we really need both of the two embeddings; perhaps, the direct limit obtained by considering only one of the embeddings matches our group C(D, p). That is, it may be the case that a weak translation symmetry breaking covers the role of ancillas, or vice versa.
We note results in related groups. In Ref. [25] a similar-looking group Sp(q; F[x 1 , . . . , x D ]) was shown to be elementarily generated. Here, unlike our group, the involution is the identity. This result is extended to that over F[x 1 , . . . , x s , x ± s+1 , . . . , x ± D ] in Ref. [26] , where the involution is again the identity. Hence, the presence of a nontrivial involution on our Laurent polynomial ring makes a substantial difference.
