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1. Introduction
LetH be a Hilbert space, the set of all bounded linear operators onH is denoted byB(H). For an
operator T ∈B(H), the symbols σ(T),N(T) andR(T)will denote the spectrum, thenull space and the
range space of T , respectively. An operator P ∈B(H) is said to be idempotent if P2 = P. The setP(H)
of all idempotents in B(H) is invariant under similarity, that is, if P ∈P(H) and S ∈B(H) is an
invertible operator, then S−1PS is still an idempotent since (S−1PS)2 = S−1PSS−1PS = S−1P2S = S−1PS.
An idempotent P is called an orthogonal projection if P2 = P = P∗, where P∗ is the adjoint of P. For an
operator T ∈B(H) and a subspaceK ofH, T |K denotes the restriction of T onK and IK denotes
the identity onK( or simply, I if there exists no danger of confusion). Let T ∈B(H), if there exists an
operator TD ∈B(H) satisfying the following three operator equations:
TTD = TDT , TDTTD = TD, Tk+1TD = Tk ,
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where k = ind(A), the index of A, is the smallest nonnegative integer for whichR(Tk+1) =R(Tk) and
N(Tk+1) =N(Tk), then TD is called a Drazin inverse of T . For T ∈B(H), if its Drazin inverse exists,
then the Drazin inverse TD of T is unique and (T∗)D = (TD)∗ [1,16]. If P ∈P(H), it is easy to verify
that PD = P. The Drazin invertibility of an operator in B(H) is similarly invariant, that is, if T is
Drazin invertible and S ∈B(H) is an invertible operator, then S−1TS is still Drazin invertible and
(S−1TS)D = S−1TDS. A bounded linear operator T ∈B(H) is Drazin invertible if and only if T has ﬁnite
index, which is equivalent to that 0 is a ﬁnite order pole of the resolvent operator Rλ(T) = (λI − T)−1,
say of order k. In such case, ind(T) = k and 0 is not the accumulated point of σ(T) [15].
The concept of a Drazin inverse was shown to be very useful in various applied mathematical
settings. For example, applications to singular differential or difference equations can be found in [1],
and applications to cryptography, Markov chains, iterativemethod ormultibody system dynamics can
be found in the literature [11–13], respectively.
This paper is concernedwith the Drazin inverse (P ± Q )D of the sum and difference of two idempo-
tents P and Q . This problemwas ﬁrst considered by Drazin in 1958 in his celebrated paper [7]. Herein,
it was proved that
(P + Q )D = PD + QD provided PQ = QP = 0.
The general question of how to express (P + Q )D as a function of P,Q , PD,QD, without side condi-
tions, is very difﬁcult and remains open [10].
But if P and Q are two idempotents, we wish to extend Drazin’s result to the three different cases
(i) PQP = 0; (ii) PQP = PQ ; (iii) PQP = P.
These cases are useful in several applications, such as in the splitting of operators and iteration theory.
In recent years, the characterizations of the Drazin inverses of matrices or operators on a Hilbert
space have been considered bymany authors (see [1,3,7–14,16–20]). Using the technique of block oper-
atormatrices, we present some formulae for the Drazin inverses of sum and difference of idempotents
on a Hilbert space. However, each result we obtain will have an analogue for idempotents on a Banach
space, and the proofs of which are left to the interested reader. We shall assume familiarity with the
theory of Drazin inverse as given in [2,4,5,7–14,16–20]. We start by discussing some lemmas.
Lemma 1.1. Let P be an idempotent in B(H). Then there exists an invertible operator S ∈B(H) such
that SPS−1 is an orthogonal projection.
Proof. Assume that P has the operator matrix form P =
(
I P1
0 0
)
with respect to the space decom-
positionH =R(P) ⊕R(P)⊥. Deﬁne an operator S by
S =
(
I P1
0 I
)
, then S−1 =
(
I −P1
0 I
)
and
SPS−1 =
(
I P1
0 I
)(
I P1
0 0
)(
I −P1
0 I
)
=
(
I 0
0 0
)
.
This shows that SPS−1 is the orthogonal projection onR(P). 
In [4], Djordjevic´ and Stanimirovic´ give a representation for theDrazin inverse of triangular operator
matrices, which is a generalization of the well-known Meyer and Rose’s result.
Lemma 1.2 (see [4]). (1) Let
(
A B
0 C
)
be a bounded linear operator onH⊕K. If A is invertible and
Ck = 0, then
(
A B
0 C
)D
=
⎛
⎜⎝A−1
k−1∑
i=0
Ai−k−1BCk−1−i
0 0
⎞
⎟⎠ .
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(2) Let
⎛
⎝0 B C0 A D
0 0 0
⎞
⎠ be a bounded linear operator onH⊕K⊕L. If A is invertible, then
⎛
⎝0 B C0 A D
0 0 0
⎞
⎠
D
=
⎛
⎝0 BA
−2 BA−3D
0 A−1 A−2D
0 0 0
⎞
⎠ .
Proof. (1) See Theorem 5.1 in [4].
(2) Put S =
⎛
⎝0 I A
−1D
I −BA−1 0
0 0 I
⎞
⎠. Then S−1 =
⎛
⎝BA
−1 I −BA−2D
I 0 −A−1D
0 0 I
⎞
⎠,
S
⎛
⎝0 B C0 A D
0 0 0
⎞
⎠ S−1 =
⎛
⎝A 0 00 0 C − BA−1D
0 0 0
⎞
⎠ .
Hence, by Lemma 1.2.(1),
⎛
⎝0 B C0 A D
0 0 0
⎞
⎠
D
= S−1
⎛
⎝A 0 00 0 C − BA−1D
0 0 0
⎞
⎠
D
S
= S−1
⎛
⎝A
−1 0 0
0 0 0
0 0 0
⎞
⎠ S =
⎛
⎝0 BA
−2 BA−3D
0 A−1 A−2D
0 0 0
⎞
⎠ . 
Lemma 1.3 (see [6]). Let A,B ∈B(H). Then the following conditions are equivalent.
(i) R(B) ⊆R(A);
(ii) There exists D ∈B(H) such that B = AD.
2. Main results
Let P and Q be two idempotents. First we give the representations for the Drazin inverse of P + Q
and P − Q under the assumption that PQP = 0.
Theorem 2.1. Let P and Q be two idempotents. If PQP = 0, then
(P + Q )D = P + Q − 2PQ − 2QP + 3QPQ ,
(P − Q )D = P − Q − QPQ .
Proof. Let P and Q be two idempotents. To express (P ± Q )D as a function of P,Q , without loss of
generality, we can assume that one of P and Q is an orthogonal projection. For example, assume that P
is an orthogonal projection. If PQP = 0, then, by Lemma 1.3,R(QP) ⊂N(P),R(QP) ⊂R(Q ). So P and
Q can be represented as
P =
⎛
⎝0 0 00 I 0
0 0 0
⎞
⎠ , Q =
⎛
⎝ I Q12 Q130 0 Q23
0 0 Q33
⎞
⎠
with respect to the space decompositionH =R(QP) ⊕R(P) ⊕ (R(QP)⊥ R(P)), whereR(QP) de-
notes the closure ofR(QP). Since Q2 = Q , Q2
33
= Q33. LetR(QP)⊥ R(P) =R(Q33) ⊕R(Q33)⊥. Now,
using the above result, we can rewrite P and Q in the 4 × 4 block form
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P =
⎛
⎜⎜⎝
0 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ and Q =
⎛
⎜⎜⎜⎜⎝
I Q12 Q
′
13
Q
′′
13
0 0 Q ′
23
Q
′′
23
0 0 I Q
′′
33
0 0 0 0
⎞
⎟⎟⎟⎟⎠
with respect to the space decompositionH =R(QP) ⊕R(P) ⊕R(Q33) ⊕R(Q33)⊥. From Q2 = Q , it
follows that
Q ′23Q
′′
33 = Q
′′
23, Q12Q
′
23 + Q ′13 = 0 and Q12Q
′′
23 + Q ′13Q
′′
33 = 0. (1)
In order to obtain the Drazin inverse of P + Q , we observe that the ﬁrst 3 × 3 diagonal block is nonsin-
gular and apply Lemma 1.2.(1) and the Eq. (1) to compute the Drazin inverse.
(P + Q )D =
⎛
⎜⎜⎜⎜⎝
I Q12 Q
′
13
Q
′′
13
0 I Q ′
23
Q
′′
23
0 0 I Q
′′
33
0 0 0 0
⎞
⎟⎟⎟⎟⎠
D
=
⎛
⎜⎜⎜⎜⎝
I −Q12 Q12Q ′23 − Q ′13 3Q12Q
′′
23
+ Q ′′
13
0 I −Q ′
23
−Q ′′
23
0 0 I Q
′′
33
0 0 0 0
⎞
⎟⎟⎟⎟⎠
= P + Q − 2PQ − 2QP + 3QPQ .
Similarly, we have
(Q − P)D =
⎛
⎜⎜⎜⎜⎝
I Q12 Q
′
13
Q
′′
13
0 −I Q ′
23
Q
′′
23
0 0 I Q
′′
33
0 0 0 0
⎞
⎟⎟⎟⎟⎠
D
=
⎛
⎜⎜⎜⎜⎝
I Q12 −Q12Q ′23 − Q ′13 Q
′′
13
+ Q12Q ′′23
0 −I Q ′
23
Q
′′
23
0 0 I Q
′′
33
0 0 0 0
⎞
⎟⎟⎟⎟⎠
= −P + Q + QPQ ,
that is
(P − Q )D = P − Q − QPQ . 
Now we can derive some especial cases from Theorem 2.1. These results are also special cases of
Theorem 2.1 in [10].
Corollary 2.2 (see [10]). Let P and Q be two idempotents.
(1) If QP = 0, then
(P + Q )D = P + Q − 2PQ ,
(P − Q )D = P − Q ;
(2) If PQ = 0, then
(P + Q )D = P + Q − 2QP,
(P − Q )D = P − Q .
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Next we give the representations for the Drazin inverse of P + Q and P − Q under the assumption
that PQP = P.
Theorem 2.3. Let P and Q be two idempotents. If PQP = P, then
(P + Q )D = 1
8
(P + Q )2 + 7
8
Q (I − P)Q ,
(P − Q )D = Q (P − I)Q .
Proof. If PQP = P, without loss of generality, we can suppose that
P =
(
I 0
0 0
)
and Q =
(
I Q1
Q2 Q3
)
with respect to the space decompositionH =R(P) ⊕R(P)⊥. From Q2 = Q , we have
Q1Q2 = 0, Q1Q3 = 0, Q3Q2 = 0 and Q2Q1 + Q23 = Q3.
By Lemma 1.3, it follows thatR(Q2) ⊂N(Q1),R(Q2) ⊂N(Q3),R(Q3) ⊂N(Q1). Then we can write
P and Q in the block form
P =
⎛
⎜⎜⎝
I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ and Q =
⎛
⎜⎜⎝
I 0 0 Q11
0 I 0 0
Q21 Q22 0 Q31
0 0 0 Q32
⎞
⎟⎟⎠
with respect to the space decompositionH =R(Q1) ⊕R(Q1)⊥ ⊕R(Q2) ⊕R(Q2)⊥, where
Q11Q32 = 0, Q232 = Q32 and Q21Q11 + Q31Q32 = Q31. (2)
LetR(Q2)⊥ =R(Q32) ⊕R(Q32)⊥. Since Q232 = Q32 and Q11Q32 = 0, P and Q can be rewritten as
P =
⎛
⎜⎜⎜⎜⎝
I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎞
⎟⎟⎟⎟⎠ and Q =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I 0 0 0 Q ′
11
0 I 0 0 0
Q21 Q22 0 Q
′
31
Q
′′
31
0 0 0 I Q ′
32
0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
with respect to the space decompositionH =R(Q1) ⊕R(Q1)⊥ ⊕R(Q2) ⊕R(Q32) ⊕R(Q32)⊥, where
Q21Q
′
11
+ Q ′
31
Q ′
32
= Q ′′
31
since Q21Q11 + Q31Q32 = Q31. Deﬁne invertible operator S by
S =
⎛
⎜⎜⎜⎜⎝
I 0 0 0 1
2
Q ′
11
0 I 0 0 0
0 0 0 I Q ′
32
0 0 I 0 0
0 0 0 0 I
⎞
⎟⎟⎟⎟⎠ , clearly S
−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I 0 0 0 − 1
2
Q ′
11
0 I 0 0 0
0 0 0 I 0
0 0 I 0 −Q ′
32
0 0 0 0 I
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Thus,
S(P + Q )S−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
2I 0 0 0 0
0 2I 0 0 0
0 0 I 0 0
Q21 Q22 Q
′
31
0 1
2
Q21Q
′
11
0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Observing that the ﬁrst 3 × 3 diagonal block is invertible and second 2 × 2 diagonal block is nilpo-
tent, by Lemma 1.2.(1), we get
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(P + Q )D = S−1(S(P + Q )S−1)DS = S−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
2
I 0 0 0 0
0 1
2
I 0 0 0
0 0 I 0 0
1
4
Q21
1
4
Q22 Q
′
31
0 0
0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
S
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
2
I 0 0 0 1
4
Q ′
11
0 1
2
I 0 0 0
1
4
Q21
1
4
Q22 0 Q
′
31
1
8
Q21Q
′
11
+ Q ′
31
Q ′
32
0 0 0 I Q ′
32
0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
= 1
8
P + Q − 7
8
QPQ + 1
8
PQ + 1
8
QP
= 1
8
(P + Q )2 + 7
8
Q (I − P)Q .
Similar to the proof of (P + Q )D, by direct computations we have
(Q − P)D =
⎛
⎜⎜⎜⎜⎝
0 0 0 0 Q ′
11
0 0 0 0 0
Q21 Q22 0 Q
′
31
Q
′′
31
0 0 0 I Q ′
32
0 0 0 0 0
⎞
⎟⎟⎟⎟⎠
D
=
⎛
⎜⎜⎜⎜⎝
0 0 0 0 0
0 0 0 0 0
0 0 0 Q ′
31
Q ′
31
Q ′
32
0 0 0 I Q ′
32
0 0 0 0 0
⎞
⎟⎟⎟⎟⎠
= Q − QPQ .
Hence (P − Q )D = Q (P − I)Q . 
If either of the stronger condition QP = P or QP = Q is satisﬁed, then by Theorem 2.3, we obtain
the following results.
Corollary 2.4. Let P and Q be two idempotents. If QP = P, then
(P + Q )D = 1
4
P + Q − 3
4
PQ ,
(P − Q )D = PQ − Q .
Corollary 2.5. Let P and Q be two idempotents. If QP = Q , then
(P + Q )D = P + 1
4
Q − 3
4
PQ ,
(P − Q )D = P − PQ .
Proof. If QP = Q , then QPQ = Q . By applying Theorem 2.3, we get
(P + Q )D = 1
8
(P + Q )2 + 7
8
P(I − Q )P
= P + 1
4
Q − 3
4
PQ ,
(P − Q )D = P(I − Q )P = P − PQ . 
Theorem 2.6. Let P and Q be two idempotents. If PQP = PQ , then
(P + Q )D = P + Q − 2QP − 3
4
PQ + 5
4
QPQ ,
(P − Q )D = P − Q − PQ + QPQ .
Proof. If PQP = PQ , without loss of generality, we can suppose that
P =
(
I 0
0 0
)
and Q =
(
Q1 0
Q2 Q3
)
1288 C.Y. Deng / Linear Algebra and its Applications 430 (2009) 1282–1291
with respect to the space decompositionH =R(P) ⊕R(P)⊥. From Q2 = Q , we have
Q21 = Q1, Q23 = Q3 and Q2Q1 + Q3Q2 = Q2.
Then we can write P and Q in the 4 × 4 block form
P =
⎛
⎜⎜⎝
I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ and Q =
⎛
⎜⎜⎝
0 0 0 0
Q11 I 0 0
Q21 Q22 I 0
Q23 Q24 Q31 0
⎞
⎟⎟⎠
with respect to the space decomposition H =R(Q1)⊥ ⊕R(Q1) ⊕R(Q ∗3 ) ⊕R(Q ∗3 )⊥. Since Q2Q1 +
Q3Q2 = Q2,
Q22 = 0 and Q24Q11 + Q31Q21 = Q23.
So,
P + Q =
⎛
⎜⎜⎝
I 0 0 0
Q11 2I 0 0
Q21 0 I 0
Q23 Q24 Q31 0
⎞
⎟⎟⎠ .
Clearly, the ﬁrst 3 × 3 upper block matrix is invertible, by Lemma 1.2.(1),
(P + Q )D =
⎛
⎜⎜⎜⎝
I 0 0 0
− 1
2
Q11
1
2
I 0 0
−Q21 0 I 0
−Q23 + 54Q24Q11 14Q24 Q31 0
⎞
⎟⎟⎟⎠
= P + Q − 2QP − 3
4
PQ + 5
4
QPQ ,
Note that
Q − P =
⎛
⎜⎜⎝
−I 0 0 0
Q11 0 0 0
Q21 0 I 0
Q23 Q24 Q31 0
⎞
⎟⎟⎠ .
Now we rearrange the blocks to get
S(Q − P)S−1 =
⎛
⎜⎜⎝
I Q21 0 0
0 −I 0 0
0 Q11 0 0
Q31 Q23 Q24 0
⎞
⎟⎟⎠ with S =
⎛
⎜⎜⎝
0 0 I 0
I 0 0 0
0 I 0 0
0 0 0 I
⎞
⎟⎟⎠ .
In order to obtain the Drazin inverse of S(Q − P)S−1, we observe that the ﬁrst 2 × 2 diagonal block is
invertible, the second 2 × 2 diagonal block is nilpotent and we apply Lemma 1.2.(1) to compute the
Drazin inverse.
(S(Q − P)S−1)D =
⎛
⎜⎜⎝
I Q21 0 0
0 −I 0 0
0 Q11 0 0
Q31 Q23 − Q24Q11 0 0
⎞
⎟⎟⎠ .
So
(Q − P)D = S−1(S(Q − P)S−1)DS =
⎛
⎜⎜⎝
−I 0 0 0
Q11 0 0 0
Q21 0 I 0
Q23 − Q24Q11 0 Q31 0
⎞
⎟⎟⎠
= −(P − Q − PQ + QPQ ).
Thus (P − Q )D = P − Q − PQ + QPQ . 
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Theorem 2.7. Let P and Q be two idempotents. If PQP = QP, then
(P + Q )D = P + Q − 2PQ − 3
4
QP + 5
4
QPQ ,
(P − Q )D = P − Q − QP + QPQ .
Proof. Similar to the proof of Theorem 2.6, we can write
P =
⎛
⎜⎜⎝
I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ and Q =
⎛
⎜⎜⎝
0 Q11 Q21 Q23
0 I 0 Q24
0 0 I Q31
0 0 0 0
⎞
⎟⎟⎠
with respect to the space decompositionH =R(Q ∗
1
)⊥ ⊕R(Q ∗
1
) ⊕R(Q3) ⊕R(Q3)⊥, where Q11Q24 +
Q21Q31 = Q22. The results are easy to obtain by using the samemethod as in Theorem2.6. So the details
are omitted. 
Theorem 2.8. Let P and Q be two idempotents. If PQ = QP, then
(P + Q )D = P + Q − 3
2
PQ ,
(P − Q )D = P − Q .
Proof. Without loss of generality, we can suppose that
P =
(
I 0
0 0
)
and Q =
(
Q1 0
0 Q2
)
with respect to the space decompositionH =R(P) ⊕R(P)⊥, where Q2
i
= Qi, i = 1, 2. It follows that
I + Q1 is invertible and (I + Q1)−1 = I − 12Q1. So
(P + Q )D =
(
(I + Q1)−1 0
0 QD
2
)
=
(
I − 1
2
Q1 0
0 Q2
)
= P + Q − 3
2
PQ ,
(P − Q )D =
(
I − Q1 0
0 Q2
)D
=
(
I − Q1 0
0 Q2
)
= P − Q . 
By Theorem 2.8, the following consequence is immediate.
Corollary 2.9. Let P and Q be two idempotents. If PQP = Q , then
(P + Q )D = P − 1
2
Q ,
(P − Q )D = P − Q .
Remark 2.10. (1) Let P and Q be two orthogonal projections. If PQ = T , where T ∈ {0, P,Q ,QP}, then,
by Corollary 2.2, 2.4, 2.5 and Theorem 2.8 we obtain immediately the following results:
 (P − Q )D = P − Q for PQ = T , where T ∈ {0, P,Q ,QP};
 (P + Q )D = − 1
2
P + Q for PQ = P;
 (P + Q )D = P − 1
2
Q for PQ = Q .
(2) IfP andQ are twoorthogonalprojections and (P − Q )D = P − Q , then (P − Q )D(P − Q )(P − Q )D =
P − Q , that is (P − Q )3 = P − Q . A direct computation shows that PQP = QPQ . So PQ = QP. In a similar
way, by Theorem 2.8, we can get the following result:
 (P − Q )D = P − Q if and only if PQ = QP.
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(3) Let P and Q be two idempotents. If we replace P (or Q ) by I − P (or I − Q ) in Corollary 2.2, 2.4,
2.5, then the following statements hold:
 If PQ = 0, then
(I + P − Q )D = I − 1
2
P − Q + 3
4
QP,
(I − P + Q )D = I − P − 1
2
Q + 3
4
QP,
(I − P − Q )D = I − P − Q + QP;
 If QP = 0, then
(I + P − Q )D = I − 1
2
P − Q + 3
4
PQ ,
(I − P + Q )D = I − P − 1
2
Q + 3
4
PQ ,
(I − P − Q )D = I − P − Q + PQ ;
 If QP = P, then
(I + P − Q )D = I − P − Q + 2PQ ,
(I − P − Q )D = I − P − Q ;
 If QP = Q , then
(I − P + Q )D = I − P − Q + 2PQ ,
(I − P − Q )D = I − P − Q .
(4) In this paper, we consider the Drazin inverses of sum and difference of idempotents on a Hilbert
space under some conditions. In fact, we can show that all these results still hold on a Banach space.
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