The beetle antennae search algorithm was recently proposed and investigated for solving global optimization problems. Although the performance of the algorithm and its variants were shown to be better than some existing meta-heuristic algorithms, there is still a lack of convergence analysis. In this paper, we provide theoretical analysis on the convergence of the beetle antennae search algorithm. We test the performance of the BAS algorithm via some representative benchmark functions. Meanwhile, some applications of the BAS algorithm are also presented.
Introduction
As a meta-heuristic algorithm, the beetle antennae search (BAS) algorithm was proposed by Jiang and Li [1] . The design of the algorithm was inspired by the behaviors of beetles when seeking for a mate. The performance of the BAS algorithm has been evaluated in various applications. Zhu et al. [2] applied BAS algorithm to multiobjective energy management in microgrids which adopts minimum operation cost and minimum pollutant treatment cost as its objectives under the constraints of time-of-use price and energy storage status. Yin and Ma [3] proposed an aggregation service chain mapping plan based on an improved BAS algorithm for network resources allocation, which consumes less computing resources and has excellent performance in key mapping costs and network latency. Wang et al. [4] applied the BAS algorithm to improve the accuracy of spatial straightness assessment, showing a faster convergence and better accuracy. Sun et al. [5] used the BAS algorithm to train a neural network, which was further applied to the prediction of the unconfined compressive strength of jet grouting coalcretes, which showed a better performance than multiple regression, logistic regression, and support vector machine. Lin et al. [6] utilized the BAS algorithm to the tuning of a PID controller for DC motors, which led to a smaller overshooting and a faster responding speed when the load and disturbance changes compared with a traditional PID controller. Sun et al. [7] used the BAS algorithm to tune the hyperparameters of support vector machine for the determination of Young's modulus of jet grouted coalcretes. Compared with other algorithms, the method proposed by Sun et al. is less time-consuming and more accurate with a lower cost. Sun et al. [8] adopted the BAS algorithm to tune a support vector regression model for the prediction of permeability and unconfined compressive strength of pervious concretes, leading to a high prediction accuracy. The above works showed that the convergence of the BAS algorithm is fast, the implementation of the BAS algorithm is simple, and the probability of the BAS algorithm to be trapped in local optimum is small. Recently, the combinations of BAS with particle swarm optimization (PSO) were also reported. Chen et al. [9] proposed a beetle swarm optimization (BSO) algorithm by combining the beetle antennae search (BAS) algorithm with the standard PSO algorithm, where the update rule of each particle follows BAS. The algorithm was also adopted to solve the wireless sensor network coverage problem, showing a better performance than the standard PSO [10] . The BSO algorithm was then adopted to solve an investment portfolio problem. The combination of BAS with BSO was also proposed in [11] , which has a better performance than standard BSO.
While the BAS algorithm has been found to be efficient and effective in solving many optimization problems, there is still a lack of theoretical guarantee. Motivated by this fact, in this paper, we aim at providing convergence analysis on the BAS algorithm. We will also validate the performance of the algorithm with some typical examples. The contributions of this paper are listed as follows:
1) The theoretical guarantee for the performance of the BAS algorithm is provided.
2) The quantitive analysis on the performance of the BAS algorithm for seven representative test functions are conducted based on the successful rate measure.
3) The performance of the BAS algorithm in engineering applications is tested.
The rest of this paper is organized as follows. In Section 2, we revisit the BAS algorithm, followed by the theoretical analysis on Section 3. Then, we test the performance of the BAS algorithm through numerical experiments in Section 4. The performance of the BAS algorithm is also tested by three engineering problems in Section 5. Conclusions are given in Section 6.
Algorithm description
In this section, we review the BAS algorithm. Consider the minimization problem of function f (x) ∈ R with the decision variable being
T . Assumption 1: The optimal solution to the minimization problem of f (x) exists.
The BAS algorithm treats the decision variable as the location of the centroid position of a beetle in the n-dimensional space. To minimize the function f , the behavior of the beetle is described as follows according to the BAS algorithm [1] :
where x k l and x k r denote the location of the left tentacle and the right tentacle of the beetle at time instant k, respectively; δ k denotes the step size of searching; b denotes a direction vector, which is random, and set as follows:
with · denoting the two-norm operator and rnd(n, 1) denotes a randomly generated n-dimensional vector; sgn(·) is the sign function. The locations of left and right tentacles are given as follows:
In addition, in the BAS algorithm, it is suggested to set
with c > 0 ∈ R, α ∈ (0, 1), δ 0 > 0 ∈ R, and d 0 > 0 ∈ R. If the searching ranging is defined in a closed set Ω ∈ R n , then the BAS algorithm is modified as [1] :
where P Ω (·) denotes the projection operator. Evidently, (1) is a special case of (5) by setting Ω = R n . The basic BAS algorithm is given in Algorithm 1.
Algorithm 1 BAS algorithm for global minimization
Require: Objective function f (x), and values of parameters α, c, δ 0 , d 0 , x 0 , and searching set Ω Ensure: Optimal solution x bst and optimal function value f bst .
Initialize
end if end while
Convergence analysis
In this section, convergence analysis for the BAS algorithm is provided. We first give the definition of convergence as follows.
Definition 1 [12] : (Convergence with probability 1) Convergence with probability 1 means that with probability 1 a monotone sequence {f (x)} ∞ k=1
which converges to the infimum of f is obtained on Ω.
The convergence analysis is based on Definition 1. Before moving to the analysis, for the sake of illustration, let
. Note that the initial value of f bst to be extremely large. As a result, the BAS algorithm guarantees that f k bst is not increasing. Lemma gives a determined conclusion that the BAS algorithm will not diverge in the long term.
Theorem 1: Given that the parameters are properly set, the BAS algorithm is convergent with probability 1.
Proof: Suppose that the parameters of the BAS algorirthm are properly set such that at each time instant k, the probability of
) located on the optimal solution x * to the minimization problem of f is larger than 0. Let p k denotes the probability that at time instant k, x k is not located on x * . Then, we have
Note that 0 ≤ p k < 1 by the above assumption. Thus,
Thus, by the squeeze theorem, we further have
The proof is complete. Theorem 1 shows that by properly choosing the step size, we can guarantee that the BAS algorithm is asymptotic convergent will probability 1.
This conclusion is important. Firstly, it shows that the BAS algorithm can converge under a condition about its step size. Secondly, in practice, this theorem also helps us identify the problem about why the BAS algorithm may not have a good solution performance when facing certain functions, which is a general issue in most bio-inspired algorithms.
Illustrative examples
In this section, we provide some illustrative examples to show the performance of the BAS algorithm.
There are many criteria for evaluating the performance of bio-inspired algorithms for solving optimization problem, such as the success rate and number of function evaluations. In this paper, we adopt the success rate to evaluate the performance of the BAS algorithm, which is defined as follows [13] :
where N success denotes the number of successful trials and N all denotes the total number of trials. A trial is considered to be successful if the following inequality is satisfied:
where UB denotes the identical upper bound and LB denotes the identical lower bound of the elements in x. Seven test functions adopted from [13, 14, 15] are considered in this paper. The function expressions, dimensions, and the corresponding global optima are listed on Table 1 . The variable bounds for the optimum searching of each function are -10 to 10 (i.e., LB = −10 and UB = 10) for each variable for all the functions, except that, for function f 6 , we have LB = −2π and UB = 2π. ALL the test functions have a unique global optimum in the given search regions such that we can easily use (6) to evaluate the performance of the BAS algorithm. These test functions are selected due to their representative properties. For example, f 4 called Griewank's function is highly multimodal, meaning that it has many local minima. For each function, the maximum number of iterations in each run is set to 10 5 (i.e., K max is set to 10 5 ) and each function is tested for 100 runs by using the BAS algorithm. The initial 
value of each element in x for each test function is randomly generated with a uniformly distribution. The initial values of δ is set to 10 and the initial value of d is set to UB for all test functions. The test results and parameter settings are shown in Table 2 . As seen from Table 2 , the successful rate of the BAS algorithm is relatively high for the test functions. For example, for functions f 1 , f 5 , f 6 , and f 7 , the successful rate is 100. The lowest successful rate of the BAS algorithm is 80, which is for function f 4 . This is due to the aforemensioned fact, i.e., f 4 is highly multimodal. It is worth pointing out that the successful rate depends on the parameter setting. However, currently, the parameters are set manually. Thus, better results could be obtained if some automatic paramter tuning methods are used. As seen from Table 2 , the standard deviation of the obtained optimal function value is relatively row except for functions f 2 and f 3 . The reason for this could be that there are some sharp regions in the two functions. Reagarding the best function optima obtained by the BAS algorithm, we can see that the differences between the obtained ones and the theoretical ones are about 10 −2 for most functions. This is related to the setting of step size. Normally, if we want to have a more accurate optimum, we need to have a smaller step size, which generally will lead to larger consumption of computational resouces. In other words, there is a trade-off between accuracy and efficiency. Here, our evalution criterion is the successful rate, which serves as a trade-off criterion. To sum up, the BAS algorithm has a good performance for finding global optima of functions, regardless of whether they are multimodal or not.
Applications
In this section, we show the application of the BAS algorithm to some engineering problems. 
Spring design problem
The optimal design problem of a tensional and compressional spring is described as follows [16, 17] :
where f (x) is the weight of the spring which needs to be minimized, W denotes the wire diameter, D denotes the mean coil diameter, and L denotes the length or the number of coils. The contraints are related to the maximum shear stress, minimum deflection, etc. The details can be found in [17] . We first convert the problem to a form that can be addressed by the BAS algroithm by using the penalty method:
where
and ρ is called the penalty paramter. In the numerical experiment, we set ρ = 10 5 , and the parameters of the BAS algorithm is set as α = 0.8, d 0 = 0.01, and c = 0.8. We run the BAS algorithm for 1000 times and in each run the initial values of x are set by following the rules in the previous section with K max = 1000. The best result among the 1000 runs are shown in Table 3 , where all the constraints are satisfied. Obviously, the result is better than the best result abtained by the Bat algorithm discussed in [16] , for which the optimum is 0.012665. 
Speed reducer problem
The speed reducer design optimization problem is described as follows [16] :
where B denotes the face width, H denotes the module of the teeth, Z denotes the number of teeth on pinion, L 1 denotes the length of the first shaft between bearings, L 2 denotes the length of the second shaft between between bearings, D 1 denotes the diameter of the first shaft, and D 2 denotes the the diameter of the second shaft. We adopt the same approach as in the previous subsection to convert the probloem into a form that can be addressed by the BAS algorithm. With ρ = 10 6 , α = 0.8, d 0 = 0.001, and c = 0.8, and the other settings being the same as in the previous subsection, the best result obtained by the BAS algorithm among 100 runs with K max = 10, 000 is shown in Table 4 . As seen from Table 4 , the solution given by the BAS algorithm can guarantee the compliance with all the constraints with a optimal function value being 3.012610927770214e+03. Although the other two algorithms can generate better function values, some constraints are violated, which means that the solutions are not feasible. From this point of view, the BAS algorithm is better than the other two for solving this problem.
Three bar truss problem
The three bar truss problem considered in this paper is described as follows [19] : min f (x) = 100(2 √ 2x 1 + x 2 ), subject to g 1 (x) = 2 √ 2x 1 + x 2 √ 2x 
where 0 < x 1 < 1 and 0 < x 2 < 1. We employ the BAS algorithm to solve the problem with α = 0.8, d 0 = 0.01, and c = 0.8. The comparison of the obtained best result with existing ones is shown in Table 5 . As seen from the table, the best result obtained by the BAS algortihm is very close to the those obtained by the state-of-the-art, and all the constraints are satisfied.
Conclusions
In this paper, theoretical guarantee for the BAS algortihm has been provided via the concept of convergence with probability 1. We have also pro-vided a quantitive analysis on the performance of the BAS algorithm for finding global optima of seven representative test functions based the measure called successful rate. The BAS algorithm has been applied to solve three problems arising from engineering applications, and the results have shown that the BAS algorithm has a good performance.
