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Abstract
We study the problem of subtraction of slowly varying functions. It is well-known that
the difference of two slowly varying functions need not be slowly varying and we look
for some additional conditions which guarantee the slow variation of the difference. To
this end we consider all possible decompositions L= F +G of a given increasing convex
additively slowly varying function L into a sum of two increasing convex functions F
and G. We characterize the class of functions L for which in every such decomposition the
summands are necessarily additively slowly varying. The class O+2 we obtain is related
to the well-known class Og where, instead of first order differences as in Og , we have
second order differences.
 2002 Elsevier Science (USA). All rights reserved.
0. Introduction
In this paper we are concerned with slowly varying functions in the sense
of Karamata (see [3], and also [1,4]). For slowly varying functions the sum,
product and quotient are always slowly varying, but the difference need not be
slowly varying. Consider the increasing slowly varying function l(t)= (log t)3 +
sin(log t) + 2, for t large enough. Obviously, if we subtract from l the function
f (t)= (log t)3, the difference l − f is not slowly varying. Even if we require in
advance that f and the difference g = l − f are nondecreasing, it is still possible
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to find a slowly varying function f such that l−f is not slowly varying. Shimura
[5, Theorem 3.1] found a subclass of nondecreasing slowly varying functions for
which f and g are always slowly varying. Unaware of Shimura’s results, in [2,
Theorem 1], we considered the same problem and proved essentially the same
result calling O+ the subclass of all nondecreasing slowly varying functions
characterized by the property: if the difference l−f of two functions l, f ∈O+
is nondecreasing, then it is slowly varying. However, the class O+ is rather
small, it contains only functions which are O(log t), so that l above is not in
O+.
Here we impose some second order monotonicity conditions in order to include
functions with faster rate of growth to infinity than O(log t). The function l above
is such that l(ex) is increasing convex and we shall deal with functions which
have this property. By making the change of variables L(x) = l(ex) we pass to
the class of additively slowly varying functions. These are positive measurable
functions L defined on some neighborhood of infinity and such that
lim
x→+∞
L(y + x)
L(x)
= 1, (1)
for every y ∈ R. Obviously, L is additively slowly varying if and only if l is
slowly varying. (Note that a multiplicatively slowly varying function l cannot be
increasing convex.) In this paper we deal with additively slowly varying functions
only.
So in this paper we study the problem of subtraction of increasing convex
additively slowly varying functions. Again it is possible to find examples of
increasing convex additively slowly varying functions L and F such that G =
L− F is not additively slowly varying. The additional assumption that G is also
increasing convex yields in some cases the slow variation of G. This motivates
the following definition, which has a central place in our considerations.
Definition 1. An increasing convex additively slowly varying function L is said
to have the property of good decomposition in the class of increasing convex
functions if whenever we decompose L into a sum L= F +G of two increasing
convex functions F and G, then F and G are necessarily additively slowly
varying.
In Section 1 we define the class O+2 , which is characterized by the property
of good decomposition. The class O+2 is the class of increasing convex functions
whose second order differences satisfy some growth condition and it is analogous
to the class O+ [2], which is defined by a condition on the first order differences.
The class O+ is the subclass—consisting of nondecreasing functions—of the
well-known class Og (with g(x)≡ 1, see [1]), and in a similar way O+2 can
be considered as an additive second order variant of Og . In contrast to O+,
where it is quite obvious that every function from O+ is slowly varying, it is not
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at all evident that the elements of O+2 are additively slowly varying. This fact is
proved in Theorem 1, Section 1.
The function l(ex)= x3 + sin x + 2 mentioned above is easily seen to belong
to O+2 , and so it has the good decomposition property in the class of increasing
convex functions. However, if we do not require the convexity of the summands,
this function can be decomposed into a sum of two nondecreasing functions which
are not slowly varying (since l /∈O+). In Section 2 we prove that the class O+2
is characterized by the good decomposition property.
1. The class O+2
This section contains the definition of the class O+2 and the proof that every
function from the class O+2 is additively slowly varying. In the sequel we use the
difference notation. Put ∆yF(x)=∆1yF (x)= F(x+y)−F(x) and ∆2y =∆y∆y .
Definition 2. A positive increasing convex function F belongs to the class O+2
if for every y ∈R there is a constant C = C(y) (not depending on x) such that
0∆2yF (x)= F(x + 2y)− 2F(x + y)+ F(x) Cx, (2)
for x large enough.
Remark 1. The subscript 2 in the name O+2 stands for the second order dif-
ference and the superscript + indicates that this difference is  0, i.e., that the
function is convex. The class O+ from [2] is a first order difference class, written
in the multiplicative notation, and it could have also been written as O+1 . Note
also that in Definition 2 it is enough to assume that (2) holds for only one point
y 	= 0. This can be proved by applying the O-version of an analogous property of
monotone slowly varying functions (see [4, p. 37]) written in the additive form to
the first order difference of F.
Remark 2. If a function F has a continuous second derivative, then condition
0 F ′′(x) Cx (3)
obviously implies that F ∈ O+2 , but the converse is not true: there is a twice
differentiable function in O+2 for which (3) does not hold. Indeed, for the func-
tion F defined for x  2 by
F ′′(x)=


n2, x = n,
0, x ∈ [n+ 1
n2
, n+ 1− 1
(n+1)2
]
,
linear, for other x,
and F(2)= F ′(2)= 0, the condition (3) does not hold, but F ′(x)Cx, which is
sufficient to imply F ∈O+2 .
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Theorem 1. Let F be a positive increasing convex function. If F ∈O+2 , then F
is additively slowly varying.
Proof. Put fn = F(n), for n ∈N. (To simplify notation we can assume that F is
defined on (0,+∞).) It is sufficient to prove that fn+1/fn → 1, when n→∞.
Indeed, for n x < n+ 1 we have
1 F(x + 1)
F (x)
 fn+2
fn
= fn+2
fn+1
fn+1
fn
→ 1, n→∞.
This shows that F is additively slowly varying, since for monotone functions it is
sufficient to assume the existence of the limit (1) for only one point y to obtain
slow variation (see [4, p. 37]). The assumptions of the theorem yield that we can
write fn+1 − 2fn+fn−1 = nan with some sequence an which is nonnegative and
bounded, and without loss of generality we can assume that 0 an  1. From this
equation we deduce that
fn+1 − fn = f1 − f0 +
n∑
k=1
kak. (4)
Finally we have
fn = f1 + (n− 1)(f1 − f0)+
n−1∑
k=1
k∑
j=1
jaj 
n−1∑
k=1
(n− k)kak. (5)
Now put sn =∑nk=1 ak and consider two cases: (a) sn→+∞ and (b) sn → s <
+∞, when n→∞.
(a) The estimate of the sum in (4) from above is
n∑
k=1
kak  nsn. (6)
We estimate the sum in (5) from below as follows. Let p ∈ N be such that
2p  sn < 2p + 2. Then the minimal value of the sum ∑n−1k=1(n − k)kak with
respect to all sequences ak (such that 0 ak  1 and the nth partial sum equals sn)
is greater than or equal to the value of this sum for the sequence
a¯k =
{
1, 1 k  p and n− p  k  n− 1,
0, otherwise.
Thus we have
n−1∑
k=1
(n− k)kak  2
p∑
k=1
(n− k)k. (7)
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Then for k  p  sn/2 n/2, we have that n− k  n/2, and then the right-hand
side in (7) is estimated from below:
2
p∑
k=1
(n− k)k  n
p∑
k=1
k = np(p+ 1)/2 Cns2n
for some C > 0. By combining this last estimate with (7) and by using (4), (5)
and (6) we finally obtain
fn+1 − fn
fn
 f1 − f0 +
∑n
k=1 kak∑n−1
k=1(n− k)kak
 f1 − f0 + nsn
Cns2n
and this tends to 0, since sn tends to +∞.
(b) Let sn→ s. Given an ε > 0, let N ∈N be such that rN = s − sN < ε. Then
for n >N we have
n∑
k=1
kak 
N∑
k=1
kak + nrN
which means that
1
n
n∑
k=1
kak→ 0, n→∞. (8)
We estimate the sum in (5) from below by the first nonzero term; for example, if
a1 	= 0, then
n−1∑
k=1
(n− k)kak  (n− 1)a1  Cn
for some constant C > 0. From this last equation, (4) and (5) it follows that
fn+1 − fn
fn
 f1 − f0 +
∑n
k=1 kak
Cn
(9)
and by (8) this expression tends to zero when n→∞. ✷
Let us note that functions from the class O+2 have rate of growth O(x3)
because 0  ∆2F(x) = O(x) implies ∆F(x) = O(x2), which in turn implies
F(x) = O(x3). As seen from [1, p. 60, Exercise 24], if an increasing convex
function F satisfies F(x)=O(x2), then it is additively slowly varying. However,
the rate of growth F(x)=O(x3) is neither a necessary nor a sufficient condition
for a convex function to be additively slowly varying, as shown in the following
examples.
Example 1. There exists an increasing convex function F which is O(x3) and not
additively slowly varying. (Thus, according to Theorem 1, F does not belong to
O+2 .)
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Example 2. There exists an increasing convex function F which is O(x5/2),
additively slowly varying and does not belong to O+2 .
Both examples are constructed in a similar manner. Given an increasing
sequence xn tending to +∞, we consider a piecewise linear function F inscribed
in the function x2, i.e., such that F(xn)= x2n , for n ∈ N, and F is linear for x in
the intervals [xn, xn+1]:
F(x)= F(xn)+ F(xn+1)− F(xn)
xn+1 − xn (x − xn)
= (xn+1 + xn)x − xn+1xn. (10)
Note that this function satisfies
∆21F(xn − 1)= xn+1 − xn−1. (11)
To define the function F in Example 1, put xn = 22n . Then F is not additively
slowly varying, because
F(xn + 1)
F (xn)
= x
2
n + xn+1 + xn
x2n
→ 2, n→∞,
since xn+1 = x2n . To see that F(x)=O(x3), note that for x ∈ [xn, xn+1] we have
F ′(x) = xn+1 + xn = x2n + xn  x2 + x . Thus F ′(x) = O(x2) and this implies
that F(x)=O(x3).
To define the function F in Example 2, put xn = 2(3/2)n and let F be as in (10).
To prove that F is additively slowly varying, note that since F is convex we have
F(x)− F(x − 1) F ′(x), and so for x ∈ [xn, xn+1],
0 <
F(x)− F(x − 1)
F (x)
 F
′(x)
F (x)
= xn+1 + xn
F (x)
 x
3/2
n + xn
x2n
→ 0, n→∞. (12)
Thus F is additively slowly varying. Since by (11) we have ∆21F(xn − 1) =
x
3/2
n − x2/3n 	= O(xn − 1), we see that F does not belong to O+2 . Since for
x ∈ [xn, xn+1] we have F ′(x)= xn+1 + xn = x3/2n + xn  x3/2 + x , we deduce,
as above, that F(x)=O(x5/2).
2. Good decomposition in O+2
This section contains the main result of this paper: in Theorem 2 we prove that
an increasing convex function has the property of good decomposition if and only
if it belongs to O+2 . The “if” part of this theorem follows immediately from
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Theorem 1. For the “only if” part we have to prove that the class O+2 is best
possible, by constructing a “bad” decomposition for every function L which is
not in O+2 . Lemma 1 below provides the main step for such a construction. In
the following we use the fact that a convex function has left and right derivatives
and in the sequel all derivatives are understood as right derivatives.
Theorem 2. An increasing convex additively slowly varying function L has the
good decomposition property in the class of increasing convex functions if and
only if it belongs to the class O+2 .
Proof. The “if” part. Let L = F + G ∈ O+2 . Then, since ∆2yG(x)  0, it
follows that 0  ∆2yF (x)  ∆2yL(x)  Cx and by Theorem 1 the function F
is additively slowly varying (and similarly for G).
The “only if” part. SupposeL /∈O+2 . Then, by using the decomposition from
Lemma 1 below, we shall find two increasing convex functions F and G such that
L= F +G and F and G are not additively slowly varying. Define
DyF (x)= F(x + y)− F(x)− yF ′(x), (13)
which may be seen as a generalized second derivative. Since L does not belong
to O+2 , according to the following equivalence
0∆2yF (x) C1x ⇔ 0DyF (x) C2x (14)
(for some constants C1,C2) we have that it is not true that DyL(x)  Cx . The
equivalence (14) is a consequence of Lemma 2 below and it is proved after this
lemma. Since DyL(x)/x is not bounded, this means that there exist a sequence
xn tending to infinity and an y > 0 such that
DyL(xn)
xn
= L(xn + y)−L(xn)− yL
′(xn)
xn
→+∞. (15)
Without loss of generality we can assume that xn are continuity points of L′ (see
Lemma 3 below).
Next we can choose a subsequence of xn, denoted again by xn, such that
DyL(xn)
xn
> L′(xn−1) (16)
and such that xn > xn−1 + y , for fixed y . Indeed, if x0 < x1 < · · · < xn−1 are
chosen, we compute the value of L′(xn−1) and then take for xn the first term in
the sequence for which xn > xn−1 + y and for which DyL(xn)/xn is greater than
L′(xn−1).
Now we apply Lemma 1 to the function L and the sequence xn satisfying (16).
If [A,+∞) is the neighborhood of infinity on which the additively slowly varying
function L is defined, we assume that the sequence xn starts with x0 = A. Thus
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we have L= F +G where the derivative F ′ of F is defined by (22). By (21) for
x ∈ [x2n, x2n+1] we have
F ′(x)− F ′(x2n)= L′(x)−L′(x2n).
By integrating this formula for x from x2n to x2n + y we find (with the nota-
tion (13)) that
DyF (x2n)=DyL(x2n) (17)
and, since F ′ is positive, we have
F(x2n+ y)− F(x2n) >DyL(x2n). (18)
On the other hand, since F ′ is nondecreasing and constant on [x2n−1, x2n], we
have
F(x2n) < x2nF
′(x2n)= x2nF ′(x2n−1) < x2nL′(x2n−1). (19)
Finally, it follows from (18) and (19) that
F(x2n+ y)− F(x2n)
F (x2n)
>
DyL(x2n)
x2nL′(x2n−1)
,
which is greater than 1 by (16) and thus cannot tend to 0; this shows that
F is not additively slowly varying. In a similar way it can be proved that
(G(x2n+1 + y)− G(x2n+1))/G(x2n+1) does not tend to 0, so that G is not ad-
ditively slowly varying either. ✷
When the good decomposition property fails, the summands F and G are
asymptotically incomparable. Although this fact would also follow from Lem-
ma 1 of [2], the following corollary shows easily that the points x2n, x2n+1 found
in the proof of Theorem 2 are exactly the points with the property (20).
Corollary 1. Let L be an increasing convex additively slowly varying function
which does not belong to O+2 and let xn be a sequence satisfying (16). If F and
G are the functions given in Lemma 1, then
lim
n→∞
F(x2n)
G(x2n)
= 0 and lim
n→∞
F(x2n+1)
G(x2n+1)
=∞, (20)
i.e., F and G are asymptotically incomparable.
Proof. By (19) and (16) we have
0 <
F(x2n)
L(x2n)
<
x2nL′(x2n−1)
L(x2n)
<
DyL(x2n)
L(x2n)
.
Now, since L′ is positive, we have
DyL(x2n)
L(x2n)
<
L(x2n + y)−L(x2n)
L(x2n)
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and this tends to zero since L is additively slowly varying. Then F(x2n)/L(x2n)
→ 0 and the first formula in (20) follows. The second one is proved in a similar
manner, by considering the points x2n+1 and interchanging F and G. ✷
Finally, we prove three lemmas needed in the proof of Theorem 2.
Lemma 1. Let L be an increasing convex function and let xn be an increasing
sequence tending to +∞ which does not contain discontinuity points of L′. Then
L can be written as a sum L= F +G of two increasing convex functionsF and G
such that F is linear on the intervals [x2n−1, x2n] and G is linear on the intervals
[x2n, x2n+1].
Proof. This decomposition of L into a sum of two convex functions is obtained
by decomposing first the nondecreasing right derivative L′ into a sum L′ =
F ′ +G′ of two nondecreasing functions F ′ and G′ such that F ′ is constant on
every interval of the form [x2n−1, x2n] and G′ is constant on [x2n, x2n+1] (a similar
construction was used in [2]). Put
F ′(x)= L′(x)−G′(x2n)= L′(x)−L′(x2n)+ F ′(x2n) (21)
for x ∈ [x2n, x2n+1]. The initial value F ′(x0) can be chosen arbitrarily (between 0
and L′(x0)); put F ′(x0)= 0. It is easily seen that such a decomposition is possible
for every nondecreasing function. By summing (21) from 0 to n we obtain the
following explicit form for F ′:
F ′(x)=


L′(x)−L′(x2n)+∑nk=1(L′(x2k−1)−L′(x2k−2)),
x ∈ [x2n, x2n+1],
F ′(x2n+1), x ∈ [x2n+1, x2n+2].
(22)
The function G′(x)= L′(x)− F ′(x) has a form similar to F ′ and both func-
tions are nondecreasing by construction.
Now let F be the function whose derivative is defined in (22) and such that
F(x0) = 0 and let G = L − F . These two functions are increasing convex and
satisfy the conditions of the lemma. ✷
Lemma 2. Let F be an increasing convex function. Then for every y > 0 and for
every x ∈R we have
(a) 0∆2yF (x) y∆12yF ′(x);
(b) 0 y∆1yF ′(x)∆22yF (x − 2y);
(c) 0 y∆1yF ′(x)D2yF (x);
(d) 0DyF (x) y∆1yF ′(x).
Proof. We use the following inequality for convex functions:
yF ′(x) F(x + y)−F(x) yF ′(x + y). (23)
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To prove (a) we have by (23)
∆2yF (x) yF ′(x + 2y)− yF ′(x)= y∆12yF ′(x).
To prove (b) we have by (23)
yF ′(x + y)− yF ′(x) F(x + 2y)− F(x + y)− F(x)+ F(x − y)
< F(x + 2y)− F(x)− (F(x)− F(x − 2y)),
where in the last inequality we used the fact that ∆1yF (x) is an increasing function
of x , i.e., that −∆12yF (x − y) <−∆12yF (x − 2y). To prove (c) write
y∆1yF
′(x)= yF ′(x + y)+ yF ′(x)− 2yF ′(x)
and by applying (23) to the first and to the second summand of the expression on
the right-hand side we see that this expression is less than or equal to D2yF (x).
And finally, (d) follows from (23):
DyF (x) yF ′(x + y)− yF ′(x).
This proves the lemma. ✷
In the proof of Theorem 2 we needed the equivalence (14), which follows from
Lemma 2. Indeed, for the ⇐ part of (14) we have by (a) and (c) of Lemma 2 that
∆2yF (x)
1
2
D4yF (x) 12C2x,
and similarly to prove the ⇒ part we use (d) and (b) of Lemma 2 to obtain
DyF (x)∆22yF (x − 2y) C1x.
Lemma 3. Let L be an increasing convex function and let xn, xn→+∞, n→∞,
be a sequence such that for some y > 0
DyL(xn)
xn
→+∞. (24)
Then there exists a sequence zn, zn →+∞, n→∞, where zn are continuity
points of L′ and such that (24) holds with xn, replaced by zn (and y replaced
by 4y).
Proof. The derivative of a convex function has at most countably many dis-
continuity points, and if at some xn the derivative L′ is not continuous, then we
can choose a continuity point zn such that
xn − y < zn < xn < zn + y. (25)
From Lemma 2 we have
DyL(x) y∆1yL′(x)D2yL(x) (26)
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for every increasing convex function L. Thus
DyL(xn) y∆1yL′(xn) y∆12yL′(zn)
since L′ is nondecreasing and by using (25). Next by the second inequality in (26)
we have
y∆12yL
′(zn)
1
2
D4yL(zn),
so that finally
DyL(xn)
xn
<
DyL(xn)
zn
 1
2
D4yL(zn)
zn
.
Thus condition (24) holds for the sequence zn (which are continuity points of L′)
and y replaced by 4y . ✷
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