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ABSTRACT 
Correlated parameters are often expected when modeling a natural system.  
However, correlation among the variables often blurs the model uncertainty and makes it 
difficult to determine parameter sensitivity.  In simple systems, model structure and 
uncertainty can be explained directly; however, uncertainty and parameter relationships 
in model structures of complex systems, such as process models and spatial models, are 
not usually straightforward.  A common data examination method used to identify the 
variable relationships is a variable correlation matrix or covariance matrix.  A variable 
covariance matrix is a composite of variable causality, correlation, and other interactions.  
In other words, the variable covariance matrix contains information about the relationship 
of variables in a system.  Therefore, the variable covariance matrix in a model is 
expected to match the natural system being modeled.  However, the true covariance 
matrix of the natural system is not always known.  A covariance structure analysis, 
based on structural equation modeling, is a potential way to search for explanation of the 
covariance related to the modeled system.  The main subject in this study is to 
investigate the use of covariance structure analysis of covariance matrices among 
variables (both independent and dependent) in a system to explain the parameter causal 
relationships and sensitivities.  Three case studies, including two simple nonlinear 
regression models, a forest process model, and a spatial dynamic host-parasitoid 
interaction model, will be used to illustrate this application. 
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CHAPTER 1 
INTRODUCTION 
Correlated parameters are often expected when modeling a natural system.  For 
example, CO2 concentration and temperature could be correlated in a model estimating 
tree growth.  However, correlation among the variables often blurs the model 
uncertainty and makes it difficult to determine parameter sensitivity.  In simple systems, 
model structure and uncertainty can be explained directly; however, uncertainty and 
parameter relationships in model structures of complex systems, such as process models 
and spatial models, are not usually straightforward.  In order to fully understand model 
uncertainty, it is essential to understand parameter relationships.  A common data 
examination method used to identify the variable relationships is a variable correlation 
matrix or covariance matrix.  A variable covariance matrix is a composite of variable 
causality, correlation, and other interactions.  In other words, the variable covariance 
matrix contains information about the relationship of variables in a system.  Therefore, 
the variable covariance matrix in a model is expected to match the natural system being 
modeled.  However, the true covariance matrix of the natural system is not always 
known.  A covariance structure analysis, based on structural equation modeling, is a 
potential way to search for explanation of the covariance related to the modeled system.  
The main subject in this study is to investigate the use of covariance structure analysis 
and covariance matrices among variables (both independent and dependent) in a system 
to explain the parameter causal relationships and sensitivities.   
This chapter includes background information on: uncertainty in models, how past 
research addresses uncertainty and sensitivity analysis of models, the influence from 
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variable correlation on model uncertainty and parameter sensitivity, and the proposed 
methodology to handle variable correlation for uncertainty assessments.   
   
1. 1 Review types of statistical models 
Models are common tools for analyzing environmental phenomena and managing 
natural resources.  They can be very simple, consisting of one regression equation, or 
they can be very intricate and include many nonlinear relationships.  Systems, such as 
ecosystems, enclose complicated relationships and phenomena.  Oftentimes, complex 
models are used to describe these natural systems with complicated dynamics.  However, 
models are only mathematical representations of these natural systems.  These 
representations should not be assumed to be free of error and uncertainty.  Different 
model constructs contain different functions describing systems and different uncertainty 
patterns.  Methods of analyzing model uncertainty vary from one model construct to 
another.  Therefore, it is important to understand the characteristics of models when 
choosing an uncertainty assessment methodology. 
Two different statistical model constructs are usually used to characterize the 
behavior of a system (Millard and Neerchal 2001).  The general mathematical form of 
the first type of statistical model is expressed in equation (1). 
Model type A: 1 2( , ,..., ) ( )ky h x x x h Xε ε= + = +      (1) 
The values of X  are a set of fixed observations.  The model is built using paired 
observations of y  and X .  The simplest example for model type A is a linear 
regression model with one independent variable.  The equation for this regression model 
will be: 
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0 1y b b x ε= + +            (2) 
where 0b  is the intercept, 1b  is the regression coefficient for the independent 
variable x , and ε  is the residual between “true” y  and estimated y  using the model.  
The model is constructed based on paired observations of the dependent variable y  and 
the independent variable x . 
In equation (1), the distribution of y  is determined by its mean value and the 
distribution of the error term ε  (in regressions, ε  is often referred to as the residual).  
Model type A is commonly used in many different studies.  It represents most 
conventional statistical models, which are used when the modelers are interested in the 
specific relationship between y  and X  ( X  = 1 2, ,...,x x  and kx ). 
For example, an experiment was conducted to evaluate the rate of absorption and 
rate of removal of a drug administered intravenously on humans.  A set of data contains 
paired observations, y  and x , where y  (micrograms/deciliter) is the concentration of 
the drug in blood and x  (hours) is the time which the samples were taken after the drug 
was administered to the patient.  The paired observations of y  and x  fit two 
nonlinear equations fairly well.  The two model equations are shown below. 
Drug model 1 
m m m1 12
11 12 13
1y
x x
εθ θ θ= ++ +          (3)    
and drug model 2 
m m m 2
2 21 22 23 2exp( ( ) )y xθ θ θ ε= + − − +         (4) 
The values of x  are a set of fixed observation times.  Each ε  represents the 
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error (residual) between the predictions and the observations in each model.  The values 
of θ  are the parameters in these two model equations, and θ  represents the estimation 
of θ  in each model equation.  Parameters 11θ , 12θ , and 13θ , are independent from 
21θ , 22θ , and 23θ , which means that these two sets of θ s are not necessarily the same 
values.   
Table 1 shows the adjusted R-square values, parameter point estimates, standard 
errors of the estimates, and the covariance matrix of the estimates for these two model 
equations.  According to table 1, both models have very high adjusted R-square values, 
0.98 and 0.96 respectively, which indicates good model fit.  Figure 1 shows the plots of 
the fitted models of drug model 1 and drug model 2 with the original data.   
The distributions of θ  in each model equation is not considered when predicting 
y  values.  The values of y  are predicted from the models with fixed estimations of 
θ  and fixed values of x .  The uncertainty in the predictions (which is the uncertainty 
contained in ε ) is determined by the difference between predictions and observations.  
The distribution of y  is determined by the expected value of ( )h x  and the distribution 
of ε .  For example, the distribution of 1y  and 2y  are determined by the expected 
value of ( )h x , which is m m m 2
11 12 13
1
x xθ θ θ+ +  for drug model 1 and 
m m m 2
21 22 23exp( ( ) )xθ θ θ+ − −  for drug model 2, and the distribution of 1ε  and 2ε  with a 
certain variance.  These two model equations both represent model type A. 
Unlike model type A, which is constructed based on paired observations, the second 
type of statistical model, which we will call model type B, does not produce predictions 
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based on fixed parameters.  The general form of a model type B equation can be written 
as follows: 
Model type B: 1 2( , ,..., ) ( )iy h x x x h X= =       (5) 
This type of model is used when the modelers are interested in describing the 
distribution of y  taken over all possible combinations of the input variables.  Model 
type B is very different from the conventional statistical model type A.  First, we need to 
change our mindset from fixed parameter values in model type A to random parameter 
values in model type B.  The X  ( X  = 1 2, ,...,x x  and ix ) is assumed to be a set of 
random variables and constants.  The distribution of y  in this model is determined by 
the combination of the random inputs X .  For model type B, paired observations of y  
and X  are usually not available to validate the model.  Hence, there is some amount of 
unquantifiable uncertainty associated with this kind of model (Millard and Neerchal 
2001). 
Using the two drug model equations (3) and (4) as an example, if the distributions of 
θ  are known, the two models may be expressed in the following forms: 
Drug model 1 
1 2
11 12 13
1y
x xθ θ θ= + +           (6) 
and drug model 2 
2
2 21 22 23exp( ( ) )y xθ θ θ= + − −          (7) 
The two model equations may be written in the general form of ( )y h X= , where 
X  includes θ  and x .  One thing of notable difference from model type A is that the 
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values of y  in model type B are predicted from a set of random inputs (θ ) and fixed 
values ( x ) directly, but the values of y  in model type A are determined by fixed 
estimations of θ , fixed values of x , and random errors.  The distributions of θ  are 
considered for predicting y  in model type B.  The uncertainty contained in y  is from 
the uncertainty contained in θ .  The distribution of y  can be only determined by the 
combination of the random inputs θ . 
Both model types described above are used in modeling environmental systems.  
Model type A is commonly used in field data analysis and model type B is usually 
applied to probability simulations.  Different research questions and different data 
characteristics lead to different model choices.  Environmental behaviors are uncertain.  
In order to represent the actual complex behaviors of an environmental system, it is 
necessary to model the system with uncertainty.  Although some phenomena might be 
expressed in a conventional statistical model that is described nicely by a model of type 
A , there is still uncertainty in the model (e.g. parameter estimations, field data 
distributions, and so on).  The uncertainty from these sources should be considered 
when making decisions based on models.  On the other hand, environment systems are 
complex and difficult to completely explain using observed data and phenomena.  Some 
environmental models contain modules that are built based on literature, sound scientific 
principles and reasonable assumptions in order to explain systems that are not fully 
understood in mathematical expressions (e.g. process models).  Complex environmental 
models are often described using a type B model.  However, the predictions from a type 
B model are not as straightforward as those from a type A model.  The uncertainty 
contained in the models greatly affects how model results are interpreted.  Therefore, it 
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is necessary to assess the uncertainty in models in order to explain the system we are 
trying to model.  
 
1.2 Uncertainty sources 
The previous section illustrated that models contain uncertainty.  There are many 
sources of uncertainty in a model system.  For example, survey (sampling and 
measurement), experimental design, model construction (calibration and 
parameterization), human subjective uncertainty and gaps in knowledge, scale of systems 
(temporal and spatial), classification (misclassification), and randomness in systems are 
some common sources of uncertainty in model systems.  Model uncertainty comes from 
the simplification of complicated natural systems to models (Cardwell and Hugh 1996) as 
well as the understanding of the natural systems.  Therefore, variables used to describe 
models, the relationships between these variables, and coefficients estimated in models, 
which are determined using different data sources, all contain uncertainty.   
Uncertainty in predictions is usually propagated from various uncertainty sources 
during different stages in a model.  Input variables that are randomly selected from a 
population result in parameter value uncertainty (Cardwell and Hugh 1996).  Since input 
data are random, they automatically carry uncertainty into models.  Random data 
inputted into the models, parameter estimations, model equations, the stochastic 
processes of the model, and other sources of model uncertainty may have effects on the 
amount of uncertainty brought into the system.  Therefore, the amount of uncertainty in 
the output of models is different from that in input data.  Oftentimes, outputs from one 
model (equation) become inputs for another model (equation), or, predictions from one 
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model run become initial values for the next model run, which is common in dynamic 
models.  These processes result in propagation and accumulation of uncertainty, which 
may become very complicated, especially when parameters have interaction effects 
(Parysow and Gertner 1999).  Conclusions drawn when model output is assumed to be 
uncertainty-free may be incorrect and may lead to a misunderstanding of the system 
being modeled.  Therefore, uncertainty assessments, which include uncertainty analysis 
and sensitivity analysis, are important when decisions are made from modeling.   
 
1.3 Uncertainty analysis vs. sensitivity analysis 
Uncertainty analysis and sensitivity analysis are two types of uncertainty 
assessments.  Both are used to describe the characteristics and behavior of a model 
system.  They are especially important when the decisions are made based on model and 
simulation results.  Estimating the distribution and variance of the predictions of a 
model, identifying the important uncertainty sources in a model, and partitioning the final 
uncertainty of the predictions into different sources of a model are all parts of uncertainty 
and sensitivity analysis (Parysow et al. 2000, Helton and Davis 2003).   
Uncertainty analysis illustrates the prediction variability, uncertainty, or distribution 
that is caused by the combination of the input variation or uncertainty (Iman and Helton 
1988, p.72).  The analysis usually involves graphics, such as histograms, empirical 
density plots, and empirical cumulative distribution function (cdf) plots, and summary 
statistics such as the mean, median, standard deviation, coefficient of variation, 95th 
percentile, and so on (Millard and Neerchal 2001).  Using uncertainty analysis, 
modelers can draw a picture of how precise the prediction is or how uncertainty 
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contained in the input affects the prediction.  
It is useful to know the uncertainty patterns of the modeling results.  First, 
environmental decisions and management not only consider the means of the predictions 
but also the range and the distribution of the predictions.  Uncertainty analysis of 
models provides the information that assists in drawing conclusions.  Often, prediction 
uncertainty is mistaken to be an undesirable product by decision makers.  In other words, 
decision makers would like to obtain predictions with less uncertainty in general.  
However, as stated previously, it is impossible to accurately model a system without 
uncertainty, which also includes natural randomness.  Predicting outputs using fixed 
inputs, which contain no uncertainty, does not truly represent real systems.  Uncertainty 
analysis provides uncertainty information to assist decision makers in understanding the 
nature of the prediction uncertainty and to reach conclusions while acknowledging the 
risk of making an incorrect decision.  Therefore, it is essential to include uncertainty in 
model predictions to gain an accurate picture of a system.  For example, in chapter 5, 
incorporating uncertainty stabilizes a host and parasitoid system.  Without incorporating 
uncertainty, the system diverges.  Second, uncertainty analysis also provides a potential 
systematic way to refine models with uncertainty (described as model type B previously).  
The flow chart in figure 2 shows how uncertainty analysis may help to refine a model.   
For traditional statistical models (described as model type A previously), calibration 
is easily done by minimizing residuals between the predictions and the observations.  
Models in model type B cannot be calibrated with the same method.  One way to test if 
the model matches the real system is to investigate the uncertainty of the model 
predictions and the uncertainty of the system that is being modeled.  Different model 
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functions usually result in different prediction uncertainty patterns.  Assuming the 
uncertainty of the inputs is well understood, if the uncertainty patterns of the predictions 
agree with the uncertainty patterns of the real data, the model may explain the system.  
If the prediction uncertainty does not match the real system uncertainty, the chance is 
high that the model does not explain the system.  Empirical data collection is very 
important to calibrate the model and validate the model uncertainty.  However, 
uncertainty analysis results may only give the information about the prediction 
uncertainty pattern of models.  Without thorough understanding of a system when 
constructing a model, the model may still not represent the system correctly; even the 
uncertainty pattern of the prediction is close to that of the real system.  Additional 
information about model structure uncertainty can be found in Refsgaard et al. (2006).  
Once uncertainty analysis of a model is completed, the information to implement 
sensitivity analysis is gathered.  Sensitivity analysis determines changes in prediction 
distribution associated with changes in the individual inputs.  The contribution to the 
prediction variation or uncertainty from each input variable can be identified using 
sensitivity analysis (Iman and Helton, 1988, p.72).  Sensitivity analysis also can be used 
to determine the influence in prediction by changing the input distributions, assumed 
input correlations, and the form of the model (Thompson et al. 1992; Smith et al. 1992; 
Cullen 1994; Shlyakhter 1994; Bukowski et al. 1995; Hamed and Bedient 1997; USEPA 
1997).   
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1.3.1 Important vs. sensitive parameters 
Sensitivity analysis, which identifies the importance of uncertainty sources in the 
predictions, provides information to control uncertainty in the model predictions.  For 
example, if the most important uncertainty source is from survey factors, the prediction 
uncertainty can be reduced by improving survey accuracy.  If the most important 
uncertainty source is the representation of the uncertainty of a natural resource, 
identifying important parameters also gives information useful for resource management.  
For example, if the most important parameter in the model is female death rate of a bird 
species, reducing female bird mortality rate may be one way to conserve this bird species. 
Two terms are usually used for ranking uncertainty sources in sensitivity analysis: 
sensitive and important.  First, a sensitive parameter has significant influence on output 
uncertainty.  In other words, small changes in the value of a sensitive parameter will 
result in large changes in the output (Millard and Neerchal 2001).  Second, importance 
of a parameter is determined by the amount of uncertainty contained within the parameter. 
This parameter is an important parameter if the amount of uncertainty in the parameter 
affects the output significantly.  A sensitive parameter with large uncertainty can be 
more important to prediction uncertainty than another sensitive parameter with small 
uncertainty.  In other words, an important variable is always sensitive, but a sensitive 
variable may not be important because of its limited variability (Millard and Neerchal 
2001). 
In nature, a factor affects the system not only through its ability to change the 
system (sensitivity) but also its natural variation (importance).  The important 
parameters may better show the real parameter influences to the system than the sensitive 
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parameters.  Therefore, partitioning uncertainty into sources is necessary for identifying 
important parameters in models in terms of sensitivity analysis and for improving the 
reliability of decisions that are based on model results.  However, it is difficult to 
determine the amount of uncertainty from each source in a model, especially when the 
model is complicated.   
 
1.3.2 Common uncertainty and sensitivity analysis methods 
Uncertainty assessment of models has been conducted in many fields for 
mathematical and simulation models.  Each of these methods has its advantages as well 
as disadvantages.  Some common uncertainty assessment methods are: the Monte Carlo 
simulation based method, the response surface method, the Fourier amplitude sensitivity 
test (FAST), and the differential methods.  
The differential methods are based on the partial derivatives of an equation of the 
parameters.  Examples of differential methods are the error propagation method (for 
example, Gertner 1987) and the Taylor series method (for example, Gertner et al. 1995).  
The basic idea of the differential methods is to use mathematical principals to determine 
the variance and the covariance in the predictions due to the variables in the equations.  
For example, the Taylor series method estimates the approximation of a function 
( )y f x=  in terms of the partial derivatives of y  with respect to x .  The means and 
variances (covariances) of the predictions can be determined by this approximated 
function.  The importance of the variables in the model can also be determined using the 
approximated function to partition the prediction uncertainty to output uncertainty.  The 
advantage of the uncertainty and sensitivity analysis based on the differential methods is 
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that the results are obvious once the functions are developed.  It does not require much 
computational time after the functions are obtained.  However, if y  is a nonlinear 
function of the variable x , then it is more suitable to use a higher order Taylor series, 
rather than a first order Taylor series.  As the order gets higher, the approximation 
equation of variance for y  rapidly becomes more complicated.  Also, this method is 
only good for local estimation, and it requires the equations to be smooth and 
differentiable.   
The Monte Carlo method (for example, Keesman and Straten 1990, Jansen et al. 
1994, Jansen 1999, Helton and Davis 2003) is widely used in uncertainty analysis.  It is 
based on a probabilistic procedure to generate random samples as model inputs.  It 
simulates the real situation and obtains variances and means of the predictions and 
variables directly from the simulation data.  This method is more straightforward than 
other methods.  Two commonly used algorithms of the Monte Carlo method are simple 
random sampling (SRS) and Latin Hypercube sampling (LHS).  The SRS algorithm 
generates random numbers with specified probability distribution ( XF ) by first sampling 
from a uniform distribution over the interval [0,1] and then transforming the uniform 
samples using the inverse of the cdf function of the distribution ( 1XF
− ).  The LHS 
algorithm is a method that ensures all portions of the distribution(s) are included in the 
random samples from one or several probability distribution(s).  It can be applied to the 
joint distribution of k  variables ( k  dimensional extension of Latin square sampling) 
(McKay et al. 1979).  The LHS algorithm is especially useful when the sampling area of 
interest is in an area of low probability of the distribution.  It reduces the amount of 
computational time to obtain desired random samples.  Along with Monte Carlo 
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simulations, some regression-based techniques can be implemented for sensitivity 
analysis.  For example, using the least square method, a regression model can be built to 
partition uncertainty of the prediction variances into the input variances (Gertner et al. 
1996 and Parysow et al. 2000).  The advantages of the Monte Carlo method include 
extensive sampling of variables, identifying the properties of the predictions and 
variables (continuity, curvature, and thresholds), obtaining the results directly without 
requiring original equations in the model, and assisting with many sensitivity analysis 
techniques.  An important disadvantage of this method is that it is very 
computation-intensive, especially for long-running models with probabilities very close 
to zero or where probability must be estimated (Helton and Davis 2003).   
The response surface method (for example, Downing et al. 1985, Khuri and Cornell 
1987, and Iman and Hilton 1988) uses the idea of experimental design to select random 
inputs.  This method uses polynomial regression to illustrate the relationships among the 
predictions and the variables in the model on a response surface.  There are some nice 
properties of the response surface method.  Using experimental design, models can be 
described in an organized and easy to explain structure.  The response surface method is 
especially suitable when the predictions are linear or a quadratic function of the variables.  
There are also some disadvantages that make this method difficult to implement.  As the 
original model gets complex, more input variables are needed and the design will become 
very large.  It can be difficult to construct an appropriate response surface.  Also, this 
method makes it difficult to include correlations between variables (Iman and Helton 
1988, Helton and Davis 2003). 
The FAST method, based on Fourier series expansion, was developed by Cukier et 
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al. (1973).  Cukier et al. (1978), Collins and Avissar (1994), and Fang et al. (2003) have 
improved the method for input parameters with non-uniform distributions.  The FAST 
method has become one of the most popular sensitivity analysis methods applied.  The 
FAST method transforms models into Fourier series, and the mean and the variance of the 
variables can be estimated by the Fourier series coefficients.  Assuming that the ix  are 
independent, the variance yV  associated with the model ( )y f x=  can be decomposed 
into: 
1 1 2
1,2,3,......,
1 2 1 3 1 1
......
N N N N N N
y i ij ijk N
i i j i i j i k j
V V V V V
- - -
= = = - = = - = -
= + + + +Â Â Â ÂÂ Â     (8) 
where iV  is due to ix , ijV  is due to the ix  and jx  interaction, and so on (Helton and 
Davis 2003).  Based on the nature of frequencies, FAST can deal with complicated 
nonlinear systems.  The total variance is completely decomposed into the contribution 
of each variable and interaction.  Ordinarily, FAST can be only applied to the models 
with the assumption of independence between variables, which makes this method less 
useful for correlated systems.  To overcome this shortcoming, Xu and Gertner (2007) 
combined FAST and rank correlation to handle correlated systems.  Xu and Gertner 
(2008), furthermore, presented a generalized FAST.  However, the mathematics for 
FAST is complex and hard to explain.  
None of the methods is optimal for all models.  Every approach has its advantages, 
disadvantages, and suitable applications.  Helton and Davis (2003) summarized several 
uncertainty and sensitivity analysis methods and suggested that the Monte Carlo 
simulation method with Latin Hypercube sampling is the most broadly applicable 
approach for uncertainty analysis.   
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1.3.3 Uncertainty partitioning 
Uncertainty partitioning is building the mathematical relationship (statistical model) 
between input uncertainty and output uncertainty in order to identify and quantify 
important parameters in a model.  In uncertainty analysis, “uncertainty” reflects both 
variability (inherent heterogeneity) and outside uncertainty (lack of knowledge) (Millard 
and Neerchal 2001).  It can be quantified by using raw residuals, residual sum of 
squares, variance (residual mean of squares), etc.   
In order to find the relationship between input uncertainty and output uncertainty, a 
statistical model is usually constructed to examine the uncertainty relationship in a model.  
Considering equation (5) mentioned previously, a model that contains input variables ix  
( i  = 1,2,…, N ) and output variable y .  Variables ix  are a set of random variables 
(with defined distributions) and constants.  This model can be any mathematical and/or 
statistical model with linear or nonlinear equations.  Again, it can be written in the 
following form: 
1 2( , ,..., ) ( )iy h x x x h X= =          (9) 
The relationship between input variances and output variance for this model could be 
described simply by a linear equation: 
1
( ) ( )
N
i i
i
Var y Var x eb
=
= +Â          (10) 
The variance of y  is decomposed into different uncertainty sources in terms of the 
variances of ix  and unexplained variance, e , from this uncertainty model.  For inputs 
and outputs having linear relationships, equation (10) can easily be analytically 
determined.  For inputs and outputs having nonlinear relationships, the relationships 
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between input variances and output variance is not necessarily linear.  However, the 
nonlinear relationships between input variances and output variances can be linearized at 
points by using linearization techniques, such as Taylor series expansion, which 
approximates the output values by a linearized function of the inputs.  For complex 
models, which contain many equations in one model, the relationships between final 
output variances and input variances may not be determined easily.  An uncertainty 
model will need to be constructed using different uncertainty partitioning methods, such 
as the least squares method, the differential equation method, the Monte Carlo method, or 
the response surface method, etc. 
For example, considering equation (6) and equation (7), the uncertainty in 1y  and 
2y  predictions originates from θ .  Variable x  (time) is a set of fixed constants, which 
is not random in the model.  Therefore, x  does not contribute uncertainty into the 
predictions of 1y  and 2y .  The uncertainty partitioning models for these two model 
equations can be written as below: 
1 11 11 12 12 13 13 1( ) ( ) ( ) ( )Var y Var Var Var eb q b q b q= + + +      (11) 
for equation (6), and  
2 21 21 22 22 23 23 2( ) ( ) ( ) ( )Var y Var Var Var eb q b q b q= + + +     (12) 
for equation (7). 
Basically, the uncertainty model explains the uncertainty better when the 
unexplained variance e  is smaller (it is the same idea that as the residuals of the 
regression model become smaller, the model fits the data better).  The ideal situation 
would be to obtain complete variance decomposition ( e  is zero).  However, this goal is 
usually difficult to reach.  If e  is relatively large, a different uncertainty model (rather 
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than a linear relationship between the input uncertainty and output uncertainty) or another 
uncertainty partitioning method may be considered.  Interaction terms or polynomial 
terms may be introduced into the uncertainty model to explain the uncertainty in the 
prediction or alternative uncertainty partitioning methods may be chosen.  In particular, 
FAST is able to completely decompose the total prediction variance into source variances.  
But there are some limitations (input distribution restrictions, complex mathematical 
algorithms, uncorrelated inputs, etc) to using the unrefined FAST method.   
In theory, uncertainty partitioning models are not required to be linear when the 
relationships between inputs and outputs are nonlinear.  However, nonlinear uncertainty 
partitioning models may not help to explain the prediction uncertainty contributed by 
each input.  The sensitivity and importance of the model parameters cannot be easily 
understood from nonlinear uncertainty partitioning models.  Therefore, it does not 
promote decision making based on model results.  Linear uncertainty partitioning 
models provide more information about uncertainty contribution from each source and 
make the systems easier to understand than nonlinear uncertainty partitioning models.  
Furthermore, some models may contain random functions which cannot be expressed as 
equations.  Since the detailed equations for these models cannot be identified, it is not 
helpful to consider a nonlinear uncertainty partitioning model for analyzing uncertainty 
relationships in these models.  As a result, a linear uncertainty model is more practical 
than a nonlinear uncertainty model. 
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1.3.4 Error budget 
Beyond uncertainty and sensitivity analysis, an error budget (Gelb et al. 1974), 
which is an ANOVA-like catalog, summarizes the influences on prediction uncertainty 
from each uncertainty source.  This catalog lists the important uncertainty sources and 
the amount of uncertainty contribution from each source.   
Figure 3 illustrates the uncertainty from different sources flowing into model 
systems and producing uncertainty in the final results.  If exact data and exact system 
descriptions are known, a model that is free of uncertainty might be constructed.  
However, many uncertainty sources crop up during the construction of a model.  The 
final predictions from a model are noisy with uncertainty.  The function of an error 
budget is to partition output uncertainty into different uncertainty sources in order to do 
quality control, data correction, model evaluation, and risk assessment.   
There are several steps to constructing an error budget.  The first step in 
constructing an error budget is to identify all the sources of uncertainty.  For example, 
sampling, measurement, model computations by module, as well as natural randomness, 
all contribute uncertainty into the final prediction results from models.  Second, once the 
uncertainty sources are identified, an uncertainty partitioning method for the particular 
model is chosen to clarify the relationship between input and output uncertainty.  And 
prediction uncertainty is then partitioned into the sources using this relationship.  Finally, 
an error budget is constructed to provide a list of important uncertainty sources and the 
amount of the uncertainty coming from each source that is contributed into the final 
prediction uncertainty. 
Uncertainty analysis investigates the nature (mean, standard deviation, distribution, 
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correlation and so on) of the parameter and prediction uncertainty.  Sensitivity analysis 
determines the relationship among parameter and prediction uncertainty to identify the 
sensitivity and importance of the variables.  Through an uncertainty assessment, which 
combines uncertainty and sensitivity analysis, an error budget associated with uncertainty 
partitioning may give a summary of the overall uncertainty changes of the parameters and 
predictions in a particular model.   
It is important for decision makers to understand there is uncertainty in a model.  
By knowing the uncertainty in a model, decision makers can understand the risk of 
making incorrect decisions.  At the same time, it is useful for decision makers to 
recognize where the uncertainty sources are and what their nature is, so they could 
manage or reduce the uncertainty if possible.  And finally, the decision makers could 
evaluate the risk of making mistakes due to model uncertainty versus the costs for 
improving the models. 
 
1.3.5 Example 1 – uncertainty analysis (independent case) 
Using the previous drug example (equation (6) and (7)) without considering 
correlation among the variables, two sets of five hundred initial variables, θ , were 
generated independently using LHS from their distributions (table 1, ignoring the 
correlation matrix).  Five hundred simulation results were obtained for each model 
equation.  The simulation length was 10 time points (one time point = an hour). 
The basic statistics, including mean, median, and standard deviation, of the 
simulations are summarized in the table 2(A).  The means of the predictions from drug 
model 2 are very close to the original data.  The standard deviations of the predictions 
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from drug model 2 are small.  But the means of drug model 1 predictions from time 
point 2 to 5 do not represent the original data.  Overall, the predictions from drug model 
1 are relatively chaotic around the peak of the curve (from time point 2 to 5).  The 
standard deviations around this area in drug model 1 are very large (from 397.79 to 3.89).   
The histograms and cdf plots of the predictions from these two model equations over 
time are shown in figure 4 to figure 7 respectively.  The histograms and cdf plots of drug 
model 1 predictions do not show a clear pattern around time points 2 to 5, which also 
showed large prediction variation as stated above (table 2).  At the rest of the time points 
in drug model 1, the histograms are slightly skewed to the right.  The drug model 2 
predictions show clearly a normal distribution from the histograms and cdf plots. 
According to the basic statistics, histograms and cdf plots, drug model 2 predicts 
better than drug model 1 in this case.     
 
1.3.6 Example 2 – uncertainty partitioning (independent case) 
Again, considering the previous drug example equations (equation (6) and (7)) 
stated in example 1, the defined distributions of θ  for the two model equations used 
here are the same as the previous example.  Fifty thousand simulation runs (one hundred 
runs with five hundred replicates) were conducted for each model equation.  All other 
setups remain the same.   
The means and variances of θ  over time are determined using 500 pairs of random 
samples.  The predicted means and variances of y  are calculated through equation (6) 
and equation (7) using these 500 pairs of random inputs.  The entire simulation is done 
100 times to produce 100 sets of means and variances for both θ  and y .  Using these 
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100 pairs of variances, 10 linear uncertainty models, one for each of 10 time points, are 
constructed for sensitivity analysis of the two model equations.  There are many ways to 
conduct a sensitivity analysis.  The method used here is LHS with a least square method, 
which combines LHS and a least square regression partitioning model to determine the 
prediction uncertainty and the amount of uncertainty from each source that contributes to 
the predictions.  The uncertainty partitioning results for both model equations are shown 
in table 3.  The graphic results are also shown in figure 12. 
For drug model 1, the results show that 11θ  is very important at time point 1 (90%).  
Variables 11θ  and 12θ  are equally important at time point 2 (25% and 23% respectively).  
Variable 13θ  is most important at time point 4 (74%) and time point 5 (50%).  After 
time point 5, 12θ  is the most important parameter to the predictions (around 48% ).  At 
time point 3, the uncertainty partitioning model does not explain the prediction 
uncertainty well (residual 99.54% ).  Most of the uncertainty cannot be classified 
according to its source.   
For drug model 2, 21θ  is most important at time point 1 (99%). 22θ  is most 
important at time point 3, and 23θ  is most important at time point 2 and 4.  Variable 
21θ  is very important at time point 1 and after time point 5 (100%).  Between time point 
2 and 4, the uncertainty partitioning model explains the prediction uncertainty to an 
acceptable level (>50%).  But there is still an amount of uncertainty that is not identified 
with its source. 
The uncertainty partitioning results show that different model equations predicting 
the same variable ( y ) result in different levels of parameter importance in the model 
equations.  The patterns of parameter importance within and between these two model 
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equations are not the same over time.  For example, at time point 2, there are two 
relatively important parameters for predicting 1y  in drug model 1.  But there is only 
one important parameter in drug model 2 at time point 2.  At time point 6, all parameters 
in drug model 1 contribute some importance to the prediction, but there is only one 
important parameter in drug model 2. 
The sample uncertainty and sensitivity analysis examples shown here assume that 
the parameters are independent.  However, the parameters should be correlated to each 
other according to the collected data (shown in table 1).  The uncertainty analysis of the 
predictions may be affected by the correlation among the variables, and the sensitivity 
analysis, which assumed that the parameters are independent, can only give a blurred 
view of how changes in parameters might affect the prediction uncertainty.  The 
conclusions from both uncertainty and sensitivity analysis, under the assumption that the 
parameters are independent, are potentially incorrect, because correlation among the 
parameters affects the results of prediction uncertainty, uncertainty partitioning and, of 
course, the sensitivity and the importance of the parameters.  This issue will be 
discussed in detail in a later section. 
 
1.4 Variable correlation 
In natural systems, system components usually have correlated relationships.  
Although models sometimes do not explain these relationships by equations for many 
different reasons, correlation among those components still causes different effects on the 
system than independent components would.  More importantly, correlations may not 
only affect system behaviors, but also alter the conclusions of uncertainty and sensitivity 
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analysis.  In order to draw correct conclusions from models, it is important to account 
for correlation among the variables when conducting uncertainty and sensitivity analysis. 
Uncertainty and sensitivity analysis become very complicated and hard to 
implement when systems are nonlinear and also correlated.  When variables are 
independent, the prediction variances can easily be partitioned into components that are 
associated with individual variables.  When variables are correlated, however, the 
situation is not clear and the relationship between the variables is hard to quantify.  
Let’s start with one simple variable variance caused by two correlated variables.  
Variable variance caused by two correlated variables can be separated into individual 
unique variance from each of the causal variables and common covariance from the 
relationship between the two causal variables.  Covariance is a joint component that 
cannot be separated into individual sources of variance.  The idea of unique variance 
and common covariance can be simply illustrated using the drawing in figure 13 (Cohen 
and Cohen 1983).  Variable Y  is a function of variables, A  and B .  Variables A  
and B  are two correlated variables.  The circles represent the variance involved in Y , 
A , and B .  The total variance in Y  from A  and B  is a b c+ + , where a  and b  
represent the proportions of Y  variance uniquely accounted for respectively by 
variables A  and B .  Therefore, a  and b  are unique variances from variables, A  
and B , respectively.  And, c  is the proportion of Y  variance from the common 
covariance of A  and B .  This simple relationship can be extended to a higher 
dimensional variable network.  And, each individual source has different effects on the 
variances and covariances of the functions that are determined by them.  As the number 
of involved variables increases, the complexity of variance and covariance relationships 
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increases dramatically.  Therefore, analyzing system uncertainty and parameter 
sensitivity becomes quite complicated when there are a number of variables that are 
correlated.   
 
1.4.1 Example 3 – uncertainty analysis (correlated case) 
1.4.1.1 Results 
Using the previous drug example again (equation (6) and (7)), if the distributions of 
θ  are known, the two model equations can be expressed in the form ( )y h X= .  The 
defined distributions and covariance matrix of θ  for the two model equations are shown 
in table 1.  The values of θ  are sampled from the defined distributions and the 
covariance matrix of θ  using LHS.  As in the independent case, five hundred 
simulation runs (replicates) were conducted.  The simulation length was 10 time points 
(one time point = an hour).   
The basic statistics, including mean, median, and standard deviation, of the 
simulations are summarized in the table 2(B).  The means of the predictions from both 
model equations are very close to the original data.  The statistic summary shows that 
the variances of the predictions from drug model 2 are consistent over time, but the 
variances of the predictions from drug model 1 increase as the curvature increases and 
decrease after passing the curvature.  The covariance matrices among θ  and the 
predictions over time for the two model equations are shown in table 4.  The 
covariances among the generated θ  are very close to the “true” covariances shown in 
table 1.  And the covariances between predictions and θ  are not constant over time. 
The histograms and cdf plots of the predictions from the two model equations over 
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time are shown in figure 8 to figure 11.  According to the histograms and cdf plots, the 
distributions of the predictions from drug model 1 are not very normally distributed but 
slightly skewed to the right.  In contrast, the predictions from drug model 2 appear fairly 
normally distributed.  These two model equations both provide close predictions of the 
original data, but the distributions of the predictions from them are not the same.  To 
judge which model equation simulates the system better requires investigation of the 
distributions of the real data over time. 
 
1.4.1.2 Comparison 
When correlation among the variables is considered, the prediction uncertainty is 
reduced compared to the independent case for both drug model 1 and drug model 2.  
The predictions and the uncertainty in the predictions from drug model 2 are similar for 
the independent and correlated cases.  And, in both cases the predictions from drug 
model 2 yield results which are close to the original scenario data.  However, drug 
model 1 behaves very differently in the two cases.  In the independent case, the 
predictions in drug model 1 are very different from the original scenario data from time 
point 2 to 5.  The uncertainty in the predictions is also very large around time points 2 to 
5.  In the correlated case, the predictions in drug model 1 are much closer to the original 
scenario data than in the independent case.  The uncertainty in the predictions is 
significantly lower when correlation is considered.  This indicates that by incorporating 
correlation among the variables, especially in drug model 1 in this example, uncertainty 
analysis results indicates less uncertainty in predictions, which was very different from 
the results when assuming variable independence.  Ignoring correlation among the 
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variables may lead to inaccurate predictions.  This analysis also indicates that model 
predictions may be affected differently by correlation among the variables when 
modeling the same system using different model equations.     
 
1.5 Past uncertainty and sensitivity analysis research 
The importance and awareness of uncertainty and sensitivity analysis in 
environmental modeling are increasing.  Many modeling researchers have raised the 
issue of uncertainty in the predictions and sensitivity of the parameters in environmental 
models.  Some recent examples follow; many other environmental studies related to 
uncertainty and sensitivity analysis are not listed here.  Van der Lee et al. (2006) studied 
the uncertainty in Habitat Suitability Index (HSI) models, which are used in the 
ecological management, rehabilitation and conservation activities of pondweed 
(Pontamogeron pectinatus) in Lake IJsselmeer, the Netherlands.  Khan et al. (2006) 
performed uncertainty analysis of three statistical downscaling methods with Canadian 
Global Climate Model predictors and compared the results from three methods for local 
climate predictions.  Skeffington et al. (2006) used a Monte Carlo method to quantify 
the uncertainty for critical loads of acid deposition on a sensitive site in south England 
using the Steady State Mass Balance Model.  The sensitivity analysis was done using a 
rank correlation technique.  Different parameters showed different sensitivities to 
different outputs.  Miehle et al. (2006) linked the biogeochemical Forest-DNDC model 
to a GIS database to predict growth of Eucalyptus globulus plantations at two different 
scales across Victoria, in south-eastern Australia.  The results showed that lack of input 
data at a large scale may cause great prediction uncertainty.  Increasing input uncertainty 
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increased prediction accuracy, but decreased predictive precision.  Mannina et al. (2006) 
developed a parsimonious integrated modeling approach and evaluated the uncertainty in 
the model using a Monte Carlo based GLUE (generalized likelihood uncertainty 
estimation) approach (Beven and Binley, 1992) for a semi–hypothetic study connecting 
Fossolo catchment (Bologna – Italy) to the Oreto river near Palermo (Italy).  Ioossa et al 
(2006) applied uncertainty and sensitivity analyses on GASCON, a radiological impact 
software describing the radionuclides transfer to humans following a chronic gas release 
of a nuclear facility using response surface and Sobol’ methods.  The results showed that 
goat’s milk in the food chain had highest influence on the predictions.  Chokmani et al. 
(2006) applied uncertainty and sensitivity analyses on EQeau, a remote sensing based 
model for snow water equivalent estimation around La Grande River in Canada and 
concluded that snow density is the main source of uncertainty in EQeau.  Mokhtari and 
Frey (2005) showed an application of sensitivity analysis to a microbial food safety 
process risk (MFSPR) model with nonlinearity, thresholds, interactions, and categorical 
inputs using an analysis of variance (ANOVA) method.  Tarantola et al. (2006) used the 
Sobal’-based method stated in Saltelli (2002) to estimate the first-order and total effect 
sensitivity indices of the weights of the component indicators and the imputation of 
missing data on the composite indicator values in a case study involving the construction 
of a composite indicator of e-business readiness, which is part of the initiative 
‘‘e-Readiness of European enterprises’’ of the European Commission ‘‘e-Europe 2005’’ 
action plan for several European countries. 
Much research has been done on using different uncertainty and sensitivity analysis 
methods.  Recent studies have shown further discussions in uncertainty and sensitivity 
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analysis.  Schultza et al. (2006) evaluated response surface designs for uncertainty 
analysis in applications of a large-scale water quality model.  Their results showed that a 
physically based reduced-form model that exploits the mathematical structure of the 
underlying water quality model predicts policy-relevant outputs better than the 
polynomial expansions that are frequently used in response surface studies.  Morris et al. 
(2006) introduced a new sampling plan for computational inputs and compared the results 
of variance of conditional expectation (VCE, Mckay, 1995. Los Alamos National 
Laboratory Report NUREG/CR-6311, LA-12915-MS) of the new sampling plan to the 
results of sampling plans suggested by Sobol’, Saltelli, and McKay on balanced 
incomplete block designs.  They concluded that the new sampling plan offered better 
sampling efficiency for VCE than other sampling plans and supported unbiased 
estimation of the index associated with each input.  Lovell-Smith (2006) introduced the 
parameter covariance method (PCM) for uncertainty analysis of a model when the full 
equation parameter covariance is known.  The results showed that autocorrelation within 
the model reduced the uncertainty in the predictions.  Mokhtari and Frey (2006) 
compared a sampling based method, including Pearson and Spearman correlation, sample 
and rank linear regression, and sample and rank stepwise regression, for sensitivity 
analysis applicable to a two-dimensional probabilistic microbial food safety process risk 
model.  They concluded that all selected methods are able to identify unimportant 
variables.  Campbell et al. (2006) discussed the sensitivity analysis method when model 
outputs are functions.  They suggested transforming the functional outputs into an 
appropriate functional coordinate system and implementing sensitivity analysis of the 
coefficients of the transformation using any standard method.  Borgonovo (2006) 
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summarized and compared current sensitivity analysis methods.  They categorized the 
uncertainty indicators in four groups, nonparametric techniques, screening methods, 
variance-based methods and moment-independent approaches.  Among all the methods, 
variance-based methods are the most widely applied.  This paper provided a different 
view point of measuring parameter importance by the moment-independent approach.  
They indicated that the parameter that contributes most in output variance is not 
necessarily the one that contributes most in output distribution.  The moment 
independent approach indicates the importance of the parameters in a model to the output 
distribution.  Helton et al. (2006) summarized an uncertainty and sensitivity analysis 
procedure using sampling-based methods and pointed out potential study directions, 
including development of sensitivity analysis procedures.   
Uncertainty analysis methods with correlated variables have been discussed in many 
ways.  Taking advantage of computing technology, uncertainty from correlated inputs 
can be generated into models using different sampling based methods, such Latin 
Hypercube sampling and Markov Chain Monte Carlo (MCMC).  For example, Guan 
(2000) has shown that negative (positive) correlation between the variables decreases 
(increases) the overall uncertainty in the model.  And when important variables are 
correlated, the correlation may affect the final uncertainty significantly.  Ades and Lu 
(2003) estimated uncertainty with correlated variables using a Bayesian based MCMC 
simulation.  They stated the idea of propagating uncertainty backward from data onto 
parameters and then forward from parameters into predictions.  Sowiński (2006) 
performed uncertainty and sensitivity analyses of the flood-stage upstream from a bridge 
using a LHS technique with a regression method considering independent and correlated 
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variables.  Accounting for correlation among the variables, the final results of 
importance ranking of the variables were different from the results obtained without 
considering correlation.  It showed that correlation among variables had an influence on 
the identification and ranking of input variables.  Ades et al. (2006) stated the 
importance of including probabilistic uncertainty in decision modeling and sensitivity 
analysis.  They applied MCMC to comprise correlation among the variables in a 
medical model.   
However, sensitivity analysis with correlated variables receives less attention than 
uncertainty analysis.  Particularly, uncertainty partitioning, as a sensitivity assessment, 
when considering correlation among the variables has rarely been discussed.  Fang et al. 
(2004) demonstrated that the correlation between variables may change the estimated 
sensitivity coefficients.  Furthermore, positive correlation and negative correlation have 
different effects on the coefficients.  Shih and Lin (2006) applied a differential method 
for uncertainty and sensitivity analyses of a Nuclear Regulatory Commission (NRC) 
proposed performance assessment of the corrosion depth of storage canisters of nuclear 
spent fuel over time.  Considering correlation among the variables, they found that the 
covariance of pitting factor and chlorine concentration contributed most uncertainty to 
the variance of total loss.  Jacques et al. (2006) stated that the variability of two 
correlated variables is linked.  The sensitivity of one variable is always related to the 
other.  Therefore, they introduced group sensitivity index (the sensitivity index of a 
group of inputs) to compromise sensitivity analysis of models with correlated inputs.  
Xu and Gertner (2007, 2008) modified the Fourier amplitude sensitivity test (FAST) 
method with a rank correlation algorithm to a generalized global sensitivity analysis 
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method.  In their studies, rank correlation technique is used to generate the correlation 
into the system and the outputs are reordered to capture the patterns of the correlation in 
the frequencies.   
 
1.6 Uncertainty partitioning considering covariance vs. covariance structure 
analysis 
In a general sense, how correlation affects uncertainty analysis is shown below using 
a linear example.  Let y  be a linear function of the variables ix , which is 'y x b= , 
and ix  are normally distributed and correlated.  Then the variance of y , ( )V y , can be 
expressed in the following equation: 
1
2
1 1 1
( ) 'cov( ) ( ) 2 cov( )
n n n
i i i j i j
i i j i
Var y x Var x x xb b b b b
-
= = = +
= = +Â Â Â   (13) 
According to equation (13), covariance between two variables may have positive or 
negative impacts on ( )Var y , depending on coefficients, ib  and jb , and the positive or 
negative correlation between variables ix  and jx .  When partitioning uncertainty of 
this system into the sources assuming independent variables, cov( ) 0i jx x =  ( i jπ ), the 
total contribution from ix  will not sum to ( )Var y .  If a complete decomposition is 
performed, the uncertainty contribution from ix  is questionable because the 
decomposition ignores the existence of covariance.   
Therefore, when the input variables are correlated, the covariance between input 
variables needs to be considered for uncertainty partitioning.  Using model type B 
(equation (5)), 1 2( , ,..., ) ( )iy h x x x h X= = , as an example, the basic uncertainty model 
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with independent variables (equation (10)) will be modified to account for variable 
covariance into the equation below:  
1
1 1 1
( ) ( ) cov( , )
N N N
i i ij i j
i i j i
Var y Var x C x x eb
-
= = = +
= + +Â Â Â      (14) 
where ib  and ijC  are constants.  The equation defined above contains all the possible 
combinations of the covariance pairs.  Equation (13) is a special case of this equation 
when the model is linear. 
Again, for inputs and outputs having linear relationships, the relationship between 
input variance and covariance and output variance can be easily determined analytically 
(equation (13)).  For inputs and outputs having a nonlinear relationship, an uncertainty 
model will need to be specifically constructed.  However, the terms, covariance and 
variance, have their statistical meaning and associated relationship.  Covariance cannot 
be treated as just another variable in the uncertainty model defined above, which makes 
the analysis complicated.  Sensitivity analysis often assumes that the variables are 
independent.  Only a few methods, such as the differential method, the regression 
method, and refined FAST, are suitable for analyses with correlated variables.   
Covariance structure analysis, which incorporates causal relationships among the 
variables, is a different approach to analysis of uncertainty in models.  Sensitivity 
analysis may be described as a black box tool.  Through this tool, the relationship 
between input uncertainties and output uncertainties is analyzed without knowing what is 
in the box.  Thereby, the physical meanings of the model are not a consideration.  
Environmental models are usually complex with many relationships among parameters.  
These models often contain multi-layer relationships.  For instance, the model inputs 
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affect some parameters in the model and these parameters are the inputs for some other 
parameters in the model.  Outputs are obtained after cycling through several layers of 
casual relationships.  The uncertainty from one particular input interacts with 
uncertainty from other inputs by some model equations as well.  These interactions 
cause the real uncertainty relationship to become vague.  The patterns of uncertainty 
flow in models cannot be examined through ordinary uncertainty and sensitivity analysis 
without further modifications.  Covariance structure analysis is useful when one is 
interested in the uncertainty flow pattern in systems, identification of the hidden 
uncertainty relationship among variables, and exploration of uncertainty contained in 
variables that are not directly observable in systems. 
In this study, the effects of correlation among the variables on uncertainty analysis 
and uncertainty partitioning as part of sensitivity analysis are discussed.  Covariance 
structures are constructed to explore different explanations of parameter relationships and 
sensitivities.  Furthermore, covariance structure analysis is evaluated to determine if it is 
a useful tool for better understanding of natural systems.  The algorithm of covariance 
structure analysis is described in the next chapter. 
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CHAPTER 2 
METHODOLOGY 
 In this chapter, the history and mathematics of covariance structure analysis, which 
was employed to explain model uncertainty and parameter sensitivity in this dissertation, 
are briefly discussed.   
 
2.1 General concepts of covariance structural models 
 Covariance structural models are a general group of multivariate analysis 
methodologies that consider causality and correlation among the variables and variable 
covariance matrices.  Multivariate analysis methods, such as factor analysis, path 
analysis, and structural equation modeling, are all covariance structural models.  
Covariance structural models have been developed and applied to models of 
relationships between variables in social and behavioral sciences for decades.  Many 
different model structures, extensions, and algorithms have been developed in this area to 
explain the directed relationship among latent and measurement variables using their 
variances and covariances.  For example, some common algorithms are RAM (Reticular 
Action Model, McArdle 1980 and McArdle and McDonald 1984), COSAN (Covariance 
Structure Analysis, McDonald 1978, 1980), and LISREL (Linear Structural Relations, 
Keesling 1972, Wiley 1973 and Jöreskog 1973).  In general, the basic idea is that 
correlation between two or more variables may be due to the variables having a common 
source or a causal relationship.  This kind of correlation between the variables can be 
described by “direct causality”, which can be explained by models.  The other kind of 
correlation that is carried among the variables without explanation is described by 
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“indirect correlation”, which cannot be explained by models.   
The causality and correlation relationships can be drawn in a diagram in figure 14.  
Figure 14 is one example of the structure of the relationship between the variables.  The 
directed paths (straight-line) represent direct causality between the variables, and the arcs 
represent indirect correlation between the variables.  In figure 14, V’s are the variables.  
There are 1n  exogenous variables (on the very left hand side of the diagram), which may 
be correlated to each other (indirect correlation).  These variables are the inputs of the 
models, which are not caused by any other variables in the model.  Each of them has an 
effect (direct causality) on some 2n  variables in the next level.  After N levels of causal 
effects, P outputs are obtained. 
 The social science analyses have taken advantage of covariance structural models 
far more than natural sciences analyses.  The main reason may be due to the differing 
nature of research variables in these two fields.  The variables in natural sciences are 
usually numerical and observable, as opposed to categorical and conceptual variables in 
social science.  Still, the capacity of evaluating multivariate hypotheses and flexible 
model constructions of covariance structural models draw attention from some natural 
scientists (Grace and Bollen 2008).  Recently, several research studies have focused on 
applying structural equation modeling to natural science topics.  For example, Grace et 
al. (in press), Grace and Bollen (2008), Laughlin (2007), Laughlin and Grace (2006), and 
Grace and Keeley (2006) are applications of structural equation modeling on plant 
species and forest ecosystems.  Applications of covariance structural models are not 
limited to social and behavioral sciences, nor conventional statistical analysis approaches.  
In this study, the concepts of covariance structural models are demonstrated for model 
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uncertainty and parameter sensitivity examinations. 
 
2.2 Covariance structure analysis 
2.2.1 Mathematics algorithm 
The goal of using covariance structure analysis is to link the causal and correlation 
relationship among the variables using the variable covariance matrix in order to analyze 
the parameter relationships and uncertainty flow in a model.  As stated in the previous 
section, covariance structural models are flexible and there are diverse branches of 
algorithms that can be used for their construction.  The algorithm used in this study, the 
reticular action model (RAM) developed by McArdle (1980) and McArdle and 
McDonald (1984), is one of the most general methodologies in covariance structural 
models.  Additionally, the RAM algorithm analytically specifies variable correlation that 
can be easily broken down into individual variance and covariance terms.  Therefore, 
RAM is used for demonstration purposes because it has the capacity to include parameter 
sensitivity analysis.  
In RAM, the basic structural equation for a model is: 
v Bv dm= + +            (15) 
where v  is the variable matrix, m  is the mean matrix, B  is the path coefficient 
matrix, and d  is the disturbance matrix.  This general equation can be also written 
separately for each variable.  For example, the equations for the variables shown in 
figure 14 can be written as: 
1 1 1V dm= +             (16) 
◊◊◊  
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1 1 1n n n
V dm= +             (17) 
1 1 1 1 1 1 1 11 1 1,1 1 1,2 2 1, 1n n n n n n n n
V V V V dm b b b+ + + + + += + + + ◊◊◊◊◊ + +     (18) 
◊◊◊  
1 2 1 2 1 2 1 2 1 2 1 1 1 2,1 1 ,2 2 ,n n n n n n n n n n n n n n
V V V d dm b b b+ + + + + += + + + ◊◊◊◊◊ + +   (19) 
◊◊◊  
1 1
, 1 1 ,
1 1 1 1 1 1 1 1 1
N N N N N N N N N
n p n p n p n n n p n n n pi i i i i i i i i
i i i i i i i i i
V V V dm b b
- -
+ + + + + + +Â Â Â Â Â Â Â Â Â
= = = = = = = = =
= + + ◊◊◊◊◊ + +   (20) 
where Vi represents each variable, im  is the mean for Vi, ijb  are path coefficients, 
showing the effects from variable j to variable i, id  is the disturbance for Vi, which 
consists of measurement errors of exogenous variables and equation errors of endogenous 
variables, for the ith variable. 
The covariance matrixes for variables and disturbances are defined as below: 
cov( )v = S             (21) 
cov( )d = Y             (22) 
Combining equation (15), (21), and (22), the covariance structure between variables 
can be determined by the equation: 
1 ' 1( ) ( )I B I B- -S = - Y -           (23) 
Let 1( )I B A-- = , and the equation can be simplified to:  
'A AS = Y             (24) 
A  is equal to [ ]ija , where ija  is the total effect from variable j to variable i.  When 
A  is nonsingular, Y is positive definite. 
In order to identify the relationship among the variances and covariances contained 
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in the output variances, S  needs to be expanded.  The elements 
1 1
1 1
,
N N
n ni i
i i
V V
+ +Â Â
= =
È ˘
Í ˙S
Í ˙Î ˚
 to 
1 1
,
N N
n p n pi i
i i
V V
+ +Â Â
= =
È ˘
Í ˙S
Í ˙Î ˚
 in the matrix represent the structures of the variance of 1Y  to pY .  
From the relationships that were found in the expanded S  matrix, the variance of the 
predictions can be partitioned back into the uncertainty sources, the variances of ν  and 
the covariances among the elements of ν . 
For estimating B and Y , let  
lll 'S A A= Y ,            (25) 
where lA  and lY  are the estimated matrices of A  and Y .  By minimizing the 
difference between S  (equation (24)) and S  (equation (25)), lA  and lY  can be 
obtained.  Therefore, the estimated matrix of B, lB  can also be calculated.   
RAM can be extended by adding a selection matrix J  into equation (23) to allow 
for latent variables in the covariance structure.  Equation (23) then becomes 
1 ' 1 '( ) ( )J I B I B J- -S = - Y -          (26) 
In this case, B matrix includes both path coefficients ( ijb ), which relate to the 
structure variables (which could be either latent or observable), and factor coefficients 
( ijl ), which relate to the measurement indicators of the latent variables.  Therefore, the 
B matrix can be rewritten into 
0
0
fBB
È ˘= Í ˙LÎ ˚
            (27) 
where fB  represents the original B matrix stated previously in equation (15) and (23) 
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relating to the structures among the variables and L  represents the relationship of 
measurement factors to the latent variables.   
And the error-terms W  of the revised covariance matrix can be written as 
ff fy
yf
W WÈ ˘W = Í ˙W YÎ ˚
cov( )e=          (28) 
where ffW  represents the covariance among the structure variables (which is equivalent 
to cov( )d  in equation (22)), Y  is the covariance among the measurement variables, 
and yfW  ( fyW ) shows the cross covariance among the structure variables and the 
measurement variables.   
By extending RAM, a covariance structure with latent variables can then be 
calculated.  This is especially useful when the variables considered affecting the results 
are not measurable or observable.   
 
2.2.2 Minimization techniques 
One essential step in covariance structure analysis algorithm is to minimize the 
difference between S  in equation (24) and S  in equation (25).  Common methods 
used to minimize the residuals include maximum likelihood estimation (MLE), 
generalized least squares (GLS), generally weighted least squares (WLS) and 
asymptotically distribution-free (ADF).  According to Browne (1974, 1984), when the 
models are correctly specified (the models represent the true causal relationships) and 
variables are multivariate normal distributed, these estimation methods will produce the 
same asymptotic results.   
Maximum likelihood estimation (MLE) is the most common method for estimating 
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the path and factor coefficients in structural equation modeling.  The MLE technique is 
based on maximizing the probability (likelihood) that the observed covariance matrix is 
the same as the true covariance matrix.  The MLE technique does not require 
uncorrelated variables (error terms).  Thus, this estimation method is suitable for 
correlated data.  Multivariate normal distribution and large sample size are important 
assumptions of MLE. 
Generalized least squares (GLS) is an extension of ordinary least squares (OLS), 
which is commonly used for regression.  The GLS technique minimizes the sum of the 
differences between observed and predicted covariances.  The GLS technique requires 
less computation than MLE and is less susceptible to non-convergence.  Multivariate 
normality is also assumed for GLS.  However, GLS works well for non-normal data 
when sample size is large (Bollen 1989, Olsson et al. 2000). 
Weighted least squares (WLS) requires large sample sizes to obtain reliable results.  
It allows data to not only exhibit high kurtosis but also be non-normally distributed.  But 
with misspecified models, WLS tends to give unreliable estimates (Olsson et al. 2000). 
Asymptotically distribution-free (ADF), which was developed by Browne (1984), 
does not assume multivariate normality, which is an important assumption for MLE and 
GLS.  The ADF technique requires large sample size to obtain reliable results and the 
calculation starts with raw data rather than a covariance matrix.  Therefore, it is more 
computationally intensive than MLE. 
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2.2.3 Non-normality and non-linearity 
Based on the reviews of the estimation method, one important restriction of 
covariance structure analysis is that it requires the variables to be multivariate normally 
distributed.  Multivariate normality of the variables is the key factor affecting the 
reliability of the final results because of the assumptions of estimation methods.  
However, the consistency and the parameter estimates do not appear biased by 
non-normality (Browne 1984, Bollen 1989).  If the model is correctly defined, 
non-normality will not affect the parameter estimation, but the Chi-square estimator, the 
model fit and the significance tests may be affected by deviations from normality 
(Jöreskog and Sörbom 1988, Bentler 1989, Bollen 1989). 
According to Chou et al. (1991), GLS and MLE prove reasonably robust in response 
to moderate deviations from multivariate normality.  For correctly specified models, the 
effects of non-normality on parameter estimates for MLE and ADF are found to be 
negligible (Browne 1987, Finch et al. 1997).  However, when the multivariate normality 
assumption is severely violated, the estimated asymptotic covariance matrix is potentially 
inaccurate (Bollen 1989).  Thus, ADF is preferred to MLE for estimation procedures.  
The WLS technique is another method which can deal with non-normal data under the 
condition that sample size is large (Olsson et al. 2000).  Further transformation can also 
be applied to the data to obtain a more normal distribution of the data if needed. 
Development of covariance structure between variables in nonlinear systems is still 
experimental.  Research on nonlinear structural equation modeling mainly emphasizes 
variable relationships in behavior and social science described as linear with an 
interaction term or higher-order regression.  Other types of nonlinear models are rarely 
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discussed.  Although covariance structure analysis is restricted to linear relationships 
between independent and dependent variables, it still can be used to describe the 
covariance structure of nonlinear systems locally.  When the variances of the 
independent variables are small (the range of the values of the independent variables are 
small), the relationship between independent and dependent variables may show local 
linearity (the curvature of the response surface is low).  In this situation, covariance 
structure analysis may provide fair estimations.  The approximation should be the same 
as using the differential expansion method when the equations are differentiable 
(McDonald pers. comm.).   
Non-linearity also causes non-normality.  Dependent variables tend to be 
non-normally distributed in nonlinear systems.  For linear systems, if the independent 
variables are normally distributed, the dependent variables are also normally distributed.  
However, the dependent variables in nonlinear systems will become non-normally 
distributed after transformation from nonlinear equations.  Therefore, bias is introduced 
into the predictions because of curvature of the model (Gertner 1991).  This problem is 
relatively small when the variables still remain reasonably normal (i.e. the kurtosis and 
skewedness are not too extreme) locally. 
 
2.2.4 Model fit 
There are two indicators of the covariance structural model fit to the system.  The 
first indicator, which is commonly used to determine how well the model fits the data, 
includes the raw residuals of individual estimates in the original covariance matrix, root 
mean square error, Goodness of Fit Index (GFI), and Chi-square value.  Ordinarily, 
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model fit indices, such as GFI, are used to determine if the model fits well with the 
covariance matrix.  The GFIs in our case studies are all very close to 1 (showing a 
perfect fit).  However, in order to find the best explanation of variable uncertainty 
relationships, obtaining close estimations on covariance matrices is essential.  When the 
fit indices are close to 1 it is considered to be a good model fit in general, but it does not 
necessarily mean obtaining close estimations on covariance matrices.  The fit indices are 
relatively meaningless for this purpose.  Therefore, the fit indices are not considered as 
an indicator of model fit in this study.  Only raw residuals are considered for model fit 
evaluations. 
The second indicator, which is only used for covariance structure analysis as part of 
the parameter sensitivity analysis, is the error term of the predictions.  The prediction 
error terms are assumed to be explained by the error terms of input variables.  The 
covariance structural model with the smallest magnitude of prediction error terms 
presents a better explanation of the parameter relationships and uncertainty flow in the 
system.  For example (the detailed example is shown in chapter 3), let 44r  be the 
prediction error term in a model.  If 44r  is assumed to be explained by 11r , 22r , 33r , 
12r , 13r , and 23r  in a covariance structural model, the closer 44r  is to zero, the better 
the covariance structural model explains the variable uncertainty relationships.  
However, some hidden factors, other than input variables, may have great effects on the 
prediction uncertainty.  Furthermore, the model may be very nonlinear and cannot be 
linearized locally well.  Therefore, it is very possible that the covariance structural 
model may not represent a good relationship.  And it is also very likely that this 
relationship may not be constructed using a covariance structural model.   
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2.2.5 Properties 
There are some distinct properties of covariance structure analysis.  Covariance 
structure analysis requires a covariance matrix of the inputs and outputs.  The 
calculation is based on the structure of the covariance.  Unlike covariance structure 
analysis, sensitivity analysis in general does not work with the entire covariance matrix 
and covariance structure.  The results of parameter sensitivity from covariance structure 
analysis are linked together because changing one element in the covariance matrix 
affects others.  The advantage of this “linked” property is that covariance structure 
analysis considers the whole structure of the covariance as a system, which indicates that 
the linkage between the elements in the covariance matrix mimics the characteristics of 
many natural systems.  However, this “linked” property also presents a disadvantage in 
that no single parameter sensitivity can be calculated unless sensitivity of all inputs is 
calculated altogether.   
Covariance structure analysis is sensitive to the correlation (covariance) among the 
variables and predictions as well as the defined structure.  When the covariance matrix 
among the inputs and outputs is unknown, which is common in complex simulation 
models, the sampling methods of the inputs greatly affect the simulation covariance 
matrix and computational time.  However, covariance structure analysis, originally 
adopted from structural equation modeling, can be applied to a variety of analyses, not 
just simulations or field data.  When the field covariance matrix is presented, covariance 
structure analysis may be applied as a calibration algorithm to the system simulation 
models.  Furthermore, covariance structure analysis may also handle models with 
unobservable (latent) variables.  A case study, a spatial split population model, involving 
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latent variable analysis is presented in chapter 5. 
Another property of covariance structure analysis is that there are many possible 
structures of covariance, especially in complex systems.  Therefore, how to construct 
the most representative covariance structure(s) requires thorough knowledge about the 
system and the model.  Once the covariance structure is defined, the uncertainty flow 
and parameter relationships in the model can be easily drawn.   
Along with the choices of covariance structure, the choices of the optimization 
techniques used during the minimization procedure also influence the result estimations.  
Two related problems were encountered during the analysis process of the pipe model 
(Chapter 4).  First, the covariance structure of the pipe model is specified.  The 
resulting covariance structure is specific but the pipe model may be over-parameterized.  
During minimization, some of the estimated covariance matrices are not positive definite.  
Therefore, regular MLE can not be used.  Second, the estimated results are not constant 
through all the optimization techniques.  Different optimization techniques may produce 
different result estimations.  To avoid these two problems, other strategies have been 
employed.  A detailed analysis of the pipe model is shown in chapter 4. 
The background algorithm of covariance structure analysis is described in this 
chapter.  The focus of covariance structure analysis is to explain the covariance matrix 
of variables using their causalities and correlations.  This algorithm has not been applied 
in natural science research as intensively as in social science studies.  Furthermore, this 
dissertation, using models of three different levels of complexity as case studies, is the 
first attempt to extend the algorithm of original covariance structure analysis for 
uncertainty and sensitivity analysis, in particular, for the uncertainty partitioning 
 47 
 
procedure.  Through this dissertation, natural scientists may find this interesting 
algorithm beneficial to answer some environmental questions.  They may also extend 
the scale and capacity of uncertainty and sensitivity analysis.   
In chapter 3 through chapter 5, different case studies are included to demonstrate 
applications of covariance structure analysis in different model systems.  In the next 
chapter, covariance structure analysis is illustrated using an example including the two 
simple nonlinear regression models related to drug concentration that were introduced in 
chapter 1.  Another set of results are also produced using an analytical algorithm to 
confirm that the results from covariance structure analysis are valid in simple nonlinear 
systems. 
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CHAPTER 3 
ILLUSTRATION 
 In order to test that the algorithm of covariance structure analysis is analytically 
valid, two nonlinear models, which were referred to as “drug models” in chapter 1, are 
used to demonstrate the methodology. 
 
3.1 Example 4 – uncertainty partitioning with covariance structure analysis 
(correlated case) 
3.1.1 Procedure and results 
Again, the drug models discussed in the introduction (equation (6) and (7)) are used 
here as an example to show the uncertainty partitioning when correlation among the 
variables is considered. 
From Chapter 2, the general model structure equation can be written below: 
v Bv dm= + +            (29) 
The structure equation for drug model 1 is: 
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   (30) 
And, the structure equation for drug model 2 is: 
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   (31) 
The structure of the two model equations above is the same.  In both model 
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equations, the uncertainty of the predictions are only affected by the three parameters θ .  
Parameters θ  are correlated to each other.  The general causal relationship between the 
four variables is shown in the path diagram below: 
 
 
 
 
 
 
 
From equations (21) – (24), the covariance structure of the variables in models is 
defined as:   
'A AS = Y             (32) 
where cov( )d = Y  and 1( )I B A-- = . 
In drug model 1, θ  are correlated to each other.  In drug model 2, only 21θ  and 
22θ  are correlated.  Therefore, the covariance structures for these two model equations 
can be written as: 
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   (33) 
for drug model 1, and 
1θ  
2θ  y  
3θ
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2S =
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 (34) 
for drug model 2. 
Next, let 1S  and 2S  be expanded.  The elements [ ]1 4,4S  and [ ]2 4,4S  
represent the structure of the variance of 1y  and 2y , which are: 
1var( )y = 2 2 2141 111 142 122 143 133 142 141 112 143 141 113 143 142 123+ + +2 +2 +2b r b r b r b b r b b r b b r   (35) 
2var( )y = 2 2 2241 211 242 222 243 233 242 241 212+ + +2b r b r b r b b r       (36) 
From the relationship above, the variance of the predictions can be partitioned back into 
the uncertainty sources, the variances of θ  and the covariances among them. 
The simulation data used here were the same as the data used in example 3.  The 
summary of the path coefficient estimates and uncertainty partitioning results considering 
correlation are shown in table 5 and table 6.  The resulting average absolute residuals for 
the covariance structures of these two drug models over time are all zero, which shows a 
perfect explanation of the covariance matrices at all time points.  The uncertainty 
partitioning results for the two model equations are shown in figure 15 and table 7.  
Figure 15 clearly shows that the covariances either increase or decrease the final 
prediction uncertainty.  The sign of the covariances (negative or positive) is not a good 
indicator of negative or positive effects on final prediction uncertainty.  The changes in 
the patterns of variable importance over time are also different comparing the two model 
equations.   
For drug model 1, variable, 11θ , is the only important variable at time point 1.  
Starting from time point 2, variable 12θ  shares the importance of contributing 
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uncertainty into predictions with 11θ .  The importance of 12θ  and 13θ  increases at 
time point 3, and 12θ  becomes the most important variable affecting prediction 
uncertainty at time point 3 and 4.  As the importance of variable 13θ  increases over 
time, the importance of 11θ  and 12θ  decreases (especially 11θ ).  Finally, from time 
point 6, 13θ  is the most important variable affecting prediction uncertainty.  At the 
same time, the covariance between 11θ  and 13θ  positively influences the final 
prediction uncertainty, especially at time point 4.  The covariance between 11θ  and 12θ  
influences negatively the final prediction uncertainty, especially at time point 3.  The 
covariance between 12θ  and 13θ  also has positive influence on the final prediction 
uncertainty, especially on time point 4 (figure 15).  From table 7, at time point 1, the 
contribution from 12θ  is much smaller (8%) compared to the contribution from 11θ  
(129%).  However, the covariance between them has a non-ignorable negative 
contribution (62%).  Because of the correlated relationship between 11θ  and 12θ , 
variable 12θ  is more important at time point 1 when considering correlation (8%) than 
without considering correlation (1%).  The same at time point 2, 12θ  is more important 
(1677%) than without considering correlation (23%) .  The results also show that the 
covariance between 11θ  and 12θ  is more important than the covariance between 11θ  
and 13θ  and between 12θ  and 13θ  at time point 1 and time point 2.  Beyond time 
point 3, the covariance between 11θ  and 13θ  shows more influence on output 
uncertainty than the covariance between 11θ  and 12θ  and between 11θ  and 13θ .   
For drug model 2, 21θ  contributes the most uncertainty to the prediction uncertainty 
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at time point 1 (103%) and the time points beyond time point 4 (100%).  Variable 23θ  
is the most important uncertainty source at time point 2 (74%) and 21θ  is the second 
most important uncertainty source (43%).  Variable 22θ  is the most important 
uncertainty contributor at time point 3 (156%) and 21θ  still comes second (36%).  The 
covariance between 21θ  and 22θ  affects the prediction uncertainty from time points 1 to 
5 (from -1% to -100%), which is the curvy area in the model, especially at time point 3 
(-99%).  At time point 2, although variable 21θ  and 22θ  are not as important as 
variable 23θ , the covariance between 21θ  and 22θ  increases the influence that these 
two variables have on prediction uncertainty compared to the importance of these two 
variables without considering correlation.  At time point 3, the importance of variable 
21θ  is higher than the result without considering correlation because of the covariance 
between 21θ  and 22θ , which shows the most importance at this time point.  Variable 
22θ  is also more important than it would be without considering correlation because of 
the influence of the covariance between 21θ  and 22θ  at time point 4. 
The uncertainty partitioning results of these two model equations show interesting 
patterns.  Drug model 1 is a polynomial type equation.  Polynomial equations usually 
fit the data well.  However, they do not usually provide the best prediction model.  The 
uncertainty contributions to the final prediction uncertainty from each parameter have 
large changes, especially around time point 1 to 5, where the curvature is high.  At the 
same time, the covariances among the variables also contribute very different amounts of 
uncertainty into the prediction uncertainty.  The influence of the covariances is also 
large around the curved area.  Beyond time point 6, the uncertainty contributions from 
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each parameter and parameter covariance start to reach a steady state.  Drug model 2 
contains linear ( 21θ ) and curvature parameters ( 22θ  and 23θ ).  It is easy to see from the 
uncertainty partitioning results that 21θ  is most important at the linear part of the model 
(at time point 1 and beyond 4).  Variables 22θ  and 23θ  are most important when 
curvature is significant (at time points 2 to 4).  The covariance between 21θ  and 22θ  
only shows effects on prediction uncertainty around the curved area in the model 
equation. 
Comparing the two model equations, the uncertainty contributions from each source 
of drug model 2 are predictable but the uncertainty contributions from each source of 
drug model 1 are less so.  However, both uncertainty partitioning results show that the 
influence of the covariances is greater over the curved area of the model equations.  
Furthermore, when two important variables are correlated, the covariance between them 
has larger effects on prediction uncertainty than the covariance between other variables.  
In other words, the covariance between two important variables is more important than 
the covariance between two other variables.  In addition, when one minor variable is 
correlated to an important variable, it also becomes more important than it is with 
considering correlation because of the confounded effects between the two variables.  
However, the covariance does not always show importance or enhance importance of the 
variables.  It only shows importance or enhances the importance of the variables when 
one or both variables are important.   
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3.1.2 Comparison 
The results of uncertainty partitioning for both independent (example 2) and 
correlated (example 4) cases are shown in table 7.  Correlation between the variables 
may affect the uncertainty partitioning results.  In drug model 1, the most important 
parameters in the model equation over time when considering correlation and without 
considering correlation are not the same.  In the independent case, 11θ , 13θ  and 12θ  
show importance through time points 1 to 3, through time points 4 to 5 , and through time 
points 6 to 10, respectively.  In contrast, in the correlated case, 11θ , 12θ , and 13θ  show 
importance at time point 1, through time points 2 to 5, and through time points 6 to 10, 
respectively.  Also, because of the covariance among the variables, when correlation is 
considered, 12θ  shows higher importance at time points 1 and 2.  Variables 11θ , 12θ  
and 13θ  are more important because of the covariances at time point 3.  And 12θ  also 
shows higher importance because of the covariance between 12θ  and 13θ  beyond time 
point 4.  Furthermore, different model equations that describe the same data set show 
different strengths of the influences from covariance.  Comparing the two model 
equations, the parameters in drug model 2 are in general less sensitive than the 
parameters in drug model 1.  The sensitivity of the parameters in drug model 2 is not 
largely influenced by parameter correlation.  But the sensitivity of the parameters in 
drug model 1 is greatly affected by the consideration of parameter correlation.  For 
example in drug model 1, at time points 2 and 3, without considering the confounded 
effects of covariance, 11θ  is the most important parameter in the model equation.  At 
time points 4 and 5, 13θ  is the most important parameter in the model equation, and 
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from time point 6 to time point 10, 12θ  is the most important parameter in the model 
equation.  When considering correlation in drug model 1, 12θ  is much more important 
than 11θ  and 13θ  from time point 2 to time point 5, and 13θ , instead of 12θ , is the most 
important parameter in the model equation from time point 6 to time point 10.  In 
contrast, the most important parameter in drug model 2 over time is the same, both with 
and without considering correlation, except for a minor difference at time point 4. 
 
3.2 Example 5 – uncertainty partitioning with regression method (correlated case) 
Covariance structure analysis basically linearizes the nonlinear relationships in a 
model in order to explain the correlation (covariance) matrix.  It is different from 
regressions but it can be seen as an enhanced form of linear regression systems.  
Regression coefficients are not constant when the variables are correlated.  But the path 
coefficients, which are determined using the covariance matrix, stay consistent.  When 
the covariance structure contains only one layer of causal relationship, the algorithm of 
covariance structure analysis is similar to the algorithm of linear regression and it can be 
transformed into a linear regression algorithm.  Therefore, the results from covariance 
structure analysis are expected to match the results from uncertainty partitioning using 
the regression method.  Example 4 shows that covariance structure analysis provides 
uncertainty partitioning of the models.  In example 5, uncertainty partitioning using a 
regression model is done to confirm the results from covariance structure analysis. 
In a linear system, if m l m n n lz G ε× × ×= , where z is linear in the random vector ε  and 
G is a coefficient matrix (not random), the covariance matrix of z, cov(z) can be written 
as below, 
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cov( ) cov( ) Tz G Gε=           (37) 
Conversely, no such relationship can be found in a nonlinear system, even when only one 
simple nonlinear equation is included in the system.  Therefore, to linearize the 
nonlinear equation is one way to analyze the variance and covariance relationship in the 
system.  The linearization can be done using differential methods, such as, the Taylor 
series.  But there is one important limitation, which is that the equations have to be 
differentiable.  One of the example model equations, 1 2
11 12 13
1y
x xθ θ θ= + + , is not 
differentiable.  Therefore, differential methods cannot be applied here.  So, another 
linearization method must be used. 
The model equations, 1 2
11 12 13
1y
x xθ θ θ= + +  and 
2
2 21 22 23exp( ( ) )y xθ θ θ= + − − , 
can be linearized at each time point by finding the linear regression equations between y  
and θ .  The general linear equation of the model equations can be expressed as 
1 2 1 3 2 4 3y G G G Gθ θ θ= + + + .  The linearization equations used at each time point for both 
model equations are included in table 8 and 9. 
As defined earlier, cov( ) cov( ) Ty G Gθ= .  In this case, the G matrix can be written 
as, 
[ ]1 2 3 4G G G G G=           (38) 
where 1G  is the intercept of the equation with zero variance.  And also 
11 12 13
11 11 11 12 11 13
12 11 12 12 12 13
13 11 13 12 13 13
var(1) cov(1, ) cov(1, ) cov(1, )
cov(1, ) var( ) cov( , ) cov( , )
cov( )
cov(1, ) cov( , ) var( ) cov( , )
cov(1, ) cov( , ) cov( , ) var( )
θ θ θ
θ θ θ θ θ θθ θ θ θ θ θ θ
θ θ θ θ θ θ
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
  (39) 
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Because 1G  has zero variance, it does not influence cov( )θ .  So, the two matrices 
can be rewritten as below when calculating cov( )y , 
[ ]2 3 4G G G G=            (40) 
and 
11 11 12 11 13
11 12 12 12 13
11 13 12 13 13
var( ) cov( , ) cov( , )
cov( ) cov( , ) var( ) cov( , )
cov( , ) cov( , ) var( )
θ θ θ θ θ
θ θ θ θ θ θ
θ θ θ θ θ
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
    (41) 
After expanding cov( ) cov( ) Ty G Gθ= , the following relationship between cov( )y  
and cov( )θ  is identified, 
2 2 2
2 11 3 12 4 13cov( ) var( ) var( ) var( )y G G Gθ θ θ= + +  
  2 3 11 12 2 4 11 13 3 4 12 132 cov( , ) 2 cov( , ) 2 cov( , )G G G G G Gθ θ θ θ θ θ+ + +  (42) 
Using this relationship, uncertainty partitioning can be easily implemented considering 
correlation among the variables. 
The uncertainty partitioning results with the regression method are listed in table 10 
and figure 16.  Comparing uncertainty partitioning with the regression method (table 10 
and figure 16) and with covariance structure analysis (table 10 and figure 15), the 
uncertainty partitioning results are the same.  This indicates that covariance structure 
analysis can be used for uncertainty partitioning and the results are the same as using the 
regression method when the model only contains a one-layer structure (inputs directly 
lead to outputs). 
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3.3 Discussion 
From the examples in this chapter, several findings can be concluded.  First, two 
models both well describing the same scenario may have different model uncertainty and 
parameter sensitivity patterns.  For example, in this case study, drug model 1 contains 
more prediction uncertainty than drug model 2 when assuming variables are independent.  
And the prediction uncertainty in drug model 1 and drug model 2 are similar when 
considering variable correlation.  At the same time, the parameter sensitivity patterns of 
these two drug models are different over time with or without considering variable 
correlation.  Second, the effects from variable correlation on different models may also 
be different.  For example, incorporating variable correlation, the prediction uncertainty 
in drug model 1 is greatly reduced, but the prediction uncertainty in drug model 2 is not 
affected.  Also, some variable correlation in drug model 1 reduces prediction uncertainty 
and some increases prediction uncertainty, but all variable correlation in drug model 2 
decreases prediction uncertainty.  And finally, without understanding model uncertainty 
and parameter sensitivity of these two models, researchers are likely to make blind 
decisions without knowing their risks of using these models. 
Covariance structure analysis is shown to be analytically valid for explaining model 
uncertainty and parameter sensitivity in simple nonlinear systems.  The specified 
covariance structure closely explains the variable covariance.  In the next chapter, this 
algorithm is applied to a forest process model, which is a complex model system 
containing many parameters and nonlinear equations, in order to understand the effects of 
variable correlation on uncertainty assessment conclusions. 
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CHAPTER 4 
CASE STUDY I – PIPE MODEL 
In this chapter, a case study of uncertainty and sensitivity analysis of a pipe model, 
which is a process model simulating forest growth, is completed incorporating variable 
correlation using covariance structure analysis.  Shown in the previous chapter, 
covariance structure analysis is applicable to simple nonlinear models and the results 
match analytical logic.  However, as the model structure gets more complicated, no 
simple analytical method can be applied.  The uncertainty and sensitivity analysis 
results from the covariance structure analysis provide some possible solutions to these 
more complex models. 
 
4.1 Process model 
Process (process-based) models describe behavior of a system through physical and 
mechanistic processes over time, which are driven by functional components and their 
interactions (Godfrey 1983, Bossel 1994, Mäkelä et al. 2000).  Process models, based 
on sound scientific principles and reasonable assumptions, attempt to explain systems 
that are not fully understood in mathematical expressions (Parysow and Gertner 1999).  
These models include large numbers of parameters, and model equations are usually 
complicated in order to link unclear functions of natural systems to apparent system 
performance.  Therefore, experiments based on process models, unlike studies based on 
field and laboratory experiments, are often performed as simulation studies (for example, 
Bossel 1996, Constable et al. 1996, Constable and Retzlaff 1997, Sampson et al. 2001, 
Landsberg et al. 2001, Laurence et al. 2001, and Baldwin et al. 2001).  By changing 
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environmental parameters in process models, prediction results from different scenarios 
can be obtained and compared.  This property is especially useful for studies run under 
conditions of long-term environmental change, since conducting long-term field or 
laboratory experiments under different environmental scenarios poses many difficulties 
(Teskey et al. 1991, Teskey 1995, Liu and Teskey 1995, Murthy et al. 1996).  However, 
conclusions cannot be interpreted simply by accepting results from the simulation 
(Parysow and Gertner 1999).  The uncertainty contained in these models, which greatly 
affects conclusions drawn, cannot be monitored easily.   
Unlike simple regression models, uncertainty contained in these simulation studies 
based on process models is especially unclear because of the characteristics of process 
models.  Some functions and relationships of the parameters in the models are based on 
assumptions.  Some of the parameters cannot be validated using paired observations of 
experimental data.  In addition, in order to describe a natural system with complex 
mechanics, oftentimes process models are over parameterized.  It is not surprising that 
all elements included in simulations based on process models contain uncertainty in most 
cases.  To determine the uncertainty contained in the results of process models requires 
analyses of overall uncertainty sources and an examination of the combination of effects 
from all uncertainty sources. 
 
4.2. Pipe model 
A tree stand growth model developed by Valentine (1988) using a carbon-balanced 
model (Thornley 1976), self-thinning rules (Yoda et al. 1963), and pipe model theory 
(Shinozaki et al. 1964 a, b) is used as an example in this study.  Figure 17 shows the 
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image of pipes related to a stand in the model.  Active pipes, which have both vascular 
and support functions, connect foliage to feeder roots.  Thus, the length of active pipes 
is stem length.  Active pipes will be disused over time and become inactive pipes.  
Inactive pipes do not have connections between foliage and feeder roots and only have 
support functions.  When all pipes are inactive in a stand, this stand is determined dead.  
These two kinds of pipes together represent the total woody components of trees, which 
are branches, stems, and coarse roots.  Total basal area, including active basal area and 
inactive basal area, is measured at 1.3 meter above ground in the units of square meters.  
According to pipe model theory (Shinozaki et al. 1964 a, b), the proportion of total foliar 
dry matter and the total active basal area remains constant.  Valentine (1988) shows a 
more detailed description of the model.  The model developed by Valentine (1988) is 
refereed to as the “pipe model” in this study.  Please note that part of the pipe model is 
based on pipe model theory, but the “pipe model” and “pipe model theory” are two 
separate entities.  In the pipe model, the three state variables are total basal area (BA), 
average active pipe (stem) length (PL), and total woody volume (V).  The pipe model 
contains twenty-three input parameters and many intermediate parameters.  All the 
parameters in the pipe model are listed in table 11. 
Table 12 lists the distributions of the input parameters used in this case study.  The 
distributions of the parameters adopted in this study are obtained from Gertner et al. 
(1999), which estimated the distributions of the input parameters of the pipe model based 
on long term observations of even-aged Norway spruce (Pucea abies (L.) Karst.) stands 
in Denmark using Bayesian rejection sampling.  In Gertner et al. 1999, these parameters 
were estimated using the field data collected from 14 thinning experiments in even-aged 
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Norway spruce in Denmark (Skovsgaard, 1997).  The detailed calibration of the model 
parameters can be found in Gertner et al. 1999.   
The marginal distribution of the parameters was approximated by uniform, normal, 
and beta distributions.  According to Gertner et al. (1999), there are correlations 
between the parameters.  The major correlation coefficients are shown in table 13.  The 
three state variables, BA, PL, and V are correlated to each other.  Parameter I, which is a 
scaling variable for annual dry matter production per unit of foliage dry matter, has 
highest correlation with α, which is the maximum units of dry matter produced per year 
per unit of foliar dry matter per year (-0.532) and with z, which is units of foliar dry 
matter in midsummer per unit of active basal area (-0.516).  Some correlations are 
negligible and are not considered in this study.  From previous Chapters, correlations are 
demonstrated to have possible impacts on model prediction uncertainty and model 
parameter sensitivity.  The fact that the parameters are correlated to each other in the 
pipe model (table 13) may also cause changes to the uncertainty analysis and partitioning 
results. 
In addition to uncertainty analysis for the pipe model considering variable 
correlation, three different analyses are implemented for examination of parameter 
sensitivity in the pipe model: 1) sensitivity analysis using the regression method 
assuming variable independence, 2) sensitivity analysis using the regression method 
considering variable correlation, and 3) covariance structure analysis.  The results are 
stated below.   
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4.2.1 Uncertainty analysis with correlated variables 
The correlated input data in this study was randomly generated using information 
about the distributions in table 12 and the correlation coefficients in table 13.  Five 
thousand simulations have been generated for fifty time points using LHS.  The means 
of the simulated BA, PL, and V are shown in figure 18 and table 14.  From figure 18 and 
table 14, the predictions of the three state variables have steady linear growth over time.  
The variances of the estimations over time are shown in figure 19 and table 14.  The 
prediction variance (uncertainty) in the outputs also increases over time.  This increase 
in uncertainty over time is expected.  The BA, PL, and V predictions from the previous 
time point are used to simulate the predictions at the next time point.  Therefore, 
uncertainty accumulates through the simulations over time.  The histograms and cdfs of 
the three outputs over time are shown in figure 20 to figure 25.  The BA, PL, and V 
predictions over time appear to be very normally distributed most of the time, except the 
predictions of BA beyond time point 10 start to skew to the right (long tail on the right 
side). 
 
4.2.2 Uncertainty partitioning assuming independent variables 
When parameter independence is assumed, uncertainty partitioning can be 
implemented easily even though the model contains many parameters.  A regression 
method is used for uncertainty partitioning assuming parameters are independent in this 
study.  Uncertainty partitioning is implemented for the three outputs, BA, PL, and V in 
terms of the parameters in the model without considering correlation among the 
variables. 
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The uncertainty partitioning results for outputs, BA, PL, and V, are shown in figure 
26 and table 15 to 17 over time.  The results suggest that the importance of the 
parameters for different outputs is different at the same time points.  Also, each 
parameter importance for the same output is different over time.  In general, parameter I, 
a scaling variable for annual dry matter production per unit of foliage dry matter, is the 
most important parameter affecting prediction uncertainty for all three predictions.  For 
prediction BA, parameter I contributes about 30 to 40% of the prediction uncertainty.  
The importance of parameter I is decreasing slowly over time.  Parameter C (15%) is the 
second most important parameter in predicting BA.  And, the importance of parameter λ 
(from 1 to 14%) increases noticeably over time.  For prediction PL, parameter I 
contributes about 40% of the prediction uncertainty.  The importance of parameter I is 
also increasing, but not significantly, over time.  Parameter z (15%) and α (15%) are the 
second most important parameters in predicting PL.  Parameter λ (from 15 to 10% over 
time) also shows some importance especially during the beginning time period of the 
simulation.  For prediction V, parameter I contributes, increasingly over time, about 
50% of the prediction uncertainty.  Parameter z (15%) and α (15%) are the second most 
important parameters in predicting V.  Different from predicting BA and PL, parameter λ 
(from 5 to 1%) is not as important over time for predicting V. 
 
4.2.3 Uncertainty partitioning considering correlated variables (regression method) 
The uncertainty partitioning results using the regression method (without 
considering layers in the model) are shown in figure 27 and table 18 to 20.  According 
to the result figure and tables, the uncertainty partitioning model explains the uncertainty 
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of the three predictions poorly during the beginning time points of the simulation (high 
residual), and it explains the uncertainty better over time.  Again, the importance of the 
parameters for different outputs is different at the same time points.  Also, the 
importance of the parameters for the same outputs is different over time.   
For prediction BA, the importance of parameter I is increasing over time (from 1 to 
44%) and it is the most important parameter at year 50.  The percent contributions of 
parameters C (from 0 to 23%), α (from 0 to 15%), λ (from 0 to 14%), and z (from 0 to 
10%) are also increasing over time.  The covariance between I and z (from 0 to -22%) 
and between I and α (0 to -26%) affects prediction uncertainty negatively over time.  
And the covariance between I and λ (from 0 to 18%) has positive contributions to 
prediction uncertainty gradually over time.  Considering variable correlation, parameters 
α and z show importance to prediction uncertainty, which is not found in the results of 
uncertainty partitioning assuming variable independence.  Furthermore, although 
parameters z, α, and λ do not contribute a large amount of uncertainty to the prediction, 
the effects from z, α, and λ are confounded with the effect from I because of their 
correlations.  This makes parameters, z, α, and λ more important than they appear 
individually.   
For prediction PL, the most important parameter, I, contributes 7 to 161% 
uncertainty to the prediction over time.  Parameter α, which is the second most 
important parameter, contributes 3 to 53% uncertainty to the prediction over time.  
Parameter z contributes 1 to 44% uncertainty to the prediction over time.  And 
parameter λ contributes 2 to 24% uncertainty to the prediction.  The covariance between 
I and α, between I and z, and between I and λ all have negative contribution of 
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uncertainty to the prediction.  The percent contributions of these parameters range from 
-4 to -94%, from -3 to -84%, and from -2 to -44%, respectively, over time.  Compared to 
the results of uncertainty partitioning assuming variable independence, parameter λ has 
an increasing contribution over time to uncertainty, instead of a decreasing contribution 
which is found in the results of uncertainty partitioning assuming variable independence.  
The importance of parameter z, α, and λ is shown more in the results of uncertainty 
partitioning considering variable correlation than if variable independence is assumed. 
For prediction V, parameter I (from 3 to 147%) still is the most important parameter 
contributing prediction uncertainty over time.  Parameters α and z contribute from 1 to 
49% and from 0 to 40% uncertainty to the prediction over time, respectively.  The 
covariance between I and α and between I and z contribute negatively to the prediction 
from -2 to -87% and from -1 to -76% respectively.  Parameter λ and the covariance 
between I and λ do not show significant importance.  The results of uncertainty 
partitioning considering correlation and assuming variable independence basically agree.  
However, the results of uncertainty partitioning considering correlation also indicate that 
the effects from α and z are joined with the effects of I.  Therefore, the importance of α 
and z considering variable correlation is higher than it appears assuming variable 
independence. 
From the results of uncertainty partitioning of the pipe model considering variable 
correlation, it is noted that when variables are important and correlated they become 
much more important when their correlation is correctly incorporated into the uncertainty 
assessment.  The importance of a variable is also related to the importance of other 
variables that are correlated to it.  In other words, when one variable is correlated to 
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another variable that is very important in the model and the correlation is properly 
incorporated, the first variable also becomes important. 
 
4.2.4 Uncertainty partitioning considering correlated variables (covariance structure  
analysis) 
4.2.4.1 Covariance structures 
Two different covariance structures are constructed in order to explain the parameter 
relationships in the pipe model.  One covariance structure that describes the entire pipe 
model would be preferred.  However, a matrix with dimension 36 by 36 raises some 
calculation problems.  This issue will be discussed after stating the results.  Also, the 
pipe model contains some parameters that are only intermediates for calculations.  
Therefore, the structure of the model was divided into two parts.  The first part of the 
structure is based on pipe model theory that the total of basal area, pipe length, and 
woody volume are related to the increase or decrease in the active pipe length, the 
increase in active basal area, decrease in inactive basal area, and the growth of woody 
volume.  The variables involved in the first structure are initial state variables (BA, PL, 
V), Lm, Ln, Apos, Xneg, and ΔtotalV.  The second part of the model structure is based on a 
carbon-balance model in which the growth of the active pipe length, active and inactive 
basal area, and woody volume is determined by 21 exogenous variables.  The second 
structure contains initial state variables (BA, PL, V), α , z , p , pr , pb , zb , zr , zT , 
f , fb , fr , fT , C , y , λ , I , θ , maxA , 1v , 2v , mL , nL , posA , negX , ΔtotalV (see 
table 11 for the detailed definition of the variables).  The path diagrams and path 
matrices are shown in figure 28 and table 21. 
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In the first structure, the growth of the pipe length can be determined by two 
separated parts: the increases in active pipe length due to the growth of shoots and roots 
(Lm) and the decreases in active pipe length due to suppression and disuse (Ln).  The 
growth of the basal area is controlled by the increases in total active basal area due to the 
growth of new active basal area (Apos) and the decreases in total inactive basal area due to 
loss of inactive basal area (Xneg).  The net growth of the total woody volume (ΔtotalV) is 
affected by the increases in active pipe length due to the growth of shoots and roots (Lm) 
and the increases in total active basal area due to the growth of new active basal area 
(Apos).  
Some variables in the first structure (Lm, Ln, Apos, Xneg, and ΔtotalV) are correlated 
because they have common sources of causality.  Without considering the causalities in 
common for these correlated variables, the correlations (not due to causalities or without 
knowing causalities) among the variables need to be included in the structure. The 
increases in active pipe length due to the growth of shoots and roots (Lm) are correlated 
with the decreases in active pipe length due to suppression and disuse (Ln), the increases 
in total active basal area due to the growth of new active basal area (Apos), and the 
decreases in total inactive basal area due to loss of inactive basal area (Xneg). The 
decreases in active pipe length due to suppression and disuse (Ln) is correlated with the 
increases in total active basal area due to the growth of new active basal area (Apos), the 
decreases in total inactive basal area due to loss of inactive basal area (Xneg) and the net 
growth of the total woody volume (ΔtotalV).  And, the decreases in total inactive basal 
area due to loss of inactive basal area (Xneg) is correlated to the net growth of the total 
woody volume (ΔtotalV). 
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The second structure, based on a carbon-balance model, is one explanation of the 
correlation among the variables in the first structure.  The variables contained in the 
second structure are the three state variables used to initialize the model, α , z , p , pr , 
pb , zb , zr , zT , f , fb , fr , fT , C , y , λ , I , θ , maxA , 1v , 2v , mL , nL , posA , 
negX , ΔtotalV.  According to the carbon-balance model adopted in Valentine (1988), the 
prediction changes in active pipe length (Lm and Ln), the increases in total active basal 
area (Apos), the decreases in total inactive basal area (Xneg), and the net growth of the total 
woody volume (ΔtotalV) are related to the 21 exogenous variables listed above.  Gertner 
et al. 1999 found correlation among these variables (table 13).  The Amax, which is the 
total active basal are of a stand at 1.3 m  above ground, is correlated to I, the scaling 
variable for annual dry matter production per unit of foliage dry matter, correlated to λ, a 
partitioning coefficient (proportion of new active pipe dry matter allocated to wood 
expansion), and correlated to θ, the average inactive pipe length divided by the average 
active pipe length.  The variable I is correlated to λ, a partitioning coefficient, correlated 
to α, the maximum units of dry matter produced per year per unit of foliar dry matter, and 
correlated to z, units of foliar dry matter in midsummer per unit of active basal area.  
The variable λ is correlated to C, the regression slope.  Variable θ is correlated to v1 and 
v2, which are the loss rate of volume and the loss rate of inactive pipe volume. 
 
4.2.4.2 Results 
The residual matrices of the covariance structure analysis for the two structures at 
time point 50 are listed in APPENDIX A.  Only the residual matrices at time point 50 
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are included because time point 50 is the end of the simulation in this case study and 
contains the most prediction uncertainty.  The pipe model contains many parameters so 
the dimension of the residual matrices is also large.  Therefore, the raw residual matrix 
is expected to include some elements showing relatively large discrepancies because the 
prediction variances are also large.  However, the overall average raw residual is very 
small given that the scale of the prediction variances is very large, especially in the 
carbon balance model covariance structure (reference section 2.2.4).  Therefore, we 
conclude that the specified covariance structures explain the variable covariance matrix 
fairly well.   
The results from the two covariance structures are shown in table 22, table 23, figure 
29 and 30.  The results of the first covariance structure indicate that the uncertainty from 
Apos (from 0 to 44%) and Xneg (from 0 to 32%) contribute the most uncertainty into 
predicting BA, and the importance of these two parameters increases over time.  The 
uncertainty from Lm (from 3 to 63%) contributes the most uncertainty into predicting PL.  
The importance of Lm increases over time.  The uncertainty from Lm (from 1 to 39%), 
Apos (from 1 to 29%), and ΔtotalV (from 0 to 17%) contribute the most uncertainty into 
predicting V, and their importance increases over time.  From the results of the first 
structure, Apos, Xneg, Lm, and ΔtotalV show importance on uncertainty contribution in 
predictions.   
From the results of the second covariance structure, the uncertainty contained in Lm, 
Ln, Apos, Xneg, and ΔtotalV is partitioned into 21 exogenous variables in the model.  The 
partitioning results show that variables, I (from 133 to 146%), λ (from 64 to 52%) , and α 
(from 45 to 49%) are the top three important sources of uncertainty in Lm over time.  
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The covariance between I and α reduces the uncertainty in Lm by 79 to 87% over time.  
The covariance between I and z (from -70 to -78%) and between λ and I (from -66 to 
-62%) also have negative influences on uncertainty in Lm.  The three most important 
sources of uncertainty in Ln are I (from 60 to 57%), θ (from 35 to 27%), and α (from 21 
to 19%) over time.  The covariances between I and α and between I and z reduce the 
uncertainty in Ln by 36 to 34% and by 33 to 32%, respectively, over time.  The changes 
in the importance of the uncertainty sources to Lm and Ln are minor over time.  The most 
important variables (covariances) remain the most important over time.  The variables 
that are not significant in contributing uncertainty remain unimportant over time.   
The changes in the importance of the uncertainty sources to the uncertainty in 
variable ΔtotalV are also not very dramatic.  The most important variable, I, contributes 
159 to 122% of uncertainty into the prediction uncertainty in ΔtotalV over time.  The 
covariances between I and α (from -95 to -72%) and between I and z (from -85 to -64%) 
have a negative contribution in prediction uncertainty in ΔtotalV. 
The patterns of the changes in the importance of the uncertainty sources to Apos and 
Xneg are very similar.  Variables I and α contribute most uncertainty into the prediction 
uncertainty in Apos and Xneg at the beginning of the simulation and the importance of both 
variables reduces over time.  Variable λ does not show importance at the beginning of 
the simulation but increases rapidly over time.  At time point 50, λ becomes the second 
most important variables after variable I.  The covariance between I and α and between 
I and z reduces the uncertainty in Apos and Xneg.  The negative influence on the 
uncertainty from the two covariances also decreases over time.  The most important 
sources of uncertainty in Apos are from I (from 118 to 39%), λ (from 7 to 30%), α (from 
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41 to 12%), and the covariance between I and λ (18 to 24%) over time.  The covariances 
between I and α and between I and z reduce the uncertainty in Apos by 71 to 23% and by 
63 to 20%, respectively, over time.  The most important sources of uncertainty in Xneg 
are from I (from 97 to 32%), λ (from 5 to 25%), α (from 34 to 10%), and the covariance 
between I and λ (16 to 20%) over time. 
In the second covariance structure, the covariance of I with respect to α and z has 
considerable important effects on the uncertainty in variables Lm, Ln, Apos, Xneg, and 
ΔtotalV.  The covariances between I and α and between I and z are both important 
negative uncertainty sources in variables Lm, Ln, Apos, Xneg, and ΔtotalV. 
Using the information provided from the two structures, an error budget of the 
prediction uncertainty contained in BA, PL, and V at year 50 is generated in table 24.  In 
the prediction uncertainty of BA, variables I (28%) and λ (21%) are the most important 
uncertainty sources.  The covariances between I and α and between I and z reduce the 
prediction uncertainty by 16 and 14% respectively.  The covariance between λ and I 
increases the prediction uncertainty by 17%.  The covariances among the variables 
decrease the prediction uncertainty in BA by 16% overall.  In the prediction uncertainty 
of PL, the most important variables are I (120%), α (40%), and λ (39%).  The 
covariances between I and α and between I and z reduce the prediction uncertainty by 71 
and 64% respectively.  The covariance between λ and I reduces the prediction 
uncertainty by 40%.  The total reduction in prediction uncertainty in PL from 
covariances is 176%.  In the prediction uncertainty of V, the most important variables 
are I (102%), α (34%), and λ (32%).  The covariances between I and α and between I 
and z reduce the prediction uncertainty by 60 and 54% respectively.  The covariance 
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between λ and I reduces the prediction uncertainty by 23%.  The covariances among the 
variables reduce the prediction uncertainty in V by 140% overall.  The uncertainty from 
the covariance structure construction of the carbon-balance model is 19% for BA (mostly 
from Apos), 18% for PL (mostly from Lm), and 22% for V (mostly from Lm and Apos).  
Comparing the two covariance structures (based on pipe model theory and based on the 
carbon-balance model), initial state variable uncertainty has a greater effect on pipe 
model theory prediction uncertainty than it does on the carbon-balance model prediction 
uncertainty.  This indicates that in pipe models, the initial state variables are not 
important in the carbon-balance portion of the model, but are important in the pipe model 
theory portion of the model.   
The changes in uncertainty partitioning of BA, PL, and V over time are shown in 
figure 31 in percentage of uncertainty.  At the beginning of the growth period, the 
uncertainty in the initial state variables, BA, PL, and V, is large.  The influence of the 
initial state variables gets smaller over time and finally stays at a slight amount of 
uncertainty contribution to the prediction.  The patterns of the changes in uncertainty 
partitioning for predictions PL and V are similar.  The amount of uncertainty 
contribution from each variable increases over time.  The percent contribution from 
each variable increases and then stays at a constant ratio.  The changes in uncertainty 
partitioning for the prediction BA is different than the other two prediction variables.  
The amount of uncertainty that is contributed from each of the source variable increases 
steadily over time, but does not converge into a steady ratio compared to the total 
prediction uncertainty in BA.  The amount of uncertainty that is contributed from 
variable I increases at a faster rate earlier in the growth period than it does later in the 
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growth period.  In contrast, the amount of uncertainty that is contributed from variable λ 
increases rapidly over time.  Therefore, the importance of variable I starts to decrease 
around year 30 since the importance of variable λ increases steadily over time.  The 
large increase in the amount of uncertainty contribution from variable λ also decreases 
the importance of other variables, including variables α and z.  The influence of the 
covariances between I and α and between I and z also decreases because the importance 
from variables I, α and z is smaller.   
In any case above, knowing the covariances between I and α and between I and z 
greatly reduces the prediction uncertainty for the three state variables.  In this 
circumstance, introducing covariance into the pipe model is very useful for enhancing 
prediction precision and reducing prediction uncertainty. 
 
4.2.4.3 Comparison 
A summary of results at time point 50 for three cases: assuming independent 
variables; considering correlated variables using the regression method; and considering 
correlated variables using covariance structure analysis, is shown in table 25.  For BA, 
without considering correlation among the variables, the uncertainty partitioning results 
indicate that variable I is the most important variable in the pipe model.  Variable C and 
λ are the second and third most important variables in the pipe model.  When 
considering correlation among the variables, the results using the regression model show 
that the most important variables are variable I, variable C, covariance between I and λ, 
and variable α.  The covariances between I and α and between I and z reduce the 
prediction uncertainty in BA.  The results from covariance structure analysis show that 
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the 4 most important uncertainty sources are variable I, variable λ, covariance between I 
and λ, and variable α.  The results using covariance structure analysis also show that the 
covariances between I and α and between I and z reduce the prediction uncertainty in 
BA .  From the three sets of results, variable I, a scaling variable for annual dry matter 
production per unit of foliage dry matter, is indicated to be the most important variable in 
predicting BA consistently.  The uncertainty partitioning results assuming independent 
variables do not show the effects from covariances among the variables.  Although 
results considering correlated variables using the regression method and covariance 
structure analysis show different ranking in important variables, both results show that 
the covariance between I and λ is one of the important uncertainty sources and the 
covariances between I and α and between I and z reduce the prediction uncertainty in BA.   
For PL, without considering correlation among the variables, results show that the 
most important variables are I, α, and z.  When considering correlation among the 
variables, using the regression method, the most important variables are also I, α, and z.  
With considering correlation among the variables, using covariance structure analysis, the 
most important variables are I, α, and λ.  The three sets of the results all indicate that the 
two most important variables in predicting PL in the pipe model are I and α.  The results 
considering correlated variables using both the regression method and covariance 
structure analysis show that the covariances between Ι and z, between I and λ, and 
between I and α all reduce the prediction uncertainty in PL. 
For V, the uncertainty partitioning results without considering correlated variables 
show that the most important variables are I, z, and α.  The results using the regression 
method considering correlated variables also indicate I, z, and α are the most important 
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three variables in predicting V.  The most important variables from the results using 
covariance structure analysis are I, λ, and α.  The variable λ does not show importance 
in the other two sets of results.  However, both sets of results from the regression 
method considering correlated variables and covariance structure analysis indicate that 
the covariances between I and z, between I and α, and between I and λ reduce the 
prediction uncertainty in V. 
 
4.3. Discussion 
This case study demonstrates an application of covariance structure analysis of a 
forest process model, the pipe model.  The two covariance structures specified in this 
case study explain the variable covariance fairly well.  These two covariance structures 
of the pipe model in this study represent two physical systems explaining the growth in 
BA (total basal area), PL (pipe length) and V (total woody volume).  In the first structure, 
the growth of the three variables is basically determined by four variables, the increases 
in active pipe length due to the growth of shoots and roots (Lm), the decreases in active 
pipe length due to the suppression and disuse (Ln), the increases in total active basal area 
due to the growth of new active basal area (Apos), and the decreases in total inactive basal 
area due to loss of inactive basal area (Xneg).  According to the covariance structure 
analysis of the first structure, Apos is the most important uncertainty source affecting the 
growth in BA.  Variable Lm is the most important uncertainty source affecting the growth 
in PL and V.  The covariance between Apos and Lm has a positive influence on prediction 
uncertainty, which means knowing the correlation between these two variables does not 
reduce the prediction uncertainty.  However, it is important information for decision 
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making.  Reducing the uncertainty contained in Apos decreases the prediction uncertainty 
in BA.  Likewise, reducing the uncertainty contained in Lm decreases the prediction 
uncertainty in PL.  However, in order to decrease the prediction uncertainty in V, it is 
necessary to reduce uncertainty in both Apos and Lm.   
The second covariance structure explains the correlation among Lm, Ln, Apos, Xneg, 
and ΔtotalV.  Different variables show different effects on Lm, Ln, Apos, Xneg, and ΔtotalV.  
In general, the scaling parameter I , which stands for annual dry matter production per 
unit of foliage dry matter, is the most important uncertainty source to Lm, Ln, Apos, Xneg, 
and ΔtotalV.  The covariance among I, z, and α show negative effects on prediction 
uncertainty, which means knowing the correlation among these three variables reduces 
the prediction uncertainty.  In contrast, the correlation between I and λ has positive 
effects on prediction uncertainty in Apos and Xneg.  Combining the two structures, the 
most important parameter that affects the predictions of the pipe model is the scaling 
parameter I.  According to the results, the covariances between important variables also 
show significant effects (positive or negative) on prediction uncertainty.  The correlation 
among I, z, α, and λ links the changes in these four variables together.  The results show 
that knowing the correlation between I and α and between I and z reduces the prediction 
uncertainty in the pipe model.  Variables I, z, and α are all variables related to foliage 
production.  Variable λ is a partitioning coefficient that determines the proportion of 
new active pipe dry matter allocated to wood expansion.  Controlling the uncertainty in 
I, z, α, and λ may control the prediction uncertainty.   
From the two covariance structures constructed in this study, there might be some 
potential hidden relationships among the variables in the two separate structures.  The 
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ideal covariance structure for the pipe model should contain all the paths and correlations 
in one structure.  However, process models, such as the pipe model, contain many 
parameters and are oftentimes over-parameterized because of the nature of process 
models.  When the covariance matrix becomes larger and the model is 
over-parameterized, computation problems can arise.  For example, the sample 
covariance matrix is not always positive definite during iterations.  The calculation 
simply cannot be completed using ordinary methods.  This issue may still be solved 
using other algorithms, such as MCMC, but it will lose its analytical simplicity.  
Therefore, decomposing a large structure into several small structures is an alternative 
way to solve the iteration difficulties.    
There are many ways to construct a covariance structure model.  Different paths, 
correlation relationships, and model elements may lead to different interpretations of a 
covariance matrix.  Uncertainty flow in a model is illustrated in the covariance structure 
models.  Constructing two separate covariance structures based on pipe theory and the 
carbon-balance model in this case study provides one way to explain the correlation 
among the variables.  The combination of these two structures explains the correlation 
among the variables well. 
 In this chapter, the results show that by incorporating correlation among the 
variables, the importance of the parameters affecting prediction uncertainty is changed. 
For example, when assuming variables are independent, we may conclude that to control 
prediction uncertainty in basal area, we need to control the uncertainty in variable c.  
But after incorporating variable correlation, our conclusion has changed to be that 
variableλ is the one that needs to be controlled.  Thus, the final decisions may also be 
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changed based on different uncertainty assessment results.  Also, including variable 
correlation shows an increase in prediction precision in this case study.  The case study 
in this chapter demonstrates the usage of covariance structure analysis in a non-spatial 
model system.  In the next chapter, covariance structure analysis is applied to a spatial 
dynamic simulation.   
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CHAPTER 5 
CASE STUDY II – SPATIALLY EXPLICIT POPULATION DYNAMICS MODEL 
A spatial version of a host-parasitoid interaction simulation is constructed with 
different levels of uncertainty to model the complex ecological behaviors of host and 
parasitoid populations.  In the previous two chapters, covariance structure analysis was 
applied to simple nonlinear models and a complex forest process model.  In this chapter, 
covariance structure analysis is further applied to a spatial dynamic model to explain 
model uncertainty and parameter sensitivity by adding an unobservable variable. 
 
5.1 Spatial host-parasitoid population model 
5.1.1 Background 
Host and parasitoid interactions are complex ecological behaviors.  These 
interactions in a natural system are not simply a one host to one parasitoid relationship, 
but embody more complicated connections among many hosts and parasitoids.  Not 
only host and parasitoid behavior, but also, the surrounding environmental factors 
influence these interactions at the same time.  Within this complex connection of 
relationships, there are many potential influences from biological, environmental, and 
evolutionary factors on host and parasitoid interactions that are not easy to identify and 
measure.  Hawkins (1994) indicates several possible factors, including host feeding 
biology, host taxonomy, host genetic diversity, host foodplant type, habitat type, sample 
size, and climate.  However, the influential factors are not limited to what is indicated 
above.  Many other complicated interactions and unobserved behaviors may also bring 
extensive but unquantifiable measurement errors.   
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With many identified and unidentified influential factors in host and parasitoid 
communications, variations among systems are hard to explain using general statistical 
models.  Classical theory of host and parasitoid dynamics has been usually described 
simply as a global mean-field model, which assumes population dynamics is explained 
by parameters globally.  In reality, however, host and parasitoid dynamics are much 
more complex than a simplified global mean-field model implies.  Furthermore, 
simplified global mean-field models oftentimes may not represent field population 
behavior.  For example, the Nicholson – Bailey model (1935) used in this case study is 
an extinction model.  However, past research has presented the theory that the existence 
of metapopulations and sink-source habitats may allow persistence of the populations at 
the regional level in the field (Harrison and Taylor 1997, Ims and Yoccoz 1997, Hanski 
1999, Cronin 2007).  Suggestions that local interactions may provide insight to host and 
parasite dynamics have been raised (Anderson and May 1979, 1991, Maron and Harrison 
1997).  It would be desirable to consider temporal and spatial variations within the 
interactions for host and parasitoid modeling.  However, it is difficult to document and 
analyze these variations and the modeling level is restricted to local systems (Hawkins 
1994).   
Along with the development of computer technologies and increasing interest in 
geo-spatial studies and landscape ecology, studies focused on temporal and spatial 
species interactions have been posted and discussed.  Boots and Sasaki (2001) modeled 
parasite and host interaction spatially and showed parasite-driven host extinction in their 
model that cannot be found in classical mean-field models.  Bjornstad and Bascompte 
(2001) suggested spatial correlation functions and spatial cross-correlation functions to 
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characterize theoretical spatial patterns with different separation distances.  Webb et al. 
(2007) integrated the effects of recovery and immunity of hosts to model host and 
parasite interactions spatially.  They also indicate the importance of adopting spatial 
models along with global mean-field models in order to better understand the systems.  
Hirzel et al. (2007) simulated host and parasitoid spatial dynamics with heterogeneous 
geographic configurations.  Lion and van Baalen (2008) summarized some different 
modeling approaches, including non-agent based and agent based models, which are 
commonly used for modeling spatial self-structuring.   
Although geo-heterogeneity has been considered in spatial dynamic studies of 
host-parasitoid systems, uncertainty of the systems is rarely discussed.  The models in 
previous research were used without considering any uncertainty.  Lion and van Baalen 
(2008) mentioned that individual randomness is critical for the population spatial 
dynamics and evolution of altruism.  In other words, they pointed out the importance of 
uncertainty within the population.  Two kinds of models may be constructed to include 
individual uncertainty in the systems.  One is an agent based model simulating 
individual behavior and randomness, and the other is a non-agent based model 
incorporating uncertainty within the population.  In this study, first, we would like to 
present a spatial host-parasitoid population model considering uncertainty within the 
population.  Then, we construct uncertainty assessments of the system in the latter part 
of the study.  
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5.1.2 Model construction 
This case study, a simple spatially explicit host-parasitoid model based on Comins et 
al. (1992), is used to attempt to explore the variations within the system.  In this study, 
the host and parasitoid populations are assumed to be the densities of all hosts and 
parasitoids in the field, without considering individual species dynamics and interactions 
among different species.  The model simulates the dispersal and growth activities of the 
host and parasitoid populations in a field (the field size is 30 cells by 30 cells in this 
study).   
The model contains two stages.  The first stage is the dispersal stage.  The hosts 
and parasitoids in each cell on the map move to surrounding cells in eight directions.  
The model assumes that the individuals only move to cells connected to home cells.  
The dispersal equations are: 
, ,, , , ,' (1 ) i j ti j t N i j t NH H Hμ μ= − +         (43)    
, ,, , , ,' (1 ) i j ti j t P i j t PP P Pμ μ= − +          (44) 
where , ,i j tH  and , ,i j tP  are the host and parasitoid densities before dispersal in cell (i,j) 
at generation t.  Variables , ,'i j tH  and , ,'i j tP  are the host and parasitoid densities after 
dispersal in cell (i,j) at generation t.  Variables Nμ  and Pμ  are the dispersal rates of 
the host and the parasitoid to move from the home cell to surrounding cells.  Variables 
, ,i j tH  and , ,i j tP  are the host and parasitoid densities that move into the home cell from 
surrounding cells.  Assuming the movement of the host and the parasitoid is uniform, 
, ,i j tH  and , ,i j tP  are determined by the host and parasitoid densities in the surrounding 
cells: 
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, , 1, 1, , 1, 1, 1, 1, , 1, , 1, 1, , 1, 1, 1,( ) / 8i j t i j t i j t i j t i j t i j t i j t i j t i j tH H H H H H H H H− − − + − − + − + + + += + + + + + + +  (45) 
, , 1, 1, , 1, 1, 1, 1, , 1, , 1, 1, , 1, 1, 1,( ) / 8i j t i j t i j t i j t i j t i j t i j t i j t i j tP P P P P P P P P− − − + − − + − + + + += + + + + + + +   (46) 
According to Comins et al. (1992), three boundary conditions, cyclic, absorbing, and 
reflective boundary conditions, result in only slightly different final maps.  The cyclic 
boundary condition assigns the individuals leaving the edge to the opposite side of the 
field edge, which is unrealistic and also produces symmetrical patterns.  The absorbing 
boundary condition assumes that the leaving individuals disappear.  The reflective 
boundary condition can be explained using a concept of an “invisible wall” along the 
edges of the field.  The individuals cannot leave the field.  Once they hit the wall, they 
will move back toward the other side of the wall.  This study adopts the reflective 
boundary conditions, which assume that the individuals do not pass the boundary and 
remain in the map.   
The second stage is the reproduction and parasitism stage.  The hosts and 
parasitoids in each cell follow the Nicholson – Bailey model (1935): 
, ,'
, , 1 , ,' i j t
aP
i j t i j tH H eκ −+ =           (47) 
, ,'
, , 1 , ,' 1 i j t
aP
i j t i j tP cH e
−
+ ⎡ ⎤= −⎣ ⎦          (48)  
where , ,'i j tH  and , ,'i j tP  are the host and parasitoid densities at generation t after 
dispersal.  Variables , , 1i j tH +  and , , 1i j tP +  are the host and parasitoid densities at 
generation (t+1).  Variable κ  is the host population increase rate. a  is the per capita 
parasitoid attack rate. c  is the conversion efficiency of parasitized hosts into adult 
female parasitoids of the next generation.  Equation (47) can furthermore be modified 
by adding a carrying capacity K in each cell.  In the equation below, κ  is replaced by 
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γ  which is controlled by K: 
 
, ,'log( )(1 ( ))i j t
H
Ke
κγ −=            (49) 
and therefore, 
 , ,', , 1 , ,' i j t
aP
i j t i j tH H eγ −+ =           (50)    
The spatial patterns of population density are categorized into three kinds: spirals, 
spatial chaos, and crystalline structures (figure 32a, b, c).  According to Comins et al. 
(1992), these three patterns are shown under a specific range of parameter conditions.  
Hirzel et al. (2007) simulated host and parasitoid spatial dynamics under heterogeneous 
landscapes and summarized three additional spatial patterns: metapopulation, spiral 
fragments, and source-sink based on different population occurrence mechanisms.  The 
metapopulation pattern contains random patch local extinction and recolonization activity.  
The spiral fragments pattern shows a patch local extinction and recolonization caused by 
the propagation of a wave of parasitoids.  The source-sink pattern is defined by the 
patch’s birth, immigration, death, and emigration rates.  A patch with birth rate larger 
than death rate and emigration rate larger than immigration rate is called a source, and a 
patch with birth rate lower than death rate and emigration rate lower than immigration 
rate is called a sink. 
These previous studies of host and parasitoid spatial patterns were simulated using 
fixed parameter values.  The sensitivity of the parameters in these studies was tested 
using a one-at-a-time methodology.  However, uncertainty from each source does not 
follow the one-at-a-time rule.  A complete uncertainty analysis accounting for all 
associated sources is necessary and appropriate, since all parameters contain uncertainty 
in reality and the effects from correlation among the variables can only be determined 
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when the entire parameter uncertainty is included.   
Some difficulties are expected when analyzing host and parasitoid spatial dynamics 
considering uncertainty in the parameters.  First, the spatial pattern of the host or 
parasitoid population may not be categorized easily.  Previous research (ex. Comins et 
al. 1992 and Hirzel et al. 2007) examined and summarized spatial patterns related to host 
and parasitoid dispersal rate.  These relationships were simulated over time based on 
parameter value without uncertainty.  The uncertainty accumulation and propagation in 
host and parasitoid dispersal rate over time may have significant influences on final 
population spatial patterns.  Second, the spatial patterns will be more unpredictable once 
correlation among the variables is considered.  Correlations that have been discussed in 
previous chapters are important factors affecting prediction uncertainty and parameter 
sensitivity.  According to Hawkins (1994), the parasitoid species richness is correlated 
to the host population abundance.  When the host population is large, the parasitoid 
species richness is high.  The parasitoid species richness is also correlated to host 
mortality because both are related to the host feeding niche.  A large proportion of the 
host population may be discovered and attacked easily by parasitoids when the host 
population is large.  These relationships indicate that the parasitism rates ( a ) in the field 
are expected to be correlated to the local host population in each cell after dispersal 
( , ,'i j tH ). 
 
5.1.3 Host-parasitoid population simulation 
5.1.3.1 Simulation scenarios 
The model starts with one random occupied cell containing fixed numbers of hosts 
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(40) and parasitoids (30).  There are two hundred generations in one simulation.  Five 
different uncertainty conditions are treated as different scenarios.  Twenty thousand 
simulations are completed under each uncertainty condition.  The first condition does 
not include parameter uncertainty in the model.  The only uncertainty in the model is the 
random initial location of hosts and parasitoids.  The second condition introduces global 
parameter uncertainty (every cell has the same set of parameters in each simulation) into 
the model without considering correlation among the variables and spatial diversity 
(various parameter values among space).  The third condition includes spatial parameter 
uncertainty (every cell has different set of parameters in each simulation) without 
correlation among the variables.  The fourth condition includes global parameter 
uncertainty in the model while considering correlation among the variables.  The fifth 
condition includes both spatial parameter uncertainty and correlation among the variables 
in the model.   
The parameters used in the different simulations are listed in table 26.  Each 
parameter uncertainty across the field is based on one distribution.  Different geographic 
conditions with different distributions are not considered.   
 
5.1.3.2 Global population variance and covariance 
Global host and parasitoid population variation is determined by the variance of the 
host and parasitoid total population in the field.  Let z  represent the host or parasitoid 
population density.  The variance of the global host or parasitoid total population can be 
calculated using the equation below: 
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      (51) 
where R is the total number of replications (R = 20,000 in this study), Nr is the total 
number of rows in the field, Nc is the total number of columns, and , ,i j rz  is the host or 
parasitoid population density in the cell (i, j) on the rth replicate.  Therefore, , ,
1 1
Nr Nc
i j r
i j
z
= =
∑∑  
is the host or parasitoid total population density in the field on the rth replicate.  The 
element 
, ,
1 1 1
R Nr Nc
i j r
n i j
z
R
− = =
∑∑∑
 in equation (51) represents the mean of the host or parasitoid 
total population density in the field among 20,000 replications.   
The covariance between host and parasitoid total population is defined below: 
, , , ,
1 1 1 1 1 1
, , , ,
1 1 1 1 1
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R Nr Nc R Nr Nc
i j r i j rR Nr Nc Nr Nc
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i j r i j r
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∑∑∑ ∑∑∑∑ ∑∑ ∑∑
  (52) 
where , ,i j rH  is the host population density in the cell (i, j) on the rth replicate, and , ,i j rP  
is the parasitoid population density in the cell (i, j) on the rth replicate.  The element 
, ,
1 1 1
R Nr Nc
i j r
n i j
H
R
− = =
∑∑∑
 in equation (52) is the mean of the host total population density in the 
field among 20,000 replications.  The element 
, ,
1 1 1
R Nr Nc
i j r
n i j
P
R
− = =
∑∑∑
 in equation (52) shows 
the mean of the parasitoid total population density in the field among 20,000 replications.   
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Both global variance and covariance are calculated within the same generation.  
Therefore, two hundred sets of variance and covariance are obtained for the 200 
generations. 
 
5.1.3.3 Local population variogram and covariogram 
Local population variation is determined by the paired variance of the differences in 
population density between any two fixed distance cells in the field.  This paired 
variance is also known as a traditional variogram.  The mathematic equation of the 
paired variance is defined below. 
( )( ) 2, ( , )
1
( )
N h
i j i j h
n
local
z z
VAR
N h
+
=
−
=
∑
         (53) 
where ,i jz  is the population density in cell (i,j), and ( , )i j hz +  is the population density in 
the cell(s) that is h distance from ,i jz  for either the host or parasitoid.  The element N(h) 
in equation (53) is the total number of pairs with fixed distance h, which is also called 
lag.   
The covariogram that represents local covariance between the host and parasitoid 
population can be written below: 
( )( )( ) , ( , ) , ( , )
1
( )
N h
i j i j h i j i j h
n
local
H H P P
COV
N h
+ +
=
− −
=
∑
      (54) 
where ,i jH  and ,i jP  are the population density for the host and the parasitoid, 
respectively, in cell i.  Both ( , )i j hH +  and ( , )i j hP +  are the population density of hosts or 
parasitoids in the cell(s) that is h distance from ,i jH  and ,i jP .   
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The local population variogram and covariogram are also calculated within the same 
generation.  Ten lags are set from 1 to 10 to determined the local variogram and 
covariogram with different separating distances between the cells (figure 33).  Twenty 
thousand sets of variance and covariance are obtained for the 200 generations.  The lag 
effects reach a maximum around lag distance of 8 (figure 34).  For the analysis in this 
study, all the local population variograms and covariograms are calculated with lag equal 
to 8. 
 
5.1.3.4 Covariance structure construction 
The covariance structure for this spatial population dynamic model is not easy to 
identify.  The structure may not be unique either due to a lack of thorough empirical 
knowledge and overall understanding of the complex spatial dynamics of host and 
parasitoid interactions.  In this study, one possible structure is suggested and examined.  
The path diagram of the covariance structure for this host and parasitoid spatial model is 
shown in figure 35.  There are three sub-structures.  Structure 1 and structure 3 are two 
causal models and structure 2 is a factor model.  Figure 36 shows the three 
sub-structures individually.  In structure 1, host and parasitoid total population are 
caused by host local variation, parasitoid local variation and pattern index.  In this 
covariance model, pattern index is a latent variable that represents the changes in the 
patterns of the population density of the field.  Pattern index in structure 2 is assumed to 
be determined by three variables: the random effect from the initial location, host local 
variation, and parasitoid local variation.  Structure 3 indicates that host and parasitoid 
local variation is affected by six parameters: the random effect from the initial location, 
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κ , a , c , Nμ , and Pμ .  The matrices used for this covariance structure are shown in 
table 27. 
 
5.2 Global population dynamics – growth patterns and variances for all scenarios 
5.2.1 Scenario 1 
With scenario 1, the initial location is the only uncertainty source.  The host and 
parasitoid average global population growth and variance are shown in figures 37 and 38.  
The average global growth in the host and parasitoid populations goes to a peak and 
comes back down rapidly within several generations.  This dramatic change in average 
global growth happens cyclically in both populations.  However, there is still a trend of 
stabilization of the average global growth in host and parasitoid populations around the 
last 40 generations of the simulation period.  The variance of the host and parasitoid 
populations also shows similar patterns to the average global growth in the populations.  
As average global growth increases, the variance increases.  The variance of the 
populations is especially unstable from 80 to 160 generations.  And, the variance starts 
to show stabilization along with the average global growth.   
According to the simulation under scenario 1, the average global growth in the host 
and parasitoid populations is not stable from the beginning until a certain number of 
generations have passed.  The uncertainty in the predictions changes dramatically with 
the average global growth of the populations and accumulates over generations.  
However, the changes in average global growth in the parasitoid population follow the 
changes in average global growth in the host population (the parasitoid population 
increases or decreases after the host population increases or decreases).  Once the 
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relationship between the two populations is established, the average global growth in the 
two populations reaches a much more steady state than earlier generations and the 
uncertainty in the predictions drops rapidly and stabilizes as well. 
 
5.2.2 Scenario 2 
In scenario 2, uncertainty in the parameters is included.  The parameters are global 
(every cell has the same parameters).  The host and parasitoid average global population 
growth and variance are shown in figure 39 and 40.  The average growth in the host 
population keeps increasing over increasing generations but it slows down toward the end 
of the simulation period.  In order to see if the population stabilizes in later generations, 
another set of simulations was done over 500 generations.  The average global growth in 
hosts increases smoothly, but the average global growth in parasitoids shows a dramatic 
peak within 150 generations.  The average global growth in both hosts and parasitoids 
shows a steady state around generation 300.  The global variance in hosts increases 
smoothly with the average global growth in hosts.  The global variance in parasitoids 
increases and decreases rapidly, along with changes in the global average parasitoid 
population, within 150 generations.   
According to the simulation under scenario 2, the average global growth of the 
parasitoid population increases at the beginning of the simulation.  However, the 
average global growth in host population may not increase fast enough to support the 
growth in the parasitoid population.  So, the average global growth in parasitoid 
population decreases.  Finally, the changes in both host and parasitoid populations slow 
down and reach a much more stable state around 300 generations.   
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5.2.3 Scenario 3 
With scenario 3, local parameter uncertainty is introduced.  The parameters are 
generated from their distributions for each cell.  The host and parasitoid average global 
population growth and variance are shown in figures 41 and 42.  The simulation under 
this scenario shows a classic result in that the average global growth in both host and 
parasitoid populations increases smoothly and reaches a steady state. 
According to scenario 3, with uncertainty in local parameters, the relationship of the 
host and parasitoid populations is established immediately and follows a stable increasing 
pattern. 
Comparing scenario 2 and scenario 3, both host and parasitoid populations stabilize 
earlier with local parameter uncertainty than with global parameter uncertainty.  The 
amount of uncertainty in predictions is also lower with local parameter uncertainty than 
with global parameter uncertainty.  Including local uncertainty may increase the 
stabilization of the system of host and parasitoid populations.   
When initial location is the only uncertainty (scenario 1), the global populations of 
the host and parasitoid are very unstable.  The prediction uncertainty in the estimates of 
final global populations is also unstable.  By adding global uncertainty into the 
parameters (scenario 2), the global populations of the host and parasitoid and the 
prediction uncertainty become stabilized by the end of the simulations.  By adding local 
uncertainty into the parameters (scenario 3), the global population and the prediction 
uncertainty are stabilized around generation 70.  The population sizes are different in the 
three scenarios.  Scenario 3 produces the smallest population size for both hosts and 
parasitoids among the three scenarios.   
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5.2.4 Scenario 4 
Scenario 4 is similar to scenario 2 but includes correlation among the variables.  
The correlation considered in this simulation is that the per capita parasitoid attack rate 
( a ) is correlated to the host density at generation t after dispersal ( 'tH ).  The host and 
parasitoid average global population growth and variance are shown in figures 43 and 44.  
The average global growth in host population shows a logistic curve over the generations.  
The growth increases smoothly at the beginning and slows down at the end of the 
simulation.  The average global growth of the parasitoid population also shows a logistic 
curve and it reaches a steady growth within 40 generations.  The global variance of the 
host population increases smoothly along with the average global growth over the 
generations.  The global variance of parasitoid population increases and decreases 
rapidly within 50 generations and then reaches a stable level.   
According to the simulation results from scenario 4, the global growth in both host 
and parasitoid populations increases at the beginning of the simulation and finally 
stabilizes.  The uncertainty in parasitoid global population growth is very unstable 
through the first 50 generations.  The global growth in parasitoid population depends on 
the host global population density.  Since the host global population density is low at the 
beginning of the relationship, high uncertainty in parasitoid global population growth 
during the early stage of the relationship is expected.   
The pattern of average global growth in host and parasitoid populations under 
scenario 4 is similar to that under scenario 2.  However, correlation among the variables 
reduces and stabilizes the uncertainty in global growth for both host and parasitoid 
populations under scenario 4.  The average global growth curve in the parasitoid 
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population is also smoother when considering correlation (scenario 4) than without 
considering correlation (scenario 2).     
 
5.2.5 Scenario 5 
With scenario 5, local uncertainty and correlation are both included in the simulation.  
The host and parasitoid average global population growth and variance are shown in 
figures 45 and 46.  The average global growth in both host and parasitoid populations 
follows the classical population growth pattern.  Although a cyclic wave pattern is 
shown locally, in a bigger frame, both populations increase rapidly during the first 50 
generations.  Beyond 50 generations, the growth slows down and reaches a steady state.   
The variance growth patterns of both populations are interesting.  It can be 
described in two stages.  The overall pattern of the global variance in both populations 
shows an increase over the first 100 generations and then reaches a steady state in general.  
Through the first 50 generations, the variance pattern in the host population showed an 
increase followed by a decrease.  The variance pattern in the parasitoid population 
shows a steady increase.  Beyond 50 generations, the variance patterns of the host start 
to stabilize.  And after 100 generations, the variance patterns of both host and parastiod 
populations reach a steady state. 
Including both local uncertainty and correlation stabilizes average global growth at 
the earliest period, around generation 50, and reduces variance of global growth in host 
and parasitoid populations by the most compared to other scenarios.  The significant 
cyclic pattern in population growth represents the real system dynamics the best among 
the five scenarios.   
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5.3 Local population dynamics under scenario 5 – with local uncertainty and 
correlation 
5.3.1 Local population and variation 
Figure 47 shows the distribution of host total population over time.  The 
distribution of host total population is skewed to the left during the whole simulation.  
At the beginning of the simulations, the host total population is increasing and the 
distribution is getting more normal.  The distribution has changed dramatically beyond 
generation 10 and becomes quite skewed to the left.  This situation remains for several 
generations and starts to change again around generation 25 and the distribution basically 
remains the same beyond generation 50. 
The distribution of parasitoid total population (figure 48) is similar to the 
distribution of host total population except during the beginning period of the simulation.  
The distribution is skewed to the left all the time.  The parasitoid total population 
decreases rapidly at the beginning and the distribution becomes more skewed to the left.  
The parasitoid population starts to rebound around generation 7 and the skewedness 
decreases.  Around generation 15, the skewedness increases again until generation 26 
and the distribution basically remains the same beyond generation 50. 
Under scenario 5, the average variogram within the field for host and parasitoid 
populations is plotted in figure 49.  Along with the dispersal and reproduction progress 
of the host and parasitoid populations, the variogram within the field increases and finally 
reaches a steady state around generation 100 for both populations.  For the first 50 
generations, the local variation of host and parastoid populations is not a steady pattern, 
which indicates that the two populations and growth patterns up to the first 50 
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generations are less predicable. 
The relationship among total population, total population variance, and local 
population variation in both host and parasitoid populations is similar, but occurs at 
slightly different generations and to different degrees.   
At the beginning of the simulation period, the host variation within the field is 
highly correlated to the host and parasitoid total population in the field (figure 50).  The 
correlation between host total population in the field and host local variogram drops 
dramatically around generations 15 to 20.  At the same time, the correlation between the 
host total population in the field and the parasitoid local variogram remains at the same 
level.  Beyond generation 50, the relationship between host total population in the field 
and the host local variogram maintains a low correlation.  But the relationship between 
host total population and the parasitoid local variogram still shows a steady level of high 
correlation.   
The same results are shown in the relationship between parasitoid total population in 
the field and host and parasitoid local variograms.  The correlation between parasitoid 
total population and the parasitoid local variogram remains at a steady level of 
medium-high correlation, but the correlation between parasitoid total population and the 
host local variogram increases dramatically over the first 20 generations then drops to a 
steady low level of correlation for the rest of simulation period.  These findings indicate 
that the total population for both hosts and parasitoids may be affected by the host and 
parasitoid local variation when the host and parasitoid populations just start to settle.  
Once the host and parasitoid population is established, the host local variation may not 
show important influences on the host and parasitoid total populations, but the parasitoid 
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local variation maintains the same level of influence on the host and parasitoid total 
population growth.   
Figure 51 shows the host and parasitoid total population growth ratio and growth 
ratio variance over time.  The host total population growth ratio increases rapidly within 
5 generations and decreases significantly within the following 10 generations.  The 
increases in the parasitoid total population growth ratio are slower than the increase in the 
host total population growth ratio, but still happen rapidly within 10 generations.  And 
within the following 5 generations, the parasitoid total population growth ratio also 
decreases dramatically.  This indicates that the fastest growth stage of host and 
parasitoid total population is during the first 15 generations.  However, during this 
period of time, the uncertainty contained in total population growth ratio is also high. 
When the host and parasitoid population just starts to colonize a field, the host and 
parasitoid variation within the field is relatively small but changes more dramatically then 
later stage of the generations.  The host and parasitoid population in each cell is low, as 
well as host and parasitoid total populations in the field.  The system is not yet stabilized 
and the dispersal activities are vivid.  The changes in host and parasitoid population 
densities in each cell are linked to the changes in host and parasitoid population densities 
in the neighborhood cells.  Even a little variation within the field may alternate the 
growth pattern and total densities of the host and parasitoid population.  During this 
period of time, the host and parasitoid total populations growth is fast.  The host and 
parasitoid local variation among the field, host, and parasitoid total population variances 
also increase fast (figure 52).   
The changes in the correlation between host and parasitoid total populations, and 
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host and parasitoid local variation, do not show links to increases in host and parasitoid 
total populations, and host and parasitoid local variation.  However, although host and 
parasitoid local variation keeps increasing, the host and parasitoid total population 
variance decreases after a peak around the 50th generation (figure 52).  The host and 
parasitoid total populations in the field may have been established and starts to reach a 
steady stage.  However, the host and parasitoid local populations in the field may not 
have been stabilized at this stage.  During this period of time, the host and parasitoid 
total population growth slows down significantly along with decreases in host and 
parasitoid total population variance. 
Beyond generation 50, the correlation between host and parasitoid total populations 
and host and parasitoid local variance remains nearly constant (figure 50).  The effects 
from host and parasitoid local variation on host and parasitoid total populations in the 
field may be stabilized.  The host and parasitoid local population variations start to show 
a steady state around generation 100 (figure 52).  Finally, the entire system reaches a 
balanced state.   
The result maps of one simulation run are included in the APPENDIX B.  The 
spatial patterns of the host and parasitoid populations start from forming a spiral-like 
pattern and then developing into a spatial chaos pattern.   
 
5.3.2 Covariance structure analysis results 
 The residual matrices of the covariance structure analysis at generation 150 are 
attached in APPENDIX C.  Generation 150 is chosen because the variation of total and 
local population is stabilized.  The tables in APPENDIX C show that the raw residuals 
 100 
 
from the specification of the covariance structure explaining the variable covariance 
matrix of this model are very small.  The specified covariance structure in this case 
study appears to explain the variable covariance matrix of the spatial host and parasitoid 
interaction model fairly well. 
The uncertainty partitioning for host total population and parasitoid total population 
using the covariance structure analysis algorithm is shown in figure 53.  For the host 
total population, local host variation is an important factor affecting host total population 
predictions at the beginning of the simulation.  The importance of the local host 
variation drops dramatically within 20 generations and remains at a low level of 
importance to host total population predictions.  Similar to local host variation, the 
pattern index shows the importance of the host total population predictions during the 
first 20 generations.  The random effect from initial simulation location does not appear 
important at the beginning of the simulation, but it starts to have effects on host total 
population predictions around generation 15 and ends around generation 50.  The 
random effect from initial simulation location was expected to have more effect on host 
local population predictions at the beginning of the simulation.  This may be because 
host total population is very low at the beginning of the simulation for all different 
starting locations.  After several generations of dispersal and reproduction activities, 
host total population starts to be constrained by the location of the population.  For 
example, the growth of total population may be limited if the starting location is close to 
the edge of the field.  The field size in the simulations is 30 by 30.  Therefore, it makes 
perfect sense that the random initial location starts to show the effects around generation 
15.  After generation 50, parasitoid local variation starts to be the most important factor 
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affecting total host population predictions and this high level of importance remains. 
 For parasitoid total population, the effects on parasitoid total population predictions 
from the random effect of initial location and pattern index are the same as host total 
population predictions.  The pattern index shows the importance of parasitoid total 
population predictions during the first 20 generations.  The random effect from initial 
simulation location shows effects on parasitoid total population predictions from around 
15 to 50 generations.  Parasitoid local variation shows a scattered pattern of effects on 
parasitoid total population predictions, but in general they are low-level.  The 
importance of local host variation is not high at the beginning of the simulation, but it 
increases steadily over the first 50 generations and reaches a stable state.  Finally, local 
host variation becomes the most important factor to parasitoid total population 
predictions after generation 50. 
 According to the results, we noticed that the effects from pattern index to host and 
parasitoid total population predictions are important during the first 20 generations.  
Starting from generation 15, the effects from the initial random location show up.  
Around generation 20 to 40, the importance of initial random location is dominant over 
host and parasitoid total population predictions.  The influence of initial random 
location disappears around generation 50.  Host and parasitoid local variation are each 
important to their respective total population predictions at the beginning of the 
simulations.  This importance decreases over time.  Over the same period, host total 
population becomes increasingly influenced by parasitoid local variation and parasitoid 
total population is increasingly affected by host local variation.    
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5.4 Discussion 
The case study presented here shows the importance of considering spatial factors 
for modeling host-parasitoid dynamics.  Additionally, this study also restated the 
importance of accounting for uncertainty in modeling systems.  The Nicholson-Bailey 
model used in this study is a global extinction model for both host and parasitoid 
populations.  However, both host and parasitoid population are successfully established 
in this model if local population is considered.  In this case, local extinction still exists, 
but global population may remain, depending on field size, and other parameters.  The 
local host or parasitoid population is sometimes described as a sink or source population 
depending on its birth, immigration, death, and emigration (BIDE) rates (Cronin 2007).  
Hirzel et al. (2007) also stated that the only way to achieve population persistence is to 
have a higher host dispersal rate than parasitoid dispersal rate.  However, research also 
has indicated that the sink-source structure is not robust (ex. Haynes and Cronin 2004).  
Pseudosinks or sieves would happen because of matrix composition influences.  From 
an uncertainty point of view, populations having local BIDE rates with low uncertainty 
may more likely result in persistent sink and source habitats.  In other words, local sink 
and source habitats may not be constant over generations within populations having local 
BIDE rates with high uncertainty.  The rates and their uncertainty may also be 
influenced by environmental conditions.  As stated previously, any uncertainty in the 
system may greatly affect prediction uncertainty.  We would like to suggest that natural 
randomness may actually be an important factor in maintaining the populations in a host 
and parasitoid system.  The conclusions made without considering uncertainty may 
potentially be inaccurate.  Therefore, detailed studies including both geographic 
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heterogeneity and uncertainty are necessary in order to model complex host and 
parasitoid population behaviors.   
The theoretical spatial patterns, spirals and crystal lattice, described in Comins et al. 
(1992) are not found, expect under scenario 1, without considering parameter uncertainty.  
Under all other scenarios, a wave pattern, that is closest to a spiral pattern, appears only 
over the initial 10 generations.  A spiral pattern only appears before generation 50 when 
both host and parasitoid populations are still developing.  The results indicate that 
theoretical spatial patterns may not exist in reality.  A similar conclusion was made in 
Hirzel et al. (2007).  In Hirzel et al. (2007), host and parasitoid spatial dynamics were 
simulated in heterogeneous landscapes.  Their results showed that spiral patterns, which 
require large areas of homogeneous patches, cannot be maintained under spatial 
heterogeneity.   
The geographic conditions across the field may have an impact on the population 
dynamics.  As suggested by geographic mosaic theory of population spatial structure in 
coevolution (Thompson 1999), there are “preferred” geographic locations, reflecting 
spots with higher interaction activities among the species.  In this study, the parameter 
uncertainty across the field is based on one distribution, which represents only one 
geographic condition.  The impact from uncertainty in multiple geographic locations 
was not analyzed.  However, simulations considering different geographic conditions 
can be completed by generating each parameter uncertainty for different geographic 
patches with different distributions across the field.  Additionally, geographic 
uncertainty can also be simulated cooperatively with remote sensing data and 
geostatistics methodologies, such as sequential Gaussian simulation or sequential 
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Gaussian co-simulation when secondary data is available.  This spatial dynamic 
simulation algorithm and uncertainty analysis procedure is able to be applied to different 
landscape scales with complex geographic conditions and with additional parameters, 
such as mutation rate.   
Lion and van Baalen (2008) argued that agent based spatial ecological models 
provide the best modeling results.  However, agent based simulations are difficult to 
analyze and the uncertainty of agent based models is also non-systematic, which requires 
further investigation.  Accounting for uncertainty in a non-agent based model, as 
demonstrated in this study, reproduces results representing stochastic field phenomena as 
well.  The uncertainty contained in each individual agent and in different geo-spatial 
conditions is reflected by systematic parameter uncertainty in a non-agent based model.  
The advantages of this approach are: 1) the uncertainty of the system is considered and 
the prediction uncertainty is systematically propagated, 2) the uncertainty sources are 
easy to identify, 3) the simplicity of non-agent based modeling procedures remains, and 4) 
the results are easy to analyze.   
Using covariance structure analysis, we show that the relationship among the host 
total population, parasitoid total population, and the input variables may not be directly 
related.  This case study is an example of using a latent variable to assist in analyzing 
the structure of the modeled system.  The specified covariance structure in this case 
study explains the variable covariance very well.  Explaining the covariance matrices of 
the variables is one function of a covariance structural model.  However, the solution of 
the covariance model may not be unique.  It is very possible that other models fit the 
covariance matrices as well or better.  The covariance model used in this study is one 
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possible and reasonable suggestion.  Empirical experiments and studies are very 
necessary for obtaining a better understanding of the host-parasitoid systems in order to 
construct a good covariance model. 
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CHAPTER 6 
DISCUSSION AND CONCLUSIONS 
In this study, causal relationships of the uncertainty among variables is analyzed 
while uncertainty partitioning is processed.  Covariance structure analysis should not be 
thought of as a sensitivity analysis, but as an explanation of the uncertainty correlation 
among a model's variables based on the model covariance structure relationship.  
Covariance structure analysis has been judged as perhaps not an efficient way for 
conducting sensitivity analysis.  For models that only contain one-layer and have clearly 
defined relationships, identifying the covariance structure of the model seems to be 
redundant since other methods, such as the regression method and generalized FAST, can 
be used without complex procedures.  However, covariance structure analysis provides 
an alternative tool to visualize model relationships and to deal with parameter sensitivity 
problems in modeling research.  For models with more than two layers or models 
containing relationships that are not clearly defined (environmental models, for example, 
usually are complex and contain more than two layers), covariance structure analysis can 
be more useful.  Furthermore, by applying covariance structure analysis, parameters that 
are not directly observable through simulations can also be considered in the analysis.   
In environmental management, uncertainty that is caused by variable correlation 
cannot be easily handled.  The uncertainty in the models can reflect both natural 
variation and uncertainty due to of lack of knowledge.  Natural variation cannot be 
reduced, but lack-of-knowledge uncertainty can be controlled by improving experimental 
methods, survey results, or the model itself.  Predictions from the models will become 
more precise by reducing the uncertainty from these sources.  Additionally, through 
 107 
 
uncertainty assessment, identification of the sensitive and important parameters will 
enable more informed decisions.  However, when the uncertainty sources are correlated, 
it is hard to control one particular source without affecting the other uncertainty source(s).  
And, it is hard to clarify which parameter is most sensitive or important when there is 
correlation among the variables.  This can be especially confusing for decision makers 
when financial issues also play a role.  Thus, it would be helpful to understand the 
reasons behind correlation between the variables. 
For example, consider two different model structures.  Model A contains two input 
variables 1x  and 2x  and one output variable y .  Inputs 1x  and 2x  are correlated to 
each other.  The structure of the model can be drawn as: 
Model A 
 
 
 
 
 
 
 
Model B contains three input variables 1x , 2x  and 3x  and one output variable y .  
Inputs 1x  and 2x  are also correlated to each other, but their correlation is explained by 
3x , as shown: 
Model B 
 
 
 
 
 
 
 
1x  
2x  
y  
1x  
2x  
y
3x  
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The uncertainty analysis from model A will show the prediction uncertainty in y  is 
from the uncertainty in 1x , 2x  and the correlation between 1x  and 2x .  In an attempt 
to control uncertainty from the source, reducing the uncertainty in 1x  may also decrease 
or increase the uncertainty caused by the correlation between 1x  and 2x , depending on 
the type of correlation between the two variables.  The final prediction uncertainty may 
not be reduced just by reducing the uncertainty in one particular parameter.  In 
identifying sensitive or important parameters in this model, although one parameter is 
identified to be more sensitive or more important than the other, changes in uncertainty of 
one variable will also cause changes in uncertainty due to the correlation between the two 
variables.  The correlated parameters need to be seen as a group and the effects due to 
changing one need to be evaluated before any decision is made. 
Adding some extra parameters into the models to break down the correlation 
between the variables may help to clarify the importance of the parameters in the models.  
This may also help to draw conclusions from the model.  Model B shows one way to 
explain the correlation between variables 1x  and 2x , due to 3x .  In this structure, 3x  
causes both 1x  and 2x .  Therefore, the correlation between 1x  and 2x  as shown in 
the indirect arc in model A is explained.  Controlling the uncertainty in 3x  will also 
control the uncertainty in 1x  and 2x . 
Identifying the causal relationships behind the correlation may help to draw some 
conclusions and make decisions from the uncertainty assessment.  Correlation between 
the variables sometimes causes confusion and blurs the real relationships between the 
prediction uncertainty and the uncertainty sources, especially when important variables 
are correlated.  Explaining the correlation between the variables by using some other 
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parameters outside of the models (if possible) may help provide a better understanding of 
the systems. 
Based on the advantages of considering multivariate distributions and parameter 
correlation, applications using covariance structural models in natural sciences have great 
potential.  In this study, covariance structure analysis is used to explore model 
uncertainty and parameter sensitivity with correlated variables in three different model 
systems, two simple nonlinear models, a complex forest process model, and a spatial 
dynamic host-parasitoid interaction simulation.  Furthermore, models with unobservable 
variables were able to be analyzed using covariance structure analysis.  The results have 
demonstrated the possibilities of covariance structure analysis applied to different model 
analysis assignments in environmental studies.  
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CHAPTER 7 
TABLES 
 
Table 1.  The defined distributions of θ  for the two example model equations 
(equation (6) and (7)).  The θ  are assumed to have multinormal distribution with the 
covariance matrices defined below. 
 
Drug model 1 (equation (6)) 
Formula:  1 2
11 12 13
1y
x xθ θ θ= + +  
Adjusted R-square: 0.9815 
Distributions:  
 Mean 
Standard 
Deviation   
11θ  0.81832 0.06535  
12θ  -0.67761 0.06163  
13θ  0.16327 0.0145   
Covariance matrix 
 
11θ 12θ 13θ  
11θ  0.00427 -0.00397 0.00089 
12θ  -0.00397 0.00380 -0.00088 
13θ  0.00089 -0.00088 0.00021 
Drug model 2 (equation (7)) 
Formula:  22 21 22 23exp( ( ) )y xθ θ θ= + − −  
Adjusted R-square: 0.9587 
Distributions:  
 Mean 
Standard 
Deviation   
21θ  0.94984 0.20836  
22θ  7.30831 0.45588  
23θ  2.08266 0.04776   
Covariance matrix 
 
21θ 22θ 23θ  
21θ  0.04341 -0.06115 -0.00014 
22θ  -0.06115 0.20782 0.00020 
23θ  -0.00014 0.00020 0.00228 
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Table 2.  The summary of basic statistics (mean, median, and standard deviation) of the 
predictions from the two drug model equations. 
  
Without considering correlation 
  Drug model 1 Drug model 2 
Time 
points 
Mean Median Standard 
Deviation
Mean Median Standard 
Deviation
1 1.23387 1.227908 0.102554 1.051145 1.064896 0.214079 
2 21.74262 3.710416 397.7932 3.812082 3.823348 0.39854 
3 1.420808 4.101804 92.63994 8.130396 8.138625 0.512987 
4 -6.59233 2.221597 143.6131 2.496391 2.489515 0.288783 
5 1.3464 0.961329 3.893741 0.982061 0.98919 0.21186 
6 0.518763 0.483689 0.180498 0.953713 0.957558 0.212148 
7 0.294626 0.284057 0.07253 0.953669 0.957477 0.212149 
8 0.190546 0.185457 0.038517 0.953669 0.957477 0.212149 
9 0.133384 0.130004 0.023626 0.953669 0.957477 0.212149 
10 0.098585 0.096638 0.015873 0.953669 0.957477 0.212149 
Considering correlation 
  Drug model 1 Drug model 2 
Time 
points 
Mean Median Standard 
Deviation
Mean Median Standard 
Deviation
1 1.23387 1.227908 0.102554 1.033959 1.038392 0.207228 
2 3.732977 3.699088 0.284064 3.798441 3.789091 0.322955 
3 8.237814 7.914326 2.04246 8.061471 8.057105 0.346555 
4 2.620402 2.611403 0.213333 2.455367 2.436855 0.249199 
5 0.961888 0.955063 0.074683 0.963176 0.964003 0.20885 
6 0.476982 0.471605 0.038847 0.935391 0.934357 0.209834 
7 0.281471 0.278037 0.023593 0.935391 0.934331 0.209836 
8 0.184895 0.182246 0.015767 0.935391 0.934331 0.209836 
9 0.130485 0.12878 0.011251 0.935391 0.934331 0.209836 
10 0.096914 0.095679 0.00842 0.935391 0.934331 0.209836 
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Table 3. The uncertainty partitioning results (percentage contribution of the prediction 
uncertainty from each source) for the two drug model equations assuming the parameters 
are independent. 
 
Drug model 1 
Time points 11θ 12θ 13θ Residual 
1 90.21173 1.154084 0.184922 8.44926 
2 25.14581 22.8467 3.854439 48.15305 
3 0.33784 0.037362 0.082482 99.54232 
4 0.837885 0.703306 73.86177 24.59704 
5 4.105515 37.45824 50.21581 8.220442 
6 13.59901 47.51359 30.31015 8.577242 
7 19.75316 48.73206 21.96004 9.554742 
8 23.72278 48.33931 17.72515 10.21276 
9 26.47008 47.66313 15.23112 10.63567 
10 28.48317 46.99367 13.60629 10.91687 
Drug model 2 
Time points 21θ 22θ 23θ Residual 
1 98.50712 0.029253 0.004573 1.459056 
2 2.458516 0.505687 42.0489 54.9869 
3 0.561532 61.86983 0.518256 37.05038 
4 17.31859 7.352529 34.31723 41.01165 
5 99.81349 0.01548 0.002042 0.168991 
6 100 4.34E-08 5.98E-09 9.29E-07 
7 100 8.26E-16 1.58E-16 3.05E-14 
8 100 1.07E-25 2.50E-26 6.58E-24 
9 100 6.24E-32 8.53E-32 5.04E-30 
10 100 6.24E-32 8.53E-32 5.04E-30 
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Table 4.  The covariance matrices among the predictions and the inputs over time for the 
two drug model equations. 
 
Drug model 1 
  11θ  12θ  13θ  11y 12y 13y 14y 15y 16y 17y  18y  19y 1,10y
11θ  0.0043 -0.0041 0.0008 -0.0067 -0.0124 0.0404 -0.0007 -0.0027 -0.0018 -0.0012 -0.0008 -0.0006 -0.0005
12θ  -0.0041 0.0042 -0.0009 0.0063 0.0080 -0.0538 0.0013 0.0032 0.0020 0.0013 0.0009 0.0007 0.0005
13θ  0.0008 -0.0009 0.0002 -0.0013 -0.0013 0.0113 -0.0007 -0.0008 -0.0005 -0.0003 -0.0002 -0.0002 -0.0001
11y  -0.0067 0.0063 -0.0013 0.0105 0.0204 -0.0566 0.0014 0.0042 0.0028 0.0018 0.0013 0.0009 0.0007
12y  -0.0124 0.0080 -0.0013 0.0204 0.0842 0.0997 0.0032 0.0029 0.0021 0.0014 0.0011 0.0008 0.0006
13y  0.0404 -0.0538 0.0113 -0.0566 0.0997 1.8465 0.0919 -0.0227 -0.0203 -0.0143 -0.0102 -0.0076 -0.0058
14y  -0.0007 0.0013 -0.0007 0.0014 0.0032 0.0919 0.0280 0.0080 0.0034 0.0018 0.0011 0.0008 0.0005
15y  -0.0027 0.0032 -0.0008 0.0042 0.0029 -0.0227 0.0080 0.0043 0.0023 0.0014 0.0009 0.0007 0.0005
16y  -0.0018 0.0020 -0.0005 0.0028 0.0021 -0.0203 0.0034 0.0023 0.0013 0.0008 0.0005 0.0004 0.0003
17y  -0.0012 0.0013 -0.0003 0.0018 0.0014 -0.0143 0.0018 0.0014 0.0008 0.0005 0.0003 0.0002 0.0002
18y  -0.0008 0.0009 -0.0002 0.0013 0.0011 -0.0102 0.0011 0.0009 0.0005 0.0003 0.0002 0.0002 0.0001
19y  -0.0006 0.0007 -0.0002 0.0009 0.0008 -0.0076 0.0008 0.0007 0.0004 0.0002 0.0002 0.0001 0.0001
1,10y  -0.0005 0.0005 -0.0001 0.0007 0.0006 -0.0058 0.0005 0.0005 0.0003 0.0002 0.0001 0.0001 0.0001
Drug model 2 
  11θ  12θ  13θ  21y 22y 23y 24y 25y 26y 27y  28y  29y 2,10y
21θ  0.0440 -0.0615 -0.0001 0.0433 0.0202 -0.0165 0.0312 0.0438 0.0440 0.0440 0.0440 0.0440 0.0440
22θ  -0.0615 0.1964 -0.0004 -0.0587 0.0179 0.1300 -0.0224 -0.0608 -0.0615 -0.0615 -0.0615 -0.0615 -0.0615
23θ  -0.0001 -0.0004 0.0025 -0.0011 -0.0139 0.0046 0.0093 0.0003 -0.0001 -0.0001 -0.0001 -0.0001 -0.0001
21y  0.0433 -0.0587 -0.0011 0.0429 0.0262 -0.0166 0.0272 0.0429 0.0433 0.0433 0.0433 0.0433 0.0433
22y  0.0202 0.0179 -0.0139 0.0262 0.1041 0.0093 -0.0287 0.0185 0.0202 0.0202 0.0202 0.0202 0.0202
23y  -0.0165 0.1300 0.0046 -0.0166 0.0093 0.1202 0.0276 -0.0154 -0.0165 -0.0165 -0.0165 -0.0165 -0.0165
24y  0.0312 -0.0224 0.0093 0.0272 -0.0287 0.0276 0.0622 0.0324 0.0312 0.0312 0.0312 0.0312 0.0312
25y  0.0438 -0.0608 0.0003 0.0429 0.0185 -0.0154 0.0324 0.0436 0.0438 0.0438 0.0438 0.0438 0.0438
26y  0.0440 -0.0615 -0.0001 0.0433 0.0202 -0.0165 0.0312 0.0438 0.0440 0.0440 0.0440 0.0440 0.0440
27y  0.0440 -0.0615 -0.0001 0.0433 0.0202 -0.0165 0.0312 0.0438 0.0440 0.0440 0.0440 0.0440 0.0440
28y  0.0440 -0.0615 -0.0001 0.0433 0.0202 -0.0165 0.0312 0.0438 0.0440 0.0440 0.0440 0.0440 0.0440
29y  0.0440 -0.0615 -0.0001 0.0433 0.0202 -0.0165 0.0312 0.0438 0.0440 0.0440 0.0440 0.0440 0.0440
2,10y  0.0440 -0.0615 -0.0001 0.0433 0.0202 -0.0165 0.0312 0.0438 0.0440 0.0440 0.0440 0.0440 0.0440
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Table 5.  The summary of the path coefficient estimates and uncertainty partitioning 
results for drug model 1 over time. 
 
Drug model 1 Time point 1       
P matrix 11θ  12θ  13θ  11y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
11y  0 0 0 0.000157 
B matrix 11θ  12θ  13θ  11y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
11y  -1.772 -0.450 -1.038 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 3.140 0.014 128.77 
cov( 11θ , 12θ ) -0.004 1.596 -0.007 -61.96 
cov( 11θ , 13θ ) 0.001 3.678 0.003 29.59 
var( 12θ ) 0.004 0.203 0.001 8.13 
cov( 12θ , 13θ ) -0.001 0.934 -0.001 -8.13 
var( 13θ ) 0.000 1.077 0.000 2.13 
var( 1y ) 0.010517     
predict var( 1y )   0.010 98.53 
pre var( 1y ) - var( 1y )     0.000   
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Table 5.  (cont.) 
 
Drug model 1 Time point 2       
P matrix 11θ  12θ  13θ  12y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
12y  0 0 0 0.005465 
B matrix 11θ  12θ  13θ  12y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
12y  -15.662 -18.293 -23.131 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 245.286 1.058 1257.12 
cov( 11θ , 12θ ) -0.004 573.002 -2.340 -2780.77 
cov( 11θ , 13θ ) 0.001 724.537 0.613 728.38 
var( 12θ ) 0.004 334.641 1.412 1677.30 
cov( 12θ , 13θ ) -0.001 846.280 -0.774 -920.15 
var( 13θ ) 0.000 535.043 0.111 132.24 
var( 12y ) 0.084154     
predict var( 12y )   0.079 94.11 
 pre var( 12y ) - var( 12y )    -0.005   
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Table 5.  (cont.) 
 
Drug model 1 Time point 3       
P matrix 11θ  12θ  13θ  13y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
13y  0 0 0 0.1983 
B matrix 11θ  12θ  13θ  13y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
13y  -72.330 -159.977 -355.824 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 5231.600 22.564 1222.00 
cov( 11θ , 12θ ) -0.004 23142.151 -94.513 -5118.54 
cov( 11θ , 13θ ) 0.001 51473.372 43.546 2358.36 
var( 12θ ) 0.004 25592.513 107.949 5846.23 
cov( 12θ , 13θ ) -0.001 113847.059 -104.170 -5641.56 
var( 13θ ) 0.000 126610.790 26.335 1426.23 
var( 13y ) 1.846     
predict var( 13y )   1.712 92.72 
pre var( 13y ) - var( 13y )    -0.134   
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Table 5.  (cont.) 
 
Drug model 1 Time point 4       
P matrix 11θ  12θ  13θ  14y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
14y  0 0 0 0.000233 
B matrix 11θ  12θ  13θ  14y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
14y  -6.861 -22.772 -75.730 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 47.072 0.203 724.53 
cov( 11θ , 12θ ) -0.004 312.477 -1.276 -4554.24 
cov( 11θ , 13θ ) 0.001 1039.149 0.879 3137.33 
var( 12θ ) 0.004 518.578 2.187 7806.06 
cov( 12θ , 13θ ) -0.001 3449.083 -3.156 -11262.55 
var( 13θ ) 0.000 5735.003 1.193 4257.05 
var( 14y ) 0.028     
predict var( 14y )   0.030 108.19 
pre var( 14y ) - var( 14y )    0.002   
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Table 5.  (cont.) 
 
Drug model 1 Time point 5       
P matrix 11θ  12θ  13θ  15y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
15y  0 0 0 0.000049 
B matrix 11θ  12θ  13θ  15y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
15y  -0.947 -4.100 -18.122 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 0.897 0.004 89.03 
cov( 11θ , 12θ ) -0.004 7.767 -0.032 -729.93 
cov( 11θ , 13θ ) 0.001 34.326 0.029 668.29 
var( 12θ ) 0.004 16.812 0.071 1631.86 
cov( 12θ , 13θ ) -0.001 148.606 -0.136 -3129.13 
var( 13θ ) 0.000 328.400 0.068 1571.93 
var( 15y ) 0.004     
predict var( 15y )   0.004 102.04 
pre var( 15y ) - var( 15y )    0.000   
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Table 5.  (cont.) 
 
Drug model 1 Time point 6       
P matrix 11θ  12θ  13θ  16y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
16y  0 0 0 1.69E-05 
B matrix 11θ  12θ  13θ  16y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
16y  -0.240 -1.265 -6.974 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 0.058 0.000 18.88 
cov( 11θ , 12θ ) -0.004 0.608 -0.002 -188.13 
cov( 11θ , 13θ ) 0.001 3.353 0.003 214.84 
var( 12θ ) 0.004 1.600 0.007 511.26 
cov( 12θ , 13θ ) -0.001 17.646 -0.016 -1222.78 
var( 13θ ) 0.000 48.638 0.010 766.17 
var( 16y ) 0.001     
predict var( 16y )   0.001 100.23 
pre var( 16y ) - var( 16y )    0.000   
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Table 5.  (cont.) 
 
Drug model 1 Time point 7       
P matrix 11θ  12θ  13θ  17y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
17y  0 0 0 6.91E-06 
B matrix 11θ  12θ  13θ  17y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
17y  -0.087 -0.531 -3.503 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 0.008 0.000 6.42 
cov( 11θ , 12θ ) -0.004 0.093 0.000 -73.99 
cov( 11θ , 13θ ) 0.001 0.611 0.001 101.12 
var( 12θ ) 0.004 0.282 0.001 232.62 
cov( 12θ , 13θ ) -0.001 3.719 -0.003 -665.84 
var( 13θ ) 0.000 12.268 0.003 499.30 
var( 17y ) 0.001     
predict var( 17y )   0.001 99.62 
pre var( 17y ) - var( 17y )    0.000   
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Table 5.  (cont.) 
 
Drug model 1 Time point 8       
P matrix 11θ  12θ  13θ  18y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
18y  0 0 0 3.25E-06 
B matrix 11θ  12θ  13θ  18y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
18y  -0.040 -0.269 -2.060 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 0.002 0.000 2.89 
cov( 11θ , 12θ ) -0.004 0.021 0.000 -37.15 
cov( 11θ , 13θ ) 0.001 0.163 0.000 59.02 
var( 12θ ) 0.004 0.072 0.000 130.11 
cov( 12θ , 13θ ) -0.001 1.107 -0.001 -432.98 
var( 13θ ) 0.000 4.244 0.001 377.47 
var( 18y ) 0.0002     
predict var( 18y )   0.0002 99.37 
pre var( 18y ) - var( 18y )    0.000   
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Table 5.  (cont.) 
 
Drug model 1 Time point 9       
P matrix 11θ  12θ  13θ  19y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
19y  0 0 0 1.71E-06 
B matrix 11θ  12θ  13θ  19y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
19y  -0.021 -0.154 -1.342 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 0.000 0.000 1.56 
cov( 11θ , 12θ ) -0.004 0.006 0.000 -21.72 
cov( 11θ , 13θ ) 0.001 0.056 0.000 39.28 
var( 12θ ) 0.004 0.024 0.000 82.49 
cov( 12θ , 13θ ) -0.001 0.412 0.000 -312.42 
var( 13θ ) 0.000 1.800 0.000 310.00 
var( 19y ) 0.0001     
predict var( 19y )   0.0001 99.19 
pre var( 19y ) - var( 19y )    0.000   
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Table 5.  (cont.) 
 
Drug model 1 Time point 10       
P matrix 11θ  12θ  13θ  1,10y  
11θ  0.004 -0.004 0.001 0 
12θ  -0.004 0.004 -0.001 0 
13θ  0.001 -0.001 0.000 0 
1,10y  0 0 0 9.96E-07 
B matrix 11θ  12θ  13θ  1,10y  
11θ  1 0 0 0 
12θ  0 1 0 0 
13θ  0 0 1 0 
1,10y  -0.012 -0.096 -0.938 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 11θ ) 0.004 0.000 0.000 0.97 
cov( 11θ , 12θ ) -0.004 0.002 0.000 -14.24 
cov( 11θ , 13θ ) 0.001 0.023 0.000 28.81 
var( 12θ ) 0.004 0.009 0.000 56.92 
cov( 12θ , 13θ ) -0.001 0.180 0.000 -241.24 
var( 13θ ) 0.000 0.880 0.000 267.89 
var( 1,10y ) 0.0001     
predict var( 1,10y )   0.0001 99.11 
pre var( 1,10y ) - var( 1,10y )    0.000   
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Table 6.  The summary of the path coefficient estimates and uncertainty partitioning 
results for drug model 2 over time. 
 
Drug model 2 Time point 1       
P matrix 21θ  22θ  23θ  21y  
21θ  0.044 -0.062 0 0 
22θ  -0.062 0.196 0 0 
23θ  0 0 0.002 0 
21y  0 0 0 8.62E-06 
B matrix 21θ  22θ  23θ  21y  
21θ  1 0 0 0 
22θ  0 1 0 0 
23θ  0 0 1 0 
21y  1.001 0.014 -0.404 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 21θ ) 0.044 1.003 0.044 102.76 
cov( 21θ , 22θ ) -0.062 0.028 -0.002 -3.99 
cov( 21θ , 23θ ) 0.000 -0.810 0.000 0.00 
var( 22θ ) 0.196 0.000 0.000 0.09 
cov( 22θ , 23θ ) 0.000 -0.011 0.000 0.00 
var( 23θ ) 0.002 0.164 0.000 0.95 
var( 21y ) 0.043     
predict var( 21y )   0.043 99.81 
pre var( 21y ) - var( 21y )    0.000   
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Table 6.  (cont.) 
 
Drug model 2 Time point 2       
P matrix 21θ  22θ  23θ  22y  
21θ  0.044 -0.062 0 0 
22θ  -0.062 0.196 0 0 
23θ  0 0 0.002 0 
22y  0 0 0 0.00037 
B matrix 21θ  22θ  23θ  22y  
21θ  1 0 0 0 
22θ  0 1 0 0 
23θ  0 0 1 0 
22y  1.006 0.396 -5.494 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 21θ ) 0.044 1.012 0.045 42.78 
cov( 21θ , 22θ ) -0.062 0.796 -0.049 -47.03 
cov( 21θ , 23θ ) 0.000 -11.053 0.000 0.00 
var( 22θ ) 0.196 0.156 0.031 29.54 
cov( 22θ , 23θ ) 0.000 -4.347 0.000 0.00 
var( 23θ ) 0.002 30.183 0.075 72.22 
var( 22y ) 0.104     
predict var( 22y )   0.101 97.50 
pre var( 22y ) - var( 22y )    -0.003   
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Table 6.  (cont.) 
 
Drug model 2 Time point 3       
P matrix 21θ  22θ  23θ  23y  
21θ  0.044 -0.062 0 0 
22θ  -0.062 0.196 0 0 
23θ  0 0 0.002 0 
23y  0 0 0 0.000622 
B matrix 21θ  22θ  23θ  23y  
21θ  1 0 0 0 
22θ  0 1 0 0 
23θ  0 0 1 0 
23y  0.990 0.975 2.005 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 21θ ) 0.044 0.980 0.043 35.87 
cov( 21θ , 22θ ) -0.062 1.931 -0.119 -98.79 
cov( 21θ , 23θ ) 0.000 3.970 0.000 0.00 
var( 22θ ) 0.196 0.951 0.187 155.40 
cov( 22θ , 23θ ) 0.000 3.912 0.000 0.00 
var( 23θ ) 0.002 4.020 0.010 8.33 
var( 23y ) 0.120     
predict var( 23y )   0.121 100.81 
pre var( 23y ) - var( 23y )    0.001   
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Table 6.  (cont.) 
 
Drug model 2 Time point 4       
P matrix 21θ  22θ  23θ  24y  
21θ  0.044 -0.062 0 0 
22θ  -0.062 0.196 0 0 
23θ  0 0 0.002 0 
24y  0 0 0 0.000213 
B matrix 21θ  22θ  23θ  24y  
21θ  1 0 0 0 
22θ  0 1 0 0 
23θ  0 0 1 0 
24y  1.002 0.207 3.794 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 21θ ) 0.044 1.005 0.044 71.06 
cov( 21θ , 22θ ) -0.062 0.415 -0.026 -41.06 
cov( 21θ , 23θ ) 0.000 7.605 0.000 0.00 
var( 22θ ) 0.196 0.043 0.008 13.55 
cov( 22θ , 23θ ) 0.000 1.572 0.000 0.00 
var( 23θ ) 0.002 14.394 0.036 57.62 
var( 24y ) 0.062     
predict var( 24y )   0.063 101.17 
pre var( 24y ) - var( 24y )    0.001   
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Table 6.  (cont.) 
 
Drug model 2 Time point 5       
P matrix 21θ  22θ  23θ  25y  
21θ  0.044 -0.062 0 0 
22θ  -0.062 0.196 0 0 
23θ  0 0 0.002 0 
25y  0 0 0 9.96E-07 
B matrix 21θ  22θ  23θ  21y  
21θ  theta1 theta2 theta3 y1 
22θ  1 0 0 0 
23θ  0 1 0 0 
25y  0 0 1 0 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 21θ ) 0.044 1.000 0.044 100.91 
cov( 21θ , 22θ ) -0.062 0.008 0.000 -1.06 
cov( 21θ , 23θ ) 0.000 0.263 0.000 0.00 
var( 22θ ) 0.196 0.000 0.000 0.01 
cov( 22θ , 23θ ) 0.000 0.001 0.000 0.00 
var( 23θ ) 0.002 0.017 0.000 0.10 
var( 25y ) 0.044     
predict var( 25y )   0.044 99.95 
pre var( 25y ) - var( 25y )    0.000   
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Table 6.  (cont.) 
 
Drug model 2 Time point 6 *       
P matrix 21θ  22θ  23θ  26y  
21θ  0.044 -0.062 0 0 
22θ  -0.062 0.196 0 0 
23θ  0 0 0.002 0 
26y  0 0 0 3.29E-18 
B matrix 21θ  22θ  23θ  26y  
21θ  1 0 0 0 
22θ  0 1 0 0 
23θ  0 0 1 0 
26y  1.000 0.000 -0.020 1 
Uncertainty source Predict P Coefficient 
Total 
contribution % 
var( 21θ ) 0.044 1.000 0.044 99.93 
cov( 21θ , 22θ ) -0.062 0.000 0.000 0.00 
cov( 21θ , 23θ ) 0.000 -0.041 0.000 0.00 
var( 22θ ) 0.196 0.000 0.000 0.00 
cov( 22θ , 23θ ) 0.000 0.000 0.000 0.00 
var( 23θ ) 0.002 0.000 0.000 0.00 
var( 26y ) 0.044     
predict var( 26y )   0.044 99.93 
pre var( 26y ) - var( 26y )    0.000   
 
* After time point 6, the results are the same as the result at time point 6. 
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Table 7. The summary of the partitioning result for the two drug model equations in both 
independent and correlated cases.   
 
Drug model 1 
 Correlated Independent 
 11θ  12θ 13θ Residual 11θ 12θ  13θ Residual
Time point 1 128.8 8.1 2.1 0.0 90.2 1.2 0.2 8.4 
Time point 2 1257.1 1677.3 132.2 0.0 25.1 22.8 3.9 48.2 
Time point 3 1222.0 5846.2 1426.2 -0.1 0.3 0.0 0.1 99.5 
Time point 4 724.5 7806.1 4257.0 0.0 0.8 0.7 73.9 24.6 
Time point 5 89.0 1631.9 1571.9 0.0 4.1 37.5 50.2 8.2 
Time point 6 18.9 511.3 766.2 0.0 13.6 47.5 30.3 8.6 
Time point 7 6.4 232.6 499.3 0.0 19.8 48.7 22.0 9.6 
Time point 8 2.9 130.1 377.5 0.0 23.7 48.3 17.7 10.2 
Time point 9 1.6 82.5 310.0 0.0 26.5 47.7 15.2 10.6 
Time point 10 1.0 56.9 267.9 0.0 28.5 47.0 13.6 10.9 
Drug model 2 
 Correlated Independent 
 21θ  22θ 23θ Residual 21θ 22θ  23θ Residual
Time point 1 102.8 0.1 0.9 0.0 98.5 0.0 0.0 1.5 
Time point 2 42.8 29.5 72.2 0.0 2.5 0.5 42.0 55.0 
Time point 3 35.9 155.4 8.3 0.0 0.6 61.9 0.5 37.1 
Time point 4 71.1 13.6 57.6 0.0 17.3 7.4 34.3 41.0 
Time point 5 100.9 0.0 0.1 0.0 99.8 0.0 0.0 0.2 
Time point 6 99.9 0.0 0.0 0.0 100.0 0.0 0.0 0.0 
Time point 7 99.9 0.0 0.0 0.0 100.0 0.0 0.0 0.0 
Time point 8 99.9 0.0 0.0 0.0 100.0 0.0 0.0 0.0 
Time point 9 99.9 0.0 0.0 0.0 100.0 0.0 0.0 0.0 
Time point 10 99.9 0.0 0.0 0.0 100.0 0.0 0.0 0.0 
 
 
 
 131 
 
Table 8. The linearization equations and the statistics at each time point for drug model 1. 
 
Time point 1: 11 11 12 132.54573 1.77195 0.45016 1.03771y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 2.54573 0.01200 212.057 < 2e-16  
theta11 -1.77195 0.04176 -42.428 < 2e-16  
theta12 -0.45016 0.09036 -4.982 8.70e-07  
theta13 -1.03771 0.26194 -3.962 8.54e-05  
Residual standard error: 0.01257 on 496 degrees of freedom 
Multiple R-Squared: 0.9851,     Adjusted R-squared: 0.985  
 
Time point 2: 12 11 12 137.96880 15.66124 18.29223 23.12804y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 7.96880 0.07079 112.57 <2e-16 
theta11 -15.66124 0.24628 -63.59 <2e-16 
theta12 -18.29223 0.53283 -34.33 <2e-16 
theta13 -23.12804 1.54468 -14.97 <2e-16 
Residual standard error: 0.07415 on 496 degrees of freedom 
Multiple R-Squared: 0.9351,     Adjusted R-squared: 0.9347  
 
Time point 3: 13 11 12 1317.5138 72.3254 159.9642 355.7864y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 17.5138 0.4265 41.06 <2e-16 
theta11 -72.3254 1.4838 -48.74 <2e-16 
theta12 -159.9642 3.2104 -49.83 <2e-16 
theta13 -355.7864 9.3068 -38.23 <2e-16 
Residual standard error: 0.4468 on 496 degrees of freedom 
Multiple R-Squared: 0.8926,     Adjusted R-squared: 0.8919  
 
Time point 4: 14 11 12 135.23270 6.85998 22.76974 75.72218y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 5.23270 0.01470 356.0 <2e-16 
theta11 -6.85998 0.05114 -134.1 <2e-16 
theta12 -22.76974 0.11064 -205.8 <2e-16 
theta13 -75.72218 0.32076 -236.1 <2e-16 
Residual standard error: 0.0154 on 496 degrees of freedom 
Multiple R-Squared: 0.9916,     Adjusted R-squared: 0.9915  
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Table 8. (cont.) 
 
Time point 5: 15 11 12 131.928972 0.946936 4.099603 18.120146y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 1.928972 0.006714 287.30 <2e-16 
theta11 -0.946936 0.023357 -40.54 <2e-16 
theta12 -4.099603 0.050535 -81.12   <2e-16 
theta13 -18.120146 0.146500 -123.69 <2e-16 
Residual standard error: 0.007032 on 496 degrees of freedom 
Multiple R-Squared: 0.9887,     Adjusted R-squared: 0.9886  
 
Time point 6: 16 11 12 130.958621 0.240336 1.264864 6.973356y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 0.958621 0.003943 243.12 <2e-16 
theta11 -0.240336 0.013717 -17.52 <2e-16 
theta12 -1.264864 0.029677 -42.62 <2e-16 
theta13 -6.973356 0.086034 -81.05 <2e-16 
Residual standard error: 0.00413 on 496 degrees of freedom 
Multiple R-Squared: 0.9872,     Adjusted R-squared: 0.9871 
  
Time point 7: 17 11 12 130.566352 0.087141 0.530787 3.502292y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 0.566352 0.002519 224.877 <2e-16 
theta11 -0.087141 0.008761 -9.946 <2e-16 
theta12 -0.530787 0.018956 -28.001 <2e-16 
theta13 -3.502292 0.054953 -63.733 <2e-16 
Residual standard error: 0.002638 on 496 degrees of freedom 
Multiple R-Squared: 0.9865,     Adjusted R-squared: 0.9864  
 
Time point 8: 18 11 12 130.372305 0.039545 0.268534 2.059943y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 0.372305 0.001728 215.51 <2e-16 
theta11 -0.039545 0.006010 -6.58 1.20e-10 
theta12 -0.268534 0.013003 -20.65 <2e-16 
theta13 -2.059943 0.037694 -54.65 <2e-16 
Residual standard error: 0.001809 on 496 degrees of freedom 
Multiple R-Squared: 0.9861,     Adjusted R-squared: 0.986  
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Table 8. (cont.) 
 
Time point 9: 19 11 12 130.262881 0.020910 0.153710 1.341761y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 0.262881 0.001252 210.002 <2e-16 
theta11 -0.020910 0.004355 -4.802 2.09e-06 
theta12 -0.153710 0.009422 -16.314 <2e-16 
theta13 -1.341761 0.027314 -49.124 <2e-16 
Residual standard error: 0.001311 on 496 degrees of freedom 
Multiple R-Squared: 0.9859,     Adjusted R-squared: 0.9858 
 
Time point 10: 110 11 12 130.1953210 0.0123471 0.0959766 0.9378404y θ θ θ= − − −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 0.1953210 0.0009461 206.449 <2e-16 
theta11 -0.0123471 0.0032913 -3.751 0.000197 
theta12 -0.0959766 0.0071209 -13.478 <2e-16 
theta13 -0.9378404 0.0206435 -45.430 <2e-16 
Residual standard error: 0.0009909 on 496 degrees of freedom 
Multiple R-Squared: 0.9857,     Adjusted R-squared: 0.9856  
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Table 9. The linearization equations and the statistics at each time point for drug model 2. 
 
Time point 1: 21 21 22 230.8452133 0.9996166 0.0133686 0.4059012y θ θ θ= + + −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 0.8452133 0.0056566 149.42 <2e-16 
theta11 0.9996166 0.0006950 1438.30 <2e-16 
theta12 0.0133686 0.0003137 42.62 <2e-16 
theta13 -0.4059012 0.0024008 -169.07 <2e-16 
Residual standard error: 0.00257 on 496 degrees of freedom 
Multiple R-Squared: 0.9998,     Adjusted R-squared: 0.9998  
 
Time point 2: 22 21 22 2311.544729 0.998131 0.390938 5.546167y θ θ θ= + + −  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) 11.544729 0.037829 305.2 <2e-16 
theta11 0.998131 0.004648 214.8 <2e-16 
theta12 0.390938 0.002098 186.3 <2e-16 
theta13 -5.546167 0.016056 -345.4 <2e-16 
Residual standard error: 0.01719 on 496 degrees of freedom 
Multiple R-Squared: 0.997,      Adjusted R-squared: 0.997  
 
Time point 3: 23 21 22 234.162567 1.001426 0.977327 2.002369y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -4.162567 0.049875 -83.46 <2e-16 
theta11 1.001426 0.006128 163.42 <2e-16 
theta12 0.977327 0.002766 353.33 <2e-16 
theta13 2.002369 0.021169 94.59 <2e-16 
Residual standard error: 0.02266 on 496 degrees of freedom 
Multiple R-Squared: 0.9965,     Adjusted R-squared: 0.9965  
 
Time point 4: 24 21 22 238.015373 1.000763 0.210311 3.848219y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -8.015373 0.036213 -221.3 <2e-16 
theta11 1.000763 0.004449 224.9 <2e-16 
theta12 0.210311 0.002008 104.7 <2e-16 
theta13 3.848219 0.015370 250.4 <2e-16 
Residual standard error: 0.01645 on 496 degrees of freedom 
Multiple R-Squared: 0.9958,     Adjusted R-squared: 0.9958  
 
 
 
 
 
 
 
 135 
 
Table 9. (cont.) 
 
Time point 5: 25 21 22 230.2787756 1.0000629 0.0039218 0.1336418y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -0.2787756 0.0023510 -118.58 <2e-16 
theta11 1.0000629 0.0002889 3462.11 <2e-16 
theta12 0.0039218 0.0001304 30.08 <2e-16 
theta13 0.1336418 0.0009979 133.93 <2e-16 
Residual standard error: 0.001068 on 496 degrees of freedom 
Multiple R-Squared:     1,      Adjusted R-squared:     1  
 
Time point 6: 26 21 22 230.0006469 1.000 0.00006375 0.0003095y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -6.469e-04 8.028e-06 -80.58 <2e-16 
theta11 1.000e+00 9.864e-07 7 1013819.44 <2e-16 
theta12 6.375e-06 4.452e-07 14.32 <2e-16 
theta13 3.095e-04 3.407e-06   90.82 <2e-16 
Residual standard error: 3.647e-06 on 496 degrees of freedom 
Multiple R-Squared:     1,      Adjusted R-squared:     1  
 
Time point 7: 27 21 22 230.0000001154 1.000 0.0000000009 0.000000055y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -1.154e-07 1.897e-09 -6.086e+01 <2e-16 
theta11 1.000e+00 2.331e-10 4.291e+09 <2e-16 
theta12 9.073e-10 1.052e-10 8.624e+00 <2e-16 
theta13 5.508e-08 8.051e-10 6.841e+01 <2e-16 
Residual standard error: 8.617e-10 on 496 degrees of freedom 
Multiple R-Squared:     1,      Adjusted R-squared:     1  
 
Time point 8: 28 21 22 230.000 1.000 0.000 0.000y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -1.661e-12 3.407e-14 -4.876e+01 <2e-16 
theta11 1.000e+00 4.186e-15 2.389e+14 <2e-16 
theta12 1.131e-14 1.889e-15 5.987e+00 <2e-16 
theta13 7.900e-13 1.446e-14 5.463e+01   <2e-16 
Residual standard error: 1.548e-14 on 496 degrees of freedom 
Multiple R-Squared:     1,      Adjusted R-squared:     1  
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Table 9. (cont.) 
 
Time point 9: 29 21 22 230.000 1.000 0.000 0.000y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -5.291e-17   1.052e-16 -5.030e-01 0.615 
theta11 1.000e+00 1.292e-17   7.740e+16 <2e-16 
theta12 -1.126e-17   5.832e-18 -1.931e+00 0.054 .   
theta13 3.015e-17 4.463e-17 6.760e-01 0.500 
Residual standard error: 4.777e-17 on 496 degrees of freedom 
Multiple R-Squared:     1,      Adjusted R-squared:     1  
 
Time point 10: 210 21 22 230.000 1.000 0.000 0.000y θ θ θ= − + + +  
Coefficients: Estimate Std. Error t value Pr(>|t|) 
(Intercept) -5.291e-17   1.052e-16 -5.030e-01 0.615 
theta11 1.000e+00 1.292e-17   7.740e+16 <2e-16 
theta12 -1.126e-17   5.832e-18 -1.931e+00 0.054 .   
theta13 3.015e-17 4.463e-17 6.760e-01 0.500 
Residual standard error: 4.777e-17 on 496 degrees of freedom 
Multiple R-Squared:     1,      Adjusted R-squared:     1  
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Table 10. Uncertainty partitioning results using regression method and covariance 
structure analysis for two drug model equations. 
 
 Analytical partitioning Covariance structure analysis 
 Drug model 1 Drug model 1 
source 
time\ 11θ  12θ  13θ  11 12,θ θ 11 13,θ θ 12 13,θ θ 11θ 12θ 13θ 11 12,θ θ  11 13,θ θ 12 13,θ θ
1 128.8 8.1 2.1 -62.0 29.6 -8.1 128.8 8.1 2.1 -62.0 29.6 -8.1 
2 1257.0 1677.2 132.0 -2780.9 728.4 -920.1 1257.1 1677.3 132.2 -2780.8 728.4 -920.2 
3 1221.8 5845.5 1423.4 -5118.4 2358.3 -5641.3 1222.0 5846.2 1426.2 -5118.5 2358.4 -5641.6 
4 724.3 7804.6 4248.6 -4553.7 3137.0 -11261.7 724.5 7806.1 4257.0 -4554.2 3137.3 -11262.5 
5 89.0 1631.4 1568.8 -729.8 668.2 -3128.8 89.0 1631.9 1571.9 -729.9 668.3 -3129.1 
6 18.9 511.1 764.6 -188.1 214.8 -1222.6 18.9 511.3 766.2 -188.1 214.8 -1222.8 
7 6.4 232.5 498.3 -73.9 101.1 -665.7 6.4 232.6 499.3 -74.0 101.1 -665.8 
8 2.9 130.1 376.7 -37.1 58.9 -432.9 2.9 130.1 377.5 -37.1 59.0 -433.0 
9 1.6 82.5 309.4 -21.7 39.3 -312.5 1.6 82.5 310.0 -21.7 39.3 -312.4 
10 1.0 56.9 267.5 -14.2 28.7 -241.3 1.0 56.9 267.9 -14.2 28.8 -241.2 
 Drug model 2 Drug model 2 
source 
time\ 21θ  22θ  23θ  21 22,θ θ 21 23,θ θ 22 23,θ θ 21θ 22θ 23θ 21 22,θ θ  21 23,θ θ 22 23,θ θ
1 102.5 0.1 1.0 -3.8 0.1 0.0 102.8 0.1 0.9 -4.0 0.0 0.0 
2 42.2 28.8 73.6 -46.1 0.5 1.5 42.8 29.5 72.2 -47.0 0.0 0.0 
3 36.7 156.0 8.3 -100.1 -0.2 -1.2 35.9 155.4 8.3 -98.8 0.0 0.0 
4 70.9 14.0 59.3 -41.6 -0.6 -1.0 71.1 13.6 57.6 -41.1 0.0 0.0 
5 101.0 0.0 0.1 -1.1 0.0 0.0 100.9 0.0 0.1 -1.1 0.0 0.0 
6 100.0 0.0 0.0 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0 
7 100.0 0.0 0.0 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0 
8 100.0 0.0 0.0 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0 
9 100.0 0.0 0.0 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0 
10 100.0 0.0 0.0 0.0 0.0 0.0 99.9 0.0 0.0 0.0 0.0 0.0 
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 Table 11.  The parameters defined in the pipe model. 
 
Entity Definition 
Basal area 
BA  The total basal area ( A  + X ) of a stand at 1.3 m  above ground ( 2m ) 
A  The total active basal area of a stand at 1.3 m  above ground ( 2m ) 
* = maxA , when / 0dA dt =  
posA  The (positive) total active basal area of a stand due to the growth of new active basal area ( 2m ) 
negA  The (negative) total active basal area of a stand due to conversion of active basal area to inactive 
basal area ( 2m ) 
* = posX  
X  The total inactive basal area of a stand at 1.3 m  above ground ( 2m ) 
posX  The total inactive basal area of a stand due to conversion of active basal area to inactive basal 
area ( 2m ) 
* = negA  
negX  The (negative) total inactive basal area of a stand due to loss of inactive basal area ( 2m ) 
Pipe length 
PL  The average active pipe length ( m ) 
mL  The (positive) average active pipe length due to the growth of shoots and roots ( m ) 
nL  The (negative) average active pipe length due to the suppression and disuse ( m ) 
dL  The average inactive pipe length ( m ) 
q  /d aL L  
Mortality 
B  The average basal area per tree ( 2m ) 
* = /B N  
dB  The average vassal area of a drying tree ( 2m ) 
c The regression slop for log( )N  respected to log( )B  ( 21/ m ) 
* 0.8ª for many species 
y-  An arbitrary scalar 
* (1 ) /dB By- =  
f  A constant 
* = (1 ) /(1 )c cy y- -  
 
Carbon-balance model 
Foliage dry matter 
z  Units of foliar dry matter in midsummer per unit of active basal area ( kg carbon 2/ m ) 
zr  Units of dry matter consumed in the construction of a new unit of foliar dry matter 
zb  Units of dry matter consumed per year for maintenance of a unit of foliar dry matter (1/year) 
zT  The average final leaf age for the species (years) a  The maximum units of dry matter produced per year per unit of foliar dry matter (1/year) 
I  A scaling variable for annual dry matter production per unit of foliage dry matter 
* 0 1I£ £  
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Table 11. (cont.) 
 
Feeder root dry matter 
f  Units of feeder root dry matter in midsummer per unit of active basal area ( kg carbon 2/ m ) 
fr  Units of dry matter consumed in the construction of a new unit of feeder root dry matter 
fb  Units of dry matter consumed per year for maintenance of a unit of feeder root dry matter (1/year) 
fT  The average final feeder root age for the species (years) 
Woody dry matter 
p  Units of woody dry matter per unit woody volume ( kg carbon 2/ m ) 
pr  Units of dry matter consumed in the construction of a new unit of woody dry matter 
pb  Units of dry matter consumed per year for maintenance of a unit of woody dry matter (1/year) 
p  Units of woody dry matter per unit woody volume 
Carbon partitioning 
l  Partitioning coefficient, proportion of new active pipe dry matter allocated to wood expansion 
* 0 1l< <  
Total volume 
V  The total volume of a stand (stems + branches + course roots) ( 3m ) 
1n  The lost rate of volume due to shedding of inactive branches as a proportion of the product of new active basal area and average active pipe length 
2n  The lost rate of inactive pipe volume due to mortality as a proportion of the product of inactive basal area lost to mortality and average active pipe length 
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Table 12.  Distributions of the input parameters of the pipe model for Norway spruce 
used in random number generation (adapted from Gertner et al. 1999). 
 
 
 
Distribution* Bounds 
Parameters Name 1
st Par. 2nd Par. Lower Upper 
 BA  Normal 42.87 4.146 ~ ~ 
 PL  Normal 14.39 0.837 ~ ~ 
 V  Normal 520.52 62.471 ~ ~ 
 maxA  Beta 1.796 0.871 20 32.252 
 pb  Uniform 0.018 0.024 0.018 0.024 
 I  Beta 3.461 3.655 0.2 1 
 λ  Beta 1.277 1.295 0.55 0.95 
 p  Uniform 190 251 190 251 
 pr  Uniform 0.12 0.24 0.12 0.24 
 θ  Beta 5.151 1.1 0.55 0.95 
 α  Beta 0.937 1.091 5 8.2 
 zb  Uniform 0.35 0.6 0.35 0.6 
 zr  Uniform 0.12 0.24 0.12 0.24 
 zT  Uniform 5.5 8.5 5.5 8.5 
 z  Beta 0.947 1.046 150 264 
 fb  Uniform 0.018 0.024 0.018 0.024 
 f  Uniform 302.3 522.3 302.3 522.3 
 fr  Uniform 0.12 0.24 0.12 0.24 
 fT  Uniform 1.5 2.5 1.5 2.5 
 C  Beta 1.076 1.049 0.65 0.95 
 ψ  Normal 0.587 0.028 ~ ~ 
 1v  Beta 0.879 1.434 0.075 0.225 
 2v  Beta 0.91 1.804 0.6 0.9 
  
* The 1st and 2nd Par.’s (parameters) are respectively the mean and standard deviation for 
normal distributions, and are respectively lower and upper bounds for uniform 
distributions. For  beta distributions, the 1st and 2nd Par.’s are respectively parameters a 
and b of the beta density function: 
1
a 1 b 1 a 1 b 1
0
( ) { (1 ) }/ (1 )p x x x u u du− − − −= − −∫ . 
According to Hastings and Peacock (1975), 2a [ (1 ) / 1]x x x s= − −  and 
2b (1 )[ (1 ) / 1]x x x s= − − − , where x  and 2s  are standardized sample mean and 
sample variance, respectively.  
 141 
 
Table 13.  Major correlation coefficients among the parameters of the pipe model 
estimated (adapted from Gertner et al. 1999). 
 
  
Parameters Coefficient of 
Correlation 
BA  PL  0.404 
BA  V  0.933 
PL  V  0.672 
maxA  I  -0.202 
maxA  λ  -0.337 
maxA  θ  -0.291 
I  λ  0.362 
I  α  -0.532 
I  z  -0.516 
λ  C  0.234 
θ  1v  0.203 
θ  2v  0.206 
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Table 14.  The means and the variances of the basal area (BA), pipe length (PL), and total 
woody volume (V) estimations in the pipe model over time. 
 
 Mean Variance 
  BA PL V BA PL V
Initial value 42.79267 14.39082 520.9639 17.27444 0.702324 3860.687
1 43.30427 14.75624 536.6566 17.30661 0.740326 3933.116
2 43.80026 15.11935 552.2961 17.5799 0.850231 4134.153
3 44.2816 15.48018 567.88 18.0698 1.030408 4463.038
4 44.74912 15.83874 583.4064 18.75499 1.279257 4918.862
5 45.20362 16.19505 598.8733 19.61677 1.59521 5500.593
6 45.64578 16.54912 614.2793 20.6387 1.976727 6207.101
7 46.07626 16.90096 629.6229 21.80621 2.422302 7037.167
8 46.49566 17.2506 644.9028 23.10636 2.930455 7989.504
9 46.9045 17.59805 660.1179 24.52761 3.499737 9062.768
10 47.30331 17.94331 675.2673 26.0596 4.128725 10255.57
11 47.69253 18.28641 690.3501 27.69305 4.816025 11566.47
12 48.07261 18.62737 705.3656 29.41956 5.560272 12994.01
13 48.44395 18.96619 720.3131 31.23155 6.360125 14536.71
14 48.80691 19.30289 735.1921 33.12215 7.214269 16193.06
15 49.16184 19.63748 750.0019 35.08511 8.121419 17961.53
16 49.50908 19.96999 764.7423 37.11473 9.080309 19840.6
17 49.84893 20.30041 779.4128 39.20582 10.0897 21828.72
18 50.18167 20.62878 794.0131 41.3536 11.14839 23924.36
19 50.50758 20.95509 808.543 43.55374 12.25517 26125.97
20 50.82691 21.27937 823.0022 45.8022 13.40889 28432.02
21 51.13989 21.60163 837.3906 48.09532 14.6084 30840.96
22 51.44676 21.92189 851.708 50.42969 15.85257 33351.26
23 51.74772 22.24014 865.9543 52.80218 17.14032 35961.4
24 52.04299 22.55642 880.1295 55.20989 18.47056 38669.86
25 52.33274 22.87073 894.2335 57.65016 19.84223 41475.13
26 52.61717 23.18309 908.2663 60.12049 21.25431 44375.72
27 52.89644 23.4935 922.228 62.6186 22.70577 47370.13
28 53.17071 23.80199 936.1185 65.14234 24.19563 50456.91
29 53.44015 24.10857 949.9379 67.68975 25.7229 53634.57
30 53.70491 24.41324 963.6863 70.25898 27.28664 56901.69
31 53.96511 24.71602 977.3639 72.84832 28.8859 60256.83
32 54.2209 25.01693 990.9707 75.45619 30.51977 63698.56
33 54.47241 25.31597 1004.507 78.08111 32.18735 67225.48
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Table 14. (cont.) 
 
34 54.71976 25.61316 1017.972 80.72172 33.88775 70836.2
35 54.96306 25.90852 1031.368 83.37673 35.62011 74529.36
36 55.20243 26.20204 1044.693 86.04498 37.38359 78303.58
37 55.43798 26.49376 1057.948 88.72538 39.17735 82157.53
38 55.6698 26.78367 1071.134 91.41692 41.00059 86089.87
39 55.898 27.07179 1084.249 94.11869 42.85249 90099.3
40 56.12267 27.35814 1097.296 96.82986 44.73229 94184.5
41 56.3439 27.64272 1110.273 99.54969 46.63922 98344.2
42 56.56177 27.92554 1123.182 102.2775 48.57252 102577.1
43 56.77637 28.20662 1136.022 105.0129 50.53147 106882
44 56.98777 28.48597 1148.793 107.7553 52.51533 111257.6
45 57.19605 28.76361 1161.497 110.5045 54.52341 115702.7
46 57.40128 29.03953 1174.132 113.2605 56.55501 120216
47 57.60352 29.31376 1186.7 116.0236 58.60946 124796.3
48 57.80282 29.58631 1199.201 118.7947 60.68609 129442.4
49 57.99924 29.85718 1211.635 121.5755 62.78426 134152.9
50 58.19278 30.12639 1224.002 124.3701 64.90331 138926.6
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Table 15.  The uncertainty partitioning results (percent contribution) of the pipe model 
(basal area, BA) over time assuming independent variable using regression method. 
 
Source\Time 
points 1 2 3 4 5 6 7 8 9 10 20 30 40 50
maxA  1.7 1.7 1.7 1.8 1.8 1.8 1.7 1.7 1.7 1.7 1.7 1.6 1.5 1.4 
α  11.2 10.9 10.7 10.5 10.4 10.2 10.1 9.9 9.8 9.6 8.7 8.0 7.5 7.1 
fb  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 
pb  0.8 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.5 0.5 0.5 
zb  1.5 1.4 1.3 1.3 1.2 1.2 1.1 1.1 1.1 1.0 0.9 0.7 0.7 0.6 
C  15.1 15.4 15.6 15.8 16.0 16.1 16.3 16.4 16.5 16.6 17.2 17.4 17.4 17.2 
f  1.3 1.3 1.3 1.3 1.2 1.2 1.2 1.2 1.2 1.2 1.1 1.0 1.0 1.0 
I  39.7 39.6 39.5 39.3 39.2 39.1 38.9 38.8 38.6 38.5 37.2 36.3 35.5 34.8 
λ  1.8 2.1 2.4 2.7 3.0 3.3 3.6 3.8 4.1 4.3 6.5 8.1 9.4 10.5 
p  1.4 1.4 1.3 1.3 1.3 1.3 1.2 1.2 1.2 1.2 1.0 0.9 0.8 0.8 
ψ  0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.1 0.1 0.1 
fr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.2 0.2 0.2 
pr  0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.3 0.3 0.3 0.3 0.2 
zr  0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
fT  1.1 1.1 1.2 1.2 1.2 1.2 1.3 1.3 1.3 1.3 1.5 1.5 1.6 1.6 
θ  0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.4 0.5 0.6 0.6 
zT  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1v  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.0 0.0 
2v  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
z  11.5 11.3 11.1 10.9 10.8 10.6 10.4 10.3 10.1 10.0 9.0 8.2 7.7 7.3 
Residuals 11.9 11.9 12.0 12.1 12.2 12.3 12.4 12.5 12.6 12.7 13.6 14.4 15.1 15.7 
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Table 16.  The uncertainty partitioning results (percent contribution) of the pipe model 
(pipe length, PL) over time assuming independent variable using regression method. 
 
Source\Time 
points 1 2 3 4 5 6 7 8 9 10 20 30 40 50
maxA  0.4 0.4 0.4 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
α  13.6 13.6 13.6 13.6 13.6 13.7 13.7 13.7 13.7 13.7 13.9 14.1 14.3 14.4 
fb  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
pb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zb  2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 1.9 1.9 1.9 1.8 
C  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
f  0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 
I  38.3 38.4 38.4 38.5 38.6 38.6 38.7 38.7 38.8 38.9 39.5 40.1 40.7 41.2 
λ  14.7 14.6 14.6 14.5 14.5 14.4 14.4 14.3 14.3 14.2 13.7 13.2 12.7 12.3 
p  1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 
ψ  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
fr  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
pr  0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4 
zr  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 
fT  0.8 0.8 0.8 0.8 0.8 0.9 0.9 0.9 0.9 0.9 0.9 1.0 1.0 1.0 
θ  2.7 2.7 2.7 2.7 2.6 2.6 2.6 2.6 2.6 2.6 2.4 2.3 2.2 2.1 
zT  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 
1v  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 
2v  0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4 0.4 
z  13.6 13.6 13.6 13.6 13.6 13.6 13.7 13.7 13.7 13.7 13.9 14.1 14.3 14.4 
Residuals 9.7 9.7 9.6 9.6 9.6 9.5 9.5 9.5 9.5 9.4 9.1 8.9 8.6 8.3 
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Table 17.  The uncertainty partitioning results (percent contribution) of the pipe model 
(total woody volume, V) over time assuming independent variable using regression 
method. 
 
Source\Time 
points 1 2 3 4 5 6 7 8 9 10 20 30 40 50
maxA  3.3 3.3 3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.1 3.0 3.0 3.0 
α  13.8 13.9 13.9 13.9 14.0 14.0 14.0 14.0 14.1 14.1 14.3 14.4 14.5 14.6 
fb  0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 
pb  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 
zb  2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 1.9 1.9 1.8 1.8 
C  1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.5 1.5 1.6 1.6 
f  1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.1 1.1 1.1 1.0 
I  46.7 46.7 46.7 46.7 46.7 46.8 46.8 46.8 46.9 46.9 47.4 47.8 48.3 48.7 
λ  5.3 5.2 5.1 5.1 5.0 5.0 4.9 4.8 4.8 4.7 4.1 3.6 3.2 2.8 
p  2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.1 2.1 2.1 2.2 2.2 2.3 
ψ  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
fr  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
pr  0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.3 0.3 0.3 0.3 
zr  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
fT  0.8 0.8 0.7 0.7 0.7 0.7 0.7 0.8 0.8 0.8 0.8 0.8 0.8 0.9 
θ  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 
zT  0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 
1v  0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
2v  1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.3 1.3 1.3 1.2 
z  14.5 14.5 14.5 14.5 14.6 14.6 14.6 14.6 14.7 14.7 14.9 15.0 15.2 15.3 
Residuals 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 6.0 5.9 5.7 5.5 5.4 5.2 
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Table 18.  The uncertainty partitioning results (percent contribution) of the pipe model 
(basal area, BA) over time considering correlation using regression method. 
 
Source\Time 
points 1 2 3 4 5 6 7 8 9 10 20 30 40 50 
α  0.3 0.7 1.4 2.2 3.0 4.0 4.9 5.8 6.7 7.5 13.0 14.8 15.2 15.1 
z  0.0 0.1 0.4 0.8 1.3 1.9 2.5 3.1 3.7 4.3 8.5 10.2 10.7 10.7 
p  0.2 0.2 0.3 0.4 0.5 0.6 0.6 0.7 0.8 0.8 1.1 1.2 1.1 1.1 
pr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 
pb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zb  0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.3 0.3 0.3 0.2 
zr  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
zT  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
f  0.1 0.0 0.0 0.0 0.1 0.1 0.2 0.3 0.4 0.4 1.2 1.5 1.7 1.7 
fb  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 
fr  0.3 0.4 0.4 0.4 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4 0.3 
fT  0.4 0.5 0.7 0.9 1.1 1.2 1.4 1.5 1.7 1.8 2.5 2.7 2.7 2.6 
C  0.1 0.5 1.0 1.7 2.5 3.5 4.4 5.4 6.4 7.4 15.3 19.6 22.0 23.3 
ψ  0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.5 0.6 0.6 0.7 
λ  0.1 0.2 0.4 0.6 0.8 1.1 1.4 1.8 2.1 2.5 6.1 9.1 11.6 13.6 
I  0.5 1.7 3.5 5.6 8.0 10.6 13.2 15.8 18.3 20.7 36.7 42.5 44.0 43.7 
θ  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.4 
maxA  0.5 0.5 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.3 0.2 0.1 0.1 0.0 
1v  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
2v  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
( I , z ) -0.0 -0.4 -1.1 -2.1 -3.2 -4.4 -5.6 -6.9 -8.1 -9.3 -17.6 -20.7 -21.5 -21.5 
( I ,λ ) 0.2 0.4 0.8 1.3 1.9 2.5 3.1 3.8 4.4 5.1 10.7 14.1 16.2 17.5 
( maxA , λ ) -0.1 -0.2 -0.3 -0.3 -0.4 -0.4 -0.5 -0.5 -0.6 -0.6 -0.7 -0.7 -0.6 -0.5 
( maxA , I ) -0.2 -0.4 -0.5 -0.7 -0.8 -0.9 -1.0 -1.0 -1.1 -1.1 -1.1 -0.9 -0.8 -0.6 
( maxA , θ ) 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 -0.0 -0.1 -0.1 -0.1 
( 1v , θ ) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.0 -0.0 -0.1 -0.1 
( 2v , θ ) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.0 -0.0 0.0 0.0 0.0 0.0 
(λ , C ) -0.0 -0.1 -0.3 -0.5 -0.7 -0.9 -1.1 -1.4 -1.7 -1.9 -4.3 -6.0 -7.2 -8.0 
( I ,α ) -0.4 -1.1 -2.2 -3.6 -5.0 -6.6 -8.2 -9.7 -11.3 -12.7 -22.3 -25.6 -26.4 -26.2 
Residuals 97.5 96.2 94.3 91.9 89.1 86.1 82.9 79.7 76.5 73.3 49.2 36.4 29.6 25.5 
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Table 19.  The uncertainty partitioning results (percent contribution) of the pipe model 
(pipe length, PL) over time considering correlation using regression method. 
 
Source\Time 
points 1 2 3 4 5 6 7 8 9 10 20 30 40 50 
α  2.6 8.7 16.1 22.9 28.6 33.1 36.6 39.3 41.4 43.0 49.7 51.5 52.4 53.0 
z  1.0 5.2 10.8 16.4 21.1 25.0 28.1 30.5 32.5 34.0 40.6 42.5 43.5 44.1 
p  0.7 1.4 2.0 2.5 2.9 3.2 3.4 3.5 3.6 3.7 3.9 3.9 3.9 4.0 
pr  0.1 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.2 0.3 0.3 0.3 0.3 
pb  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.3 
zb  0.3 0.6 0.9 1.1 1.3 1.4 1.5 1.5 1.5 1.6 1.6 1.6 1.6 1.6 
zr  0.2 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zT  0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 
f  0.2 0.9 1.9 2.9 3.8 4.5 5.0 5.5 5.8 6.1 7.3 7.6 7.8 7.9 
fb  0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 
fr  0.4 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4 0.3 0.3 0.3 0.3 
fT  0.3 1.2 2.2 3.2 4.1 4.7 5.3 5.7 6.0 6.2 7.2 7.5 7.6 7.7 
C  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
ψ  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
λ  1.6 5.2 9.5 13.3 16.5 19.0 20.8 22.2 23.2 24.0 26.2 25.7 24.7 23.7 
I  6.8 24.8 46.8 67.7 85.1 99.0 109.8 118.2 124.8 130.0 151.0 156.7 159.5 161.4 
θ  0.3 1.0 1.8 2.6 3.2 3.7 4.1 4.3 4.6 4.7 5.2 5.1 4.9 4.7 
maxA  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1v  0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2v  0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
( I , z ) -2.6 -11.3 -22.4 -33.0 -42.1 -49.4 -55.2 -59.7 -63.2 -66.0 -77.7 -81.0 -82.7 -83.8 
( I ,λ ) -2.4 -8.1 -15.1 -21.5 -26.9 -31.0 -34.2 -36.7 -38.6 -40.0 -45.0 -45.4 -45.0 -44.3 
( maxA , λ ) 0.1 0.1 0.2 0.3 0.3 0.3 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 
( maxA , I ) -0.1 -0.2 -0.3 -0.4 -0.4 -0.5 -0.5 -0.5 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 
( maxA , θ ) 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 
( 1v , θ ) 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1 
( 2v , θ ) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0 -0.0 -0.0 -0.0 
(λ , C ) -0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.3 0.2 0.2 
( I ,α ) -4.3 -15.0 -28.0 -40.2 -50.4 -58.4 -64.7 -69.5 -73.3 -76.3 -88.4 -91.6 -93.3 -94.4 
Residuals 94.1 84.1 72.0 60.7 51.4 44.0 38.3 33.8 30.4 27.7 17.3 14.9 13.9 13.3 
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Table 20.  The uncertainty partitioning results (percent contribution) of the pipe model 
(total woody volume, V) over time considering correlation using regression method. 
 
Source\Time 
points 1 2 3 4 5 6 7 8 9 10 20 30 40 50 
α  1.1 3.1 6.0 9.4 13.0 16.6 20.1 23.3 26.1 28.7 42.5 46.7 48.3 48.9 
z  0.2 1.3 3.1 5.5 8.2 11.0 13.7 16.3 18.7 20.9 33.2 37.4 39.1 39.9 
p  0.3 0.5 0.8 1.1 1.4 1.7 1.9 2.2 2.4 2.5 3.4 3.6 3.7 3.7 
pr  0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.2 0.3 0.3 0.3 
pb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.2 0.2 0.2 
zb  0.2 0.3 0.5 0.6 0.7 0.8 0.9 0.9 1.0 1.1 1.3 1.3 1.3 1.2 
zr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zT  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
f  0.0 0.0 0.3 0.6 1.0 1.5 2.0 2.4 2.9 3.3 5.7 6.6 6.9 7.0 
fb  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.0 0.0 0.0 
fr  0.5 0.5 0.6 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.6 0.5 0.5 0.5 
fT  0.6 1.0 1.6 2.2 2.8 3.3 3.8 4.3 4.7 5.0 6.6 6.9 7.0 7.0 
C  0.1 0.2 0.5 0.8 1.2 1.5 1.9 2.2 2.5 2.7 4.2 4.7 4.9 5.0 
ψ  0.2 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 
λ  0.1 0.3 0.6 0.9 1.3 1.6 2.0 2.3 2.6 2.8 3.7 3.4 3.0 2.5 
I  2.6 8.5 16.9 27.0 37.8 48.7 59.1 68.7 77.5 85.4 127.6 140.5 145.3 147.1 
θ  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 
maxA  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.0 0.0 0.0 
1v  0.3 0.4 0.5 0.6 0.8 0.9 1.0 1.1 1.1 1.2 1.4 1.5 1.5 1.5 
2v  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.8 0.9 1.2 1.3 1.3 1.3 
( I , z ) -0.7 -3.3 -7.2 -12.1 -17.5 -23.0 -28.3 -33.2 -37.8 -41.9 -64.6 -72.0 -74.8 -76.1 
( I ,λ ) -0.3 -1.1 -2.2 -3.5 -5.0 -6.4 -7.8 -9.0 -10.1 -11.1 -15.5 -15.7 -14.9 -13.7 
( maxA , λ ) 0.1 0.2 0.2 0.3 0.3 0.3 0.4 0.4 0.4 0.4 0.3 0.2 0.2 0.1 
( maxA , I ) -0.3 -0.6 -0.8 -0.9 -1.1 -1.2 -1.2 -1.3 -1.3 -1.3 -1.1 -0.9 -0.8 -0.7 
( maxA , θ ) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.0 -0.0 -0.0 
( 1v , θ ) 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0 0.0 -0.0 -0.1 -0.1 
( 2v , θ ) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.0 -0.1 -0.1 
(λ , C ) 0.0 0.1 0.2 0.4 0.6 0.7 0.9 1.0 1.1 1.2 1.8 1.8 1.7 1.6 
( I ,α ) -1.7 -5.3 -10.3 -16.3 -22.6 -29.0 -35.1 -40.8 -45.9 -50.5 -75.2 -82.7 -85.5 -86.6 
Residuals  96.2 92.6 87.5 81.5 75.1 68.8 62.6 57.0 51.8 47.2 22.2 14.2 10.8 9.1 
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Table 21.  The two covariance structures of the pipe model. 
 
The covariance structure of the pipe model theory:  
Variables mL  ( 1Y ), nL  ( 2Y ), posA  ( 3Y ), negX  ( 4Y ), output PL  ( 5Y ), output BA  
( 6Y ), totalVΔ  ( 7Y ) ,and output V  ( 8Y ). 
 
B = 43
51 52
63 64
71 73
87
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0
β
β β
β β
β β
β
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 
Y =
11 12 13 14
21 22 23 24 27
31 32 33
41 42 44 47
55
66
72 74 77
88
0 0 0 0
0 0 0
0 0 0 0 0
0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0 0
ρ ρ ρ ρ
ρ ρ ρ ρ ρ
ρ ρ ρ
ρ ρ ρ ρ
ρ
ρ
ρ ρ ρ
ρ
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
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Table 21. (cont.) 
 
The covariance structure of the carbon balance model:  
Variables α ( 1Y ), z ( 2Y ), p ( 3Y ), pr ( 4Y ), pb ( 5Y ), zb ( 6Y ), zr ( 7Y ) , zT ( 8Y ), f ( 9Y ), 
fb ( 10Y ), fr ( 11Y ), fT ( 12Y ), c ( 13Y ), y ( 14Y ), λ ( 15Y ), I ( 16Y ), θ ( 17Y ), maxA ( 18Y ), 
1v ( 19Y ), 2v ( 20Y ), initial PL ( 21Y ), mL ( 22Y ), nL ( 23Y ), posA ( 24Y ), negX ( 25Y ), and 
totalVΔ ( 26Y ). 
B   
[1,] = [26*0] 
[2,] = [26*0] 
[3,] = [26*0] 
[4,] = [26*0] 
[5,] = [26*0] 
[6,] = [26*0] 
[7,] = [26*0] 
[8,] = [26*0] 
[9,] = [26*0] 
[10,] = [26*0] 
[11,] = [26*0] 
[12,] = [26*0] 
[13,] = [26*0] 
[14,] = [26*0] 
[15,] = [26*0] 
[16,] = [26*0] 
[17,] = [26*0] 
[18,] = [26*0] 
[19,] = [26*0] 
[20,] = [26*0] 
[21,] = [26*0] 
[22,] = [ 221B , 222B , 223B , 224B , 225B , 226B , 227B , 228B , 229B , 2210B , 2211B , 2212B , 
2*0, 2215B , 2216B , 4*0, 2221B , 5*0] 
[23,] = [ 231B , 232B , 233B , 234B , 0, 236B , 237B , 238B , 239B , 2310B , 2311B , 2312B , 2*0, 
2315B , 2316B , 2317B , 3*0, 2321B , 5*0] 
[24,] = [ 241B , 242B , 243B , 244B , 0, 246B , 247B , 248B , 249B , 2410B , 2411B , 2412B , 2*0,  
2415B , 2416B , 0, 2418B , 2*0, 2421B , 5*0] 
[25,] = [12*0, 2513B , 2514B , 9*0, 2524B , 2*0] 
[26,] = [12*0, 2613B , 2614B , 3*0, 2618B , 2619B , 2620B , 2621B , 2622B , 0, 2624B , 2*0] 
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Table 21. (cont.) 
 
Y   
[1,] = [ 11r , 14*0, 116r , 10*0] 
[2,] = [0, 22r , 13*0, 216r , 10*0] 
[3,] = [2*0, 33r , 23*0] 
[4,] = [3*0, 44r , 22*0] 
[5,] = [4*0, 55r , 21*0] 
[6,] = [5*0, 66r , 20*0] 
[7,] = [6*0, 77r , 19*0] 
[8,] = [7*0, 88r , 18*0] 
[9,] = [8*0, 99r , 17*0] 
[10,] = [9*0, 1010r , 16*0] 
[11,] = [10*0, 1111r , 15*0] 
[12,] = [11*0, 1212r , 14*0] 
[13,] = [12*0, 1313r , 0, 1315r , 11*0] 
[14,] = [13*0, 1414r , 12*0] 
[15,] = [12*0, 1315r , 0, 1515r , 1516r , 0, 1518r , 8*0] 
[16,] = [14*0, 1516r , 1616r , 0, 1618r , 8*0] 
[17,] = [16*0, 1717r , 1718r , 1719r , 1720r , 6*0] 
[18,] = [14*0, 1518r , 1618r , 1718r , 1818r , 8*0] 
[19,] = [16*0, 1719r , 0, 1919r , 7*0] 
[20,] = [16*0, 1720r , 2*0, 2020r , 6*0] 
[21,] = [20*0, 2121r , 5*0] 
[22,] = [21*0, 2222r , 4*0] 
[23,] = [22*0, 2323r , 3*0] 
[24,] = [23*0, 2424r , 2*0] 
[25,] = [24*0, 2525r , 0] 
[26,] = [25*0, 2626r ] 
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Table 22.  The uncertainty partitioning results (percent contribution) of the first 
covariance structure (variables mL , nL , posA , negX , totalVΔ , output PL , output 
BA ,and output V ) of the pipe model over time considering correlation using covariance 
structure analysis. 
 
BA  
Source\Time 
points 1 2 3 4 5 10 20 30 40 50
posA  0.0 0.5 1.5 2.9 4.6 14.7 30.2 38.1 42.3 44.5 
negX  0.1 0.5 1.2 2.1 3.2 9.8 20.6 26.7 30.1 32.1 
Residuals 99.9 98.9 97.3 94.9 92.2 75.6 49.2 35.2 27.6 23.4 
PL  
Source\Time 
points 1 2 3 4 5 10 20 30 40 50
mL  3.1 10.7 19.7 28.0 35.0 52.5 60.3 60.3 62.9 63.3 
nL  0.5 2.4 5.0 7.5 9.6 15.2 17.8 17.8 18.5 18.4 
( mL , nL ) 0.3 1.3 2.5 3.7 4.7 7.1 8.1 8.1 8.2 8.1 
Residuals 96.0 85.6 72.8 60.8 50.8 25.2 13.8 13.8 10.4 10.2 
V  
Source\Time 
points 1 2 3 4 5 10 20 30 40 50
mL  0.7 2.0 3.9 6.3 8.9 21.0 33.6 38.2 39.6 39.4 
posA  0.7 2.0 3.8 5.9 8.2 17.9 26.1 28.6 29.6 29.4 
totalVΔ  0.2 0.6 1.2 1.9 2.7 6.5 11.0 13.5 15.3 17.5 
( mL , posA ) 0.2 0.6 1.2 1.9 2.5 4.9 5.6 4.9 4.4 4.2 
Residuals 98.3 94.8 89.8 84.0 77.7 49.8 23.7 14.8 11.1 9.5 
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Table 23.  The uncertainty partitioning results (percent contribution) of the carbon 
balance covariance structure (variables α , z , p , pr , pb , zb , zr , zT , f , fb , fr , 
fT , C , y , λ , I , θ , maxA , 1v , 2v , initial state variables, mL , nL , posA , negX , 
totalVΔ ) of the pipe model over time considering correlation using covariance structure 
analysis. 
 
mL  
Source\Time points 1 2 3 4 5 10 20 30 40 50
α  44.6 44.7 44.8 44.9 45.0 45.5 46.5 47.5 48.4 49.3 
z  37.4 38.7 38.0 37.8 38.0 38.6 39.4 40.0 41.1 41.8 
p  3.2 3.2 3.2 3.2 3.7 3.2 3.3 3.8 3.5 3.5 
pr  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 
pb  0.2 0.2 0.2 0.2 0.2 0.3 0.4 0.5 0.7 0.8 
zb  1.2 1.2 1.2 1.3 1.3 1.3 1.3 1.3 1.4 1.4 
zr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zT  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
f  6.6 6.6 5.8 6.3 5.8 6.7 6.8 6.1 6.3 7.0 
fb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
fr  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 
fT  5.1 5.1 5.2 5.2 5.2 5.2 5.3 5.4 5.5 5.6 
λ  64.1 63.8 63.6 63.4 63.2 62.0 59.7 57.2 54.6 51.8 
I  133.3 134.7 134.2 134.4 134.7 136.2 138.9 141.3 144.0 146.1 
(α , I ) -79.0 -79.1 -79.3 -79.5 -79.7 -80.5 -82.2 -83.9 -85.4 -86.8 
( z , I ) -70.4 -72.8 -71.5 -71.2 -71.5 -72.5 -74.1 -75.0 -77.0 -78.2 
(λ , I ) -65.8 -65.7 -65.7 -65.6 -65.6 -65.3 -64.7 -63.9 -63.0 -61.8 
Residuals + initial value 18.9 18.9 19.8 19.2 19.2 18.8 18.8 19.1 19.5 19.0 
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Table 23.  (cont.) 
 
nL  
Source\Time points 1 2 3 4 5 10 20 30 40 50
α  20.5 20.5 20.5 20.5 20.5 20.4 20.2 20.0 19.7 19.5 
z  18.5 19.1 18.7 18.6 18.6 18.6 18.5 18.2 18.2 17.9 
p  1.4 1.4 1.4 1.4 1.7 1.4 1.4 1.6 1.4 1.4 
pr  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
pb  0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 
zr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zT  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
f  2.7 2.7 2.3 2.5 2.3 2.7 2.6 2.3 2.3 2.5 
fb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
fr  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
fT  2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.4 2.4 2.4 
λ  3.1 3.2 3.3 3.3 3.4 3.8 4.6 5.5 6.4 7.4 
I  60.3 60.8 60.4 60.3 60.2 60.0 59.4 58.6 58.0 57.2 
θ  35.0 34.9 34.7 34.5 34.4 33.6 32.0 30.4 28.8 27.3 
(α , I ) -36.0 -36.0 -36.0 -36.0 -35.9 -35.8 -35.4 -35.0 -34.6 -34.1 
( z , I ) -33.3 -34.4 -33.7 -33.4 -33.4 -33.4 -33.2 -32.6 -32.5 -32.0 
(λ , I ) 9.8 9.9 10.0 10.1 10.2 10.7 11.8 12.8 13.7 14.6 
Residuals + initial value 14.8 14.8 15.1 14.9 14.9 14.8 15.0 15.2 15.5 15.5 
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Table 23.  (cont.) 
 
posA  
Source\Time points 1 2 3 4 5 10 20 30 40 50
α  40.9 39.8 38.8 37.8 36.8 32.3 25.4 20.5 16.8 12.5 
z  34.4 34.6 33.0 31.9 31.1 27.4 21.5 17.1 14.1 10.0 
p  2.2 2.1 2.0 2.0 2.2 1.6 1.2 1.1 0.8 0.6 
pr  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 
zb  0.8 0.8 0.8 0.8 0.8 0.7 0.6 0.6 0.5 0.5 
zr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zT  0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
f  7.0 6.8 5.9 6.2 5.6 5.7 4.7 3.5 3.0 2.7 
fb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
fr  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 
fT  4.7 4.6 4.5 4.4 4.3 3.9 3.2 2.7 2.3 1.8 
λ  6.5 7.4 8.3 9.2 10.0 14.3 21.6 27.2 31.3 29.8 
I  117.7 115.8 112.5 109.6 107.0 95.0 76.1 62.3 52.2 39.4 
maxA  4.3 4.3 4.2 4.1 4.1 3.7 3.0 2.5 2.1 1.4 
(α , I ) -71.0 -69.3 -67.5 -65.9 -64.2 -56.7 -44.9 -36.5 -30.3 -22.7 
( z , I ) -63.4 -63.8 -61.0 -59.0 -57.7 -51.1 -40.4 -32.6 -27.1 -19.9 
(λ , I ) 19.7 20.8 21.7 22.5 23.3 26.2 28.8 29.3 28.7 24.3 
(λ , maxA ) -3.4 -3.6 -3.8 -3.9 -4.1 -4.6 -5.2 -5.3 -5.1 -4.2 
( I , maxA ) -9.7 -9.5 -9.4 -9.2 -9.0 -8.1 -6.6 -5.4 -4.5 -3.2 
Residuals + initial value 8.8 8.8 9.6 9.1 9.3 9.2 10.8 13.0 15.2 26.8 
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Table 23.  (cont.) 
 
negX  
Source\Time points 1 2 3 4 5 10 20 30 40 50
α  33.8 32.8 31.8 30.9 30.0 26.1 20.2 16.3 13.4 10.3 
z  28.4 28.5 27.1 26.1 25.4 22.1 17.1 13.6 11.2 8.3 
p  1.8 1.7 1.7 1.6 1.8 1.3 1.0 0.8 0.6 0.5 
pr  0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 
zb  0.7 0.7 0.7 0.7 0.6 0.6 0.5 0.4 0.4 0.4 
zr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zT  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
f  5.8 5.6 4.8 5.1 4.5 4.6 3.7 2.8 2.4 2.2 
fb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
fr  0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 
fT  3.9 3.8 3.7 3.6 3.5 3.1 2.5 2.1 1.8 1.5 
C  10.7 10.7 10.8 10.8 10.9 10.9 10.7 10.3 9.8 8.2 
y  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 
λ  5.4 6.1 6.8 7.5 8.2 11.5 17.2 21.6 24.9 24.5 
I  97.3 95.4 92.3 89.6 87.3 76.6 60.7 49.5 41.6 32.4 
maxA  3.6 3.5 3.4 3.4 3.3 3.0 2.4 2.0 1.6 1.2 
(α , I ) -58.7 -57.0 -55.4 -53.9 -52.4 -45.7 -35.8 -29.0 -24.1 -18.7 
( z , I ) -52.4 -52.6 -50.0 -48.3 -47.0 -41.2 -32.2 -25.9 -21.6 -16.4 
( C ,λ ) 3.4 3.7 3.9 4.1 4.3 5.1 6.1 6.7 7.0 6.4 
(λ , I ) 16.3 17.1 17.8 18.4 19.0 21.1 22.9 23.3 22.9 20.0 
(λ , maxA ) -2.8 -3.0 -3.1 -3.2 -3.3 -3.7 -4.1 -4.2 -4.1 -3.4 
( I , maxA ) -8.1 -7.9 -7.7 -7.5 -7.3 -6.5 -5.2 -4.3 -3.6 -2.6 
Residuals + initial value 10.4 10.3 11.0 10.5 10.7 10.6 11.9 13.7 15.4 25.0 
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Table 23.  (cont.) 
 
totalVΔ  
Source\Time points 1 2 3 4 5 10 20 30 40 50
α  54.1 53.9 53.8 53.7 53.5 52.5 50.4 48.4 46.1 40.5 
z  45.4 46.8 45.7 45.2 45.2 44.5 42.7 40.6 39.0 33.9 
p  3.3 3.3 3.3 3.3 3.8 3.2 3.1 3.3 2.8 2.6 
pr  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 
pb  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.3 0.3 
zb  1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.2 
zr  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
zT  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
f  8.6 8.6 7.5 8.1 7.4 8.4 8.1 6.9 6.8 6.6 
fb  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
fr  0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.2 
fT  6.2 6.2 6.2 6.2 6.2 6.2 6.0 5.8 5.6 5.0 
C  4.9 4.9 5.0 5.0 5.0 5.2 5.4 5.6 5.6 5.0 
y  0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
λ  8.0 7.7 7.5 7.2 7.0 5.9 4.2 3.0 2.0 2.9 
I  158.6 159.7 158.6 158.1 157.8 155.8 150.8 145.2 139.4 122.5 
maxA  4.3 4.4 4.3 4.3 4.3 4.3 4.1 3.8 3.6 2.3 
1v  1.0 1.0 1.0 1.0 1.1 1.1 1.2 1.3 1.4 1.2 
2v  1.4 1.4 1.4 1.4 1.4 1.5 1.7 1.8 1.9 1.8 
(α , I ) -94.8 -94.7 -94.4 -94.3 -94.0 -92.5 -89.2 -85.8 -82.0 -72.1 
( z , I ) -84.6 -87.2 -85.2 -84.5 -84.4 -83.3 -80.3 -76.6 -73.8 -64.4 
( C ,λ ) 2.8 2.8 2.8 2.7 2.7 2.5 2.2 1.8 1.5 1.7 
(λ , I ) -25.4 -24.9 -24.5 -24.0 -23.6 -21.6 -18.0 -14.7 -11.9 -13.4 
(λ , maxA ) -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.6 -0.6 -0.5 
( I , maxA ) -11.3 -11.3 -11.3 -11.3 -11.3 -11.1 -10.7 -10.2 -9.6 -7.3 
Residuals + initial value 15.9 15.8 16.9 16.2 16.2 15.8 16.7 18.2 20.1 29.6 
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Table 24. The error budget of the three predictions in the pipe model at year 50 using 
covariance structure analysis. 
 
% uncertainty BA PL V  
Uncertainty from unique variances 
α  8.84 40.35 33.94 
z  7.12 34.62 28.52 
p  0.41 2.86 2.26 
pr  0.02 0.11 0.08 
pb  0.00 0.58 0.42 
zb  0.33 1.07 1.00 
zr  0.01 0.01 0.01 
zT  0.01 0.10 0.08 
f  1.93 5.69 5.30 
fb  0.01 0.00 0.01 
fr  0.05 0.19 0.15 
fT  1.31 4.66 4.09 
C  2.62 0.00 1.09 
y  0.04 0.00 0.01 
λ  21.11 38.99 31.99 
I  27.92 119.53 101.85 
θ  0.00 7.24 0.00 
maxA  1.00 0.00 0.92 
1v  0.00 0.00 0.27 
2v  0.00 0.00 0.38 
Subtotal 72.74 255.99 212.39 
Uncertainty from covariances 
(α , I ) -16.07 -71.03 -60.13 
( z , I ) -14.11 -64.36 -53.93 
(C ,λ ) 2.05 0.00 0.37 
(λ , I ) 17.25 -40.29 -22.71 
(λ , maxA ) -2.94 0.00 -1.32 
( I , maxA ) -2.28 0.00 -2.52 
( θ , maxA ) 0.00 0.00 0.00 
( θ , 1v ) 0.00 0.00 0.00 
( θ , 2v ) 0.00 0.00 0.00 
Subtotal -16.10 -175.68 -140.24 
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Table 24.  (cont.) 
 
Uncertainty from carbon balance model structure 
mL  0.00 13.59 9.99 
nL  0.00 4.18 0.00 
A+  18.40 0.00 9.23 
X −  0.98 0.00 0.00 
totalVΔ  0.00 0.00 2.95 
Subtotal 19.38 17.77 22.17 
Uncertainty from initial state variables 
Pipe model theory 
structure 23.4 2.0 5.3 
Carbon balance model 
structure 0.19 0.07 0.12 
Subtotal  23.6 2.1 5.4 
Residuals 0.36 -0.19 0.27 
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Table 25.  The summary of the percent uncertainty contribution from each source 
assuming independent variables and considering correlated variables (regression method 
and covariance structure analysis method) of the three predictions in the pipe model at 
year 50. 
 
 BA PL V 
Uncertainty 
source indep 
corr 
(reg)
corr 
(csa) indep
corr 
(reg)
corr 
(csa) indep 
corr 
(reg) 
corr 
(csa)
α  7.1 15.1 8.8 14.4 53.0 40.4 14.6 48.9 33.9 
z  7.3 10.7 7.1 14.4 44.1 34.6 15.3 39.9 28.5 
p  0.8 1.1 0.4 1.8 4.0 2.9 2.3 3.7 2.3 
pr  0.2 0.1 0.0 0.4 0.3 0.1 0.3 0.3 0.1 
pb  0.5 0.0 0.0 0.0 0.3 0.6 0.0 0.2 0.4 
zb  0.6 0.2 0.3 1.8 1.6 1.1 1.8 1.2 1.0 
zr  0.0 0.1 0.0 0.2 0.0 0.0 0.1 0.0 0.0 
zT  0.0 0.0 0.0 0.2 0.1 0.1 0.2 0.0 0.1 
f  1.0 1.7 1.9 0.6 7.9 5.7 1.0 7.0 5.3 
fb  0.2 0.0 0.0 0.1 0.0 0.0 0.3 0.0 0.0 
fr  0.2 0.3 0.0 0.1 0.3 0.2 0.1 0.5 0.2 
fT  1.6 2.6 1.3 1.0 7.7 4.7 0.9 7.0 4.1 
C  17.2 23.3 2.6 0.0 0.0 0.0 1.6 5.0 1.1 
ψ  0.1 0.7 0.0 0.1 0.0 0.0 0.0 0.2 0.0 
λ  10.5 13.6 21.1 12.3 23.7 39.0 2.8 2.5 32.0 
I  34.8 43.7 27.9 41.2 161.4 119.5 48.7 147.1 101.9 
θ  0.6 0.4 0.0 2.1 4.7 7.2 0.1 0.1 0.0 
maxA  1.4 0.0 1.0 0.3 0.0 0.0 3.0 0.0 0.9 
1v  0.0 0.1 0.0 0.1 0.0 0.0 0.5 1.5 0.3 
2v  0.0 0.0 0.0 0.4 0.0 0.0 1.2 1.3 0.4 
( I , z )   -21.5 -14.1   -83.8 -64.4   -76.1 -53.9 
( I ,λ )   17.5 17.3   -44.3 -40.3   -13.7 -22.7 
( maxA , λ )   -0.5 -2.9   0.4 0.0   0.1 -1.3 
( maxA , I )   -0.6 -2.3   -0.6 0.0   -0.7 -2.5 
( maxA , θ )   -0.1 0.0   0.2 0.0   -0.0 0.0 
( 1v , θ )   -0.1 0.0   0.1 0.0   -0.1 0.0 
( 2v , θ )   0.0 0.0   -0.0 0.0   -0.1 0.0 
(λ , C )   -8.0 2.1   0.2 0.0   1.6 0.4 
( I ,α )   -26.2 -16.1   -94.4 -71.0   -86.6 -60.1 
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Table 26. The parameter values and distributions used in 5 scenarios of the spatial host 
and parasitoid simulation. 
 
Parameter/ 
Scenarios 
1 2 3 4 5
Field dimension 
(n X n), n= 30 
 
30 30
 
30 30
uN 0.5 U(0,1) U(0,1) U(0,1) U(0,1)
uP 0.5 U(0,1) U(0,1) U(0,1) U(0,1)
k 2 U(1.5,2.5) U(1.5,2.5) U(1.5,2.5) U(1.5,2.5)
c 1 U(0.5,1.5) U(0.5,1.5) U(0.5,1.5) U(0.5,1.5)
a 0.5 U(0,1) U(0,1) U(0,1) U(0,1)
K 100000 100000 100000 100000 100000
iniH 40 40 40 40 40
iniP 30 30 30 30 30
Correaltion (C) NA NA NA 0.8 0.8
Uncertainty type Global Global Local Global Local
 
* U(a, b) = Uniform distribution with lower bound = a and upper bound = b
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Table 27. The covariance structure of the host and parasitoid population model. 
 
Variables: total host population density ( 1Y ), total parasitoid population density ( 2Y ), 
random initial location ( 3Y ), host local variation ( 4Y ), parasitoid local variation ( 5Y ), Nμ
( 6Y ), Pμ  ( 7Y ) , c  ( 8Y ), a  ( 9Y ), κ  ( 10Y ), and pattern index ( 11Y ). 
 
B =
14 15 111
24 25 211
311
43 46 47 48 49 410 411
53 56 57 58 59 510 511
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
β β β
β β β
λ
β β β β β β λ
β β β β β β λ
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢⎢⎢⎢⎢⎢⎣ ⎦
⎥⎥⎥⎥⎥⎥
 
 
Y =
11
22
33
44
55
66
77
88
99
1010
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
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Table 27. (cont.) 
 
 
J =
1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
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CHAPTER 8 
FIGURES 
 
Figure 1. The fitted lines of drug model 1 and drug model 2 and collected data points. 
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Figure 2. The flow chart of the relationship between modeling systems and uncertainty 
analysis.
Model
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Investigate real
system
Build model
Uncertainty
analysis of model
Compare to real
system performance
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Figure 3. The relationship between models and error budgets. 
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Figure 4.  The histograms of the predictions from drug model 1 ( 1y ) over time without 
considering variable correlation. 
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Figure 5.  The histograms of the predictions from drug model 2 ( 2y ) over time without 
considering variable correlation. 
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Figure 6.  The cumulative distribution function (cdf) plots of the predictions from drug 
model 1 ( 1y ) over time without considering variable correlation. 
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Figure 7.  The cumulative distribution function (cdf) plots of the predictions from drug 
model 2 ( 2y ) over time without considering variable correlation. 
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Figure 8.  The histograms of the predictions from drug model 1 ( 1y ) over time with 
considering variable correlation. 
                   
    
    
    
    
                               
H
is
to
gr
am
s o
f p
re
di
ct
io
ns
 fr
om
 d
ru
g 
m
od
el
 1
 a
t t
im
e 
po
in
ts
 
Pr
ed
ic
te
d 
va
lu
es
 
1 
2 
3 
4 
5 9 
6 10
 
7 
8 
 173 
 
Figure 9.  The histograms of the predictions from drug model 2 ( 2y ) over time with 
considering variable correlation. 
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Figure 10.  The cumulative distribution function (cdf) plots of the predictions from drug 
model 1 ( 1y ) over time with considering variable correlation. 
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Figure 11.  The cumulative distribution function (cdf) plots of the predictions from drug 
model 2 ( 2y ) over time with considering variable correlation. 
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Figure 12. The uncertainty partitioning results for drug model 1 and drug model 2. 
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Figure 13. Assuming Y  is a function of A  and B , the total variance in Y  from A  
and B  is a b c+ + , where a  and b  represent the proportions of Y  variance 
uniquely accounted for respectively by variables A  and B .  And, c  is the proportion 
of Y  variance from the common covariance of A  and B  (Cohen and Cohen 1983). 
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Figure 14. In the graph, the directed paths (straight-line) represent direct causality 
between the variables, and the arcs represent indirect correlation between the variables.  
There are 1n  exogenous variables, which may be correlated to each other (indirect 
correlation).  Each of them has an effect (direct causality) on some 2n  variables in the 
next level.  After cycling through N levels of causal effects, P outputs are obtained.   
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Figure 15. The plots of uncertainty partitioning results using covariance structure analysis 
for drug model 1 and drug model 2 over time when correlation between variables is 
considered. 
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Figure 16. The plots of uncertainty partitioning results using regression method for drug 
model 1 and drug model 2 over time when variable correlation is considered. 
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Figure 17.  Pipe model diagram. 
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Figure 18.  The means of the estimations (correlated case) for basal area (a), pipe length 
(b), and total volume (c) over time. 
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Figure 19.  The variance of the estimations (correlated case) for basal area (a), pipe 
length (b), and total volume (c) over time. 
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Figure 20.  The histograms of basal area (BA) estimations over time. 
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Figure 21.  The histograms of pipe length (PL) estimations over time. 
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Figure 22.  The histograms of total woody volume (V) estimations over time. 
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Figure 23.  The cumulative distribution function (cdf ) plots of basal area (BA) 
estimations over time. 
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Figure 24.  The cumulative distribution function (cdf) plots of pipe length (PL) 
estimations over time. 
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Figure 25.  The cumulative distribution function (cdf) plots of total woody volume (V) 
estimations over time. 
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Figure 26.  The uncertainty partitioning for the pipe model when the variables are 
independent to each other.  The uncertainty partitioning is done at different time points 
for basal area (a), pipe length (b), and total woody volume (c). 
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Figure 27.  The uncertainty partitioning results of three state variables in the pipe model,  
basal area (a), pipe length (b), and total woody volume (c) considering variable 
correlation using regression method. 
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Figure 28. The path diagrams of two covariance structures: the pipe model theory 
covariance structure (a) and the carbon balance model covariance structure (b). 
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Figure 29. The percent uncertainty contribution of the first covariance structure (variables 
mL , nL , posA , negX , totalVΔ , output PL , output BA ,and output V ) of the pipe 
model over time considering correlation using covariance structure analysis. 
 
Uncertainty contribution of structure 1 (BA)
0
5
10
15
20
25
30
35
40
45
50
0 10 20 30 40 50
Time (year)
%
Apos Xneg  
Uncertainty contribution of structure 1 (PL)
0
10
20
30
40
50
60
70
0 10 20 30 40 50
Time (year)
%
Lm Ln (Lm,Ln)  
Uncertainty contribution of structure 1 (V)
0
5
10
15
20
25
30
35
40
45
0 10 20 30 40 50
Time (year)
%
Lm Apos
DeltatotV (Lm,Apos)  
 
 194 
 
Figure 30. The uncertainty partitioning results (percent contribution) of the second 
covariance structure (variables λ , I , θ , maxA , 1v , 2v , a , b , *b , *z , f , mL , nL , 
posA , negX , and totalVΔ ) of the pipe model over time considering correlation using 
covariance structure analysis. 
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Figure 31. Uncertainty partitioning results of prediction uncertainty in basal area (BA), 
pipe length (PL), and total woody volume (V) over time in percent uncertainty. 
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Figure 32. Examples for three categories of population density spatial patterns: (a) spiral, 
(b) spatial chaos, and (c) crystal lattice, with the parameter values listed below.  The 
simulations were run under the condition without any parameter uncertainty (scenario 1, 
see detailed description in the text).  The figures correspond to a snapshot of host 
population density in the field at 800th generation.  
 
κ  = 2 
c = 1 
a = 0.5 
K = 100000 
Initial host population = 40 
Initial parasitoid population = 30 
 
(a) Nμ = 0.8, Pμ = 0.6 (b) Nμ = 0.1, Pμ = 0.7 
  
(c) Nμ = 0.01, Pμ = 1  
 
 
 
 197 
 
Figure 33.  Host and parasitoid local population variogram over generations with lag 
from 1 to 10. 
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Figure 34.  Changes in host and parasitoid local population variogram at 150th 
generation with lag from 1 to 10. 
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Figure 35.  The path diagram of the spatial host-parasitoid simulation model. 
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Figure 36.  The path diagram of the spatial host-parasitoid simulation model divided 
into three sub-structures. 
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Figure 37. The global population mean and variance of the host under scenario 1. 
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Figure 38. The global population mean and variance of the parasitoid under scenario 1. 
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Figure 39. The global population mean and variance of the host under scenario 2. 
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Figure 40. The global population mean and variance of the parasitoid under scenario 2. 
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Figure 41. The global population mean and variance of the host under scenario 3. 
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Figure 42. The global population mean and variance of the parasitoid under scenario 3. 
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Figure 43. The global population mean and variance of the host under scenario 4. 
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Figure 44. The global population mean and variance of the parasitoid under scenario 4. 
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Figure 45. The global population mean and variance of the host under scenario 5. 
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Figure 46. The global population mean and variance of the parasitoid under scenario 5. 
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Figure 47. Host total population distribution over time. 
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Figure 47. (cont.) 
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Figure 47. (cont.) 
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Figure 47. (cont.) 
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Figure 48. Parasitoid total population distribution over time. 
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Figure 48. (cont.) 
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Figure 48. (cont.) 
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Figure 48. (cont.) 
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Figure 49. The average variogram (lag=6) within the field for host and parasitoid 
population over time. 
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Figure 50.  Correlation between local total population and local population variogram 
for host and parasitoid over time. 
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Figure 51. The host and parasitoid total population growth ratio and total population 
growth ratio variance over time. 
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Figure 52. The changes in host and parasitoid local population variogram, total 
population variance and total population over time. 
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Figure 53.  The uncertainty partitioning of host and parasitoid population in percent 
uncertainty. 
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APPENDIX A 
THE RESIDUAL MATRICES OF COVARIANCE STRUCTURE ANALYSIS FOR THE 
PIPE MODEL AT TIME POINT 50 
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a) pipe model theory structure 
 
y1
 
al
ph
a 
0.
00
00
 
-0
.3
88
8 
0.
28
89
 
-0
.1
55
6 
-0
.0
00
1 
0.
00
18
 
-0
.0
25
5 
-0
.0
11
9 
-1
.0
83
2 
y1
 
al
ph
a 
0.
00
00
 
-0
.4
03
9 
0.
56
48
 
-0
.0
84
9 
-0
.0
40
8 
0.
02
07
 
-0
.3
09
6 
-0
.0
71
9 
-0
.2
35
9 
y2
 
z 
-0
.3
88
8 
0.
00
00
 
7.
95
85
 
-8
.7
05
4 
-0
.0
11
6 
0.
46
25
 
-0
.7
19
1 
-0
.3
10
4 
-3
2.
88
24
 
y2
 
z 
-0
.4
03
9 
0.
00
00
 
0.
43
20
 
-0
.1
31
9 
-0
.1
30
0 
0.
14
81
 
-0
.2
37
6 
-0
.0
52
0 
-0
.1
95
8 
y3
 
p 
0.
28
89
 
7.
95
85
 
0.
00
00
 
-1
5.
39
36
 
0.
02
77
 
0.
06
56
 
0.
87
08
 
-0
.7
68
6 
17
.0
08
5 
y3
 
p 
0.
56
48
 
0.
43
20
 
0.
00
00
 
-0
.4
39
0 
0.
58
63
 
0.
03
95
 
0.
64
66
 
-0
.2
45
6 
0.
20
98
 
y4
 
f 
-0
.1
55
6 
-8
.7
05
4 
-1
5.
39
36
 
0.
00
00
 
-0
.0
67
7 
-1
.1
98
1 
1.
20
26
 
5.
34
03
 
13
1.
12
33
 
y4
 
f 
-0
.0
84
9 
-0
.1
31
9 
-0
.4
39
0 
0.
00
00
 
-0
.3
99
9 
-0
.2
01
6 
0.
33
31
 
0.
49
63
 
0.
52
87
 
y5
 
c 
-0
.0
00
1 
-0
.0
11
6 
0.
02
77
 
-0
.0
67
7 
0.
00
00
 
0.
00
09
 
-0
.0
81
3 
-0
.0
41
0 
-3
.0
91
5 
y5
 
c 
-0
.0
40
8 
-0
.1
30
0 
0.
58
63
 
-0
.3
99
9 
0.
00
00
 
0.
11
25
 
-3
.7
53
3 
-2
.8
66
4 
-3
.5
99
1 
y6
 
A
m
ax
 
0.
00
18
 
0.
46
25
 
0.
06
56
 
-1
.1
98
1 
0.
00
09
 
0.
00
00
 
-1
.2
25
0 
-0
.6
40
9 
-4
6.
64
07
 
y6
 
A
m
ax
 
0.
02
07
 
0.
14
81
 
0.
03
95
 
-0
.2
01
6 
0.
11
25
 
0.
00
00
 
-1
.6
09
9 
-1
.1
15
1 
-1
.5
44
0 
y7
 
PL
 
-0
.0
25
5 
-0
.7
19
1 
0.
87
08
 
1.
20
26
 
-0
.0
81
3 
-1
.2
25
0 
-0
.1
51
8 
5.
25
61
 
85
.7
05
3 
y7
 
PL
 
-0
.3
09
6 
-0
.2
37
6 
0.
64
66
 
0.
33
31
 
-3
.7
53
3 
-1
.6
09
9 
-0
.5
52
1 
3.
86
48
 
3.
15
12
 
y8
 
B
A
 
-0
.0
11
9 
-0
.3
10
4 
-0
.7
68
6 
5.
34
03
 
-0
.0
41
0 
-0
.6
40
9 
5.
25
61
 
5.
29
13
 
24
4.
62
15
 
y8
 
B
A
 
-0
.0
71
9 
-0
.0
52
0 
-0
.2
45
6 
0.
49
63
 
-2
.8
66
4 
-1
.1
15
1 
3.
86
48
 
3.
15
35
 
3.
62
42
 
y9
 
V
 
-1
.0
83
2 
-3
2.
88
24
 
17
.0
08
5 
13
1.
12
33
 
-3
.0
91
5 
-4
6.
64
07
 
85
.7
05
3 
24
4.
62
15
 
67
00
.0
43
6 
y9
 
V
 
-0
.2
35
9 
-0
.1
95
8 
0.
20
98
 
0.
52
87
 
-3
.5
99
1 
-1
.5
44
0 
3.
15
12
 
3.
62
42
 
3.
38
24
 
R
aw
 R
es
id
ua
l M
at
rix
 
  y1
 
y2
 
y3
 
y4
 
y5
 
y6
 
y7
 
y8
 
y9
 
A
sy
m
pt
ot
ic
al
ly
 S
ta
nd
ar
di
ze
d 
R
es
id
ua
l M
at
rix
 
  y1
 
y2
 
y3
 
y4
 
y5
 
y6
 
y7
 
y8
 
y9
 
 
 231 
 
 
Average Absolute Residual     162.6414 
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Rank Order of the 10 Largest Raw Residuals     
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b) carbon balance model structure 
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Average Absolute Residual     0.1651 
Average Off-diagonal Absolute Residual    0.1755 
Rank Order of the 10 Largest Raw Residuals     
Row Column Residual       
y9 y3 -15.3936     
y9 y2 -8.7054     
y3 y2 7.9585     
y26 y2 6.1187     
y26 y9 -5.8732     
y26 y3 -3.5001     
y18 y9 -1.1981     
y21 y9 -0.9700     
y8 y2 -0.7904     
y12 y9 -0.6375       
      
Average Normalized Residual     0.8909 
Average Off-diagonal Normalized Residual   0.9524 
Rank Order of the 10 Largest Normalized Residuals   
Row Column Residual       
y24 y17 11.4011     
y25 y17 10.2864     
y26 y15 7.4864     
y26 y23 6.4594     
y22 y17 5.5533     
y26 y17 4.9478     
y25 y23 -4.3866     
y23 y22 -4.3533     
y24 y23 -4.0667     
y26 y16 3.2938       
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APPENDIX B 
FIGURES OF ONE REPLICATE OF THE HOST-PARASITOID SPATIAL 
SIMULATION UNDER SCENARIO 5 (INCLUDING LOCAL UNCERTAINTY AND 
CORRELATION) 
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APPENDIX C 
THE RESIDUAL MATRICES OF COVARIANCE STRUCTURE ANALYSIS FOR THE 
SPATIAL HOST AND PARASITOID INTERACTION MODEL AT GENERATION 150 
 307 
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Average Absolute Residual 0.1566 
Average Off-diagonal Absolute Residual  0.0791 
Rank Order of the 10 Largest Raw Residuals 
Row Column Residual       
y1 y1 -4.3331     
y2 y1 -2.1027     
y2 y2 -0.7206     
y8 y1 -0.3385     
y9 y2 0.3283     
y9 y1 0.1580     
y6 y1 0.1163     
y10 y1 0.1026     
y8 y2 0.1008     
y3 y1 0.0864       
      
Average Normalized Residual 0.9211 
Average Off-diagonal Normalized Residual 1.1257 
Rank Order of the 10 Largest Asymptotically Normalized Residuals 
Row Column Residual       
y9 y3 -21.1392     
y9 y6 10.7444     
y10 y9 6.7537     
y9 y8 -5.9042     
y9 y7 -4.1218     
y9 y2 0.3524     
y8 y1 -0.2405     
y10 y5 0.1972     
y6 y5 0.1309     
y9 y1 0.1123       
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APPENDIX D 
R AND SAS CODE 
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R function {rankcorr} 
To generate multiple sets of data with a given correlation matrix 
 
###################################################################################### 
#load package Hmisc 
#load package MASS 
#load package kinship 
library(Hmisc) 
library(MASS) 
library(kinship) 
 
rankcorr <-function (n,K,C) 
{ 
R <- NULL 
length(K[1,])->nk 
for (i in 1:nk) 
{ 
rank(K[,i]) ->r 
cbind(R,r)->R 
} 
 
x <- NULL 
 
for (i in 1:nk) 
{ 
rbind(R[,i],K[,i])[,order(R[,i])]->x1 
cbind(x,x1[2,])->x 
} 
 
as.matrix(gchol(C))->Pprim 
P <- t(Pprim) 
Rstar <- R%*%Pprim 
rcorr(Rstar, type=c("spearman")) -> Ms 
rcorr(Rstar, type=c("pearson")) -> Mp 
 
T <- rcorr(R, type=c("pearson")) 
as.matrix(gchol(T$r)) -> Qprim 
Q <- t(Qprim) 
S <- P%*%ginv(Q) 
Rbstar <- R%*%t(S) 
rcorr(Rbstar, type=c("spearman"))->Mbs 
rcorr(Rbstar, type=c("pearson"))->Mbp 
 
Xfinal <- NULL 
 
for (i in 1:nk) 
{ 
rbind(Rbstar[,i],x[,i])[,rank(Rbstar[,i])]->Xfinal1 
cbind(Xfinal,Xfinal1[2,])->Xfinal 
} 
Xfinal 
}
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R function {pipe} 
The pipe model 
 
###################################################################################### 
pipe <-function (alpha,bf,bp,bz,c,f,I,Lambda,p,Psi,rf,rp,rz,Tf,Theta,Tz,v1,v2,z,IniBA,IniPL,IniV,i,t) 
{ 
alpha <- alpha[i] 
bf <- bf[i] 
bp <- bp[i] 
bz <- bz[i] 
c <- c[i] 
f <- f[i] 
I <- I[i] 
Lambda <- Lambda[i] 
p <- p[i] 
Psi <- Psi[i] 
rf <- rf[i] 
rp <- rp[i] 
rz <- rz[i] 
Tf <- Tf[i] 
Theta <- Theta[i] 
Tz <- Tz[i] 
v1 <- v1[i] 
v2 <- v2[i] 
z <- z[i] 
 
a <- alpha*z/(p*(1+rp)) 
b <- p*bp/(p*(1+rp)) 
bstar <- (z*(bz+(1+rz)/Tz))/(p*(1+rp))+(f*(bf+(1+rf)/Tf))/(p*(1+rp)) 
Phi <- c*(1-Psi)/(1-c*Psi) 
zstar <- (z*(1+rz)+f*(1+rf))/(p*(1+rp)) 
 
BA <- rep(NA,t+1) 
PL <- rep(NA,t+1) 
V <- rep(NA,t+1) 
Apos <- rep(NA,t) 
Xneg <- rep(NA,t) 
Lm <- rep(NA,t) 
Ln <- rep(NA,t) 
DeltaTotVol <- rep(NA,t) 
 
 
BA[1] <- IniBA[i] 
PL[1] <- IniPL[i] 
V[1] <- IniV[i] 
 
 
for (j in 1:t) 
{ 
Lm[j] <- (1-Lambda)*(a*I-bstar-b*PL[j]) 
Ln[j] <- (a*I-bstar-b*PL[j])*(Lambda*(1-Theta)) 
PL[j+1] <- PL[j] + Lm[j] + Ln[j] 
} 
 
for (l in 1:t) 
 312 
 
{ 
Apos[l] <- Lambda*Amax*(a*I-bstar-b*PL[l])/(zstar+PL[l]) 
Xneg[l] <- Apos[l]*Phi 
BA[l+1] <- BA[l]+Apos[l]-Xneg[l] 
} 
 
for (k in 1:t) 
{ 
DeltaTotVol[k] <- (1-v1-Phi*v2)*PL[k]*Apos[k]+Amax*Lm[k] 
V[k+1] <- V[k] + DeltaTotVol[k] 
} 
 
cbind(BA,PL,V,Lm,Ln,Apos,Xneg,DeltaTotVol) 
 
} 
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R function {beradist} 
To generate samples from a beta distribution 
 
###################################################################################### 
betadist <-function (n, v, w, lower, upper) 
{ 
x <- rbeta(n, v, w) 
a <- lower 
b <- upper-lower 
y <- b*x+a 
y 
} 
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R function {NBmodel} 
Global mean-field Nicholson – Bailey model (1935) 
 
###################################################################################### 
NBmodel <- function(time, Lam, a, c, K, iniH, iniP) 
{ 
populationH <- iniH 
populationP <- iniP 
 
 cc <- data.frame(time=0, popH=populationH, popP=populationP) 
 
for (t in c(1:time)) 
 
{ 
r <- exp(log(Lam)*(1-(populationH/K)))  
pH <- r*populationH*exp(-a*populationP) 
pP <- c*populationH*(1-exp(-a*populationP)) 
populationH <- pH 
populationP <- pP 
 
 cc <- rbind(cc,c(t, populationH, populationP)) 
 
} 
 
 cc 
 
} 
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R function {spatialHP} 
A spatial explicit host-parasitoid model based on Nicholson – Bailey model, with 
reflective boundary, single start point, with or without parameter uncertainty  
 
###################################################################################### 
spatialHP <- function(Rep, time, n, uN, uP, Lam, a, c, K, iniH, iniP) 
 
{ 
 
 temp <- matrix(0, 1, n*(time+1)) 
 
for (r in c(1:Rep)) 
 
{ 
 
 
 
h <- matrix(0, n, n) 
p <- matrix(0, n, n) 
 
x <- as.integer(runif(1,1,n)) 
y <- as.integer(runif(1,1,n)) 
 
h[x,y] <- iniH 
p[x,y] <- iniP 
 
 cch <- h 
 ccp <- p 
 
 
for (i in c(1:time)) 
 
{ 
hdown <- h[c(2:n,n),] 
hup <- h[c(1, 1:(n-1)),] 
hright <- h[, c(2:n,n)] 
hleft <- h[, c(1, 1:(n-1))] 
hdownright <- h[c(2:n,n), c(2:n,n)] 
hdownleft <- h[c(2:n,n), c(1, 1:(n-1))] 
hupright <- h[c(1, 1:(n-1)), c(2:n,n)] 
hupleft <- h[c(1, 1:(n-1)), c(1, 1:(n-1))] 
 
pdown <- p[c(2:n,n),] 
pup <- p[c(1, 1:(n-1)),] 
pright <- p[, c(2:n,n)] 
pleft <- p[, c(1, 1:(n-1))] 
pdownright <- p[c(2:n,n), c(2:n,n)] 
pdownleft <- p[c(2:n,n), c(1, 1:(n-1))] 
pupright <- p[c(1, 1:(n-1)), c(2:n,n)] 
pupleft <- p[c(1, 1:(n-1)), c(1, 1:(n-1))] 
 
Hbar <- (hdown+hup+hright+hleft+hdownright+hdownleft+hupright+hupleft)/8 
Pbar <- (pdown+pup+pright+pleft+pdownright+pdownleft+pupright+pupleft)/8 
 
tempH <- (1-uN)*h+uN*Hbar 
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tempP <- (1-uP)*p+uP*Pbar 
 
r <- exp(log(Lam)*(1-(tempH/K)))  
h <- r*tempH*exp(-a*tempP) 
p <- c*tempH*(1-exp(-a*tempP)) 
 
 cch <- cbind(cch, h) 
 ccp <- cbind(ccp, p) 
 
} 
 cchp <- rbind(cch, ccp) 
 temp <- rbind(temp, cchp) 
 
} 
 temp <- temp[c(-1),] 
 temp 
 
} 
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R function {spatialHP_corr} 
A spatial explicit host-parasitoid model based on Nicholson – Bailey model, with 
reflective boundary, single start point, with correlated uncertainty between host 
population and parameter a 
 
###################################################################################### 
# library(MASS) 
# library(Hmisc) 
# library(kinship) 
 
spatialHP_corr <- function(time, n, uN, uP, Lam, alower, aupper, Cor, c, k, iniH, iniP) 
 
{ 
 
h <- matrix(0, n, n) 
p <- matrix(0, n, n) 
 
x <- as.integer(runif(1,1,n)) 
y <- as.integer(runif(1,1,n)) 
 
h[x,y] <- iniH 
p[x,y] <- iniP 
 
 cch <- h 
 ccp <- p 
 cca <- matrix(0, n, n) 
 cctemph <- matrix(0, n, n) 
 cctempp <- matrix(0, n, n) 
  
for (i in c(1:time)) 
 
{ 
hdown <- h[c(2:n,n),] 
hup <- h[c(1, 1:(n-1)),] 
hright <- h[, c(2:n,n)] 
hleft <- h[, c(1, 1:(n-1))] 
hdownright <- h[c(2:n,n), c(2:n,n)] 
hdownleft <- h[c(2:n,n), c(1, 1:(n-1))] 
hupright <- h[c(1, 1:(n-1)), c(2:n,n)] 
hupleft <- h[c(1, 1:(n-1)), c(1, 1:(n-1))] 
 
pdown <- p[c(2:n,n),] 
pup <- p[c(1, 1:(n-1)),] 
pright <- p[, c(2:n,n)] 
pleft <- p[, c(1, 1:(n-1))] 
pdownright <- p[c(2:n,n), c(2:n,n)] 
pdownleft <- p[c(2:n,n), c(1, 1:(n-1))] 
pupright <- p[c(1, 1:(n-1)), c(2:n,n)] 
pupleft <- p[c(1, 1:(n-1)), c(1, 1:(n-1))] 
 
Hbar <- (hdown+hup+hright+hleft+hdownright+hdownleft+hupright+hupleft)/8 
Pbar <- (pdown+pup+pright+pleft+pdownright+pdownleft+pupright+pupleft)/8 
 
tempH <- (1-uN)*h+uN*Hbar 
tempP <- (1-uP)*p+uP*Pbar 
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tempa <- runif(n*n,alower,aupper) 
 
tempH2 <- c(tempH) 
cbind(tempH2,tempa) ->K 
 
C <- cbind(c(1, Cor),c(Cor, 1)) 
rankcorr(n*n, K, C) -> X 
 
a <- matrix(X[,2], n, n) 
 
r <- exp(log(Lam)*(1-(tempH/k)))  
h <- r*tempH*exp(-a*tempP) 
p <- c*tempH*(1-exp(-a*tempP)) 
 
 cch <- rbind(cch, h) 
 ccp <- rbind(ccp, p) 
 cctemph <- rbind(cctemph, tempH) 
 cctempp <- rbind(cctempp, tempP) 
 cca <- rbind(cca, a) 
} 
  
 cchpa <- cbind(cch, ccp, cctemph, cctempp, cca) 
 
} 
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An example of PROC CALIS for covariance structure analysis 
 
%macro calis; 
%do n = 1 %to 200;                            
 
data hp (type = cov); 
 
infile  "complete_cov&n"; 
 
_type_ = 'cov'; 
input _name_$ y1-y10; 
label   
y1 = 'totalH' 
y2 = 'totalP' 
y3 = 'RE' 
y4 = 'localH' 
y5 = 'localP' 
y6 = 'uN' 
y7 = 'uP' 
y8 = 'c' 
y9 = 'a' 
y10='Lam' 
 
run; 
 
 
proc calis data = hp cov  edf =19999 method = ml  maxiter=10000 maxfu=10000 corr residual 
PSUMMARY PCOVES PDETERM PESTIM outram=temp&n; 
cosan j(11, ide)*b(11,gen,imi)*p(11,sym); 
matrix b 
[1,]=0 0 0 b14 b15 0 0 0 0 0 b111, 
[2,]=0 0 0 b24 b25 0 0 0 0 0 b211, 
[3,]=0 0 0 0 0 0 0 0 0 0 l311, 
[4,]=0 0 b43 0 0 b46 b47 b48 b49 b410 l411, 
[5,]=0 0 b53 0 0 b56 b57 b58 b59 b510 l511, 
[6,]=11*0,  
[7,]=11*0, 
[8,]=11*0, 
[9,]=11*0, 
[10,]=11*0, 
[11,]=11*0 
; 
 
matrix p 
[1,]=p11, 
[2,]=0 p22, 
[3,]=0 0 p33, 
[4,]=0 0 0 p44, 
[5,]=0 0 0 0 p55, 
[6,]=0 0 0 0 0 p66, 
[7,]=0 0 0 0 0 0 p77, 
[8,]=0 0 0 0 0 0 0 p88, 
[9,]=0 0 0 0 0 0 0 0 p99, 
[10,]=0 0 0 0 0 0 0 0 0 p1010, 
[11,]=0 0 0 0 0 0 0 0 0 0 1 
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; 
 
 
matrix j 
[1,]= 1 10*0, 
[2,]= 0 1 9*0, 
[3,]= 2*0 1 8*0, 
[4,]= 3*0 1 7*0, 
[5,]= 4*0 1 6*0, 
[6,]= 5* 0 1 5*0, 
[7,]= 6* 0 1 4*0, 
[8,]= 7* 0 1 3*0, 
[9,]= 8* 0 1 2*0, 
[10,]= 9* 0 1 0 
; 
 
 
Bounds p11 p22 p33 p44 p55 p66 p77 p88 p99 p1010 >= 0.; 
 
run; 
 
 
proc export data=temp&n 
    dbms=excel 
    outfile="c:\SASoutput\HP&n"; 
run;  
 
%end; 
 
%mend calis; 
 
%calis; 
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