Abstract. We study some discrete and continuous variants of the following problem of Erdős: given a finite subset P of R 2 or R 3 , what is the maximum number of pairs (p 1 ,p 2 ) with p 1 ,p 2 ∈ P and |p 1 − p 2 | = 1?
Introduction and statement of results.
In 1946 Paul Erdős [3] posed the following question: given a finite subset P of R 2 or R 3 , what is the maximum number of pairs (p 1 ,p 2 ) with p 1 ,p 2 ∈ P and |p 1 − p 2 | = 1? The Erdős unit distance conjecture in R 2 is the estimate
(We will use | · | for the cardinality of a finite set as well as Lebesgue measure on R d .) In two dimensions the best currently-known partial result, due to Spencer, Szemerédi, and Trotter [12] , is
while the current best estimate for the analogous problem in R 3 has the exponent 3/2 + (for any > 0 and C depending on ) in place of 4/3-see Clarkson et al. [1] . In four or more dimensions it follows from an example we learned in [7] that one cannot significantly improve the trivial |P | 2 bound: letP be any set of N pointsx n in R 2 satisfying |x n | = 2 −1/2 . Let P be the subset of R 4 given by P= (x n ;0, 0), (0, 0;x m ) :x n ,x m ∈P .
Then the left-hand side of (1.1) is at least N 2 while |P | 2 = 4N 2 . Our first result shows that if we ban a salient feature of this example-many points in lowdimensional subspaces-then a nontrivial estimate is still possible:
. There is a positive constant C d such that if P ⊂ R d and if every d-element subset of P is affinely independent, then
(The proofs of the results described in this section can be found in Section 2.) Another famous problem of Erdős is his distinct distance conjecture, the estimate
An easy pigeon-hole argument shows that (1.1) implies (1.3) . But while the conjecture (1.1) is still far from resolved, Guth and Katz [6] have recently come very close to (1.3) by showing that
.
This distinct distance problem has a continuous analog known as the Falconer distance set problem [5] : if K is a compact subset of R d and if we define the distance set Δ(K) by
then what can we say about lower bounds for dim Δ(K) in terms of dim(K)? For example, Wolff proves in [14] that if K ⊂ R 2 and dim(K) > 4/3 then Δ(K) has positive Lebesgue measure and so dimension one, while Erdogan [2] contains analogous results in R d . The primary purpose of this paper is to study the following continuous analog of the unit distance problem: if
Here is a trivial bound in higher dimensions: the map
shows that D and
have the same dimension. This gives the bound
More interestingly, D is the intersection of K × K with the variety
Thus one might conjecture that dim(D) ≤ 2α − 1 and so g d (α) ≤ 2α − 1. Of course this cannot always be correct since
is Ahlfors-David regular (which means that K carries a probability measure μ satisfying δ α /C ≤ μ B(k, δ) ≤ C δ α for some C and all k ∈ K and δ > 0), then it is a special case of the main result in [4] that
Here is an example related to (1.
Since for each fixed (c 1 ,
Thus when α ≥ 1 it is at least not possible to do better than (1.7). This example has another implication too: there are sets C ⊂ R with dim(C) = 0 and dim(C × C) = 1. (That is a manifestation of the fact that Hausdorff dimension does not always behave well when forming Cartesian products.) It follows that there are sets K ⊂ R 2 with dim(K) = 1 and dim(D) = 2, discouraging news when looking for something better than the trivial estimate (1.6). To rule out this sort of degeneracy one evidently must assume that the α-dimensional set K has a certain regularity. Instead of the Ahlfors-David regularity used in [4] , we define K δ = K + B(0,δ) and assume for the remainder of this paper that K δ is a δ-discrete α-set in the sense of Katz and Tao [10] . This means that
for any x ∈ R d and r ≥ δ. In particular, we will now assume that the α-dimensional sets figuring in (1.4) all satisfy (1.8 
Our first nontrivial bound for g d concerns large values of α:
The proof uses the Fourier transform. The second statement of Theorem 1.2 is only interesting when α + (d − 1)/2 is less than the 2α in (1.9) and so only when α > (d − 1)/2. The first statement of Theorem 1.2 is the analog for our sets K of the above-mentioned consequence (1.7) of [4] . The proof here is similar in spirit to the proof in [4] . (Alex Iosevich has pointed out to us that, by combining results in [8, 7] , one can obtain an interesting analog of this first statement of Theorem 1.2 for discrete sets which are s-adaptable as defined in [8] .) It follows from Theorem 1.2 that, in contrast to the discrete unit distance problem, when α is sufficiently large there are positive results available for the continuous unit distance problem in 
2 ) we do not know if the trivial estimate (1.9) can be improved.
For d = 2 or d = 3 we have the following theorems, which contain nontrivial results for small α.
Except for the fact that g 2 (α) ≥ α + 1/2 when 1 ≤ α ≤ 3/2, the second statement here is a consequence of Theorem 1.2. Parts of the proofs of Theorem 1.3 and of Theorem 1.4 below employ incidence geometry in the continuous setting-see [11] for other examples.
We note that, in addition to improving (1.9) and improving (1.6) for α < 16/7, the estimate in Theorem 1.4 improves the second bound in Theorem 1.2 when α ≤ 8/7.
Except for the cases when we explicitly state otherwise, it seems unlikely that the upper bounds presented in Theorems 1.3 and 1.4 are optimal. At this time we do not have a serious conjecture as to what the sharp exponents here may be.
It could also be interesting to consider whether the results above hold for more general metrics, say where the level sets are smooth and have non-vanishing Gaussian curvature. A good starting point in this direction might be to consider a version of Theorem 1.3 where the Euclidean metric is replaced by the parabolic metric used by Valtr [13] . In this specific case, the generalization appears to be fairly straightforward, although we have not checked the proof in detail.
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Proofs.
Proof of Theorem 1.1. Modifying (1.5) to fit the context of Theorem 1.1 gives
Then (2.1) is a consequence of the two inequalities
Inequality (2.2) follows from a Hölder's inequality argument in the spirit of [9] :
To obtain a similar estimate for V , consider the mapping
Our hypothesis concerning affine independence implies that the vectors a 2 ,... ,a d are linearly independent. Next, suppose that
The desired multiplicity estimate for Φ now follows from Lemma 2.1 below (an analog of the fact that there are at most two chords of a circle which are congruent under translation). 
To see (2.5) we begin by noting that if w ∈ R d then the intersection 
for some t ∈ {t 1 ,t 2 }. This establishes (2.5). Given (2.5), the proof of the lemma will be complete if we show that for fixed t ∈ R there is at most one d-tuple (b 1 ,... ,b d ) such that both (2.4) and
hold. So suppose that (2.4) and (2. 
we will be interested in estimating |D δ |. Without loss of generality assume that K = −K and write
where, for c ∈ R d , A(c, δ) = {x ∈ R d : 1 − 2δ ≤ |x − c| ≤ 1 + 2δ}. Let ρ be a symmetric Schwartz function with
We will control the last integral by estimating 1 K δ * ρ δ 2 and we begin by estimating 1 K δ * χ B(0,r) 2 for r ≥ δ. Using (1.8) we have
and so
Then (2.8) and (2.10) show that for r ≥ δ we have
Sinceρ r is supported on B(0,C/r), (2.11) implies Proof of Theorem 1.3. We begin by claiming that it is enough to prove the upper bounds for g 2 (α) under the additional assumption that diam(K) ≤ 2 − η for some fixed η > 0. (The purpose of this restriction is to avoid the possibility of external tangencies of certain annuli and thus to allow the use of estimates like (2.23) below.) To see that this reduction is legitimate, let {C 1 ,... ,C 7 } be a partition of the unit circle into arcs each having length less than .9 and let
As D is compact, it is contained in some finite union of sets
Since diam k + G i ≤ 2 − η for some fixed η > 0, our claim is established. By renaming η and assuming that δ > 0 is small enough, we can (and do) assume for the remainder of this proof that
We now turn to the proof of the upper bound
Under the assumption that K satisfies (1.8) for d = 2, it is enough to establish the estimate
(Throughout this argument the constants implied by the symbol depend only on K.) With
Thus it suffices to show that
The estimate (2.15) (of the four-dimensional Lebesgue measure of G δ ) will follow from the following estimate of the two-dimensional Lebesgue measure of K m : 
The bound (2.19) will follow from a certain estimate from below of the twodimensional Lebesgue measure
Part of the strategy here is the general estimate
We will take E n = A(c n ,δ) ∩ K δ and use the estimate
(in which the implied constant depends on η in (2.13)) to bound |E n 1 ∩ E n 2 |. For this reason we are interested in controlling the quantity
We are assuming that the sets K δ are uniformly δ -discrete-that they satisfy (1.8) uniformly in δ -and so, in particular, K r is r-discrete. Thus for eachc n 0 there are at most C 2 2 kα of the r-separatedc n 's within distance 2 k r ofc n 0 . Therefore, since α < 1,
by our choice of r. Thus (2.23) and (2.24) imply
On the other hand, because of (2.17) and (2.21) we have
and so, by (2.22),
If C (figuring in the choice of r) is large enough, then 1 − c > 0 and so this last estimate and the fact that |K δ | δ 2−α , together with our choice of r, yield (2.19). This completes the proof of (2.14).
Next we give the proof of the upper bound
Part of the argument is analogous to the proof of Theorem 1.1. Let K m , λ = λ m , and the B(c n ,δ), 1 ≤ n ≤ N , be as in the proof of (2.14). Instead of (2.19) we will now prove λN δ
As above, interpolation with (2.20) will then lead to
and so to (2.25). Choose a maximal δ-separated subset J of K δ . For each c n let
where c is a small positive constant. We will prove (2.26) by comparing upper and lower estimates for |V |.
Since
by the choice of c n it follows that |S c n | λ/δ 2 . Since (1.8) implies that
for any a, it follows that
if c is small enough.
To obtain an upper bound for |V | we begin by noting that if
Because |a 1 − a 2 | ≤ 2 − η < 2 it follows that if |a 1 − a 2 | δ then (2.28) is a union of two connected components, one on either side of the line through a 1 and a 2 and each having diameter bounded above by
where the inequality comes from the definition of V . The hypothesis (1.8) then implies that each connected component of (2.28) contains δ 2−α /λ points from {c n }. Thus the projection
Comparison of (2.27) and (2.30) yields (2.26). This completes the proof of (2.25).
To complete the proof of Theorem 1.3 we need to establish the two lower bounds on g 2 (α)
These will be consequences of the following lemma. LEMMA 2.2. Suppose 0 < β,γ < 1 are rational and let α = β + γ. There is a compact set K ⊂ R 2 which satisfies (1.8) with α instead of α and for which we have |D δ | δ 4−(β+3γ/2) for some sequence of δ's tending to 0.
To deduce (2.31), approximate α by α with β very close to 0; to deduce (2.32), approximate α by α with γ very close to 1.
Proof. We will require compact subsets A, B ⊂ [0, 1] which satisfy (1.8) with α replaced by β in the case of A and by γ in the case of B. We will also need A and B to satisfy the two lower bounds
for a sequence δ n 's tending to 0. (At the end of this proof we will say a few words about how to obtain A and B.) Put F = A ∪ (A + 1). Then
Then (1.8) holds with α = β + γ in place of α by our choices of F and B. Now
and so if δ < 1/2 some algebra shows that
Thus if
With (2.35) and (2.34) this gives
We conclude the proof of this lemma by describing a construction (which, though tedious, we include for the sake of completeness) of the required sets F and B. For positive integers p < q consider the Cantor set C = C(p, q) constructed by removing
and then continuing in the usual way, so that at the jth stage of the construction we have a set C j which is the union of 2 jp closed intervals of length 2 −jq . Then (1.8) holds with C = ∩C j instead of K and with α = p/q. Also, since C j ⊂ C + B(0, 2 −qj ) = C 2 −qj , for any 0 < κ 1 < κ 2 < 1 we have
and then also
where the implied constant depends on κ 1 and κ 2 . One then sees that
(2.37)
If p 2 and q 2 are chosen so that γ = p 2 /q 2 , if B = C(p 2 ,q 2 ), and if
and so (2.37) with q = q 2 , j = nq 1 , and κ = 7/8 shows that (2.34) holds.
If p 
where c is a small positive constant. We will prove (2.38) by again comparing upper and lower estimates for |V |. Before continuing we note that it suffices to prove (2.38) under the assumption that
for some small > 0 -otherwise (2.40) follows from (2.39). By using (1.8) just as in the proof of (2.27) we get the lower bound
As before we will obtain an upper bound for |V | by controlling the multiplicity of the projection
In fact we will show that
Since |J| δ −α it will then follow that
Comparing this with (2.42) then gives (2.38). Thus the proof of Theorem 1.4 will be complete when (2.43) is established. We will establish (2.43) by estimating the diameter of an intersection
To begin, the intersection A(a 1 , 0) ∩ A(a 2 , 0) of the unit spheres centered at a 1 and a 2 is a circle contained in the hyperplane
Similarly,
If the a i are affinely independent, it follows that the intersection (2.44) is contained in an extrusion (in the direction perpendicular to a 2 − a 1 and a 3 − a 1 ) of a parallelogram P contained in the plane a 1 + span (a 2 − a 1 ,a 3 − a 1 ). This parallelogram has two sides of length for some > 0. With no loss of generality we can write a 1 = (0, 0, 0), a 2 = (x 2 , 0, 0), a 3 = (x 3 ,y 3 , 0) and then assume that these points lie in the first octant, that y 3 > 0, and that |a 2 | ≥ |a 3 |. We will now observe that if sin(θ) and therefore tan(θ) = y 3 /x 3 are small compared to |a 2 − a 3 |, then the extrusion fails to intersect the shells A(a i , 3δ). To show this we begin by observing that the center p of the parallelogram P is the point of intersection of the perpendicular bisectors of the segments [a 1 again by (2.47)). In this case the distance ρ from P to the x-axis will be comparable to |p y |. But if ρ > 2, say, the extrusion will miss the shells A(a i , 3δ) (whose centers lie in the xy-plane above the x-axis).
With (2.46) it now follows from the definition of V that the diameter of P is bounded by Cδ c n ,a 1 ,a 2 ,a 3 ), (c n ,a 1 ,a 2 ,a 3 ) ∈ T , we have c n ,c n ∈ I. Thus (2.48), the fact that the c n 's are δ-separated, and (1. 
