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We quantify the one-shot entanglement cost of an arbitrary bipartite state, that is the minimum
number of singlets needed by two distant parties to create a single copy of the state up to a finite
accuracy, using local operations and classical communication only. This analysis, in contrast to
the traditional one, pertains to scenarios of practical relevance, in which resources are finite and
transformations can only be achieved approximately. Moreover, it unveils a fundamental relation
between two well-known entanglement measures, namely, the Schmidt number and the entanglement
of formation. Using this relation, we are able to recover the usual expression of the entanglement
cost as a special case.
Among quantum information processing tasks, entan-
glement manipulation, namely, the interconversion be-
tween entangled states using only local transformations
and classical communication, represents an important
primitive. In this scenario, the abstract notion of en-
tanglement becomes a fungible resource “as real as en-
ergy” [1]. This is one of the reasons for which intensive
research has been devoted to the study of entanglement
manipulations since the very early stages of Quantum In-
formation Theory, making such an operational theory of
entanglement one of its biggest successes.
In this context, however, the word ‘operational’ should
not be confused with ‘practical’. Indeed, most results we
have at present about entanglement resource theory rely
on two unrealistic (and very strong) assumptions:
(i) Many independent and identically distributed (i.i.d.)
copies of the initial resource (e.g. the initial entangled
state) are to be converted into many i.i.d. copies of the
target state. This corresponds to assuming the absence
of correlations in the noisy (partially entangled) states
which are either produced or consumed by the entangle-
ment manipulation procedure;
(ii) The optimal interconversion rate is computed as the
asymptotic input/output ratio, in the limit of infinitely
many initial and final copies.
These two assumptions constitute what is usually called
the asymptotic i.i.d. scenario. In order to establish a
truly general entanglement resource theory, then, one
should drop both assumptions (i) and (ii). The high-
est possible degree of theoretical generality is described
by the so-called one-shot scenario, in which a single ini-
tial state has to be transformed into a single desired fi-
nal state, up to a finite accuracy. Incidentally, this is
indeed the scenario in which experiments are performed,
since resources available in nature are typically finite and
correlated, and transformations can only be achieved ap-
proximately.
One end of such a generalized entanglement resource
theory, namely, one-shot entanglement distillation, was
considered by the present authors in [2]: there we de-
scribed the case of two distant parties trying to con-
vert, up to some fixed error ε, a finite number of ini-
tially shared noisy bipartite entangled states into noise-
less entanglement, i.e. singlets, using local operations
and classical communication (LOCC) only. In this Letter
we completely characterize the other end of the theory,
namely, one-shot entanglement dilution: here the goal is
to utilize a finite amount of initial noiseless entanglement
to produce (again, by LOCC and up to some fixed error
ε) a single bipartite target state ρAB, which might not
be directly available otherwise. In this scenario, entan-
glement dilution is relevant as the ‘reverse’ of entangle-
ment distillation: it shows that singlets indeed provide a
universal resource from which any bipartite state can be
obtained by LOCC, quantifying, at the same time, the
minimum amount of singlets needed (i.e. the cost) to
produce a given bipartite state.
Our main result [3] is a formula for the minimum
number of singlets necessary for successfully producing
a given target state ρAB up to a finite error ε. We re-
fer to this quantity as the one-shot entanglement cost
E
(1)
C (ρAB; ε). The formula we derive involves a general-
ized quantum relative entropy, namely, the relative Re´nyi
entropy of order zero [4], and makes use of a smoothing
procedure similar to that introduced in [5]. When spe-
cialized to the asymptotic i.i.d. scenario, our formula
yields the entanglement cost given in terms of the regu-
larized entanglement of formation [6, 7]. This is in ac-
cordance with the claim that one-shot entanglement re-
source theory is more general than the asymptotic i.i.d.
one. Finally, as a by-product of our findings, we are
able to prove that two entanglement monotones, namely
the entanglement of formation [6] and the Schmidt num-
ber [8], which were previously considered to be unrelated,
are in fact directly connected, in the sense that the for-
mer is recovered from the latter by suitable smoothing
and regularization, as explained below.
Basic concepts.—In order to clearly state our main re-
sults, given in Theorems 1 and 2 below, we first have
to introduce some notations and definitions. Through-
out the paper, the letter H denotes finite dimensional
Hilbert space, whereasS(H ) denotes the set of states (or
2density operators, i.e. positive operators of unit trace)
acting on H . Further, let 1 denote the identity oper-
ator acting on H . Given a positive operator ω > 0,
we denote by Πω the projector onto its support, and,
for a pure state |ϕ〉, we denote the projector |ϕ〉〈ϕ| sim-
ply as ϕ. Moreover, given two Hilbert spaces HA and
HB , of dimensions dA and dB respectively, with two
given orthonormal bases {|iA〉}dAi=1 and {|iB〉}dBi=1, we de-
fine the canonical maximally entangled state (MES) in
HA ⊗ HB of Schmidt number M 6 min{dA, dB} to be
|Ψ+M 〉 =M−1/2
∑M
i=1 |iA〉 ⊗ |iB〉.
Information-theoretical protocols, since Shannon, are
usually characterized in term of suitable entropic quan-
tities. In Quantum Information Theory too, entropic
quantities like the von Neumann entropy, the conditional
entropy, and the mutual information are often encoun-
tered. All these quantities can in fact be derived from
the quantum relative entropy [4], which is defined, for a
state ρ and an operator σ > 0, as
Sr(ρ‖σ) :=
{
Tr[ρ log ρ− ρ logσ], if Πρ 6 Πσ,
+∞, otherwise.
(The logarithm in the above equation and in what fol-
lows is taken to base 2.) For example, the von Neumann
entropy of a state ρ, defined as S(ρ) := −Tr[ρ log ρ], can
be equivalently written as S(ρ) = −Sr(ρ‖1 ). Our main
results are however expressed in terms of an alternative
relative entropy, namely, the relative Re´nyi entropy of
order zero, which, for a state ρ and an operator σ > 0, is
defined as
S0(ρ‖σ) :=
{
− log Tr[Πρ σ], if Tr[ΠρΠσ] 6= 0,
+∞, otherwise.
From these two relative entropies, Sr and S0, we define
the corresponding conditional entropy of a given bipartite
state ρAB given a state σB as
H⋆(ρAB|σB) := −S⋆(ρAB‖1A ⊗ σB), (1)
and the conditional entropy of ρAB given the subsystem
B as
H⋆(ρAB|B) := max
σB∈S(HB)
H⋆(ρAB |σB), (2)
for ⋆ ∈ {r, 0}. It turns out (see e.g. Lemma 6 in [14]) that
Hr(ρAB|B) = Hr(ρAB |ρB) = S(ρAB) − S(ρB), where
ρB = TrA[ρAB], for any given ρAB. However, in general,
H0(ρAB |B) 6= H0(ρAB|ρB).
It is also convenient to introduce, for any given de-
composition of a bipartite state ρAB into a pure-state
ensemble E = {pi, |φiAB〉} such that
∑
i piφ
i
AB = ρAB,
the tripartite classical-quantum (c-q) state
ρERAB :=
∑
i
pi|i〉〈i|R ⊗ φiAB, (3)
whereR denotes an auxiliary classical system represented
by the fixed orthonormal basis {|iR〉}. Given a pure-state
ensemble E, let ρiA := TrB[φ
i
AB ], for all i.
As noted earlier, in the realistic scenario of finite en-
tanglement resources and imperfect transformations, one
is compelled to allow for a non-vanishing error, say ε, in
achieving the final desired state. This error ε manifests
itself as a “smoothing” of the underlying information-
theoretical quantity characterizing the task, which in our
case turns out to be a conditional Re´nyi entropy of order
zero. This fact leads us to define, in analogy with [5],
a smoothing as follows: for any ε > 0 and any pure-
state ensemble E = {pi, |φiAB〉} of ρAB, we define the
c-q–smoothed conditional zero-Re´nyi entropy of the c-q
state ρERA := TrB[ρ
E
RAB] =
∑
i pi|i〉〈i|R⊗ ρiA, given R, as
Hε0(ρ
E
RA|R) := min
ωRA∈Bεcq(ρERA)
H0(ωRA|R), (4)
where the minimum is taken over classical-quantum op-
erators belonging to the set Bεcq(ρ
E
RA) defined, for any
pure-state ensemble E = {pi, |φiAB〉} of ρAB, as follows:
Bεcq(ρ
E
RA) :=

ωRA > 0
∣∣∣∣∣∣∣
ωRA =
∑
i
|i〉〈i|R ⊗ ωiA
&
∣∣∣∣ωRA − ρERA∣∣∣∣1 6 ε

 ,
with ||X ||1 := Tr |X |. The basis {|iR〉} used in the above
definition is the same as that appearing in eq. (3). Note
that operators in Bεcq(ρ
E
RA) are actually very close to be-
ing density operators, since 1− ε 6 Tr[ωRA] 6 1 + ε, for
any ωRA ∈ Bεcq(ρERA).
Main result.—Two parties, Alice and Bob, share a sin-
gle copy of a maximally entangled state |Ψ+M 〉 of Schmidt
number M , and wish to convert it into a given bipar-
tite target state ρAB using an LOCC map Λ. We refer
to the protocol used for this conversion as one-shot en-
tanglement dilution. For sake of generality, we consider
the situation where the final state of the protocol is ε-
close to the target state with respect to a suitable dis-
tance measure, for any given ε > 0. As a measure of
closeness, we choose here the (squared) fidelity, which is
defined, for states ρ and σ, as F 2(ρ, σ) :=
(
Tr |√ρ√σ|)2.
In this way, defining the fidelity of the protocol to be
F 2(Λ(Ψ+M ), ρAB), we require F
2(Λ(Ψ+M ), ρAB) > 1 − ε.
Further, for any given initial resource |Ψ+M 〉 and any given
target state ρAB, we denote the optimal fidelity of one-
shot entanglement dilution as
Fdil(ρAB ,M) := max
Λ∈LOCC
F 2(Λ(Ψ+M ), ρAB).
Definition 1 (One-shot entanglement cost) For
any given ρAB and ε > 0, the one-shot entanglement
cost is defined as follows:
E
(1)
C (ρAB; ε) := minM∈N
{logM : Fdil(ρAB,M) > 1− ε} .
3Notice that, by its very definition, the one-shot en-
tanglement cost E
(1)
C (ρAB; ε) constitutes, for any ε > 0,
an entanglement (weak) monotone, in that it cannot in-
crease under the action of an LOCC map, [10]. As men-
tioned earlier, the smoothing here emerges naturally from
a purely operational consideration, in the sense that it is
a natural consequence of the finite accuracy we allow in
the protocol. This is in contrast to the approach adopted
in Ref. [11], where a smoothing is instead introduced ax-
iomatically.
Our main result is given by the following theorem:
Theorem 1 For any given target state ρAB and any
given error parameter ε > 0, the one-shot entanglement
cost under LOCC, corresponding to an error less than or
equal to ε, satisfies the following bounds:
min
E
H
2
√
ε
0 (ρ
E
RA|R) 6 E(1)C (ρAB ; ε) 6 min
E
H
ε/2
0 (ρ
E
RA|R),
where the minimum is taken over all pure-state ensem-
ble decompositions E = {pi, |φiAB〉} of ρAB, and ρERA =
TrB[ρ
E
RAB], with ρ
E
RAB being the tripartite extension of
ρAB defined in (3).
For any given ε > 0, Theorem 1 essentially identifies
minEH
ε
0 (ρ
E
RA|R) as the quantity representing the one-
shot entanglement cost E
(1)
C (ρAB; ε), [12].
The theory developed here not only provides a com-
plete characterization of the one-shot entanglement cost,
it also yields a simple proof of a fundamental asymptotic
result. It is known [7] that the asymptotic entanglement
cost EC(ρAB) of preparing a bipartite state ρAB is equal
to the regularized entanglement of formation, defined as,
E∞F (ρAB) := limn→∞
1
n
EF (ρ
⊗n
AB), (5)
where EF (ρAB) := minE
∑
i piS(ρ
i
A) denotes the entan-
glement of formation of the state ρAB [6]. Applying
our main result, Theorem 1, to the case of multiple (n)
copies of the bipartite state ρAB, and taking the asymp-
totic limit (n → ∞) yields a new proof of the identity
EC(ρAB) = E
∞
F (ρAB):
Theorem 2 For any given target state ρAB, the follow-
ing identity holds:
lim
ε→0+
lim
n→∞
1
n
E
(1)
C (ρ
⊗n
AB ; ε) = E
∞
F (ρAB). (6)
Theorem 2, together with the results in Ref. [7], es-
tablishes that the asymptotic entanglement cost is alter-
natively expressible as the regularized one-shot entangle-
ment cost, in the limit ε→ 0+.
The theorems stated above emphasize the generality
and two-fold relevance of the one-shot analysis: on one
hand, it gives a complete description of realistic scenarios
of entanglement dilution, on the other hand, it provides a
unified theoretical framework from which previous results
can be derived as special cases.
Discussion.—In the case of perfect (zero-error) entan-
glement dilution, corresponding to the case ε = 0, Theo-
rem 1 says that the corresponding one-shot entanglement
cost is given by
E
(1)
C (ρAB; 0) = min
E
H0(ρ
E
RA|R). (7)
The above equation can be made more explicit as follows:
E
(1)
C (ρAB; 0) = min
E
max
i
logTr
[
Πρi
A
]
,
where, for any given pure-state ensemble decomposition
E = {pi, |φiAB〉} of ρAB, ρiA := TrB [φiAB]. The quantity
on the right-hand side of the equation above coincides
with the logarithm of the Schmidt number (log-Schmidt
number, for short) of the mixed state ρAB, introduced
and studied in [8]. In [9], the same quantity, was de-
noted as Esr(ρAB), and was shown to characterize the
zero-error entanglement cost E
(1)
C (ρAB; 0). However, un-
til now, there was a gap in the theory of entanglement
dilution, in the sense that it was unclear how these zero-
error results could be related to the usual notion of en-
tanglement cost, for which the error vanishes only in the
asymptotic limit.
The results we presented above show that it is indeed
possible to fill such a gap by suitably smoothing the zero-
error quantities. In fact, let us introduce a smoothed
log-Schmidt number as follows:
Eεsr(ρAB) := min
ωAB∈Cε(ρAB)
Esr(ωAB), (8)
where now the smoothing is performed with respect to
the compact set of normalized states Cε(ρAB) centered
at ρAB defined as:
Cε(ρAB)
:=
{
ωAB ∈ S(HA ⊗HB)
∣∣F 2(ωAB, ρAB) > 1− ε} .
Then, using the arguments given below, one can prove
that, for any ε > 0, the identity E
(1)
C (ρAB ; ε) = E
ε
sr(ρAB)
holds. First, for any ωAB ∈ Cε(ρAB), Esr(ωAB) singlets
can be used to create, with zero-error, the state ωAB,
which is, by construction, ε-close to ρAB. This proves
that E
(1)
C (ρAB; ε) 6 E
ε
sr(ρAB). For the other direction,
let us assume that E
(1)
C (ρAB; ε) < E
ε
sr(ρAB). Definition 1
then implies that, with E
(1)
C (ρAB; ε) singlets, it is possible
to create a state, say ω˜AB, which is ε-close to ρAB. This
in turn implies that ω˜AB ∈ Cε(ρAB), with Esr(ω˜AB) =
E
(1)
C (ρAB; ε) < E
ε
sr(ρAB), which contradicts the fact that
Eεsr(ρAB) is defined as a minimum in (8).
We hence obtain the following corollary of Theorem 2:
Corollary 1 For any given state ρAB, the entangle-
ment of formation EF (ρAB) and the log-Schmidt number
4Esr(ρAB) are related as follows:
lim
ε→0+
lim
n→∞
1
n
Eεsr(ρ
⊗n
AB) = E
∞
F (ρAB). (9)
Essence of proofs.—We present here only the main
steps of the proofs of the results stated above. The in-
terested reader is referred to [3] for detailed derivations.
The proof of Theorem 1 relies on the following lemma:
Lemma 1 ([9, 13]) For any given bipartite state ρAB,
the optimal dilution fidelity is given by
Fdil(ρAB,M) = max
E
∑
i
pi
M∑
j=1
λ
(i)
j , (10)
where the maximum is over all pure-state decomposition
E = {pi, |φiAB〉} of ρAB, and {λ(i)j }j are the eigenvalues
of ρiA = TrB[φ
i
AB ], arranged in non-increasing order.
Using this lemma and Definition 1, we can prove that
E
(1)
C (ρAB; ε) = minEE
ε(E), where
Eε(E)
:= min
{Πi
A
}
{
max
i
logTr
[
ΠiA
] ∣∣∣∣∣
∑
i
piTr
[
ΠiAρ
i
A
]
> 1− ε
}
,
where {ΠiA} is an unconstrained set of projectors, that
is, not necessarily orthogonal nor complete. The proof of
Theorem 1 then reduces to proving that H
2
√
ε
0 (ρ
E
RA|R) 6
Eε(E) 6 H
ε/2
0 (ρ
E
RA|R), for any ensemble E and any
ε > 0. This is done by standard tools like convexity
arguments and the “gentle measurement” lemma [15].
As regards the asymptotic result of Theorem 2, the
starting point is to note that the entanglement of for-
mation itself can be expressed as a conditional entropy
EF (ρAB) = minEHr(ρ
E
RA|R), in close analogy with the
expression (7) of the zero-error one-shot entanglement
cost. Theorem 2 then reduces to the identity
lim
ε→0+
lim
n→∞
1
n
min
En
Hε0(ρ
En
RnAn
|Rn)
= lim
n→∞
1
n
min
En
Hr(ρ
En
RnAn
|Rn) ≡ E∞F (ρAB),
(11)
where En denotes a pure-state ensemble decomposition
{pni , |φiAnBn〉} of ρ⊗nAB, such that ρ⊗nAB =
∑
i p
n
i φ
i
AnBn
,
and ρEnRnAn = TrH ⊗nB
[ρEnRnAnBn ], with ρ
En
RnAnBn
denoting
the c-q extension of ρ⊗nAB as in equation (3). The iden-
tity (11) is proved by employing the information spec-
trum method [16], results of [17], and a generalized ver-
sion of Stein’s lemma established in [18].
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5DETAILED PROOF OF THEOREM 1
For a given bipartite state ρAB, let E = {pi, |φiAB〉} be
an ensemble of pure states such that
∑
i piφ
i
AB = ρAB.
We introduce the following quantity:
Eε(E)
:= min
{Πi
A
}
{
max
i
logTr
[
ΠiA
] ∣∣∣∣∣
∑
i
piTr
[
ΠiAρ
i
A
]
> 1− ε
}
,
(12)
where ρiA := TrB[φ
i
AB], and {ΠiA} is an unconstrained
set of projectors, that is, not necessarily orthogonal nor
complete.
We first prove the following lemma relating Eε(E) to
the c-q–smoothed conditional zero-Re´nyi entropy appear-
ing in the statement of Theorem 1:
Lemma 2 For any ε > 0, and any choice of the pure-
state ensemble E for ρAB, the following holds:
H
2
√
ε
0 (ρ
E
RA|R) 6 Eε(E) 6 Hε/20 (ρERA|R), (13)
where ρERA is the reduced state obtained from the tripartite
extension ρERAB defined in (3). 
Proof. We first prove the bound
Hε0(ρ
E
RA|R) > E2ε(E). (14)
Let ωRA =
∑
i |i〉〈i|R ⊗ ωiA in Bεcq(ρERA) be the operator
achieving the minimum in (4). The projection onto its
support is given by ΠωRA =
∑
i |i〉〈i|R ⊗ ΠωiA . Hence,
ωRA ∈ Bεcq(ρERA) yields a set of projectors {ΠωiA} for
which ∑
i
piTr[Πωi
A
ρiA] = Tr[ΠωRAρ
E
RA]
=Tr[ΠωRAωRA] + Tr[ΠωRA(ρ
E
RA − ωRA)]
>1− ε− ε = 1− 2ε.
In the last line we have made use of the fact that ωRA ∈
Bεcq(ρ
E
RA), due to which Tr[ωRA] > 1 − ε. This implies
that the set of projectors {Πωi
A
} satisfies the condition
required in definition (12) of E2ε(E), hence proving (14).
We now prove the lower bound
Eε(E) > H
2
√
ε
0 (ρ
E
RA|R). (15)
Let
{
Π
i
A
}
be the set of projectors achieving the minimum
in eq. (12). Therefore,
∑
i piTr
[
Π
i
Aρ
i
A
]
> 1 − ε. For
later convenience, let us set εi := 1−Tr
[
Π
i
Aρ
i
A
]
, so that∑
i piεi 6 ε. Let us define ω
i
A := Π
i
Aρ
i
AΠ
i
A and ωRA :=∑
i pi|i〉〈i|R ⊗ ωiA. The so-called Gentle Measurement
Lemma [15] guarantees that
∣∣∣∣ωiA − ρiA∣∣∣∣ 6 2√εi, for all
i. Also, by the concavity of x 7→ √x, we have:∣∣∣∣ωRA − ρERA∣∣∣∣1 =∑
i
pi
∣∣∣∣ωiA − ρiA∣∣∣∣1
6
∑
i
pi2
√
εi
6 2
√∑
i
piεi 6 2
√
ε.
(16)
The above inequalities prove that ωRA ∈ B2
√
ε
cq (ρERA).
Moreover, since, by construction, ΠωiA 6 Π
i
A for all i, we
obtain eq. (15). 
With Lemma 2 in hand, the proof of Theorem 1 re-
duces to proving the following identity:
E
(1)
C (ρAB; ε) = min
E
Eε(E). (17)
We split the proof of this identity into Lemma 3 and
Lemma 4 below.
Lemma 3 (Direct part) For any ε > 0,
E
(1)
C (ρAB; ε) 6 min
E
Eε(E).
Proof. From Lemma 1,
Fdil(ρAB,M) = max
E
∑
i
piTr[Q
i
M ρ
i
A], (18)
where, for each i, QiM is the projector onto the eigenvec-
tors associated with theM largest eigenvalues of ρiA. Let
us now fix an ensemble decomposition E :=
{
pi, |φ
i
AB〉
}
for ρAB, and choose the integer M such that logM =
Eε
(
E
)
. Then, from definition (12), we know that there
exists a set of projectors {ΠiA}, with rankΠiA 6M for all
i, such that
∑
i piTr[Π
i
Aρ
i
A] > 1 − ε. This implies that
logM is an ε-achievable rate, since
Fdil(ρAB,M) >
∑
i
p¯i Tr
[
Q
i
Mρ
i
A
]
>
∑
i
p¯i Tr
[
ΠiAρ
i
A
]
> 1− ε,
(19)
where Q
i
M¯ is, for each i, the projector onto theM largest
eigenvalues of ρiA. The second inequality in (19) is due to
the fact that, for any projector ΠiA with rankΠ
i
A 6 M ,
Tr[ΠiAρ
i
A] 6 Tr
[
Q
i
Mρ
i
A
]
. Hence Eε
(
E
)
is itself an ε-
achievable rate for any choice of E, and the statement of
the lemma follows. 
Lemma 4 (Weak converse) For any ε > 0,
E
(1)
C (ρAB; ε) > min
E
Eε(E). (20)
6Proof. Let logM be an ε-achievable rate. This is equiva-
lent to saying that Fdil(ρAB ,M) > 1−ε. In the following,
we prove that this implies that
logM > min
E
Eε(E). (21)
Let E := {pi, |φiAB〉} be the ensemble decompo-
sition of ρAB achieving Fdil(ρAB,M) in (10), and
consider the Schmidt decomposition of its elements
|φiAB〉 =
∑
j
√
λ
(i)
j |j(i)A 〉|j(i)B 〉, where the Schmidt coef-
ficients {λ(i)j }j are arranged in non-increasing order for
all i. The optimal dilution fidelity given by eq. (10) can
then be expressed as
Fdil(ρAB,M) =
∑
i
piTr[ω
i
A] > 1− ε, (22)
where
ωiA :=
M∑
j=1
λ
(i)
j |j(i)〉〈j(i)|A. (23)
We now proceed by observing that
Eε
(
E
)
6 min
{ωiA}

maxi log Tr
[
Πωi
A
] ∣∣∣∣∣∣
∑
i
piTr[ω
i
A] > 1− ε
& ωiA 6 ρ
i
A, ∀i

 .
(24)
This is due to the fact that, for any set of operators {ωiA}
satisfying both conditions at the right hand side, the cor-
responding set of projectors {ΠωiA} satisfies the condi-
tions required in the definition (12) of Eε
(
E
)
. This is
because 1 − ε 6∑i piTr [ΠωiAωiA
]
6
∑
i piTr
[
Πωi
A
ρiA
]
.
In particular, also the set of subnormalized density oper-
ators {ωiA} defined by (23) satisfies both conditions re-
quired at the right hand side of eq. (24), since ωiA 6 ρ
i
A
for all i (by definition), and
∑
i piTr[ω
i
A] > 1 − ε (by
eq. (22)). We then have:
min
E
Eε(E) 6 Eε(E¯) 6 max
i
logTr
[
Πω¯i
A
]
6 logM,
(25)
for any ε-achievable rate logM . 
DETAILED PROOF OF THEOREM 2
By defining the asymptotic entanglement cost as
EC(ρAB) := lim
ε→0+
lim
n→∞
1
n
E
(1)
C (ρ
⊗n
AB; ε), (26)
we prove that
EC(ρAB) = E
∞
F (ρAB). (27)
Hence, we also prove indirectly that definition (26) is
equivalent to the alternative definitions of asymptotic
entanglement cost proposed in Ref. [7]. We split the
proof of Theorem 2 into Lemma 5 and Lemma 6 be-
low. In the following, En denotes a pure-state en-
semble decomposition {pni , |φiAnBn〉} of ρ⊗nAB, such that
ρ⊗nAB =
∑
i p
n
i φ
i
AnBn
. Notice that, even though the state
ρ⊗nAB is in product form, the pure states {|φiAnBn〉} in
some of its decompositions may well be entangled. For
the reader’s convenience, we recall that the entangle-
ment of formation EF (ρAB) := minE
∑
i S(ρ
i
A) can it-
self be written as a conditional entropy: EF (ρAB) =
minEHr(ρ
E
RA|R) = minEHr(ρERA|ρER), where ρERA =
TrB ρ
E
RAB , with ρ
E
RAB being the tripartite extension of
the state ρAB, defined by (3). Hence, E
∞
F (ρAB) =
limn→∞ 1n minEn Hr(ρ
En
RnAn
|ρEnRn), where ρEnRnAn is as in
(11).
Lemma 5 The following holds:
EC(ρAB) > E
∞
F (ρAB).  (28)
Proof. We start with the lower bound in Theorem 1.
For any ε > 0 and any n ∈ N, this gives
1
n
E
(1)
C
(
ρ⊗nAB;
ε2
4
)
>
1
n
min
En
Hε0
(
ρEnRnAn |Rn
)
=
1
n
min
En
min
ωn
RnAn
∈Bεcq(ρEnRnAn)
H0(ω
n
RnAn |Rn)
=
1
n
H0(ω
n
RnAn |Rn)
>
1
n
Hr(ω
n
RnAn |Rn)
=
1
n
Hr(ω
n
RnAn |ωnRn)
>
1
n
min
En
Hr
(
ρEnRnAn
∣∣∣ρEnRn
)
−O(ε)−O(1/n),
(29)
where: in the fourth line, ωnRA is the minimizing oper-
ator for the minimizing pure-state ensemble En of ρ
⊗n
AB;
in the fifth line we use the fact that H0(ω
n
RnAn |Rn) >
Hr(ω
n
RnAn
|Rn) which follows from the well-known fact
that S0(ρ‖σ) 6 Sr(ρ‖σ) [4]; the sixth line follows
from Lemma 6 in [14]. The last approximation comes
by applying Fannes’ inequality to Hr(ω
n
RnAn
|ωnRn) =
S(ωnRnAn) − S(ωnRn). Then, by considering the limit
n→∞ followed by ε→ 0+, we arrive at eq. (28). 
Lemma 6 The following holds:
EC(ρAB) 6 E
∞
F (ρAB).  (30)
Proof. From the upper bound in Theorem 1 we obtain
1
n
E
(1)
C (ρ
⊗n
AB; 2ε) 6
1
n
min
En
Hε0 (ρ
En
RnAn
|Rn), (31)
7where ρEnRA = TrH ⊗n
B
[ρEnRnAnBn ], with ρ
En
RnAnBn
∈
S ((HR ⊗HA ⊗HB)⊗n) denoting the c-q extension of
the state ρ⊗nAB corresponding to its pure-state ensem-
ble decomposition En. By taking the appropriate limits
(n → ∞ followed by ε → 0) on either side of (31) and
employing Lemma 7 and Lemma 8 below, one arrives at:
EC(ρAB) 6 min
E
{−Sr(ρERA‖ρER ⊗ 1A)}
≡ min
E
Hr(ρ
E
RA|ρER) = EF (ρAB).
Inequality (30) is finally obtained by employing standard
blocking arguments, see for example Ref. [7]. 
Before stating and proving Lemma 7 and Lemma 8, we
need to recall some definitions and notations extensively
used in the Quantum Information Spectrum Method [16].
A fundamental quantity used in this approach is the
quantum spectral inf-divergence rate, defined as follows:
Definition 2 (Spectral inf-divergence rate) Given
a sequence of states ρˆ = {ρn}∞n=1, ρn ∈ S(H ⊗n), and
a sequence of positive operators σˆ = {σn}∞n=1, where
σn acts on H
⊗n, the quantum spectral inf-divergence
rate is defined in terms of the difference operators
∆n(γ) = ρn − 2nγσn as
D(ρˆ‖σˆ) := sup
{
γ : lim inf
n→∞
Tr [{∆n(γ) > 0}∆n(γ)] = 1
}
,
(32)
where the notation {X > 0}, for a self-adjoint operator
X, is used to indicate the projector onto the subspace
where X > 0.
We first note that, by definitions (1) and (2), we have:
min
En
Hε0(ρ
En
RnAn
|Rn)
=−max
En
max
ωn
RnAn
∈Bεcq(ρEnRnAn )
min
σn
Rn
S0(ω
n
RnAn‖σnRn ⊗ 1⊗nA ).
(33)
We then prove the following lemma:
Lemma 7 For any bipartite state ρAB, with a pure-state
ensemble decomposition E, let ρERAB denote its c-q exten-
sion. Then using the notation of (11), we have
lim
ε→0
lim
n→∞
{
−min
En
Hε0(ρ
En
RnAn
|Rn)
}
>max
E
min
σˆR
D(ρˆERA‖σˆR ⊗ 1ˆA), (34)
where ρˆERA :=
{
(ρERA)
⊗n}
n>1
, 1ˆA := {1⊗nA }n>1, and
σˆR := {σnR ∈ S(H ⊗nR )}n>1.
Proof. Let E¯ be the pure state ensemble decomposition
of ρAB for which the maximum on the r.h.s. of eq. (34)
is achieved, and let ρE¯RA be its reduced state. Since E¯ is
fixed, in the following, we drop the superscript whenever
no confusion arises, denoting ρE¯RA simply as ρRA.
Note that, for any fixed ε > 0,
−min
En
Hε0 (ρ
En
RnAn
|Rn)
= max
En
max
ωn
RnAn
∈Bεcq(ρEnRnAn )
min
σnRn
S0(ω
En
RnAn
‖σnRn ⊗ 1⊗nA )
> max
E
max
ωnRnAn∈Bεcq((ρERA)⊗n)
min
σnRn
S0(ω
n
RnAn‖σnRn ⊗ 1⊗nA )
> max
ωn
RnAn
∈Bεcq(ρ⊗nRA)
min
σn
Rn
S0(ω
n
RnAn‖σnRn ⊗ 1⊗nA ). (35)
For each σnRn and any γ ∈ R, define the projector
P γn ≡ P γn (σnRn) := {ρ⊗nRA − 2nγ(σnRn ⊗ 1⊗nA ) > 0}. (36)
Since the operator ωnRnAn in (35) is a c-q operator, it
is clear that the minimization over σnRn in (35) can be
restricted to states diagonal in the basis chosen in rep-
resenting c-q operators. Consequently, also P γn has the
same c-q structure.
Next, let us denote by ρˆRA the i.i.d. sequence of states
{ρ⊗nRA}n>1. For any sequence σˆR := {σnRn}n>1, fix δ > 0
and choose γ ≡ γ(σˆR) := D(ρˆRA‖σˆR ⊗ 1ˆA)− δ. Then it
follows from the definition (32) that, for n large enough,
Tr
[
P γn ρ
⊗n
RA
]
> 1− ε2/4, (37)
for any ε > 0. Further, define ωn,γRnAn ≡ ω
n,γ
RnAn
(σnRn) :=
P γn ρ
⊗n
RAP
γ
n , which is clearly in B
ε
cq(ρ
⊗n
RA), due to the Gen-
tle Measurement Lemma [15].
Then, using the fact that Πωn,γ
RnAn
6 P γn , and Lemma 2
of [17], we have, for any fixed ε > 0,
lim
n→∞
1
n
{r.h.s. of (35)}
> lim
n→∞
1
n
min
σn
Rn
S0(ω
n,γ
RnAn
‖σnRn ⊗ 1⊗nA )
= lim
n→∞
1
n
min
σn
Rn
{
− logTr
[
Πωn,γRnAn
(σnRn ⊗ 1⊗nA )
]}
> lim
n→∞
1
n
min
σn
Rn
{− logTr [P γn (σnRn ⊗ 1⊗nA )]}
> min
σˆR
γ(σˆR)
= min
σˆR
D(ρˆRA‖σˆR ⊗ 1ˆA)− δ
= max
E
min
σˆR
D(ρˆERA‖σˆR ⊗ 1ˆA)− δ (38)
Since this holds for any arbitrary δ > 0, it yields the
required inequality (34) in the limit ε→ 0. 
From (31), (33) and Lemma 7 it follows that
EC(ρAB) 6 −max
E
min
σˆR
D(ρˆERA‖σˆR ⊗ 1ˆA), (39)
with ρˆERA = {(ρERA)⊗n}n>1. Further, from the General-
ized Stein’s Lemma [18] and Lemma 4 in [14], the lemma
below follows:
8Lemma 8 For any given bipartite state ρRA,
min
σˆR
D(ρˆRA‖σˆR ⊗ 1ˆA) = Sr(ρRA‖ρR ⊗ 1A), (40)
where ρˆRA = {ρ⊗nRA}n>1, σˆR := {σnRn ∈ S(H ⊗nR )}n>1,
and 1ˆA := {1⊗nA }n>1.
Proof. Consider the family of sets M := {Mn}n>1
Mn :=
{
σnRn ⊗ τnAn ∈ S(H ⊗nR ⊗H ⊗nA )
}
, (41)
such that τnAn := (1A/dA)
⊗n. For this family, the Gen-
eralized Stein’s Lemma (Proposition III.1 of [18]) holds.
More precisely, for a given bipartite state ρRA, let us
define
S∞M(ρRA) := limn→∞
1
n
SMn(ρ
⊗n
RA), (42)
with SMn(ρ
⊗n
RA) := minωnRnAn∈Mn Sr(ρ
⊗n
RA‖ωnRnAn), and
∆n(γ) = ρ
⊗n
RA− 2nγωnRnAn . From the Generalized Stein’s
Lemma [18] it follows that, for γ > S∞M(ρRA),
lim
n→∞
min
ωn
RnAn
∈Mn
Tr [{∆n(γ) > 0}∆n(γ)] = 0, (43)
implying that minωˆRA∈MD(ρˆRA‖ωˆRA) 6 S∞M(ρRA). On
the other hand, for γ < S∞M(ρRA),
lim
n→∞
min
ωnRnAn∈Mn
Tr [{∆n(γ) > 0}∆n(γ)] = 1, (44)
implying that minωˆRA∈MD(ρˆRA‖ωˆRA) > S∞M(ρRA).
Hence
min
ωˆRA∈M
D(ρˆRA‖ωˆRA) = S∞M(ρRA).
Finally, by noticing that, due to the definition (41) of
M,
min
ωˆRA∈M
D(ρˆRA‖ωˆRA)
= min
σˆR
D(ρˆRA‖σˆR ⊗ 1ˆA) + log dA,
(45)
and that, due to Lemma 4 in [14],
S∞M(ρRA) = Sr(ρRA‖ρR ⊗ 1A) + log dA, (46)
we obtain the statement of the lemma. 
