This survey paper presents methods of tuning and implementation of Fractional-Order Controllers (FOC). In the article are presented tuning, auto-tuning and self-tuning methods for the FOC. As the FOC are considered fractional PID controllers, the Commande Robuste d'Ordre Non Entier (CRONE) controller and fractional-order lead-lag compensators. As implementation techniques are described the IIR and FIR filters forms of approximation methods, which can be easily implemented in microprocessor devices such as for example the Programmable Logic Controller (PLC), etc. The possibility for analogue implementation of such kind of controllers is also mentioned. An example of practical implementation of the FOC together with all problems and restrictions are described as well.
Introduction
It is well-known that fractional calculus is more than 300 years old topic. There is a number of applications in various areas, that were already published, for instance [6, 13, 17, 20, 23, 31] . One important area of application is control theory. During the last 20 years a huge effort has been made to describe various possibilities of how to implement the fractional calculus techniques in control theory. We can mention for example: new type of fractional-order controllers, new fractional-order model for the plant (process), etc. In this article we will focus on fractional-order controllers because of a wide area of applications. As already noted in [8, 9] , fractional-order control, namely fractional PID controllers, could be ubiquitous in industry. The main motivation is that in process control more than 95% of the control loops are of PI/PID type [1] . For example a typical mill in Canada has more than 2000 control loops, where 97% loops are based on PI control. However, only 20% of control loops work well. The reason is bad tuning, actuator and sensor problems and so on. This is the reason, why we focus on fractional-order controllers, tuning techniques, implementation techniques, their restrictions and limitations, while the fractional-order controllers are based on microprocessors and also on the control performance assessment technology for industrial applications.
This article is organized as follows: The essential definitions of fractional calculus are described in the next section. Then the typical fractional order controllers and their tuning, implementation technique are described. The article is concluded with an example of practical implementation of the FOC to control a temperature of electrical heater.
Fractional calculus fundamentals
Fractional calculus is a generalization of integration and differentiation to non-integer order fundamental operator a D α t , where a and t are the bounds of the operation. Several alternative definitions of the fractional derivative exist, see e.g. [31] . We will consider just two of them, Caputo's definition and the Grünwald-Letnikov definition.
Definition 2.2. Caputo's definition [7] of fractional derivative can be written as (see e.g. [31] ):
for (n − 1 < α < n). It holds an important property: the initial conditions for fractional-order differential equations with Caputo's derivative are in the same form as for integer-order differential equations.
h , where a is a real constant, which expresses a limit value, we can write the Grünwald-Letnikov (GL) definition as (see [31] ):
where [x] means the integer part of x, a and t are the bounds of operation for a D α t f (t). This form of definition is very helpful for obtaining a numerical solution of fractional differential equations.
For zero initial conditions and lower limit a = 0, the Laplace transform of fractional derivatives (Grünwald-Letnikov and Caputo), reduces to [31] :
3) The fractional differentiation/integration are linear operations:
Some other important properties of the fractional derivatives and integrals can be found in several works (e.g.: [17, 20, 22, 23, 31] , etc.).
Fractional-order controllers
The fractional-order controller (FOC) P I λ D δ (also known as P I λ D μ controller) was proposed in [30] as a generalization of the P ID controller with integrator of real order λ and differentiator of real order δ. The transfer function of such controller in the Laplace domain has this form:
where K p is the proportional constant, T i is the integration constant and T d is the differentiation constant. Figure 1 . General structure of a fractional P I λ D δ controller.
As we can see in Fig. 1 , the internal structure of the fractional-order controller consists of the parallel connection, the proportional, integration, and derivative part. The transfer function (3.1) corresponds in time domain to the fractional differential equation of the form: 2) or discrete transfer function given in the following expression:
where ω(z −1 ) denotes the discrete operator, expressed as a function of the complex variable z or the shift operator z −1 .
Taking λ = 1 and δ = 1, we obtain a classical P ID controller. If λ = 0 and T i = 0, we obtain a P D δ controller, etc. All these types of controllers are particular cases of the fractional-order controller, which is more flexible and gives an opportunity to better adjust the dynamical properties of the fractional-order control system.
It can also be mentioned that there are many other modifications of the fractional P I λ D δ controller [15, 20, 19, 39] and other considerations of the fractional-order controller. For example, we can mention several of them:
• CRONE controller (2nd generation), characterized by the bandlimited lead effect [23, 32] :
where 0 < ω b < ω h , C 0 > 0 and r ∈ (1, 2). There are a number of real-life applications of three generations of the CRONE controller [23] .
• Fractional lead-lag compensator [20] , which is given by
where 0 < x < 1, x ∈ R, λ ∈ R, and r ∈ R.
• Non-integer integral and its application to control as a reference function [5, 18] ; Bode suggested an ideal shape of the loop transfer function in his work on design of feedback amplifiers in 1945. Ideal loop transfer function has the form: • TID compensator [16] , which has structure similar to a P ID controller but the proportional component is replaced with a tilted component having a transfer function s to the power of (−1/n). The resulting transfer function of the T ID controller has the form:
where T , I and D are the controller constants and n is a non-zero real number, preferably between 2 and 3. The transfer function (3.7) more closely approximates an optimal transfer function and an overall response is achieved, which is closer to the theoretical optimal response determined by Bode [5] .
Design of controller parameters
There are already a large number of controller parameters design methods. Most of them have been developed only recently. A good review of tuning methods for fractional PID controllers has been done in [34, 35] . They mentioned modified Ziegler and Nichols method and various analytical methods such as for example dominant poles, internal model control, etc. and the numerical methods, which are usually based on the numerical evaluation of an objective function (minimization). Some other methods can be found in [4, 6, 10, 33] . It can be expected that FOC (3.1) may enhance the systems control performance due to more tuning knobs introduced.
Here, we mention three basic strategies of the parameters tuning (classical, self and auto tuning).
Classical tuning methods
The tuning of P I λ D δ controller parameters is determined according to the given requirements. These requirements are, for example, the damping ratio, the steady-state error (e ss ), dynamical properties, etc. One of the methods being developed is the method of dominant roots [24] , based on the given stability measure and the damping ratio of the closed control loop. Assuming that, the desired dominant roots are a pair of complex conjugate root as follows:
designed for the damping ratio ζ and natural frequency ω n . The damping constant (stability measure) is σ = ζω n and the damped natural frequency of oscillation ω d = ω n 1 − ζ 2 . The design of parameters: K p , T i , λ, T d and δ can be computed numerically from characteristic equation. More specifically, for simple plant model P (s), this can be done by solving
Another possible way to obtain the controller parameters is using the tuning formula, based on gain A m and phase Φ m margins specifications for crossover frequency ω cg . Gain and phase margins have always served as important measures of robustness. The equations that define the phase margin and the gain crossover frequency are expressed as [20, 37] :
The above equations are also often used for so-called auto-tuning techniques.
Last but not least we should mention the optimization algorithm based on the integral absolute error (IAE) minimization [30] :
where r(t) is the desired value of closed control loop and y(t) is the real value of the closed control loop. This method does not ensure the desired stability measure of the closed control loop. Ths measure of stability has to be checked out additionally by some known method as for example frequency method [9] .
Other minimization algorithms can be based on other type of cost functions or on the H ∞ norm minimisation [25] .
Self-tuning methods
It is well-known that Model Reference Adaptive Control (MRAC) has become a standard part in textbooks on adaptive control (e.g.: [1, 2] ). The fractional-order calculus can be introduced into MRAC scheme in two ways. One is the use of fractional derivatives for the adjustment rules and the other one is the use of fractional-order reference models. The new adjustment rule and modification of MRAC problem by introducing fractional-order system as the reference model has been studied in [37] .
I. Petráš
Auto-tuning methods
The relay auto-tuning process is widely used in industrial applications, see [1] . Some considerations have to be taken into account concerning the auto-tuning method for this fractional-order structure, [39] :
(1) The simplicity of the auto-tuning method is an important goal to achieve, since it is the aim to implement it for industrial applications by using, for instance, a PLC or a PC with a data acquisition board. That is, the tuning rules for the parameters of the fractional-order controller must be given by simple equations and computable within a sample time appropriate for the control hardware and for the plant. (2) It would be convenient to apply the relay test to obtain experimentally the information of the plant, due to the reliability of this method. A standard relay test, which is shown in Fig. 2 , can be also used for the fractional-order controllers auto-tuning [19] . For this scheme are given the following relations:
where P (jω c ) is the transfer function of the process at the frequency ω c , which is the frequency of the output signal y(t) corresponding to the delay θ a , d is the relay output, a is the amplitude of the output signal, and N (a) is the equivalent relay gain. The condition for oscillation is N (a)P (jω) = −1 and this condition can be easily checked graphically by plotting 1/N (a) on the Nyquist plot. The problem would be how to select the right value of θ a , which corresponds to a specific frequency ω c . An iterative method can be used to solve this problem. This technique was already developed and decribed for the fractional-order controller of P I λ , P D μ , and P I λ D μ types [19] . Such method allows a flexible and direct selection of the parameters of the controller through the knowledge of the magnitude and phase of the plant at the frequency of interest, obtained with the relay test.
Implementation techniques
Implementation techniques for the FOC have been described in several works. Some proposals we can be found in the work [38] . An analogue implementation was proposed in the book [26] and a digital implementation was suggested in the book [6] . We will focus only on the digital implementation techniques. Having tuned the controllers, to implement them we have to take into account other considerations, such as memory size and computational load required by the algorithm, knowing that, in any case, the fractional orders must be approximated by integer ones.
Fractional derivative/integral approximation
In general, if a function f (t) is approximated by a grid function, f (kh), where h is the grid size, the approximation for its fractional derivative of order r can be expressed as [6, 20] :
1) where z −1 is the backward shift operator and ω z −1 is a generating function. This generating function and its expansion determine both the form of the approximation and the coefficients. In this way, the discretization of continuous fractional-order differentiator/integrator s ±r (r ∈ R) can be expressed as s ±r ≈ (ω(z −1 )) ±r .
As a generating function ω(z −1 ) the following formula can be used in general [3] :
where β and γ are denoted the gain and phase tuning parameters, respectively, and T is the sampling period. For example, when β = 1 and γ = {0, 1/2, 7/8, 1, 3/2}, the generating function (5.2) becomes the forward Euler, the Tustin, the Al-Alaoui, the backward Euler, the implicit Adams rules, respectively. In this sense, the generating formula can be tuned more precisely.
The expansion of the generating functions can be done by Power Series Expansion (PSE) or Continued Fraction Expansion (CFE). It is very important to note that PSE scheme leads to approximations in the form of polynomials of degree p, that is, the discretized fractional-order derivative is in the form of FIR filters, which have only zeros. The CFE scheme I. Petráš leads to approximations in the form of rational function and the discretized fractional-order derivative is in the form of IIR filters.
Then, the resulting transfer function, approximating the fractionalorder operators via PSE method, can be obtained by applying the relationship
where Y (z) is the Z transform of the output sequence y(kT ), F (z) is the Z transform of the input sequence f (kT ), and PSE{u} denotes the expression, which results from the power series expansion of the function u, D ±r (z) denotes the discrete equivalent of the fractional-order operator, considered as processes, and P p (z −1 ) is the polynomial with degree p of variable z −1 .
The resulting discrete transfer function, approximating fractional-order operators via CFE method, can be expressed as:
where CFE{u} denotes the continued fraction expansion of u; p and q are the orders of the approximation and P and Q are polynomials of degrees p and q. Normally, we can set p = q = n.
Both above described approximation techniques are usable for the FOC implementation in MATLAB, [29] .
Control algorithm
Generally, the control algorithm can be based on the canonical form of IIR filter, which can be expressed as follows: The disadvantage with this solution is that the complete controller is calculated using floating point arithmetic.
There are many softwares for programming the above pseudocode. For example: Microchip MPLAB, HiTech C Compiler, PICBasic Pro, Structured Text, Automation Basic, Ladder Diagram, etc. These software kits provide us with simple communication between PC and the microprocessor, and control algorithm programming and loading to the memory of the microprocessor.
Controller inputs/outputs
The fractional-order controller input/output signals are normally analog signals. In the case of current outputs on module it is 0-20 mA or 4-20 mA. In the case of voltage outputs on module it is 0-10 V, ± 5 V or 0-5 V. It is important to note that AD/DA converter resolution (12-bits, 14-bits, . . . ) influences the precision. In some cases the actuator accepts only two I. Petráš values, on (logical 1) or off (logical 0). In such case, the cycle time τ c is specified (fixed), and controller gives a pulse of width [1] :
The above approach is known as a pulse width modulation (PWM). Fig. 3 illustrates the principles of the PWM (τ p (t) = f (u(t))). The output voltage range of TTL signal for many industrial devices is 24 V (log 1). The voltage range for analog signal is usually expressed in the form 0 -10 V or as a number between 0 and 32767.
Devices for implementation of discrete FOC
There are many possibilities how to implenent a discrete FOC. Having a discrete transfer function in form of IIR or FIR filter we can use a general control algorithm described in previous subsection. Such algorithm can be implemented in any known processor devices as for example: IPC, PIC, AVR, PC with IO card or PLC [14, 21, 28] . Nowadays, the PLC plays a very important role in automation. It is necessary to have prepared the FOC algorithm for such devices and the form of function block e.g. FOC.
Another possibility for implementing the controllers is the use of specific microelectronic devices, such as FPGA, FPAA and switched capacitors.
In addition, we will consider the PLC as the best solution for the FOC industrial implementation. The main advantages are: modular system with large memory and CPU speed, well developed SW environment, operating system (runtime) with solved service for interruption, AD/DA conversion, timing, etc. All tasks are located in n cyclic classes as it is depicted in Fig. 4 . Each class has some priority and sampling time (period). We have to take into account that distribution of tasks to the cyclic classes is a very important role. Usually the cyclic class #1 has highest priority and so on. If the task in cyclic class #1 is not finished, task in cyclic class #2 does not start, etc. It is necessary to consider the time for AD (input reading) and DA (output writing) conversions and the time for task calculation itself. For instance if we have task FOC depicted in Fig. 4 , the duration of task τ calc (t) << T , where T is the sampling period of certain class. This is the main reason why we need a good approximation of the fractional-order derivative/integral with an appropriate number of coefficients type (INT, REAL, . . . ), that will not occupy the memory of the PLC/IPC and will not consume the processor time. For sampling period T selection we can use common recommendations used for the integer-order system, which are described in standard control books (e.g. [11] ).
Limitations on control system design
Typical sources for fundamental limitations in control systems design are, see [1] :
• Process dynamics: is very often the limiting factor, namely time delays, poles and zeros in the right half plane, gain of the system, etc.
• Nonlinearities: there are many reasons, why the nonlinearities should be considered. Let us show only few of them: nonlinear characteristic of the actuator, nonlinearity in the controlled plant, noise in measured signals, actuator saturation, and so on.
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• Disturbances: disturbances and noise in measurement often limit the accuracy. The disturbances with combination of nonlinearity can limit for example the controller gain.
• Process uncertainties: process models are only approximation of reality. The process dynamic may change during the operation and therefore model parameters have some uncertainties, which can be compensated by changing the controller parameters.
Modifications of fractional-order control
Several modifications of the fractional-order control can be used. Among the most used ones are the following:
• Filtering the desired value r(t): filtering the desired value r(t) by first or second order filter is a very frequently used trick. Instead of step change of the desired value, which could be a problem especially for derivative part in controller, the control algorithm executes slow change of the desired value and changes of the control signal are not that extreme. For most applications, a first-order filter is satisfactory. We recommend the first-order prefilter in the form:
where k f is the prefilter constant.
• Using a controlled value in proportional and derivative parts of controller: above-mentioned problem related to step changes of control signal due to step changes of desired value r(t) can also be solved via replacing the control error e(t) = r(t) − y(t) by controlled value y(t). This modification can help a lot, especially, when desired value has changed rapidly and therefore the actuator becomes saturated (nonlinearity of actuator).
• Filtering the derivative action: due to noisy signal on measured controlled value, the differentiation of noise can involve inappropriate changes of control signal. Derivative action is more sensitive to higher-frequency terms in the inputs. Because of this the derivative part in the controller can be filtered by first-and second-order high frequency filter. For the first-order filter in derivative part and with a genuine integral action, we can write the transfer function of the fractional-order controller in the form:
where T f = N/T d is the filter constant. For N = 0, we obtain the usual FOC described by relation (3.1).
• Limitation of integral action: this limitation is also known as windup of the controller. It is due to the fact that actuator has also limitations and for instance if the actuator is at the end position and the control error is not zero, integral part of the controller rapidly grows and the controller calculates unreal value of the control signal and therefore the actuator stays at the end position until the sign of control error is changed. This problem is known as wind-up or integral saturation and it can be solved via limitation of integral part in the controller. Another possibility of how to avoid wind-up is to introduce limiters of the desired values so that the controller output will never reach the actuator bounds.
Obviously there are many other modifications of the control algorithms, which help us to implement the fractional-order controller in practice. For instance, we can mention initial conditions for a non-impact controller connection to control loop, analog and digital filtering of measured values, etc.
Control performance assessment index
There are many sources of poor control performance in industrial processes. It has been estimated that almost 60% control systems have performance problem due to some reason, such as for example inadequate controller tuning, missing feed-forward compensation, inappropriate control structure, and so on. The natural question is: "How healthy is the control system?" The problem statement is depicted in Fig. 5 . Figure 5 . Control performance assessment problem formulation [12] .
As mentioned in the book [1] , the design, tuning and implementation of control strategies and controllers are only the first phase in the solution I. Petráš of a control problem. The second phase includes operation, supervision, and maintenance. After some time in operation, the control system performances may deteriorate because of variations in the process and the operation. Therefore it is important to supervise the control loop and detect these faults. One of the most widely used supervisory functions is based on the Harris index, where the idea is based on calculating the variance of the process output and then comparing it with the minimum variance obtainable. The Harris index is defined as
where σ 2 MV is the minimum variance of the process output, and σ 2 y is the actual process output variance. The Harris index I H can have value between zero and one. Such monitoring of the performances provides information about the loop performance compared to the ideal performance. The Harris index has been extended to multi-input multi-output systems as well.
If the control performance assessment shows that control system does not work properly, it is necessary to do a redesign of the control system and again calculate the performance indexes and compare them to alarm limits. The test procedure has been suggested in [12] and can be adopted also for the fractional-order control system.
Example: Application of FOC to temperature control

Control system description
The mathematical model of the object used as the system to be controlled has the form [27] :
for which the parameters were obtained by an identification method based on the measured step response of the system depicted in Fig. 6 . The controller design was done in [27] , according to the method (poles placement) described in [24] , for desired stability measure σ = 2.0. The obtained fractional-order P D δ controller designed for the fractional-order model (9.1) has continuous transfer function:
Let us consider the single input -single output feedback control system shown in Fig. 7, where r(t) is the required value, e(t) is control error, u(t) is control value and y(t) is actual controlled value. We have used prefilter as well as control signal limiters. Since the advantages of using a fractional controller in this particular case were shown in [27] , in this section we compare two possible realizations of the fractional-order P D δ controllers.
The first controller is the FOC implemented in the form of FIR filter and the second one is in the form of IIR filter.
For implementing the controllers a position algorithm with reference digital prefiltering has been used. This algorithm consists of several steps (calculating the control error, calculating the control value, etc.).
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Experimental setup and results
The system to be controlled is a heater (electrical radiator). The temperature is measured by a radiating pyrometer, filtered by an analogue active filter, and driven to host PC with IO card PCL 812. The control signal from analogue output on the PCL card is connected to the actuator (thyristor changer) where 0-5V signal is changed to 20-220V. The reference value follows the law: In the experiments the following parameters have been used:
• T = 1 sec, ( 1% of the system rise time);
• L = 100 (order of the FIR filter);
• k f = 0.5; (prefilter parameter);
• p = q = 4 (order of the IIR filter).
With these parameters, the implemented controllers are [36] : 
The transfer function of the digital prefilter is:
H p (z) = 0.5 1 − 0.5z −1 . This prefiltering improved control loop performances e.g. less overshoot, etc. Usually, it is suitable to use the first-order system as a prefilter with time constant which corresponds to the time constant of controlled systems.
The simulation results are obtained by applying the controllers C R (z) and C T (z) to the process transfer function. Presented results consider the ideal case, that is, no actuator saturation and unity feedback. Simulated step responses of the controlled system with controllers C R (z) and C T (z) are shown in Fig. 8 . In this figure it can be observed that the performances for both controllers are identical.
The measured step responses of the controlled system with controllers C R (z) and C T (z) are shown in Fig. 9 . As in the case of simulations, the almost identical performances obtained with both controllers can be observed.
The advantage of using the second method for implementation is clear: while the controller C R (z) is a FIR filter of order 100, the controller C T (z) is an IIR filter of order 4. From the obtained results it can be concluded that for implementing the digital fractional controller it is highly interesting to use the generating function (Tustin rule) and continued fraction expansion, because it reduces, without performance degradation, the digital system requirements. This means that the implementation of C T (z) has reduced requirements on memory and computation time. Such form of the FOC implementation is also applicable in most industry applications.
Conclusions
In this paper we described a survey of tuning and implementation techniques for the fractional-order controllers. We demonstrated the mentioned methods on illustrative example, where a limitation due to nonlinearity as well as a modification (prefilter) have been considered.
