DEVELOPI NG A MOBILE ROBOT
gives us the opportunity to investigate issues in the design of intelligent systems because the robot's mobility forces us to deal with many unpredictable environmental situations. One dictionary definition of intelligence is the ability to deal with new or trying situations. Thus, a mobile robot that reliably navigates in unknown environments gives the appearance of intelligent behavior. The main idea of an autonomous vehicle is quite simple: Given a task to perform, it must have the ability to perceive the environment and act appropriately. This ability requires a feedback control system to link the vehicle's sensing and control. Unfortunately, autonomous robots have characteristics not yet satisfactorily addressed by the classical control community:
• Solving the problems encountered by the mobile robot generally requires the integration of several methodologies.
• The robot's decision space is discrete and composed of distinct elements as opposed to continuous functions.
• The system must react to the environment in an appropriate time period.
• Due to the limitations of the sensors and sensory processing, most of the knowledge the robot acquires is either incomplete or uncertain.
To address these problems, we have designed a mobile-robot system architecture that uses a blackboard to coordinate and integrate several real-time activities. An activity is an organizational unit, or module, designed to perform a specific function, such as traversing a hallway, going down steps, crossing over an open channel on the floor, or tracking a landmark. An activity resembles a behavior in that it controls the robot to perform a specific task. It differs from a behavior in that it is designed to perform the specific task in a narrow application domain, whereas a behavior generally resembles a biological response-that is, an organism's response to a stimulus.
Payton 1 defined the term activity as an instance of an activation set, where an activation set is composed of a number of behaviors. Payton's activities are a way to specify a combination of behaviors to achieve a more complex behavioral pattern. In contrast, we make no attempt to define our activities as a combination of basic behaviors. In our system, several activities are necessary for the robot to perform simple tasks such as moving around a factory bay. Some of these basic navigation activities are traversing open space, crossing over floor anomalies (cables or channels), and avoiding collisions.
The system architecture must define a mechanism to coordinate the mobile robot's activities since they cannot all drive the robot simultaneously. Most mobile-robot control systems are hybrid systems combining approaches from hierarchical, behavioral, and blackboard-based systems. Be-havior-based systems have recently become more prevalent for controlling mobile robots.
Hierarchical architectures, such as Nasrem (NASA/NIST Standard Functional Architecture for Telerobot Control System Architecture) 3, 4 and IMAS (Intelligent Mobile Autonomous System), 5 offer a nice paradigm for breaking down a global task into subtasks, but the hierarchical structure quickly degrades into a hierarchical command structure combined with distributed sensing similar to that implemented on Mobot III. 6 Most of these systems use sense-think-act cycles that are difficult to implement in real time when the robot must deal with diverse sensing conditions. Lumia 4 has demonstrated the use of Nasrem-style architecture for real-time tracking and catching a ball falling through a maze of pegs, but this system has a welldefined, narrow scope of operation and does not require the sensing diversity that a mobile robot needs.
In an attempt to add reflexive ability to a hierarchical system, Payton 1 proposed a vertical decomposition along with the more classical horizontal, hierarchical decomposition, resulting in a hierarchical structure composed of reflexive behaviors at the lowest level. The effect is a hierarchical system capable of managing diverse sensing conditions-and therefore a more robust system. Arkin 7 also emphasized the importance of a nonhierarchical broadcast of information. Arkin chose to design a system using agents that manipulate a unified representation of the world based on potential fields. Our system does not use a unified representation to coordinate activities but relies on procedural knowledge and sensory data posted on the blackboard to make a decision.
Similar to the Codger 8 system architecture used to drive CMU's Navlab, 9 our system does not use its blackboard as a problem-solving mechanism but primarily as the supervisor and coordinator of several realtime activities. These activities continually post their current state and the current state of the environment to the blackboard. The perception and sensing components of an activity are designed to run concurrently. Not all communications between an activity's modules go through the blackboard, thus reducing communications bandwidth and making reactive behavior possible. Like a traditional blackboard system, our system uses a central database to store information accessible by a number of modules, but it differs functionally because the modules do not work cooperatively to solve a common problem.
In our system architecture, the blackboard's rule set and knowledge determine which activity controls the mobile robot's actuators. A production system facilitates experimental determination of adequate conditions for selecting the activity controlling the vehicle, and the blackboard database serves as a repository of state data and sensory data from the activities. Strategic reasoning is the ability to process sensory inputs, stored information, and long-term goals so that the robot can make decisions with a global view of the environment. The decision about which activity will control the vehicle is based on sensory and state information from the activities and therefore is a form of strategic reasoning.
Mobile-robot system architectures
The question of an adequate system architecture for an autonomous vehicle is an ongoing research problem that can be resolved only after numerous systems have been designed and tested. This research is still in its infancy, so there is no common agreement on which system architecture is most suitable for controlling a mobile robot. Almost all existing systems are continually undergoing changes as the mobile robots are fitted with more capabilities. Although many research institutes and several companies are pursuing this research, their goals are not all the same. It is important to differentiate between research into using mobile robots as tools and research into the design of autonomous mobile robots. A system intended to perform a single function as a tool is designed as a conventional control system comprising a single planning module. An autonomous mobile robot, on the other hand, should function in different environments by adopting different strategies and mechanisms for solving problems. Thus, we are concerned with designing a system architecture capable of integrating several functions necessary for reliable operation.
Although research into mobile robotics has yet to reach maturity, we can list a set of desired attributes of a mobile-robot control system. We have divided these attributes into two groups: attributes describing the desired behavior of the mobile robot, and attributes describing a successful design of the control architecture. Some of these have been listed previously by Brooks 10 and have been used as justification for other system architectures, but no formal approach has been adopted by the robotics community.
Behavior attributes. A behavior is a mobile robot's response to a stimulus from the environment. We have identified six behavior attributes important to a mobile robot:
• Reactivity: Because the real-world environment is unstructured, the mobile robot can make few assumptions about its dynamics. It must react to sudden changes in the environment within a specified time frame. Reactive behavior is generally a well-defined action in response to a narrow domain of sensing, which gives the robot a very limited scope of understanding. In our system all activities are examples of reactive behavior.
• Intelligence: By intelligence we mean the ability to cope with new or trying situations. A robot's ability to manage diverse situations and manipulate the environment to achieve a goal gives the appearance of intelligence. Although true intelligence is yet to be understood, all mobile-robot projects strive to achieve some intelligent behavior.
• Centralized global reasoning: A global, high-level decision-making module is crucial for the robot to understand its overall situation. This is particularly important when many independent activities, each with a narrow understanding of the situation, are trying to control the system. A reasoning agent with a global view can act as an arbiter among the activities to improve the system's performance. A distinguishing feature of the system is whether the global reasoning comes from a centralized, uniform representation or from cooperation among distributed modules. As an example of the use of global reasoning, consider a mobile robot traversing a narrow hallway and discovering that an object has blocked its way. Most reactive navigation algorithms would have the robot stop, turn back, or pace from side to side waiting for an opening. With a global understanding of the situation, the robot could try to find another path or push the object out of the way. All the alternatives require knowledge from other sources integrated into a unified representation.
• Multiple-goal resolution: For mobile robots, situations requiring conflicting concurrent actions are inevitable, and the system should provide the means to fulfill multiple objectives. An example is the possible conflict between touching an object and avoiding a collision with the object.
• Robustness: A system's robustness is its ability to handle imperfect inputs, unexpected events, uncertainties, and sudden malfunctions. This is a crucial characteristic of a system operating in a real-world environment.
• Reliability: A system's reliability is measured by its ability to operate without failures or performance degradation over a certain period of time. The navigation system should maintain a constant level of competence and perform similarly in a number of different environments. For example, we would expect that a collision avoidance algorithm would operate reliably in several environments and that any performance degradation could be corrected without altering the system dramatically. In most cases, misinterpreted sensor data causes performance degradation, which we can correct by either adding more sensors or improving the sensor-processing algorithms.
Design attributes. Design attributes are requirements of the mobile-robot system architecture. Except for the fifth attribute in the following list, they resemble the requirements of conventional software engineering. Unlike most conventional software engineering projects, which begin from a wellspecified set of requirements, a mobile-robot project must constantly reevaluate its requirements. Therefore, systems that can be modified easily are highly desirable. We have identified the following design attributes:
• Modularity: Following a general requirement of most complex systems, the control architecture of autonomous vehicles should be divided into smaller subsystems that can be designed, implemented, and debugged separately. Modularity is also crucial to incremental design, maintenance, and failure detection and correction. An autonomous system's three main functions are perception, reasoning, and action. These functions comprise basic control loops that drive the robot to perform specific tasks. The greatest difficulty in the design of the control loops is building reliable perception mechanisms. The types of processes used to accomplish these functions and the dataflow organization help determine the robot's behavior.
The classical systems. With the behavior and design requirements just discussed as criteria, we analyzed the traditional architectures-hierarchical, behavioral, and blackboard-to assess their suitability for controlling the navigation of an autonomous mobile robot. By hierarchical we mean systems similar to the Nasrem style, 3 by behavioral we primarily mean the subsumption architecture, 11 and by blackboard we mean a system similar to BB1. 12 Table 1 shows the relative strengths and weaknesses of the three architectures. We see that none of them can be used alone for the problem at hand. Only a combination can meet our behavior and design specifications.
Hierarchical systems. Hierarchical architectures have been used for autonomous and semiautonomous systems for many years. Their common distinctive feature is that the control problem is divided along functional lines into progressive levels of data abstraction and in some cases into levels of processing time. The primary design consideration is that the interfaces between levels must be well defined and the cycle times in a level must be well known. The architecture supports intelligent behavior primarily through sequential composition of sensory data and decomposition of commands.
As we suggested earlier, the primary drawback of classical hierarchical structures, particularly those strictly decomposed in the horizontal direction, is their sluggishness in reacting to rapid changes in the environment because the sensory data must pass through several layers in the hierarchy.
Moreover, hierarchical systems are not very robust because of their sequential processing. The tight interdependence of successive modules means the failure of any component results in a complete system breakdown.
In terms of design requirements, hierarchical systems are easily divided into functional modules. But once the hierarchy has been defined, the flexibility to move these modules around is reduced, and reconfiguring the structure to adapt to different operation modes is almost impossible.
Behavioral systems. Behavioral systems consist of a set of sensing, reasoning, and action loops, which operate concurrently to drive the mobile robot. Their dominant characteristics are their decomposition of the control problem into the robot's behaviors and their direct control of the robot's actuators. The system combines a number of robust and reactive behaviors that do not require complicated world models (if any at all) to achieve some goal.
There is no standard set of behaviors accepted by the robotics community. Behaviors range from simple motions to more complicated docking actions. Behavior-based systems' low-level amalgamation of sensing and action makes them perform reactively and reliably. Since each sensor has some control over the action, these systems are very robust to failures in sensory and actuator components. Since all behaviors can drive the robot's actuators, one behavior's failure removes that particular ability from the robot but has a minimal effect on the other behaviors' performance. Another distinctive feature of behavioral systems is the absence of a central intelligent-reasoning agent; the robot's perceived intelligence stems from the interaction of behaviors.
The well-known subsumption method developed by Brooks 11 combines several behaviors, with higher layers of behaviors subsuming lower ones. Ironically, this leads to a hierarchical structure with a great deal of interdependence of behaviors, breaking down the system's design flexibility and modularity. Although the various behavior levels support multiple types of operations, the behavior interdependence makes reconfiguring the system to adapt to different tasks very difficult. The system's strict arbitration mechanism does not provide for the handling of multiple goals simultaneously.
In a subsumption system, the priority levels of activities are determined by the structure of the architecture and are not easily modified. One reason for using a blackboard system for vehicle control is that its production rules give us flexibility to investigate what an activity's priority level should be.
Blackboard systems. The most appealing features of blackboard systems are their flexibility in handling the control problem and their suitability for the integration of sensory data. Blackboard systems use distributed expert modules for sensing, action, and reasoning. Each of these agents has its own inference mechanism and local knowledge to perform a specific task and thus is not hampered by the time and effort of extracting information from a global database. Blackboard systems facilitate highly parallel design approaches, allowing the testing of each individual expert module.
In the case of BB1, 12 information transfer is performed through the blackboard and managed through the coordinator. As a result, all state information, no matter how trivial, is kept on the blackboard so that all such data is accessible to all knowledge sources. This generally leads to a system well suited for task planning and capable of managing several distributed processes but with little or no capability for reactive behavior. For that reason, most mobile-robot projects using blackboard systems 9, 13, 14 have modified the blackboards to manage the real-time issues peculiar to this field.
An activity-based blackboard architecture
With the ambition of building a system with reliable behaviors and a centralized arbitrator, we have developed a system composed of activities arbitrated by a blackboard system controller. The system design separates strategic reasoning from the reactive responses inherent in activities and produces a more modular structure than the subsumption architecture. Our main system design principle is to switch the vehicle's focus of control from one activity to another and to equip those activities with certain decision capabilities. Figure 1 shows the overall system architecture. This structure implements two levels of reasoning, one through the activities and the other through the blackboard. The thick arrow running from an action module to the environment represents a physical interaction with the environment, primarily by the motion of the robot. The thick arrow running from the environment to the sensor represents the gathering of information about APRIL 1995 27 Figure 1 . The activity-based blackboard control scheme for a mobile robot.
the environment by the sensor. The system combines a central controller ensuring strategic reasoning and several activities in charge of low-level behaviors. The activities run concurrently, but only one activity action module directly commands the robot's actuators. The blackboard control unit determines the activity that controls the robot, using its knowledge of the state of activities and user's specifications. The control unit can also influence the action module by specifying constraints on its actions. For example, the passageway activity, described in more detail later, is designed to avoid collisions with obstacles. The control unit can constrain it to try to maintain a certain direction of motion and a maximum speed. An activity is an organizational unit that uses a basic skill to perform a specific function-for example, following a person, passing through a door, avoiding collision. Each activity includes sensors, one or more feature extractor modules, and an action module necessary for it to carry out its task. To perform reliably, the activity uses relevant sensors to focus on specific features of the environment.
The blackboard control unit monitors the environment and assesses the performance of enabled activities on the basis of information reported by the activity and its feature extractor modules. The feature extractor modules have two functions: filtering data to be passed to the blackboard control unit and focusing sensory perception on the action being performed. The feature extractor modules of disabled activities do not control the vehicle but rather monitor the environment for possible conditions that their activities could easily handle. For the vehicle to perform a complete task, it must combine the appropriate activities in the proper sequence, primarily driven by the events posted on the blackboard by the activities.
The blackboard system supports highlevel symbolic decision making and central intelligent reasoning through the knowledge in the control unit. The only difference of our system from classical blackboard systems is that our activities do not use opportunistic problem solving but are sequenced and orchestrated by the control unit to perform a global task in reaction to the changing environment.
Feature extractor module. Although a feature extractor may depend on more than one sensor, it provides information on a specific attribute in the environment. Sensors and their associated perception modules are continuously operating. The feature extractor processes sensory data and expresses it in a suitable representation for the action or blackboard module.
The feature extractor expresses the relevant attributes of the environment symbolically and then relays them to the blackboard. Since the feature extractors are continuously operating, the blackboard reasoning module is instantly notified about the dynamic changes in the environment. Each feature extractor is responsible for ensuring the consistency of the information it sends to the blackboard, relieving the blackboard of the time-consuming truth maintenance task.
Action module. During navigation, the enabled action module determines the mobile robot's direction and speed in response to information acquired from the corresponding feature extractor. Therefore, low-level decisions are sensor-driven, ensuring tight, reactive control.
To intelligently guide real-time operation, the high-level reasoning module (that is, the blackboard module) provides the action module with the desired direction and speed based on its global understanding of the situation. Nonetheless, it is the action module's responsibility to provide the actual control signals and maneuver the mobile robot to meet the reasoning module's recommendations. The high-level commands may also include constraints on the action modules' operations to ensure smooth transition from one activity to another.
Blackboard module. The blackboard module, consisting of the blackboard and the blackboard control unit, assesses the robot's global situation and provides sound decisions about the appropriate action to meet userspecified goals safely. The blackboard control unit performs this reasoning by processing symbolic information such as the sequence of specified goals, the current control strategy, and the acquired knowledge of the states of the world and of the mobile robot. Symbolic and qualitative information about the features of interest are continuously posted by the feature extractors to the blackboard.
Blackboard control unit. The blackboard control unit uses traditional forward-chaining production rules for the reasoning process. The typical case involves the selection of a suitable activity to satisfy a set of conditions derived from the goal requirements or from the safety requirements. The control unit's role is to arbitrate between the different activities competing to take control of the mobile robot's actuators.
The production rules activate or deactivate the appropriate activities according to the current state and the adopted control strategy. They may also modify certain operation parameters of the currently enabled activity. Since the activation-deactivation cycle is performed continuously in real time, this module appears to an external observer to be explicitly commanding the mobile robot by smoothly switching to the appropriate activities without interruption.
Blackboard essential states. The numeric-tosymbolic conversions are a challenge; we manage them mostly by means of the concept of essential states and events developed by Tigli et al. 15 (These conversions are a mapping from numeric values to linguistic predicates.) To avoid overloading the blackboard with information and to minimize the bandwidth requirement between modules, we limit the representation of the environment's state to symbolic attributes from the feature extractor modules and the vehicle's state to symbolic information from the action modules. Generally, the decision-making process is sensitive only to coarse measures of these attributes. For instance, the decision-making process would be interested in the fact that the mobile robot is close to a wall rather than the exact numeric distance.
The essential states of any type of sensory data are defined by the partition of the numerical range of values of that sensory data into a small number of mutually disjoint partitions. The boundaries between these parti- tions are chosen intuitively to facilitate symbolic reasoning. Similarly, the action modules' states can be expressed symbolically by nonoverlapping descriptions (for example, in the simplest case, "activated" or "deactivated"). The essential events are then defined as the changes in the corresponding essential states. The essential events cause the essential states to be modified on the blackboard. The current state of the environment belongs to the Cartesian product of the essential states of all the sensory data. Similarly, the current states of all activities belong to the Cartesian product of all their essential states. These are represented by two vectors in the two Cartesian spaces illustrated in Figure 2 , which shows the sensory and action states that must be accounted for when defining the rule set. We achieve completeness of the rule set by exploring and covering all the regions of the two Cartesian spaces, thus ensuring safe operation of the robot in reaction to changes in its environment. Besides these rules, there are also rules that decompose the user-specified goals into sequences of activities that guide the robot.
Implemented activities
The activities we have implemented for the mobile-robot system include a passageway activity, a floor anomaly activity, and a dynamic path-planning activity.
Passageway activity. The passageway activity's main focus is navigating the vehicle toward open space. In effect it is a collision avoidance activity, except that one can specify a desired direction, velocity, and destination. The robot uses the activity for traversing through doorways, navigating down hallways, and generally avoiding collision with any objects.
The passageway activity uses data from sonar range sensors to construct a two-dimensional Cartesian grid representation of the robot's environment. The histogram grid method 16 of representing this information minimizes the effects of spurious data typically produced by sonar range sensors. The computation of a grid cell's value is based on the number of times an object has been detected in that cell; the larger the value, the more confidence that the cell is occupied. The activity then uses a sector elimination method to select a direction for collision-free motion that most closely matches the desired direction. The sector elimination algorithm divides the sensed environment into 48 sectors covering a discoid centered about the robot, with a hole in the center, and extending approximately 1 meter from the vehicle. Figure 3 shows the front half of a polar certainty grid and its associated sectors. Sectors with obstacles are marked in black and denoted as "occupied." If the vehicle's width is ignored, the sectors hashed out are sufficient to prevent a collision. In reality, the vehicle will collide with an object in a sector if commanded to move in the direction of an open sector next to that vector. This is primarily due to the lack of clearance between the object and the vehicle's extremities. To account for this feature, we must increase the size of a group of "occupied" sectors. The figure shows these sectors in gray and denotes them as "filled" sectors. The essential-events information sent to the blackboard by the passageway activity's feature extractor is not as precise as the certainty grid, but can be represented in the computer with less effort and memory. The open region around the vehicle is divided into four zones: "ahead," "right," "behind," and "left." The blackboard thus has a lowresolution view of the world in terms of quadrants around the perimeter. In addition to the data events posted by the feature extractor the activity's action module reports its status to the blackboard. The action's only states are "enabled" or "disabled," corresponding to whether or not the activity has control of the vehicle. In summary, the passageway activity posts one data event consisting of four states and one status event consisting of two states.
Floor anomaly activity. The floor anomaly activity's responsibility is to safely navigate the vehicle around or across anomalies, or obstacles, on the floor. Currently, work is under way on the development of a sensor and methodology, called FAD (Floor Anomaly Detector) for object detection using a pair of Biris laser range finders. 17 (The computation of range is based on a principle of replacing the single iris in the camera with a couple of irises, hence its name, bi-iris.) The current floor anomaly activity determines the feasibility of crossing obstacles such as channels or cables detected on the floor and takes the necessary actions to cross them safely. The activity's feature extractor relies on available sensory information to identify any obstacles present in the vehicle's vicinity. It extracts their relevant attributes (typically depth, width, orientation, and distance from the vehicle), which control the action module. The action module guarantees a safe passage over the obstacle.
Essential events the floor anomaly activity sends to the blackboard are a set of symbolic values describing the robot's distance from the obstacle ("close" or "far") and the robot's direction in relation to the obstacle ("toward," "parallel," or "from"). We have determined most of the threshold values for these sets experimentally. The action module also reports its status to the blackboard, including "starting," "orienting," "proceeding," "leaving," "finishing," and "paralleling," as well as the obvious "enabled" and "disabled." Thus the floor anomaly activity posts two data events, one consisting of two states, the other of three; and two status events, one of two states and the other of six.
Dynamic path-planning activity. After several experiments with the passageway activity, we discovered that under certain conditions the algorithm would not function satisfactorily. Collisions with objects were minimal, but the robot could easily be trapped in a corner as shown in Figure 4a .
The figure represents the robot by a combination of several shapes: a triangle, a circle, a hexagon, and a coordinate frame placed about the vehicle's center point. The triangle represents the robot's bumpers. The hexagon is the base of the robot. The circle represents the ring of sonar sensors around the base that are used by the passageway activity. The × marks the robot's destination. The grid overlaid on the figure marks off areas of 1 square meter, and the test zone is an approximately square area of 6 m × 6 m.
In contrast to the passageway activity, the dynamic path-planning activity can guide the robot around the partition, as shown in Figure 4b , because it maintains a larger map of the robot's environment, which it uses to determine possible paths to the robot's destination point. The gray-scale areas in Figure  4b represent certainty values for the existence of objects detected by the robot's sensor as it moves along its path. White indicates the highest likelihood that the cell is empty, black indicates the highest likelihood that the cell is occupied, and shades of gray indicate the various intermediate levels of likelihood of occupancy.
The path planner's map is based on a histogram grid map similar to the one used in the passageway activity, but it uses a rectangular grid centered about some point in the environment. The grid cells are 10 square cm; therefore, a map consists of 10,000 cells and takes approximately 100 ms to update. Range values for map creation come from a laser-based Biris camera and are more precise and of higher angular resolution than those from the ultrasound sensors.
The path-planning algorithm is based on Warren's modified A* algorithm, 18 extended by Stuck 19 to account for the mobile robot's width. Similar to other planning algorithms, it takes much longer to compute a free path than the passageway activity (at times taking 7 s compared to 100 ms for the passageway activity), and therefore it is not as reliable as the passageway activity. However, it maintains a much larger representation of the environment and uses a deterministic approach to find a direction for the robot. Later in this article we will demonstrate how the path-planning activity can improve the robot's performance.
Currently the path-planning activity does not communicate with the blackboard, so we cannot yet report on the essential states it will post on the blackboard. However, we think they will be similar to those generated by the passageway activity since the two activities have similar functions, differing primarily in approach.
System behavior example
The following example of a mobile robot navigating across a typical factory floor demonstrates the performance goals that mo-
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tivated our design of the activity-based blackboard architecture. We designed the passageway, path-planning, and floor anomaly activities to address the kinds of problems the robot encounters here. In Figure 5 , the robot is originally at location 0 and is required by the blackboard to navigate autonomously to destination point 7. The robot, perceiving no obstructions, proceeds in the direction of point 7 until it reaches point 1, where the passageway activity notifies the blackboard of the presence of an obstacle. The passageway activity also realizes that the space between object II and the south wall is not wide enough for the robot to pass through, and, therefore, decides to seek an open space in another direction. The passageway activity can drive the mobile robot toward point 2, but due to limited storage capacity in the map used by the passageway activity, objects sensed earlier are no longer available and the robot moves back toward point 1, driven by point 7.
The path-planning activity, with its greater knowledge of the environment, suggests to the blackboard an alternate route, which the passageway activity uses to guide the robot toward point 2. The robot reaches point 2, where the floor anomaly activity detects channel AB. The blackboard allows the floor anomaly activity to take over, temporarily, to maneuver the robot across this channel. The vehicle crosses the channel safely and proceeds along its temporary direction. If the floor anomaly acitivity had not been allowed to take over the robot, the path taken would have been the one shown as a dashed line commencing from pont 2. This could have led to the wheels of the mobile robot having been trapped in the channel. At point 3, the blackboard returns control to the passageway activity after being notified by the floor anomaly activity of the successful completion of its task. Throughout this procedure, the path-planning activity has been computing the paths that will get the mobile robot to its destination. One of these paths is from west to east between object I and object III. The blackboard realizes that going through this passageway will bring the vehicle closer to the original goal point and commands the passageway activity accordingly.
At point 4, the floor anomaly activity identifies the second portion of channel AB, and the symbolic feature extractor notifies the blackboard that the robot can safely maneuver across it. The dashed line from point 4 towards object II identifies the path the robot would have taken if allowed to cross the channel at this point. However, the passageway activity notifies the blackboard that there is no room for safe crossing of the channel at this point because of the presence of object II on the other side. So the blackboard notifies the floor anomaly activity to go along the channel away from object II. At point 5 the blackboard allows the floor anomaly activity to drive the robot across the channel, and at point 6 the passageway activity drives the robot toward destination point 7. With these three activities guided and coordinated by the blackboard, the robot reaches its destination safely.
Implementation and experiments
The mobile-robot system shown in Figure  6 implements the activity-based blackboard architecture. It consists of a Cybermotion platform fitted with a ring of 24 ultrasound sensors around the base, two Biris laser range finders for detecting floor anomalies, a scanning Biris laser range finder, and an odometric counter. An on-board Z80 processor serves as a PID (proportional-integral-derivative) controller for the mobile robot's wheels and a counter for the odometer. All activities run on a 68030-based multiprocessing platform that is embedded in the robot. During experimentation, we used up to seven processors, but made no attempt to optimize the loads on the processors. In general, one processor must be dedicated to each external device (ultrasound ring, Biris scanner, Biris FAD system, and mobile robot), freeing the rest for processing and interpreting the sensory data and communication to the blackboard.
The system is implemented primarily by means of tasks communicating through message passing on a multitasking computer platform. We guaranteed real-time performance by using a real-time multiprocessing operating system called Harmony, which allows the activity modules to be implemented across several processors, thus ensuring concurrency.
The decision-making mechanism is a rule-based production system using the BB_CLIPS blackboard system (developed 
(a) (b)
at the National Research Council's Institute for Information Technology). It runs on a Macintosh IIfx and communicates with the activities via an RF modem. Since information posted on the blackboard is symbolic compact data and does not directly impact an activity's performance, time delays usually associated with using an RF modem are reduced. The only time this is a crucial factor is when an activity wants control of the vehicle and the control unit is busy. In the current design of the blackboard, the control unit does not perform extensive computations but releases this chore to other activities, so it is usually waiting to process state changes that have been posted on the blackboard.
Passageway and floor anomaly experiment. The experiment diagrammed in Figure 7 was designed to investigate the interaction of the passageway and floor anomaly activities. The vehicle was commanded to navigate safely in the laboratory space, which was cluttered with stationary posts and other objects and some moving people. The laboratory also contained a simulated floor anomaly consisting of a channel of a known depth and size. During the experiment, the vehicle switched back and forth between the two activities in response to information dynamically posted on the blackboard. In the default situation, the vehicle moved along a straight line segment (under passageway activity control) until an object or a channel entered its visibility range and caused it to change its path. The feature extractors assumed the responsibility of judging objects and channels perceived by the sensors; they notified the blackboard only when these items constituted a significant obstruction. In cases when objects obstructed the vehicle's intended path, the passageway action module decided on the corrective action with no intervention from the blackboard. Such corrections appear in the figure as changes in the direction of the robot's path. On the other hand, in cases of threatening channels, the blackboard commanded the floor anomaly activity to take over the vehicle's control, until that activity reported successful crossing of the channel (section A in Figure 7 ). Figure 8 shows the BB_CLIPS rules triggered in this situation.
In cases when objects on the other side of the channel made it dangerous to cross, the blackboard commanded the floor anomaly activity to go parallel to the channel until the vehicle reached a safe crossing point. An example of this situation is shown as the section marked B in Figure 7 . In this example the system control unit has a combined representation of the objects and the channel on the floor. It is not possible to achieve this type of performance using a single activity because each activity is tuned to handle a certain type of condition. The BB_CLIPS rules triggered for this situation are shown in Figure 9 . Passageway and path-planning experiment. When we used the path-planning activity to control the robot directly, the robot sometimes collided with an object, as shown in Figure 10a . Such collisions were caused primarily by delays in computing a new path. For this reason, the path-planning activity is not reactive enough to be effective and reliable unless the robot's speed is very slow. The passageway and path-planning activities are complementary because they have identical action modules. When combined, they increase the robot's chances of safely reaching its destination. In Figure 10b , the passageway activity drove the robot away from the wall and prevented the collision shown in Figure 10a . In this experiment, the path-planning activity directly interacted with the passageway activity by using a common action module, as shown in Figure 11 , and was not interfaced through the blackboard.
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In the configuration shown in Figure 11 , the path-planning activity's feature extractor module sends the passageway action module the desired direction of motion. The passageway activity's feature extractor module sends the passageway action module an open-sector direction. The passageway activity uses the two directions to compute an actual direction for the mobile robot.
This experiment demonstrates how the two activities complement one another. By working together, they minimize the need to use the blackboard to transfer data between activities and reduce the amount of trivial information on the blackboard. In this limited example, the two activities are more complementary than conflicting and thus function together rather well. In the case of the passageway and floor anomaly activities, however, each performs substantially different functions.
Summary of experimental results.
We have yet to integrate all three activities into one system. Results from the combined floor anomaly and passageway activities support the claim that our architecture is suitable for reactive and strategic control of a mobile vehicle. Results from the path-planning activity combined with the passageway activity support the idea that certain activities are complementary and will function well together, bypassing the blackboard as a communication medium.
Nevertheless, we believe the blackboard is necessary for maintaining a global per- spective of the mobile robot's state and also for supervising the activities. For example, the path planner computes an optimal path for the robot. If the robot must wait for an elevator door to open, the blackboard's control unit can override communications between the path planner and the passageway activity, stopping the vehicle and resuming its operation after the door opens. The blackboard also allows the system to monitor an activity's performance and replace that activity with one with better performance. If for any reason the passageway activity fails, the system can use the pathplanning activity to drive the mobile robot safely, provided the robot's operating speed is reduced.
Our two experiments show that this architecture is suitable for experimental robotics applications, particularly because of its flexibility and modularity. It allowed us to experiment with several activities and investigate their interactions, while some components were implemented and others were simulated. It also allowed us to combine two activities to achieve higher performance.
System evaluation
Earlier, we discussed a number of desirable behavior and design attributes of a mobile robot. Although expressing them quantitatively is difficult, we can summarize qualitatively how the activity-based blackboard architecture meets these requirements.
Behavior attributes
• Reactivity: The control architecture's reactivity is ensured by the conceptual separation of two types of decision making: strategic and tactical. The system demonstrated its reactivity by switching the control context, but not the control level, in response to dynamic and unexpected events.
• Intelligence: Defining intelligence as the ability to cope with new or trying situations, we have been able to demonstrate that the mobile robot can cope with unknown environment configurations. Using the blackboard as the high-level decision-making mechanism, we incorporate progressive levels of situation understanding by including rules to describe those situations.
• Global reasoning: The robot performs global reasoning primarily through the control unit and the blackboard. Arbitration between competing activities is accomplished by a set of rules that allows the most appropriate activity to take control of the mobile robot and resolves information conflicts. For example, as we saw in Figure 7 , at the appearance of an object across the channel, the control unit commanded the floor anomaly activity to go parallel to the channel before crossing it.
• Multiple-goal resolution: Each activity's control algorithm is exposed to continuous information coming from the corresponding feature extractor. Therefore, each action module has its own suggestions as to the control signals to be sent to the vehicle actuators. The blackboard, however, performs selective activation and deactivation of the action packages, arbitrating the multiple goals provided by the different activities. The blackboard continuously assesses the relevance and applicability of each activity to the situation at hand.
• Robustness: More testing must be performed, and activities added, before we can comment accurately about the mobile robot's robustness. Activities with similar functions (for example, the path-planning and passageway activities) can improve robustness.
• Reliability: A significantly long time is required to build confidence in any system's reliability, and we have not yet tested all the system's components thoroughly. So far, we have extensively tested the passageway activity, and it performs consistently (does not allow the robot to collide with objects detected by the sensor) in many different scenarios. The addition of the path-planning activity improved the system's reliability to reach a destination.
Design attributes
• Modularity: The simple interconnections of the activities' components allow independent design of the modules before they are integrated to form a complete activity. For example, the feature extractor of the floor anomaly activity was developed and tested independently from the action module of the same activity. Similarly, at a higher granularity level, the activities were developed separately from the blackboard system. The architecture's modularity facilitated both design and debugging.
• Flexibility: The interconnection patterns of the control framework's components impose no restrictions on the information exchanged by the modules. There are no limitations on the messages coming from the feature extractors. Therefore, we changed the symbolic information generated by the feature extractors, especially that of the passageway activity, several times during the experimentation, to improve the blackboard's decision-making capability. These changes were totally transparent to the system architecture and organization. This system flexibility allowed design decisions to be based on experimental evidence and practical performance measures.
• Expandability: The system's modularity facilitates its expansion. For example, developers worked separately on skillachieving activities, before these activities were integrated into the control structure. The modifications to the control architecture were limited to the addition of appropriate rules in the blackboard control unit to take advantage of the added capabilities.
• Adaptability: The high-level blackboard control over the activities continuously changes the system's focus of attention in response to changing world configurations. The blackboard chooses the activity that can handle the situation best: the floor anomaly activity in the vicinity of threatening channels and the passageway activity the rest of the time. The blackboard rules include implicit knowledge of the capabilities of both activities' action modules.
IEEE EXPERT
THE BLACKBOARD ALSO ALLOWS THE SYSTEM TO MONITOR AN ACTIVITY'S PERFORMANCE AND REPLACE THAT ACTIVITY WITH ONE WITH BETTER
PERFORMANCE.
• Multisensor integration: The vehicle has four different sensors: (1) the on-board odometer, (2) the ultrasound transducers, (3) the pair of Biris laser ranging cameras for anomaly detection, and (4) the scanning Biris laser ranging camera. Although we have not yet integrated all the activities into one system, the architecture has accommodated several of these sensors during the experiments.
WE STILL HAVE MANY ISSUES
to address in developing our robotic architecture. In particular, there is no rigorous method for converting some of the numeric data from the feature extractors into symbolic data for the blackboard. In our case, these conversions followed the idea of essential events and states, which minimizes the amount of data going to the blackboard, but we have not tested this concept thoroughly. The advantage of essential events and states is mainly the reduction of data, which, in turn, allows us to address the serious problem of the rule base's completeness. As the number of activities increases, the possible combination of events increases exponentially, leading to a combinatorial explosion. The solution is that not all activities should report all the time. For example, the floor anomaly activity should post on the blackboard information about a floor anomaly only when one has been detected. On the practical side, to fully exploit the benefits of this type of design, we must have access to a clean multitasking operating system. Unfortunately, many mobile-robot systems are closed systems, designed as black boxes rather than potential programming development workstations, making experimental research difficult. A mobile robot's environment is so dynamic and difficult to constrain that an efficient and easily modifiable development system is essential. The system must be easily reprogrammed and reconfigured for the different environments it may encounter. Thus, it is imperative to simplify the creation of activities and their integration into the system. Finally, the design of special-purpose activities allows us to create specific functions that a mobile robot can perform reliably. These activities give the appearance of robot intelligence, but only in a limited domain. We believe that to achieve more intelligent behavior, a supervisory centralized module like the blackboard is necessary, but it is not necessary that all communications go through the blackboard. We have had some success with this approach, but to fully exploit it, we must develop more activities.
