The ranging error of WSN (wireless sensor network) is usually large in complex environments. We find that the elements of the coordinate inner product matrix may fluctuate in a certain range with the changing ranging error. Therefore, we present a maximum likelihood estimation (MLE) location algorithm based on the coordinate inner product matrix for determining the relative locations of sensor nodes in complex environments with large ranging error. Based on the global topological structure and the connectivity of WSNs, the geodesic distance between each node and the coordinate inner product matrix are obtained. Using the maximum likelihood estimator for a coordinate inner product matrix, we can finally estimate the sensor node coordinates by finding the global optimal solution. The experimental results show that the algorithm has good noise resistance for ranging noise; therefore, it is suitable for WSN node locating with large range noise. When the node distance error is large, it can also achieve high location accuracy.
Introduction
During WSN locating, it is generally assumed that neighboring nodes can communicate with one another and the distance among them can be surveyed. Basically, the smaller the measured distance error, the higher the location precision that can be achieved [1] [2] . Therefore, it is hoped that the distance measurement error can be decreased by modifying the node's hardware structure or increasing the node's transmitting power [3] [4] . However, high precision distance measuring means will bring about increased hardware cost and energy consumption. For instance, the distance measurement technique TOA requires strict time synchronization, TDOA requires two signal transmitting devices, and AOA needs multiple signal receiving devices. Increasing the node's transmitting power will shorten the shelf life of wireless sensor nodes. All those go against the design principle of low cost and low consumption of WSNs [5] [6] [7] .
In the application of WSNs, location plays a vital role in monitoring the entire network. The location of any event or the node location for the obtained information is an indispensable part of the wireless sensor node monitoring information. There is no practical significance for monitored events or measurement information without location [8] [9] . Therefore, determining the location of events or obtaining the node location of the information is one of the basic functions of the WSNs and plays a key role in the application of the WSNs [10] .
With the development of sensor networks, academia has proposed a number of node location algorithms aiming at different application environment and hardware technical requirements [11] [12] . The implementation of most location algorithms includes two phases. The first is ranging: in the process of node location, the location algorithms usually assume that adjacent nodes can communicate with each other and that the interrelationship between nodes can be estimated through the connectedness of nodes or the measuring apparatus of their own. The second is locating: calculate the unknown nodes according to the acquired anchor node location. In fact, the main difference between sensor network node location algorithms lies in the locating phase. The triangulation algorithm uses the measured distance between the unknown nodes and three anchor nodes to obtain the coordinates of the unknown nodes by solving equations. The convex optimization location algorithm turns the problem of node location into convex constrained optimization after acquiring the communication status between nodes and estimates the location of the unknown nodes by linear programming and semidefinite programming. Some researchers have proposed an enhanced probabilistic model for the fixed deployment scenarios, but its application scenarios are very limited because the deployment of WSNs is usually random [13] . Many factors can affect the location accuracy of location algorithms, such as the number of anchor nodes, range measurement biases, hardware conditions, application environment, etc. So far, no algorithm has achieved a high and stable location accuracy under all circumstances. The location algorithm in this paper transforms the distance matrix after the ranging phase to estimate the coordinates of the unknown nodes using maximum likelihood estimation by finding a globally optimal solution. Experimental results show that this algorithm has a good inhibition effect on ranging noise within a certain range of communication.
Maximum Likelihood Estimation Location Algorithm based on Product Matrix in Coordinates
Deploy the given sensor node sample set which can be expressed as in Equation (1).
To further improve the ranging accuracy, variable K is introduced; namely, choose K nodes that are most adjacent to the measurement distance among the neighboring nodes within the communication range. Other neighboring nodes within the communication range are 0.
ij H 
With the weight matrix and node measurement distance within the communication range, the geodesic distance of all nodes can be defined. It is shown in Equation (2). , , ,
We get the distance between the nodes and the distance matrix
. Therefore, we can get the coordinate inner product matrix
If all nodes in the network can communicate with each other without ranging bias, then product matrix B in the coordinates is the inner product of the absolute coordinate of all nodes. Considering that the nodes in the network have a certain communication range, and within the certain communication range there exists ranging biases between nodes, it is assumed that the obeying mean value of ,  It is shown in Equation (4). 
Take the logarithm of Equation (5) to get Equation (6). 
Assuming that there are N sensor nodes in WSNs, the number of anchor nodes is M and the number of unknown nodes is -NM.The actual coordinate of the sensor node i X is i x . The estimation coordinate of the location algorithm for the unknown node i X is i x , and its average location error is defined as Equation (8).
Usually, the smaller the mean location error, the better the location algorithm.
Experimental Results and Analysis
Using Matlab as the simulation platform, all algorithms are written in Matlab. The performance evaluation of the maximum likelihood estimation (MLE) location algorithm based on coordinate inner product matrix is proposed to determine its advantages and disadvantages. In all the simulation experiments in this paper, the sensor nodes are deployed in a region of 100×100 2 m.
This paper analyzes and evaluates the performance of the MLE location algorithm through a simulation experiment. Similarly, by changing the communication distance (CD), the number of the deployed sensor nodes (NN) and the ranging biases between nodes (  ) are used to quantitatively analyze the location results of the CML location algorithm. Use Equation (8) to calculate the average location biases of the unknown nodes as the index of evaluating the performance of the algorithm. The smaller the average location biases, the better the performance of the location algorithm. When the deployment area is determined, use the least number of sensor nodes to meet the event detection and environmental parameter detection of customers, and confirm the location of sensor nodes. Additionally, achieve the end of extending the operating life of the network by saving the WSN deployment cost, optimizing the network topology structure, and reducing the energy consumption of the entire network. Therefore, using fewer sensor nodes to achieve the required location requirements is an important index to measure the WSN node location algorithm.
In order to effectively evaluate the influence of the number of sensor nodes on the MLE location algorithm, the two parameters of the fixed  and the CD are respectively fixed to simulate. Set 10%
 
, and in the case of CD = 40m, CD = 50m, and CD = 60m, NN increases from 20 to 100, and the location error result is shown in Figure 1 (a) . Set CD = 50m, and when  is 10%, 20%, and 30%, NN increases from 20 to 100, and the location error result is shown in Figure 1 (b).
There is one common feature between the two location bias graphs, that is, when NN < 50, location biases increase drastically with the decrease of NN. It is shown in Figure 2 (a). When CD = 50m, the location biases at NN = 20 are twice that at NN = 40. In Figure 2 (b), when  = 10%, the location biases at NN = 20 increase about 300% compared with NN = 40. When the value of NN exceeds 50, the rangeability of the six curves in Figure 2 becomes smaller, which means that the influence of NN on the accuracy of the location algorithm tends to be stable at the moment. For example, in Figure 2 (a), when CD = 50m, the location biases of NN at 60, 70, 80, 90, and 100 are within 1 m. The reason behind such a phenomenon is that the MLE location algorithm uses geodesic distance as the measurement distance between nodes. When the nodes are within the mutual communication range, then geodesic distance is the measurement distance between nodes. When the nodes are not within the mutual communication range, then the geodesic distance would calculate the measurement distance between nodes through the methods of multi-hop ranging and optimal path selection. When the total number of nodes is small, the distribution of nodes would be sparse, and then the probability of multi-hop ranging between nodes would increase significantly and the hop counts between nodes would increase with a decrease in the number of sensor nodes. This would make the geodesic distance deviate more from the Euclidean distance between nodes, resulting in a dramatic increase in location biases of the location algorithm when the number of nodes is less than 50. The influence of the second set of simulation experiment evaluation σ on the location accuracy of the MLE location algorithm is analyzed. Assume all CD = 50m, when NN = 100, NN = 70, and NN = 30 and the number of anchor nodes are all six, the results of the location biases after the alteration are shown in Figure 2 (a). It can be clearly seen that when NN = 30, the location bias curve is 3m higher than when NN = 100 and NN = 70, which verifies the experimental result: when NN < 50, the location biases of the MLE location algorithm increase drastically. As  increases from 5% to 40%, the location bias at NN = 100 increases from 1.44m to 5.98m, while the location bias at NN = 70 increases from 1.67m to 6.85m. The MLE location algorithm achieves great anti-jamming performance for the ranging biases between nodes.
Set NN = 100, among which six are anchor nodes. When CD = 40m, CD = 50m, and CD = 60m, the results of the location bias after the alteration of σ are shown in Figure 2(b) . When the total number of nodes is sufficient, the MLE location algorithm maintains high location accuracy with a continuous increase in a. When CD = 60 and  = 40%, the average MLE location bias can barely reach 4.1m; when  < 20%, the MLE location bias is only 1.7m. Such location accuracy can meet the requirements of many practical applications. The third set of simulation experiments evaluated the relationship between CD and the MLE location algorithm. NN = 100 sensor nodes are deployed in a 100×100 2 m area, and six nodes are selected as anchor nodes. When  = 10%, 20%, and 30%, NN increases from 25m to 60m, and the location error result is shown in Figure 3(a) . Set 10%   , the NN is 100, 70, and 40 respectively. NN increases from 25m to 60m, and the location error result is shown in Figure 3 The two graphs in Figure 3 have an obvious feature, that is, when CD is less than 45m, the location biases increase dramatically as CD decreases. In Figure 3 (b) , it is more obvious at NN = 40; for example, the location bias reaches 14.58m at CD = 25m, because the MLE location algorithm estimates the relative position between nodes based on geodesic distance. In the case where the other parameters remain unchanged, the number of nodes within the one-hop communication range must decrease when CD declines, that is, the estimation of node distance within the one-hop communication range needs to use more information of the hop number of node communication; therefore, more ranging biases are introduced.
In practical applications, nodes within the monitoring are usually randomly deployed, and the total number of nodes is determined in most cases. With the completion of deployment, the communication range of nodes has the most direct impact on energy consumption, entire network coverage, topological structure, routing algorithm, network connectivity, and node self-location accuracy. Thus, achieving high-precision locating as the node communication distance becomes smaller has practical significance. The MLE location algorithm proposed in this paper has a deficiency in this aspect. Figure 4 shows the columnar relationship diagram between network connectivity and CD, which ranges from 25m to 60m, under the condition of NN = 100 and  = 10%, as well as the location biases under this parameter. In addition to considering the performance of the location algorithm itself, this paper also improves the location accuracy by the method of multiple locations to obtain the average value. First, randomly deploy 60 nodes in the area of 100×100 2 m, and then set six anchor nodes randomly and set all CD = 50m,  =10%, 15%, 20%, 25%, 30%, 35%, 40% respectively. Conduct 10 location on each node, and then calculate to obtain the average as the final location result. It is shown in Figure 5 . The blue nodes are the results of ten times location, while the red nodes are the average of ten times location results. The final location biases are 2. 71m, 3.09m, 3.97m, 5.4m, 5.62m, 7.3m, 7.41m, and 8.7m respectively. With an increase in σ, the scattering of blue nodes becomes larger, which means the location biases also become larger. When CD = 20m, CD = 30m, CD = 40m, and CD = 50m, the average connectivity of the network, the number of neighbor anchor nodes of the network, and the histogram of location error are given in Figure 6 . It can be seen that with an increase in CD, the average connectivity of the network and the average number of neighbor anchor nodes increase, and the location error decreases. Randomly deploy 100 nodes in the 100×100 2 m area, and select any ten nodes as anchor nodes. The range error between the set nodes is 10%. When CD = 20m, CD = 30m, CD = 40m, and CD = 50m, the average connectivity of the network, histogram of network connectivity, and location error are given in Figure 7 . It can be seen that with an increase in CD, the network connectivity diagram is increased and the location error of the sensor node is shortened. The location errors of the four communication distances are 2.05m, 2.75m, 3.59m, and 8.74m respectively. 
Conclusion
By observing the product matrix in the node coordinates, it can be found that the product matrix element in the coordinates fluctuate in a certain interval as ranging biases change. Combined with the maximum likelihood estimation algorithm, an MLE location algorithm based on product matrix in the coordinates is introduced. The MLE location algorithm uses geodesic distance to estimate the measurement distance between nodes, represents the topological structure of network with a distance matrix. Then, it turns the distance matrix into a product matrix of nodes in coordinates to conduct the maximum likelihood estimation on the product matrix in the coordinates to finally obtain the absolute coordinate of all nodes.
