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Experimental implementation of a quantum computing algorithm strongly relies on the ability
to construct required unitary transformations applied to the input quantum states. In particular,
near-term linear optical computing requires universal programmable interferometers, capable of im-
plementing an arbitrary transformation of input optical modes. So far these devices were composed
as a circuit with well defined building blocks, such as balanced beamsplitters. This approach is vul-
nerable to manufacturing imperfections inevitable in any realistic experimental implementation, and
the larger the circuit size grows, the more strict the tolerances become. In this work we demonstrate
a new methodology for the design of the high-dimensional mode transformations, which overcomes
this problem, and carefully investigate its features. The circuit in our architecture is composed of in-
terchanging mode mixing layers, which may be almost arbitrary, and layers of variable phaseshifters,
allowing to program the device to approximate any desired unitary transformation.
I. INTRODUCTION
The evolution of quantum computing hardware slowly
reaches the level of hundreds of individual qubits. These
systems are still too small and noisy – noisy intermedi-
ate scale quantum (NISQ) computers – to run a fault-
tolerant quantum algorithm of a reasonable size. This
fact poses a question – which problems can still bene-
fit from computational advantage even if they are solved
on NISQ devices? The variational quantum algorithms
[1, 2] and sampling problems [3] are the examples of such
tasks. Both these examples imply that the quantum de-
vice implementing an algorithm must be able to realize
an in principle arbitrary unitary transformations of the
computational quantum state.
Linear optics is a promising architecture employing sin-
gle photons and linear-optical circuits to perform quan-
tum computing algorithms [4, 5]. Recent works have
demonstrated the versatility of linear-optical quantum
systems and their ability to implement a wide range
of quantum computing tasks from the well-known algo-
rithms [6, 7] to the more specific ones, such as boson sam-
pling [8–10] and variational algorithms [2, 11, 12]. The
efficient realization of the later two classes of algorithms
was made possible by the universal programmable linear-
optical interferometers [13]. The universal programmable
interferometer structure implies the ability to set arbi-
trary unitary transformation of the input optical modes
by tuning the phaseshifting elements inside the interfer-
ometer. The construction of a universal interferometer
∗ saygin@physics.msu.ru
is based on the unitary matrix factorization theorem [14]
which was later adopted to the optical scenario [15, 16].
The essential building block is a beamsplitter which is
characterized by its reflectivity and the relative phase-
shift between the modes at the output. The optical cir-
cuit of the interferometer includes a sequence of tunable
beamsplitters (for example, Mach-Zehnder interferome-
ters) coupling the modes according to the chosen geom-
etry – triangular [15] or square [16]. A perfect Mach-
Zehnder interferometer achieving the whole SU(2) group
covering includes two exactly balanced 50:50 beamsplit-
ters, imposing strict tolerances on the fabrication proce-
dure. According to the recent study [17] the larger is the
universal interferometer the more sensible it is even to
the small beasmplitter fabrication errors on the level of
< 1%. The overall fidelity may be improved for some
transformations by application of an optimization algo-
rithm but the overall universality feature of the interfer-
ometer will be inevitably lost.
In this work we propose an optical circuit architecture
which is extremely robust even to quite large fabrication
errors. Furthermore, the mode mixing elements com-
prised in the proposed circuit should not be created ac-
cording to the predefined template such as the balanced
50:50 beamsplitters forming the Mach-Zehnder intefer-
ometer, but may be quite arbitrary mode-coupling ele-
ments. Our numerical experiments show strong evidence,
that this architecture is capable of realizing large-scale
arbitrary unitary transformations with high fidelity.
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FIG. 1. a) An overview of a general layout of a multi-
mode unitary composer. N input modes are mixed N times
in the consecutive mixing layers followed by layers of tunable
phaseshifters (red circles). The relative phases are tuned to
achieve the required unitary transformation. b) A variation
of the composer circuit where only one phaseshifter is tuned
between the mixing layers.
II. THE UNITARY COMPOSER
A lot of unitary matrix parametrizations can be found
throughout mathematical literature [14, 18, 19], but only
few of them have found direct application in the ex-
perimental physics. The best example is the Hurwitz
parametrization [14] which gives an intuitive recipe on
how to compose a SU(N) transformation by appropri-
ately arranging elementary SU(2) two-mode operations.
Another notable work is an application of Householder
reflection for synthesis of unitary matrices in a cold ion
system [20].
A general outline of our idea is illustrated in Fig. 1.
The N -mode unitary composer includes N steps of mode
mixing by a unitary transformation F . As we will show,
this transformation may be quite arbitrary, and does not
have to be the same for each layer, but let us start with
a particular case, where F is a Fourier transform:
F (N) =
1√
N

1 1 1 . . . 1
1 ω ω2 ωN−1
1 ω2 ω4 ω2(N−1)
...
. . .
...
1 ωN−1 ω2(N−1) . . . ω(N−1)(N−1)
 ,
ω = e
2pii
N . (1)
This is a straightforward generalization of a two-
dimensional construction with a tunable Mach-Zender
interferometer.
The composer is programmed to perform an arbitrary
desired unitary transformation using the phaseshifters
controlling the relative phases of each mode after every
mixing step. The overall sequence comprising the trans-
formation has the following form:
U = P1F
(N)P2F
(N) . . . PNF
(N)PN+1, (2)
Pk = diag
(
eiφk1 , eiφk2 , . . . , eiφkN−1 , 1
)
. (3)
Similar ideas of configuring the transformation were re-
ported in [21–24]. The universality theorem was proven
for a multiport circuit of similar topology [25], however
the proof relies on the ability to construct specific multi-
port mixing gates to fit the overall transformation to the
desired unitary matrix, which is not the case considered
in this work.
A general SU(N) matrix has d = N2 − 1 independent
parameters, thus the universal circuit should possess at
least d controllable degrees of freedom. This implies that
the proposed architecture should include at least N mix-
ing steps followed by N + 1 phase shifts Pi to be in prin-
ciple capable of reproducing an arbitrary special unitary
transformation. However, we should note, that the exis-
tence of m ≥ N2 − 1 degrees of freedom doesn’t neces-
sarily enable any circuit with a universal reconfigurability
feature. We designed a numerical procedure to test the
performance of the unitary composer circuit [26]. Our
numerical strategy uses an optimization algorithm to fit
the phase configuration {Pi} of the composer transforma-
tion U to match a given unitary matrix Us. The unitary
samples Us are drawn from the Haar random distribution
using a QR-decomposition of a random matrix from the
Ginibre ensemble [27]. The phases {Pi} are tuned us-
ing the basinhopping algorithm (SciPy Python library)
minimizing the 1−Q figure of merit, where Q is fidelity
defined as
Q =
〈U |Us〉 〈Us|U〉
〈U |U〉 〈Us|Us〉 , (4)
〈U |Us〉 = 1
N
Tr
(
U†Us
)
. (5)
Even though the basinhopping routine is designed to find
a global optimum, it frequently sticks to a local mini-
mum. The optimization procedure is conducted 10 times
for each random unitary sample and the best result cor-
responding to the smallest figure of merit is taken, thus
reducing the effect of the local minimum problem. The
optimization results are provided in Fig. 2 on the top
panel. Each set of the optimization runs includes a nu-
merical search of the optimal phase setting Pi for 1000
Haar random unitary samples. The results of the numer-
ical simulations up to N = 30 show clear evidence that
the proposed circuit design indeed may be a universal
composer of SU(N) matrices. The simulation was per-
formed for a circuit with different number of the mixing
layers. For N = 30 the fidelity distributions for 26 an 31
layers almost coincide, which is most probably an arti-
fact of our simulation procedure. We used an identical
size of the random unitary sample set for each dimension,
and hence for higher N the probability of sampling a uni-
tary from a subspace inaccessible by a fewer layer circuit
is smaller, than for the lower dimensional matrix space.
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FIG. 2. Numerical test of the composer performance. The top row represents the results of phaseshifters configuration
optimization for a composer with identical Fourier mixing layers. Each histogram represents the probability density function
(PDF) of approximation fidelity of a randomly chosen N × N unitary using a composer with a specified number of phase
layers. The result for the full configuration clearly indicates that the proposed circuit may approximate any arbitrary unitary.
The bottom row displays the optimization results for the unitary composer circuit with arbitrary unitary mixing layers chosen
randomly and independently for each layer. For N = 20 ten- and fifteen-layer histograms almost coincide. In the N = 30
case, already for a twenty six layer circuit all sampled random unitary matrices were fitted with > 99% fidelity, and thus the
twenty six and the thirty one layer histograms overlap in the picture. This is most probably an artifact of sampling from a
high-dimensional distribution, and does not mean, that in higher dimensions a circuit with less then N + 1 layers performs
better.
Interestingly, the number of mixing layers and the phase-
shifters at each step should not be exactly equal to N and
N − 1, respectively. Fig.1b) illustrates an extreme case
where only one phase per layer is tunable. The circuit
requires N2− 2 mixing layers in order to possess enough
degrees of freedom to be capable of fitting an arbitrary
unitary transformation. This circuit also demonstrates
similar performance and may be interesting for those ex-
perimental systems where the access to each mode of the
system is prohibited.
Let us now develop a theoretical framework describing
the capabilities of the unitary composer. Firstly we note
that if arbitrarily long sequences of fixed transformations
are allowed, a set of only two different matrices is enough
to generate any SU(N) transformation [28]. The proof
is straightforward: the first matrix is an irrational phase
shift, its powers densely cover all phase shift matrices,
and the second matrix is the mixing Fourier F (N) unitary.
The question of constructing an arbitrary unitary with
a sequence of F (N) and phaseshifters of a fixed length is
an open question. Here we provide strong evidence in
support of the claim, that it is possible to achieve this
goal with the sequence (2).
The strict proof of the universality claim implies show-
ing that the composer transformations U({φ}) should
form a group under matrix multiplication and then prove
that this group densely covers the SU(N) group of the
corresponding dimension. We couldn’t find the rigorous
proof neither for the simplest nontrivial case of N = 3
nor for the general case of arbitrary dimension. How-
ever, we have worked out preliminary considerations on
the structure of the manifold described by (2). The de-
tailed mathematics are provided in Appendices C and B,
here we will present a short summary of our findings. The
tangent space of the composer U transformation mani-
fold is 8-dimensional, which means that in principle the
composer is flexible enough to reconstruct the su(3) al-
gebra. However, there exist zero-measured submanifolds
on which some of the phase factors from the set {Pi} are
linearly dependent in the first order. This means that the
coordinates are singular on some submanifolds analogous
to the pole in polar or spherical coordinates. Identity
of the group lies in the singular submanifold. We show
explicitly, that it indeed is a coordinate singularity and
4the group manifold in the vicinity of the unity matrix is
smooth. We do not claim the rigorous proof of univer-
sality, but we hope that our considerations may give a
deeper insight into the problem.
Since the proposed architecture is primarily designed
to be applied in real-life experiments it is necessary to
test the performance of the circuit under an assumption
that one can not fabricate a F (N) mixing layer perfectly.
Surprisingly, we found that the unitary composer con-
structed with completely random mixing gates, indepen-
dently drawn from the Haar-uniform distribution for each
layer, demonstrates exactly the same performance as an
ideal Fourier-based circuit. This result demonstrates su-
perior robustness of the proposed composer architecture
to any fabrication defects altering the mixing layer, as
opposed to the previously reported implementations [17].
This is the main result of this work, since the proposed
circuit overcomes the main problem of the architecture
based on the Hurwitz decomposition – the inability to
fully cover the unitary space when the elementary trans-
formations suffer from imperfect fabrication [17, 29].
III. A PHYSICAL EXAMPLE
A good example of the physical system meeting all
the requirements for implementing the described unitary
composer, i.e. the one, where the physical modes of the
system can be mixed and each mode is individually acces-
sible to set the appropriate phase, is linear optics. Linear
optical devices are typically employed to transform the
input set of optical modes ai into the output set bi by
means of a unitary transformation bi = ULOai describ-
ing an effect of a network of linear optical elements. The
most common linear optical elements are a beamsplitter
BSij(θij , φij) acting on two input modes i and j and a
phaseshifter Pi setting the phase ψi on the mode i:
BSij(θ, φ) =
=

1 . . . 0
. . .
eφij cos(θij/2) . . . i sin(θij/2)
...
...
. . .
...
...
ieφij sin(θij/2) . . . cos(θij/2)
. . .
0 . . . 1

,
(6)
Pi = e
iψi . (7)
Typically, the required SU(N) optical transformation
is created by setting appropriate values of the parame-
ters {θ, φ, ψ} of the beamsplitter and phaseshifters net-
work [15, 16]. The physical implementation of BS(θ, φ) is
an optical circuit – a Mach-Zehnder interferometer – in-
cluding two balanced beamsplitters BS(pi/4, 0) and two
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FIG. 3. The figure illustrates the optimization results for
the Clements architecture circuit with different beamsplitter
imbalance models. The red histogram corresponds to a most
naive imbalance model – each beamsplitter is altered with
∆θ randomly distributed in the [−20◦, 20◦] range. The or-
ange histogram represents a modified imbalance model – ∆θ
is sampled from [0, 20◦], which is a better model for a realistic
optical element design error, since usually the design defects
introduce some constant bias to the reflection coefficient as
well as some random deviation due to fabrication imperfec-
tions. The worst case scenario is depicted with a black his-
togram, where all fixed beamsplitters was altered with equal
∆θ, which was chosen independently for all random unitary
samples.
phaseshifters (4). A BS(θ, φ) followed by a phase shift
P (ψ) generates an entire SU(2) group [30]:
P (ψ)BS(θ, φ) = ei(ψ−pi)/2Xei(θ+pi)Zei(φ−pi)/2X , (8)
which is the core requirement for the network designs of
[15, 16] to decompose any arbitrary unitary. It should be
noted that in principle any fixed beamsplitter transfor-
mation mixing a pair of optical modes densely generates
SU(N) [31]. However, for practical purposes it is more
efficient to implement a network scheme allowing to pro-
gram the required unitary. The typical approach to con-
structing a reconfigurable linear optical device realizing a
programmable unitary transformation relies on building
a precise Mach-Zehnder interferometer network. The ex-
periments reported in [4, 13, 32, 33] have demonstrated
the capabilities of such a network design to experimen-
tally approximate arbitrary unitaries. However, the per-
formance of the linear optical network heavily depends
on the quality of the individual Mach-Zehnder elements.
The recent study [17] questioned the effect of an indi-
vidual beamsplitter error on the overall unitary fidelity
and concluded that the beamsplitter reflectivity errors of
few percents diminish the quality of the unitary trans-
formations significantly. The reason is that the Mach-
5Zehnder interferometer fully covers the SU(2) group only
when the beamsplitters are perfectly balanced, as can
be easily checked using 6. This makes a subset of uni-
tary transformations unavailable for the programmable
linear optical network composed of imperfect optical ele-
ments [29]. We have numerically tested the performance
of the most widely used Clements interferometric circuit
to different beamsplitter imperfections, which might oc-
cur in the experimental setting. The results are shown
in Fig. 3. The same numerical optimization algorithm as
used throughout the work couldn’t fit the interferometer
parameters to reproduce randomly sampled unitary cir-
cuits perfectly. Our results are in good agreement with
those of [17], where similar tests were performed. The ac-
cumulated errors may be fixed only by adding ancillary
optical elements and running an optimization procedure
mitigating the effect of errors by fine tuning the reflec-
tivities and phases of these additional optical elements
[17].
Integrated photonic technologies provide the necessary
tools to develop multiport beamsplitters which can be
employed in the proposed unitary composer circuit. For
example, quantum optical experiments using the multi-
mode beamsplitters have been perfromed in [34–37]. The
multiport beamsplitters may be fabricated as an array
of evanescently coupled waveguides [38] or as a multi-
mode interference (MMI) elements [34]. Our results (see
Fig. 2) show that the unitary composer may include ran-
dom mixing layers instead of specifically designed identi-
cal transformations without any noticeable reduction of
approximation quality, which should tremendously facil-
itate the fabrication of such layers as MMI devices.
To show, that we are not missing some practically im-
portant unitaries in our random sampling procedure, we
have elaborated an example of approximation of the six-
mode unitary corresponding to the linear optical CNOT
gate in the coincidence basis [39]. The optical circuit of
this CNOT gate includes five beamsplitters with fixed
and specific coupling ratios and is illustrated in Fig. 4.
First we checked (see Fig. 4) if the six-mode CNOT uni-
tary matrix can be approximated by a reduced number of
mode-mixing layers since it includes only five beamsplit-
ters whereas the universal six-mode optical unitary cir-
cuit is comprised out of 15 beamsplitters. Next we have
introduced random modulation to the six-mode Fourier
mixing gate and numerically checked that the CNOT-
circuit unitary still can be recovered.
IV. DISCUSSION
The challenge to find an optimal circuit to generate ar-
bitrary unitaries is a cornerstone for experimental appli-
cations of quantum computing, it is especially challeng-
ing with the noisy currently available hardware. Here we
have demonstrated the method of generating the required
N-mode unitary transformation using the sequence of
N × N mixing layers followed by phaseshifting layers.
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FIG. 4. The figure illustrates an exemplary result of config-
uring the composer to match the 6×6 unitary transformation
corresponding to the linear optical CNOT gate in the coinci-
dence basis [39]. (a) Structure of the linear optical implemen-
tation of the CNOT gate using standard beamsplitters (right
panel). The panel on the left depicts a possible realization of
the multiport beamsplitter analogs reported in the literature
– the tritter [35, 36] and the quarter [35]. (b) The phase set-
tings for a six-mode device corresponding to the linear optical
CNOT circuit composed of the Fourier mixing layers.
A straightforward choice of the mixing layer structure –
the N ×N Fourier matrix – was motivated by a series of
preceding works [21, 22] and was the first one to test the
performance of the unitary composer circuit. However, it
turns out that the Fourier transform may be replaced by
an arbitrary mode-mixing unitary transformation – the
optimization procedure will still fit the phases perfectly
to approximate the required unitary with near unity fi-
delity. This result is very important for experimental
applications showing that one does not necessarily need
to carefully engineer the building blocks of the circuit to
be able to reach any matrix in the unitary space. This
is in sharp contrast with the previously reported decom-
position schemes [15, 16], which fail to cover the whole
unitary matrix space as soon as the fixed mode-mixing
elements do not perform ideally. Our architecture finds
6a straightforward application in linear-optical comput-
ing, however its generality may allow it to be used in
much wider context. We believe that our results may sig-
nificantly boost experimental research in quantum com-
puting, allowing for novel ways of scaling up the system
without sacrificing performance.
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7Appendix A: SU(3) composer transformation
structure
We study a particular example of tritters (quantum
fourier transform matrices) representation of an SU(3)
group, i.e. general 3 by 3 unitary matrices with detU = 1
(in what follows matrices U, U¯ ∈ SU(3)). The represen-
tation is as follows
U = P12TP34TP56TP78 , (A1)
or one can add an additional tritter matrix
U¯ = TU = TP12TP34TP56TP78 , (A2)
where
Pjk =
 exp(iφj) 0 00 exp(iφk) 0
0 0 exp(−i(φj + φk))
 ,
with parameters φi, and
T =
−i√
3
 1 1 11 w w2
1 w2 w
 , w = exp(2pii
3
) ,
A general element of the SU(N) group can be repre-
sented as an exponent of an algebra generator, in par-
ticular, a unitary matrix (fundamental representation) is
an exponent of an anti-Hermitian matrix. In the case of
phase rotating gates a unitary matrix Pjk is an exponent
of diagonal Gellmann matrices
Pjk = exp(−φj
2
λ7 + (φk +
φj
2
)λ8) , (A3)
where Gellmann matrices form the basis in the SU(3) al-
gebra. Below we use the following notations for Gellmann
matrices:
λ1 =
 0 i 0i 0 0
0 0 0
 , λ2 =
 0 0 i0 0 0
i 0 0
 , (A4)
λ3 =
 0 0 00 0 i
0 i 0
 , λ4 =
 0 1 0−1 0 0
0 0 0
 , (A5)
λ5 =
 0 0 10 0 0
−1 0 0
 , λ6 =
 0 0 00 0 1
0 −1 0
 , (A6)
λ7 =
 −2i 0 00 i 0
0 0 i
 , λ8 =
 0 0 00 i 0
0 0 −i
 . (A7)
Diagonal matrices can be permutated with tritter gates
due to the following conjugation property
− Tλ7T−1 = λ1 + λ2 + λ3 , (A8)
−
√
3 Tλ8T
−1 = λ4 − λ5 + λ6 . (A9)
Since T 4 = 1, formulae (A8) and (A9) enables one to
express U¯ as follows
U¯ = eφ1(λ1+λ2+λ3)+φ2(λ4−λ5+λ6) eφ3λ7+φ4λ8 ×
× eφ5(λ1+λ2+λ3)+φ6(λ4−λ5+λ6) eφ7λ7+φ8λ8 , (A10)
where we have linearly reparametrized φi for the sake of
brevity.
Let us now use the identity which follows from Baker-
Campbell-Hausdorff (BCH) formula for the two middle
terms in (A10)
eXeY = eY+[X,Y ]+
1
2! [X,[X,Y ]]+
1
3! [X,[X,[X,Y ]]]+...eX .
(A11)
One calculates
U = exp [φ1(λ1 + λ2 + λ3) + φ2(λ4 − λ5 + λ6)]×
× exp[λ1(φ5 cos a− φ6 sin a) + λ2(φ5 cos b+ φ6 sin b) + λ3(φ5 cos(a− b) + φ6 sin(a− b)) +
+ λ4(φ6 cos a+ φ5 sin a)]− λ5(φ6 cos b− φ5 sin b) + λ6(φ6 cos(a− b)− φ5 sin(a− b))]×
× exp [(φ7 + φ3)λ7 + (φ8 + φ4)λ8] . (A12)
The next step is to merge the two first exponents in (A12)
by making use of the original BCH formula. The func-
tional independence of coefficients in front of λ1 − λ6 in
the resulting exponent would conclude the proof of uni-
versality. Unfortunately, this calculation appears too in-
volved, and we were not able to sum the full BCH series.
There is, though, another way to deal with the tritter
construction. It simplifies the local (algebraic) study, but
still does not allow to prove universality on a group level.
Let us notice that tritter is a matrix exponent of the
8following combination:
T = exp
[√
3pi
12
(λ7 − 2λ1 − 2λ2 + λ3)
]
, (A13)
and it can be conjugated with the phase gate:
A1 = P (φ1, φ2) · TP †(φ1, φ2) =
= exp
[√
3pi
12
(λ7 − 2 cos(φ1 − φ2)λ1 + 2 sin(φ1 − φ2)λ4 − 2 cos(2φ1 + φ2)λ2 + 2 sin(2φ1 + φ2)λ5
+ cos(φ1 + 2φ2)λ3 − sin(φ1 + 2φ2)λ6))] . (A14)
This allows one to perform the following procedure:
U= P (φ1, φ2)TP (φ3, φ4)TP (φ5, φ6)TP (φ7, φ8) =
eA1P (φ1 + φ3, φ2 + φ4)TP (φ5, φ6)TP (φ7, φ8) =
eA1eA2P (φ1 + φ3 + φ5, φ2 + φ4 + φ6)TP (φ7, φ8) =
eA1eA2eA3P (φ1 + φ3 + φ5 + φ7, φ2 + φ4 + φ6 + φ8) ,
where A1 depends only on φ1 and φ2, A2 depends on the
sums φ1+φ3 and φ2+φ4 and so on, hence, all four factors
A1, A2, A3 and P are independent. Now we shift φi to
separate the parameters and simplify the expression:
φ3 → φ3 − φ1, φ4 → φ4 − φ2,
φ5 → φ5 − φ3 − φ1, φ6 → φ6 − φ4 − φ2,
φ7 → φ7 − φ5 − φ3 − φ1, φ8 → φ8 − φ6 − φ4 − φ2,
so that each factor depends on it’s own couple of φ’s. For
the sake of brevity we also change the parameters in Ai
as follows,
a1 = φ1 − φ2, b1 = 2φ1 + φ2,
a2 = φ3 − φ4, b2 = 2φ3 + φ4,
a3 = φ5 − φ6, b3 = 2φ5 + φ6,
so that Ai reads:
Ai =
√
3pi
12
(λ7 − 2 cos(ai)λ1 + 2 sin(ai)λ4 − 2 cos(bi)λ2 + 2 sin(bi)λ5 + cos(ai − bi)λ3 − sin(ai − bi)λ6) . (A15)
In these notations SU(3) element reads
U = eA1eA2eA3P (φ7, φ8) . (A16)
This form of matrix U may simplify its series decompo-
sition in terms of φi.
Appendix B: Vicinity of a point: an algebraic
approach
Let us prove that the tangent space to our group man-
ifold in a general point P is 8-dimensional. The tangent
space is provided by an equivalency class of a first order
expansion of a group element. The corresponding tan-
gent space to identity of a group is a conventional Lie
algebra:
(e+ tA)†(e+ tA) = e → A† = −A. (B1)
For a general group element the tangent algebra is
twisted by the inverse element:
(g + tA)†(g + tA) = e → (g†A)† = −(g†A). (B2)
In other words, element of the algebra is
Xα = g
−1∂αg (B3)
su(3) commutation relations together with group struc-
ture would prove that it is indeed SU(3) group. At least,
its universal envelope is SU(3), but finite factor is easy
to exclude. Now we make a first order expansion (for
instance using A16):
U−1 · U(ai + δ(ai), φ7 + δ(φ7), φ8 + δ(φ8)) = (B4)
I+
∑
i
δ(ai)Ci + δ(φ7)C7 + δ(φ8)C8 .
The last two terms are obviously linearly independent
combinations of λ7 and λ8. Linear independence of λ1−6
9combinations in Ci was explicitly checked. We do not
present the cumbersome answers, since the calculations
are totally straightforward. This shows that the tangent
space is indeed 8-dimensional.
This result holds in the general point of a group man-
ifold. Unfortunately, there are zero-measured submani-
folds where Ci are linearly dependent. Indeed, one can
expect that, for instance, if φ3 and φ4 phases in the P2
gate are zeros, only two out of four parameters in the
P1 and P3 gates survive. On the other hand, this does
not necessarily make the dimension of the tangent space
lower. In full analogy with the pole in polar or spherical
coordinates these zero-measured submanifolds may indi-
cate a coordinate singularity. The easiest way to check
that the dimension of tangent space did not get lower in
the vicinity of degenerate points is to solve numerically
the equations of the form
U(φ1, ..φ8) = U0 (1 + λi) , (B5)
for small  with an 2 accuracy. The existence of the
solutions for all λi indicate that the point is regular. The
explicit numerical check has been performed around the
unity matrix U0 = I3.
However, there is an analytic way to prove that the
manifold is regular at a given point P . First of all, we
construct the metric of the manifold, in case of the Lie
group – the Killing metric, which reads
gµν = Tr(XµXν) = Tr(g
−1∂µgg−1∂νg) , (B6)
where Tr stands for trace. The metric is 8 by 8 real sym-
metric matrix. It is degenerate in the points of (coordi-
nate) singularities. But to check whether the manifold it-
self is singular or not, one has to find Riemann tensor: its
regularity would mean regularity of the manifold. This
is straightforward differential geometry computation, but
very cumbersome. Thus, to simplify the calculation one
can use series expansion around point P (one has to keep
enough terms of the series due to the second derivatives
in expression for curvature and Riemann tensors). We
found analytically the Riemann tensor of the manifold
in the point corresponding to identity of the group. The
tensor is regular, in particular, it is zero, so the manifold
is not only regular, but also flat near this point.
Appendix C: Multiport beamsplitter structure
A possible way of physical realization of the proposed
structure (2) in linear optics in N = 3 case is to use three-
port beamsplitters, so called tritters, as the mode mixing
elements F , and phase shifters P . A tritter is a three-
port beamsplitter, which enables three input modes to
simultaneously interfere in the three-arm directional cou-
pler, formed by three evanescently coupled waveguides.
Experimentally this device can be manufactured, for ex-
ample, via the femtosecond laser writing technique in a
transparent dielectric media [40]. The tritter is called
balanced when a single photon entering one of three in-
put ports has equal probabilities to exit from each of
three output ports. The action of a balanced tritter on
can be described by a unitary operator, mapping the in-
put field creation operators a† to the output operators
b†: b† = UTr a†, where UTr is the matrix of a symmetric
balanced tritter.
The matrix of a symmetric balanced tritter can be ob-
tained as follows: let us consider propagation of three
photons along the z-axis in three equally coupled waveg-
uides. Let a†j be a photon creation operator in a j-th
waveguide (j = 1, 2, 3). According to the coupled mode
theory the evolution of the photon creation operator dur-
ing propagation along the z-axis in three equally coupled
waveguides could be described by the system [41]:

i
da†1
dz
= βa†1 + ca
†
2 + ca
†
3,
i
da†2
dz
= ca†1 + βa
†
2 + ca
†
3,
i
da†3
dz
= ca†1 + ca
†
2 + βa
†
3.
(C1)
where β is the propagation constant, c – the coupling
coefficient between the neighbouring waveguides ( if c is
the same for all pairs of waveguides the tritter is sym-
metrical.)
The system (C1) can be explicitly solved:A†1(z)A†2(z)
A†3(z)
 = U
A†1(0)A†2(0)
A†3(0)
 , (C2)
where
U =
1
3
e−iβz
d b bb d b
b b d
 , (C3)
d = exp(−i2kz) + 2exp(ikz), (C4)
b = exp(−i2kz)− exp(ikz). (C5)
It can be shown that the interaction length z = L
should be chosen as kL = 2pi/9 for a balanced tritter.
Then the matrix of a symmetrical balanced tritter is (up
to a phase shifts inserted in the input or in the output
modes):
UTr =
1√
3
1 1 11 ei2pi/3 ei4pi/3
1 ei4pi/3 ei2pi/3
 , (C6)
which appears to be exactly the Fourier transform matrix
(1) in case N = 3.
Similarly, it is possible to construct a symmetrical bal-
anced four-path beamsplitter – a quarter. Such devices
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may also be implemented with the aid of femtosecond
laser writing techninque [35]. Th quarter matrix is ob-
tained in the same way as that for a tritter, and it is
essentially a 4× 4 quantum Fourier transform:
Q =
1
2
1 1 1 11 i −1 −i1 −1 1 −1
1 −i −1 i
 (C7)
Using interference schemes (2) based on these particu-
lar multipath beamsplitters and phaseshifters one may
implement an arbitrary unitary transformation in the
corresponding dimension.
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