Abstract. In this paper we compute the exact divisibility of exponential sums associated to binomials F (X) = aX d1 + bX d2 . In particular, for the case where max{d 1 , d 2 } ≤ √ p − 1, the exact divisibility is computed. As a byproduct of our results, we obtain families of binomials that do not permute F p , and a lower bound for the sizes of value sets of binomials over F q . Additionally, we obtain a new criterion to determine if a polynomial defines or not a permutation of F p that depends on the divisibility of the exponential sum associated to the polynomial.
Introduction
Exponential sums have been applied in many areas of mathematics and their divisibility is used as a tool to characterize important properties of objects in applied mathematics. Many authors have studied the p-adic divisibility of the roots of the L-function associated to the exponential sum. This information is encoded in the Newton polygon of the L-function ( [24, 29, 30, 31, 7, 6, 1, 2] ). As the value of an exponential sum is equal to the sum of the roots of the associated L-function, any estimate on the roots implies an estimate for the divisibility of the exponential sum. Sometimes, roots of the L-function associated to the exponential sum have the same p-divisibility and when added together, the p-divisibility of the exponential sum increases. In this paper we study the exact divisibility of exponential sums associated to polynomials over F p when p is odd, i.e., the divisibility of the sum of the roots of the L-function associated to the exponential sum.
In general, there are good estimates for the divisibility of exponential sums ( [1, 15, 18, 19, 25] ). We are interested in computing the exact divisibility of exponential sums associated to polynomials in one variable over the prime field F p . This is a difficult problem in general, therefore, in this paper, we present the study of some families of polynomials. Every time we compute the exact divisibility of a family of exponential sums we obtain three things. First, that each value of the exponential sum is not equal to zero; second, that the polynomial associated to the exponential sum is not a permutation of the finite field and third, a lower bound for the size of the value set of the polynomial. The divisibility of exponential sums associated to monomials is well known; the next simplest case is exponential sums of binomials.
In this paper we compute the exact divisibility of families of exponential sums associated to binomials. In particular, the exact divisibility is computed for exponential sums associated to F (X) = aX
when a, b ∈ F * p , and max{d 1 , d 2 } ≤ √ p − 1. To our knowledge, this is the first result on the exact divisibility of exponential sums depending only on max{d 1 , d 2 }. We also compute the divisibility of exponential sums associated to binomials where
, and, as a consequence, we prove that the polynomial
splits completely over F p , where i = 0, 1. Recently, the problem of finding permutation polynomials for finite fields has received a lot of attention (see [22, 17, 13, 16, 32, 3, 9, 4, 10] ). In this paper we apply our results to determine families of polynomials that do not permute F p . In particular, we obtain that if d 1 − 1 divides p − 1 and F (X) = X d 1 + bX permutes F p , then d 1 ≥ 2(p − 1).
In [27] , Wan-Shiue-Chen established the following lower bound for the size of the value set V F of a polynomial F over a finite field F q (q = p f ): if µ p (F ) is the smallest positive integer k such that x∈Fq F (x) k = 0 in F q , then |V F | ≥ µ p (F ) + 1. Recently, Mullen-Wan-Wang generalize this result to polynomials in several variables. We compute µ p (aX
and d 2 satisfying some natural conditions. In particular, µ p (aX
is computed explicitly when max{d 1 , d 2 } ≤ √ q − 1.
Finally, we give a divisibility criterion to determine when a polynomial is a permutation polynomial of F p : for ǫ > 0, then p p−1 2 +ǫ divides the exponential sum associated to F if and only if F is a permutation polynomial of F p . This implies that if p p−1 2 +ǫ divides the exponential sum associated to F , then the value of the exponential sum is 0.
We want to point out that the main focus of this paper is the computation of the exact divisibility of exponential sums; the results on value sets and permutation polynomials are consequences of our method to obtain exact divisibility.
Preliminaries
Given j, j i integers such that 0 ≤ j i < p and j = r i=0 j i p i , we define the p-weight of j by σ p (j) = r i=0 j i , and ρ p (j) = r i=0 j i !. From now on, we assume that a polynomial
of degree less than p − 1. In this paper we consider p to be odd. Let Q p be the p-adic field with ring of integers Z p , and let K be the extension over Q p obtained by adjoining a primitive (p − 1)th root of unity in Q p , the algebraic closure of Q p . The residue class field is isomorphic to F p . Let T denote the Teichmüller representatives of F p in K. Denote by ξ a primitive pth root of unity in Q p . Define θ = 1 − ξ and denote by v θ the valuation over θ.
is defined as follows:
We denote S(aX
, where ab = 0.
Note that if the exact p-divisibility of the exponential sum x∈Fp φ(F (x)) is a real number, then S(F ) will not be divisible by arbitrary power of p and therefore S(F ) = 0. The next theorem gives a bound for the valuation of an exponential sum with respect to θ.
for (j 1 , . . . , j N ) a solution to the modular equation
Following the notation in [19] , we expand the exponential sum S(F ):
where a ′ i 's are the Teichmüller representatives of the coefficients a i of F , and c(j i ) is defined in Lemma 2.2 below. Each solution (j 1 , · · · , j N ) to (2.2) is associated to a term T in the above sum with
Sometimes there is not equality on the valuation of S(F ) because it could happen that there is more than one solution (j 1 , . . . , j N ) providing the minimum value for N i=1 j i , for example, when the associated terms are similar some of them could add to produce higher powers of θ dividing the exponential sum. In [8, 9, 11] , we computed the exact divisibility of some exponential sums over finite fields for special polynomials. Our results of this paper generalize the results of [9] .
From now on, we call any solution (
of minimum value a minimal solution. We need to use the following lemma together with Stickelberger's Theorem to compute the exact divisibility.
Lemma 2.2 ([5]
). There is a unique polynomial
Moreover, the coefficients of C(X) satisfy
where g(j) is the Gauss sum,
Now we state some theorems about polynomials that are going to be used in the following sections.
Theorem 2.4 ( [14]
). The polynomial F (X) in one variable over F q is a permutation polynomial of F q if and only if S(F ) = x∈Fq φ(F (x)) = 0 for all nontrivial additive characters φ of F q . Theorem 2.4 implies that if S(F ) = 0 for some nontrivial additive character, then F is not a permutation polynomial of F p . Using the result of Conway-Jones in [12] , we obtain that if S(F ) = 0 for a nontrivial additive character φ of F p , then F is a permutation of F p . Note this is only true for the ground field. For example, x∈F 32 (−1)
T r(x 7 +(α+1)x) = 0, and |V F | = 21, where α 5 + α 2 + 1 = 0. We are going to use the following result to prove that
Theorem 2.5.
contains at least one term with an exponent congruent 0 mod q − 1. This implies that µ p (aX
when there is only one minimal solution, we have that µ p (aX
This case will be considered in the next section.
In this section we prove the main theorem of this paper. Our first lemma gives conditions for the modular equation (2.2) associated to a binomial to have a unique minimal solution. Using this lemma, we compute the exact divisibility of S(d 1 , d 2 ) for many families. In particular, we compute the divisibility of S(d 1 , d 2 ) for max{d 1 , d 2 } ≤ √ p − 1. Also, our lemma will have some consequences in the value sets of binomials over finite fields.
The next lemma computes µ(d 1 , d 2 ) for the modular equation
This lemma is the key for the computation of the exact divisibility of S(d 1 , d 2 ) and the estimation of V F . Those conditions of the lemma seem artificial but will lead to the calculation of exact divisibility of exponential sums under natural conditions. Now we are ready to state the lemma.
where s 1 , k 1 , k are the smallest nonnegative integers satisfying their respective modular equations. Let l 1 be a nonnegative integer satisfying
then the modular equation
has a unique minimal solution given by
Proof. Clearly, (i 1 , j 1 ) defined by (3.4) is a solution to the modular equation (3.3). To prove that (i 1 , j 1 ) is really the minimal solution of (3.3), first we need to prove that
for the solution (i 1 , j 1 ) of (3.7)
Note that lk mod d 2 is a periodic function with period d 2 for fixed k.
is a solution of (3.7). Hence
Therefore (3.8) implies (3.9)
Since
This is a contradiction to (3.9). We are going to prove Lemma 3.1 by induction on T , where T is any positive integer satisfying
Let T = 1. Now we will prove that:
This is a contradiction to (3.1). This completes the proof of Claim 1. If i < i 1 , then j > j 1 . Let i = i 1 − m and j = j 1 + n for some positive integers n and m. Hence
This completes the induction for T = 1.
Before we complete the induction for all T , note that the equation
does not necessarily have a solution. When T = 1, the condition
is a solution of (3.11) whenever (i, j) is the solution of (3.7). Therefore (3.2) assures that the equation (3.11) has at least one solution for each T . Now we are going to construct a minimal solution of (3.11). For T > 1, equation (3.11) has at least one solution. Let
Thus
By substituting j 1 by j T , i 1 by i T , s 1 by s T and k 1 by k T in the proof of the inequality (3.6) for T = 1, we have (3.14)
Now we assume that for T ≤ M we have
Now we prove that
for any T . We consider the following three modular equations.
Now we represent the three modular equations in Figure 1 .
Figure 1. Representation Modular Equations
We have
Otherwise, we have i T +1 > i T + i 1 . We obtain Figure 2 by rearrange the first and last rows of Figure 1 . We notice from Figure 2 that the section CD is an integer multiple of d 1 and also an integer multiple of d 2 . d 2 ) for some positive integer m. Now we are going to prove the case when gcd(d 1 , d 2 ) = 1. By (3.14), we have that j T + j 1 < 2d 1 . Therefore m = 1. This implies
Combining the above equations, we obtain (3.17)
Note in the case when m = 1, we did not use the primality of p.
because for the two triples corresponding i T , j T , i T +1 , j T +1 are the same. 
In the following corollary we impose conditions on d 1 and d 2 such that we can apply Theorem 3.3. 
.
Example 3.7. We want to compute the exact divisibility of the exponential sum S(35, 5) for p = 67. In this case we cannot use Theorem 3.3. Using Remark 3.6, the modular equation associated to S(35, 5) is 7i + j mod 66. Now applying Lemma 3.1, we obtain that ν θ (S(35, 5)) = 12.
Remark 3.8. Part (2) of Theorem 3.3 can be applied to extensions of F p , i.e.,
. Example 3.9. Consider the polynomial F (X)
we need to use Remark 3.6.
Note that assuming the above hypothesis, it is easier to compute f than l 1 from Lemma 3.1.
Applications
In this section we apply Theorem 3.3 to compute the p-divisibility of some explicit families of exponential sums in one variable over F p . We apply the obtained results to value sets of binomials. In the last part of this section, we improve Theorem 3.3 in case that s 1 divides d 2 , where p−1 ≡ s 1 mod d 1 .
The following Corollary follows from Theorem 3.3 for d 2 = 2 and 3. (1) (a) If s 1 is even and
(2) (a) If s 1 ≡ 0 mod 3 and 1 mod 3 and d 1 ≡ 2 mod 3) or (s 1 ≡ 2 mod 3 and
(ii) (s 1 ≡ 1 mod 3 and d 1 ≡ 1 mod 3) or (s 1 ≡ 2 mod 3 and
Proof. The corollary follows considering all the congruent classes modulo 
In particular,
Proof. We are going to prove a and c. Case b follows in a similar way.
. From now on, suppose that
This is a contradiction, part a holds. Now we are going to prove c. If
, then the theorem holds. From now on, we assume that
The last inequality can be written as follows:
This is a contradiction, i.e., (p − 1) 
This is going to be used in Corollary 6.5
Example 4.4. Consider F (X) = X q 2 +q+1 + bX over F q 4 . We have that
The following example shows that the lower bound given in Theorem 4.2 cannot improve in general. 
Exponential Sums with no unique minimal solution
In this section we are going to study a family of exponential sums associated to binomials, where the modular equation has more than one minimal solution. The case considered in this section is an extreme case in the sense that the modular equation considered has the maximum number of minimal solutions. We will compute the divisibility of the family of the exponential sums associated to binomials of the type:
The main result of this section is a new criterion to determine if a polynomial F is a permutation or not of F p that depends of the divisibility of S(F ).
Remark 5.1. Suppose (i 1 , j 1 ) is a non-trivial solution of (3.3). Note that
Without loss of generality, we assume that j 1 = 0. We see
Note that Cases I and II imply that the coefficient of
where
is a solution of (3.3) .
In the following lemma, we compute the exact divisibility of S(F ).
otherwise.
•
Proof. In this case the modular equation that we need to consider is
We are going to compute the minimal solutions of (5.2) whenever d 2 ≡ 1 mod 2. The other case follows in a similar way. Note that (l, . Now suppose that
is odd. The p-divisibility of S(aX
Now we use Stickelberger's theorem and Remark 5.1 to obtain:
Note that
since a, b are congruent to an integer modulo p. Now we multiply the last equation by (
This completes the proof for the case
is even, then we obtain that
≡ 0 mod p controls the divisibility of
The following theorem describes completely the divisibility of the exponential sums of the type (5.1). • Let d 2 be an odd natural number. Any root α of the polynomial
satisfies that α 2 − 1 is a quadratic residue. Furthermore, P 1 (b) splits completely over F p .
• Let d 2 be an even natural number. Any root α of the polynomial
Hence, the number of permutation polynomials of the type X d 1 + bX d 2 is less than or equal to the degree P j (b). In [28] ,
. Note that
The modular equation id The following theorem generalizes the phenomenon happening in Theorem 5.3. Now we state a new criterion to determine if a polynomial is or not a permutation binomial of F p .
+ǫ. We can assume that gcd(d 1 , d 2 ) = 1. Applying Hermite's criterion, we have that
The coefficient of X p−1 in (5.4) after reduction modulo X p − X is equal to the sum of terms of type
Hence we need to consider all the solutions of the modular
(see [22] ). This modular equation is similar to the modular equation (3.3) . We have seen that if (i 1 , j 1 ) is a solution of (3.3), then s divides i 1 + j 1 , where d 2 ) = ms for some m ≥ 1. Using (2.3), we express S(F ) as follows:
where Q i 's, and Q are polynomials in b and r is the largest integer such that
. Note that the polynomial Q k is the polynomial associated to the solutions of the modular equation (3.3) satisfying i + j = (k + 1)s. We see that (5.5)
We are going to prove that θ
. This is a contradiction. This implies that
We can repeat the same argument for m + 1, . . . , r. Note that Q m ′ (b)'s are equal to coefficients of X p−1 in F m ′ s (see Remark 5.1). We have proved that the coefficient of
. We can conclude that F is permutation of F p by Hermite's criterion .
, then S(F ) = 0.
In the next example we use Theorem 5.6 to determine when X p+2 3 + bX is a permutation polynomial.
Example 5.8. Let p ≡ 1 mod 3 be a odd prime. We consider the binomial F (X) = X p+2 3 +bX over F p . The minimal solutions of (
, and i ≡ 2 mod 3. Therefore
controls the p-divisibility of S(F ). Any solution of P (b) = 0 implies that
+ αX is a permutation of F p . If N is the number of b ∈ F * p such that F is a permutation, then 3 | N. In the particular the case that p−1 3 ≡ 1 mod 3, then 6 | N since P is symmetric.
• If p = 31, then Remark 5.9. To prove Theorem 5.6 for general polynomials, we need to prove that Remark 5.1 holds for general polynomials.
Remark 5.10. The Theorem 5.6 is false for field extensions of F p . We have that
2πıT r(x 10 +x)/3 ) = 6 > 4 but F (X) = X 10 + X is not a permutation polynomial of F 3 8 .
Divisibility of S(aX
In this section we prove results about binomials that are not included in Section 3. First, we compute the exact divisibility of exponential sums of type S (d 1 , d 2 ), where d 1 − d 2 divides p − 1. This provides information about the value sets of these binomials. The determination if a binomial is or not a permutation polynomial over arbitrary finite field has been considered for many authors (for example see [22, 26] ). In [3] , Akbary-Wang proved a criterion to determine when a binomial of the type
is also a solution with the same sum i + j.
is a solution with i + j ≤ j 0 , then i < µ and j < µ, so there is a unique solution with minimal sum. Likewise, if 0) is a solution. Again, there is a unique solution with minimal sum.
. Then i 0 > µ and j 0 > µ, so (i 0 − µ, µ) and (µ, j 0 − µ) are solutions with non-zero entries. In general, if (i, j) is a solution, then we may assume that i > 0 and j > 0. Now, we rewrite the modular equation associated to S(F ) as
Let n ≥ 1 be the smallest integer such that ⌊
⌋ is the unique integer that satisfy (6.1). In this case the minimal sum i + j is n(d 1 − d 2 ) and there exists a unique pair i, j with this sum. If k ≥ 2, then c 1 = ⌊ nd 1 µ ⌋ and c 2 = c 1 − 1 satisfy (6.1). Now the minimal sum i + j is n(d 1 − d 2 ) but there is more than one pair i, j with this sum. Now we apply Theorem 6.1 to families of polynomials. is irreducible over F 191 . Hence F (X) = X 27 + bX 8 is not a permutation of F 191 , i.e., p > |V F | ≥ 39. In future work, we will be studying the case when the modular equation d 1 i + d 2 j ≡ 0 mod p − 1 has exactly two minimal solutions.
• Let F (X) = 
The following example illustrate when Remark 6.3 can be applied. Combining the results of Section 2 with Theorem 6.1, we obtain the following corollary. • ν θ (S(F )) = d 1 − 1, whenever d 1 < 2(p − 1).
• |V F | ≥ d 1 , whenever d 1 < 2(p − 1).
• If F (X) permutes F p , then d 1 ≥ 2(p − 1).
Proof. We will prove that if 
