Abstract-In this paper, we consider the random access of nodes adapting their transmissions based on the local channel state information (CSI) in a decentralized manner, which we call channel-aware random access (CARA). The CSI at each node is not perfect but has some errors. Thus, the performance of CARA depends on the accuracy of CSI, which is the focus of this paper. Specifically, an exact stability analysis is carried out for the scenario in which two sources that have bursty packet arrivals compete to access a common receiver. The analysis needs to resolve the complex coupling between the queues at the sources having interdependent services. The analysis also takes into account the compound effects of the multipacket reception capability at the receiver. In summary, our contributions in this paper are twofold: first, we obtain an exact stability region of CARA in the presence of channel estimation errors; such an assessment is necessary as errors in channel estimation are inevitable in practical situations. Second, we compare the performance of CARA to that achieved by the class of stationary scheduling policies making decisions in a centralized manner based on the CSI feedback.
I. INTRODUCTION

I
NCREASING demand for high data rate to support a wide range of services in wireless data networks has led to the exploitation of channel diversity among users [1] . The diversity gain arises from the fact that wireless links experience random fading due to the constructive/destructive effect of multipath signal propagation and, hence, there is always a user having better channel quality than others at any time [2] . A scheduler exploiting such diversity gain is called an opportunistic scheduler [3] - [5] . The proportional fair scheduler is a well-known example of opportunistic schedulers, which require the distributed users to send the channel state information (CSI) feedback to a centralized controller, make a centralized decision, and inform the decision back to the distributed users.
The ALOHA protocol, the very early form of random access, has gained continued popularity in multiaccess communication systems since its creation by Abramson [6] . Under the ALOHA protocol, a set of distributed nodes randomly and independently accesses a common receiver with some probability. Since the transmissions by multiple nodes are uncoordinated, a collision may occur if more than one node transmits at the same time. In response to the ACK/NACK feedback from the receiver, unsuccessful packets, either due to collision or wireless channel fading, will be retransmitted. The Slotted ALOHA is an improvement to the ALOHA protocol based on the assumption that the distributed nodes are synchronized in time. Since transmissions are allowed to start only at the slot boundaries, the collision probability is significantly reduced by eliminating those cases when transmissions are partially overlapping. This results in an improved maximum throughput. Throughout this paper, ALOHA refers to the Slotted ALOHA protocol unless otherwise stated. ALOHA also served as a basis of further elaborated random-access schemes, such as the carrier-sense multiple access (CSMA), which combined the idea of fixed allocation via contention through random access with the capability of channel sensing.
Note, however, that the random-access systems have been designed based on the simplistic physical-layer models, such as the collision channel, and the exploitation of channel diversity has not been much studied. Noticeably, there has been an attempt to allow the distributed nodes to adjust their randomaccess probability based on the local CSI, called the channelaware random access (CARA) [7] - [10] . In [7] , a protocol in which each user transmits only when their channel gain exceeds a certain threshold was considered. The contribution of the work is the characterization of the throughput scaling law for the system with infinitely backlogged users. The limitations of the work include the assumption on the availability of perfect CSI and the use of the simple collision channel model. Note that the collision channel model is too pessimistic in the sense that a transmission may succeed even in the presence of interference, which is the capture effect [11] . Furthermore, it was assumed that all users are symmetric in their channel statistics. In [8] , a similar protocol as that in [7] was considered but with an additional capability of multipacket reception (MPR) [12] - [14] . The advent of multiuser detection techniques to separate a signal from the superposition of multiple signals enables a receiver to decode one or possibly more than one packet transmitted simultaneously. Although [8] generalizes [7] , it is still based on the same simplifying assumptions that users are always backlogged and symmetric in channel statistics. In [9] , the stability 2325-5870 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. region 1 of a system comprised of users with bursty packet arrivals, and asymmetric channel statistics was derived under the collision model and it was further extended in [10] to the case with MPR capability. The analysis in both works is on the twouser case. The main difficulty in limiting the analysis to the twonode case is the complex interaction between network queues, that is, the service process of individual queues depends on the status of the others. This is why most previous work on the stability of interacting queueing systems has focused on the smallsized network and only bounds or approximations are known for networks with an arbitrary number of users [15] - [21] .
In this paper, we focus attention on the impact of imperfect CSI on the stability region of CARA. We emphasize that all of the aforementioned work on CARA assumed perfect CSI [7] - [10] . In reality, however, the CSI is obtained through an estimation and any kind of estimation is subject to errors as long as there is randomness in the observed signal. Consequently, the performance of CARA would depend on the accuracy of channel estimation. In order to quantify the effect of imperfect CSI, we adopt the two-state time-varying channel model with positive flip-over probabilities in making estimations. This model was also considered in [9] and [10] . With the observed CSI, each user transmits with some probability if its channel is seen to be good and its packet queue is nonempty. We can expect that the channel estimation errors would either waste the chances to utilize the good channel conditions when falsely estimated to be bad or cause unnecessary interference to the others in the opposite case. There has been some previous work on the performance of CARA with imperfect CSI; a two-user case with a collision channel model was considered in [22] and the system with an arbitrary number of users but with always backlogged queues and symmetric channel statistics was considered in [23] . In [24] , the problem of designing the decision rule at distributed sensor nodes was studied for the case with nonideal channels between sensors and the fusion center in the context of wireless-sensor networks for event detection purposes. It was shown that likelihood-ratio tests at local sensors are optimal in minimizing the error probability at the fusion center. In [25] , the results were further generalized to include the situation where the channels between distributed sensors and the fusion center are possibly coupled with each other due to mutual interference, which is comparable to the scenario considered in this manuscript.
The contribution of this paper can be summarized as follows. First, we introduce the realistic effect of practical channel estimations into the analysis of CARA. The analysis also takes into account the compound effect of the MPR capability. The MPR capability depends not only on the set of transmitters but also on their instantaneous channel conditions. The derived stability region tells us the theoretical limit on rates that can be pushed into the system while maintaining the queues stable at given channel estimation error rates and MPR capabilities. Second, by comparing with the case of having perfect CSI, 1 Stability region is defined as the set of arrival rate vectors for which the queues in the system are stable, and a queue is said to be stable if it reaches a steady state and does not drift to infinity. A formal definition is given in Section II. we identify the loss in the achieved stability region due to the imperfect CSI. Finally, we revisit the longest-connected-queue (LCQ) policy [26] in the presence of channel estimation errors. This LCQ policy is known to be a throughput-optimal policy that can stabilize the system whenever the stability is attainable but requires queue length and CSI feedback to a centralized controller. Interestingly, we observed that the stability region of CARA, a fully distributed scheme, is not always a proper subset of that of the LCQ policy. This is when relatively strong MPR capability is present.
The rest of this paper is organized as follows. In Section II, we present the system model and revisit the notion of stability. In Section III, we describe our main result on the stability region of CARA in the presence of channel estimation errors. The proof of our main result is presented in Section IV, which is based on the stochastic dominance technique previously introduced in [16] to deal with interacting queues. In Section V, the stability region of CARA is compared to that of the LCQ policy. Finally, we draw conclusions in Section VI.
II. SYSTEM MODEL
We consider the multi access of N = {1, · · · , N} nodes to a common receiver. Specifically, N is set to 2 for the analysis of CARA as depicted in Fig. 1 , but it is an arbitrary positive integer for the analysis of the LCQ policy in Section V. Each node i has an infinite size queue for storing the arriving packets of fixed length. Time is slotted and the slot duration is equal to one packet transmission time. It is assumed that the acknowledgments (ACKs) on the success of transmissions are sent back from the destination to the corresponding source nodes instantaneously and error free. Let Q i (n) denote the number of packets buffered at node i at the beginning of the nth slot, which evolves according to
where the stochastic processes
are sequences of random variables representing the number of the packet arrivals and services at node i during time slot n, respectively. The arrival process {A i (n)} ∞ n=0 is modeled as an independent and identically distributed (i.i.d.) Bernoulli process with E[A i (n)] = λ i , and the processes at different nodes are assumed to be independent of each other. This assumption is made for the ease of analysis, which simplifies the state transition structure of the system when it is modeled as a discrete-time Markov chain. The service process {μ i (n)} ∞ n=0 depends jointly on the transmission protocol and the underlying channel model, which governs the success of transmissions.
The channel between node i and the receiver is randomly time-varying and its state at time slot n is denoted by C i (n) and let C(n)= {C 1 (n), . . . , C N (n)}. As in the previous work, we adopt the two-state time-varying channel model taking values from {G, B}, which represents good and bad states, respectively. The channel processes at different nodes are assumed to be independent of each other but the realizations of a channel at a node can be arbitrarily correlated over time as long as stationary. 2 We denote by π G i and π
) the steady-state probabilities that channel i is in good and bad states, respectively. The transmission control policy in [10] is considered again in which node i transmits with probability p i when C i (n)= G and its queue is nonempty. The channel state is to be estimated at the source nodes using pilot signals transmitted from the receiver periodically. We denote byC i (n) the estimated channel state over the link between node i and the receiver. Now, each node i makes a decision on the transmission based on the estimated channel stateC i (n). Estimating the channel state is subject to errors. First, the errors can arise by the difference in time between when the channel is estimated and when the actual transmission takes place. This is also closely related to the channel coherence time. Second, the propagation environment from one to another will be reciprocal but interference and noise are not reciprocal and locally vary. It is obvious that the performance of this adaptation would highly depend on the accuracy of the channel estimation. Admittedly, channel estimation error is a function of the underlying channel condition. Let us thus define
, which are the probabilities of falsely estimating the good channel state to be bad and the bad channel state to be good, respectively. These could be understood as the probabilities of miss and false alarm in the theory of detection [27] . In general, they are in a tradeoff relationship along the receiver operating characteristic (ROC) where the detection threshold is the control variable. Let us denote by¯
for simplicity of notations. The channel model considered in this paper enables probabilistic reception of simultaneously transmitted packets based on the received signal quality. To be more specific, we assume that each transmitter is assigned a unique signature waveform and modulate its message using the signature waveform. On the other hand, the receiver is equipped with a bank of matched filters each of which correlates with the received signal with an individual signature waveform. Consequently, the receiver may demodulate all or a subset of the transmitted messages from the superposition of all transmitted signals. This approach fundamentally treats interference as noise. More advanced techniques, such as successive interference cancellation, can further improve the reception performance but they are not considered here as the receiver design issue goes beyond the scope of this paper.
Unlike the static MPR model in [12] - [14] , in which the timevarying nature of wireless channels was disregarded, our model captures the effect of interference and the instantaneous channel states of the transmitters. Let N tx and C tx (n) be the set of transmitting nodes and their channel states, respectively. We denote by q i|C tx (n) the probability that a packet transmitted from node i is successfully decoded at the receiver. We assume throughout this paper that the success probability when a node's own channel state is bad is negligible. It is the case that the bad channel state describes the situation when the channel is in deep fading and, as a result, the signal-to-noise-ratio (SNR) itself is too low in returning the packet error rate (PER) approaching one. Thus, we are particularly interested in the following reception probabilities when N = 2 3 :
In Appendix A, these transmission success probabilities are computed for the Rayleigh fading channel. Note that the success probability when a signal is transmitted in the presence of interference cannot exceed the success probability when it was transmitted interference free. Moreover, since we are considering the multiaccess to a common receiver, the fact that a node's channel is in the good state implies potentially higher interference to the others than it is in the bad state. Therefore, the following relations hold:
We adopt the notion of stability used in [18] in which the stability of a queue is equivalent to the existence of a proper limiting distribution. In other words, a queue is said to be stable if
Loynes' theorem, as it relates to stability, plays a central role in our approach [28] . It states that if the arrival and service processes of a queue are strictly jointly stationary and the average arrival rate is less than the average service rate, the queue is stable. Precisely speaking, if a queue is not stable, then it can be either substable or unstable. Here, we restrict ourselves to strictly stable cases only. The substability is only about the boundaries of the stability region and deciding whether those points on the boundary are stable or not.
For given channel estimation error vector and multiaccess probability vector p, the stability region S( , p) is defined as the set of arrival rate vectors λ = (λ 1 , λ 2 ) at which all network queues are stable. Note, however, that an input rate vector λ that is outside the stability region S( , p) may be stably supported by another feasible multiaccess probability vector p . Let us thus define the stability region of the system S( ) as the union of the stability region S( , p) over all feasible multiaccess probability
. By doing so, we know that if an input rate vector λ is inside the stability region S( ), there exists a feasible multiaccess probability vector p that makes the system operate in a stable regime. On the other hand, if λ is outside S( ), we know for sure that there is no such p that can stabilize the system.
A. Problem Statement
With the defined notions, we state the problem to be solved in this paper.
• We characterize the stability region S( ) of CARA for a given channel estimation error rate . For this, we first obtain S( , p) of CARA for a given multiaccess probability vector p.
• The stability region of LCQ policy, which is known to be throughput optimal, is derived again for the case with imperfect CSI. This is to be compared with the stability region S( ) of CARA.
III. STABILITY REGION OF CARA WITH IMPERFECT CSI
This section describes the stability region of CARA in the presence of channel estimation errors. As noted earlier, the service processes of the queues are intertwined with each other and that makes the analysis challenging even for the two-node case. We proceed by describing our main results first. The detailed proof follows in the next section.
Lemma 3.1: The stability region S( , p) of CARA at a given channel estimation error-rate vector and transmission probability vector p is given by the union of subregions R 1 and R 2 where
are the shorthand notations.
(See equation at bottom of page).
Proof:
The proof is presented in the next section. Let us define the following points in the 2-D Euclidean space:
which are all in the first quadrant.
, the boundary of the stability region S( ) of CARA at the given channel estimation error-rate vector is described by three segments: 1) the line connecting P Y = (0, π G 2¯ G 2 q 2|{G} ) and P 1 , 2) the curve
from P 1 to P 2 , and 3) the line connecting P 2 and P X = (π
it is described by two segments: 1) the line connecting P Y and P 3 and 2) the line connecting P 3 and P X .
Proof: The proof is presented in the next section.
it is a convex polygon. Specifically, when (Ψ 1 /q 1|{G} ) + (Ψ 2 / q 2|{G} ) = 1, the region becomes a right triangle.
This corollary can be easily verified by comparing the slopes of the lines from P Y to P 1 and from P 2 to P X and those from P Y to P 3 and from P 3 to P X . Specifically, if (Ψ 1 /q 1|{G} ) + (Ψ 2 /q 2|{G} ) = 1, the curve (5) shrinks to a point whose coordinate is identically described by P 1 and P 2 and, at the same time, the slopes of the lines from P Y to P 1 and from P 2 to P X become identical.
From Corollary 3.1 and Theorem 3.1, if Ψ i values are small enough such that (Ψ 1 /q 1|{G} ) + (Ψ 2 /q 2|{G} ) is less than one, the stability region is convex and larger than the nonconvex case. This is illustrated in Fig. 2 . The parameter Ψ i is a complex function of channel statistics, estimation error probabilities, and packet reception probabilities. It can be seen that if the packet reception probabilities in the presence of interference approach those without interference, the values of Ψ i become smaller. In other words, if the receiver performance improves toward perfect interference cancellation, the stability region is convex and large. On the other hand, if¯ G i and B i can be reduced, Ψ i will be small. Note, however, that they are in a tradeoff relationship given the receiver operating characteristics (ROC) of a detector such that one will be increased if the other one is decreased. If the ROC of the detector itself can be improved, that is, perfect channel estimation, then Ψ i can be made smaller, which will result in a larger convex stability region.
Consider the case when perfect CSI is available. This can be viewed as a special case of our model with = 0, where 0 is the vector of zeros. By substituting = 0 into Theorem 3.1, we obtain the stability region for the case with perfect CSI, which reconfirms the previous results obtained in [9] and [10] . For comparison's sake, let us further consider the case when no CSI is available. Hence, each node has to make decisions on transmissions independent of the underlying channel states. This corresponds to the original ALOHA in which each node transmits with probability p i regardless of the underlying channel states whenever its queue is nonempty. Thus, at a given set of transmitters, the success probability of each node is a constant, which is obtained by averaging the success probability over the channel states. Denote by q s i and q m i (i ∈ {1, 2}) the transmission success probabilities seen by node i when it transmits alone or along with the other node j( = i). For the two-node case,
Illustration of the stability region of CARA (common parameters:
The case of the nonconvex region (parameters:
they are obtained as q
, which is strictly positive. The following theorem obtained in [13] describes the stability region of the original ALOHA with static channels, but it is also applicable to the case with time-varying channels but when the CSI is unavailable. We especially denote the stability region for this case by S(∅) since the notion of channel estimation errors does not hold when no CSI is available.
, the boundary of the stability region of ALOHA with no CSI, denoted by S(∅), is described by three segments: 1) the line connect-
; and 3) the line connecting P 2 and P X = (q From Theorem 3.2, the characteristics of the stability region of ALOHA depend on the value of Δ i . As in the case of CARA in Theorem 3.1, if the multipacket reception performance improves, Δ i values will decrease and the stability region will expand as shown in Fig. 2 , which may further experience a transition to a convex region if multipacket reception capability further improves.
In Fig. 2 , we compare the stability region of CARA with imperfect CSI along with the cases with perfect CSI and no CSI, which corresponds to the ALOHA. It is evident that the stability region of CARA with perfect CSI is always a superset of that of the ALOHA, which complies with the previous results obtained in [9] . It is also obvious that the stability region of CARA with perfect CSI is always a superset of that with imperfect CSI, and the difference between the two regions, therefore, can be understood as the loss due to the errors in channel estimation. The stability region of ALOHA is not necessarily a proper subset of that of CARA with imperfect CSI as shown in the figures. The inefficiency of CARA is due to the fact that those time slots when the channel is estimated to be bad but when it is indeed good are not exploited. For instance, let us consider an extreme case where only node 1 is transmitting with probability p 1 while the other node is disabled. By letting node 1 transmit with probability one, the maximum stable rate of q 1|{G} is achievable with ALOHA. With CARA, however, transmissions are subject to the estimated channel state even when the transmission probability is set to one. Thus, the maximum stable rate is scaled down by a factor of¯ G 1 , the probability of estimating the good channel state correctly. In other words, the maximum throughput of node 1 reduces to¯ G 1 q 1|{G} , which is the point where the stability region of CARA crosses the x-axis.
IV. ANALYSIS USING THE STOCHASTIC DOMINANCE TECHNIQUE
In this section, the proof of Theorem 3.1 is provided. Since nodes are interfering with each other only when they are actually transmitting, the service process of a queue depends on the status of the others. Consequently, the content size of the queues form a 2-D discrete-time Markov chain with infinite state space, which makes the analysis challenging even for the twonode case. Having to deal with a system with such interacting queues, a tool that can be utilized is the stochastic dominance technique which was introduced in [16] and further used in [13] and [18] - [20] . The essence of the stochastic dominance technique is to decouple the interaction between queues via the construction of a hypothetical system; this hypothetical system operates as follows: 1) the packet arrivals at each node occur at exactly the same instants as in the original system; 2) the coin tosses that determine the transmission attempts of the nodes have exactly the same outcomes in both systems; 3) however, one of the nodes in the system continues to transmit dummy packets even when its packet queue is empty. Sending dummy packets is only aimed at causing constant interference to the other node and does not contribute to throughput even if the transmission is successful.
Construct a hypothetical system which is identical to the original system except that node 2 transmits dummy packets when it decides to transmit but when its packet queue is empty. Define 1 i (n) to be an indicator function whose value is one if node i transmits at time slot n and the transmission is successful. By conditioning on the underlying actual channel states, the average service rate of the queue at node 1 can be expressed as
where C is a random process describing the channel condition between sources and the destination as defined in Section II and C is a realization of it. The time index n is suppressed due to the stationarity assumption on the underlying channel process. We use the aforementioned assumption that the success probability when a node's own channel state is bad is negligible. Note that each node i transmits with probability p i only when the estimated channel state is good. By further conditioning on the estimated channel states, it can be expressed as
whereC is a random process describing the estimated channel condition between sources and the destination andC is a realization of it. For a particular realization, it can be written as
By substituting (7) and (8) into (6) and, after some manipulations, the service rate of the queue at node 1 is obtained as
where Ψ i was defined in Section III. By Loynes' Theorem, the queue at node 1 is stable if λ 1 < μ 1 . Observe that the queue size at node 1 in this hypothetical system is modeled as a discrete-time M/M/1 system, which does not depend on the status of the queue at node 2. For the stable input rate λ 1 that is less than μ 1 , the queue at node 1 empties out with probability
Note, however, that the service process of the queue at node 2 depends on the status of the queue at node 1. By conditioning on the emptiness of the queue at node 1, the service rate of the queue at node 2 can be expressed as
The service rate of the queue at node 2 when the queue at node 1 is nonempty can be obtained by taking similar steps for deriving the service rate of the queue at node 1 in (9) and is given by
The service rate of the queue at node 2 when the queue at node 1 is empty can be obtained quite simply since it does not depend on the action made by node 1 and is given by
By substituting (11) and (12) into (10), we obtain the service rate of the queue at node 2 as
and by Loyne's Theorem, the queue at node 2 is stable if λ 2 < μ 2 .
To summarize, the stable input rate pairs (λ 1 , λ 2 ) are those less than (μ 1 , μ 2 ) elementwise, which gives the description of R 2 in Lemma 3.1. By reversing the roles of the two nodes, we construct a parallel dominant system in which node 1 transmits dummy packets. It is not difficult to obtain the stability region of this parallel dominant system, which is denoted by R 1 in the lemma, by following the same procedures for analyzing the first dominant system. The power of the stochastic dominance technique is that the obtained stability region is not merely an inner bound to the original system but indeed coincides with the stability region of the original system. In other words, the derived stability condition of the dominant system is also sufficient and necessary for the stability of the original system. Let us begin with the sufficiency part. It is obvious that sample-pathwise, the queue sizes in the dominant system will never be smaller than their counterparts in the original system, provided they start with the identical initial conditions. Thus, the stability condition for the dominant system serves as a sufficient condition for the stability of the original system. Next, move to the necessity part. For this, let us examine the boundary of the subregion R 2 , which was previously obtained for the dominant system in which node 2 transmits dummy packets. Since the queues in the dominant system contain at least as many packets as in the original system, a queue that is stable in the dominant system is also stable in the original system and, hence, the queue at node 1 is also stable in the original system, if λ 1 is less than μ 1 in (9). Thus, the instability of the queue at node 2 is the remaining concern. Indeed, any sample path of the queue at node 1 is independent of the chosen λ 2 since node 2 transmits regardless of the emptiness of its queue when it decides to transmit. Suppose that λ 2 is greater than μ 2 in (13) such that the queue at node 2 is unstable. Then, there exist sample paths of the queues such that the queue at node 2 empties, at most, a finite number of times before growing without bound. After the last empty slot, node 2 generates no more dummy packets since always real packets are available to be sent. Thus, if we consider the subpaths of the queues starting from the last empty slot of the queue at node 2, the queue at node 2 is never empty and the behavior of the original system cannot be any different than that of the dominant system. The existence of such sample paths proves the necessity part. The argument for the other portion of the boundary of the stability region obtained for the hypothetical system in which node 1 transmits dummy packets can be made in parallel. This is the so-called indistinguishability argument. For more details, please refer to the original work [16] or our recent work [19] in which we applied the stochastic dominance technique in the context of cognitive radio systems.
We now take the closure of the stability region S( , p) over the transmission probability vector p. An equivalent way of taking the closure operation is to maximize the boundary value of the stability region S( , p) as a function of p. For the subregion R 2 , we set up the following optimization problem in which we maximize μ 2 over p at given λ 1 while maintaining the stability of the queue at node 1:
Observe that μ 2 depends only on p 2 and not on p 1 . Differentiating μ 2 with respect to p 2 gives
By differentiating μ 2 once again, we have
which is strictly negative since
Therefore, μ 2 is a concave function of p 2 . Equating the first derivative to zero gives the maximizing p * 2 as
and the corresponding maximum function value is obtained by substituting (18) into (14) as
Suppose that the maximum occurs at a strictly interior point of the feasible region, i.e., p * 2 ∈ (0, 1), which corresponds to the condition
The above relation is obtained by rearranging (18) and substituting the extreme values of p * 2 , i.e., 0 and 1. Furthermore, the constraint (15) should also be satisfied for the derived p * 2 , which gives
Consequently, μ * 2,curve is valid only for the range of λ 1 defined as the intersection of (19) and (20) . By comparing the endpoints, the intersection is specified to be the same with (19) if Ψ 2 ≥ q 2|{G} , which is impossible. This can be seen from the relation in (17) from which we can deduce that
and, otherwise, it is an empty set. Next, suppose that p * 2 is either 0 or 1, which is the case when λ 1 is outside the range (19) . If λ 1 is on the right-hand side (RHS) of the range, ∂μ 2 /∂p 2 becomes nonpositive and, thus, μ 2 is a nonincreasing function of p 2 . Therefore, p * 2 = 0, which gives μ * 2 = 0 whereas, if λ 1 is on the left-hand side (LHS) of the range, μ 2 is a nondecreasing function of p 2 and, thus, p * 2 = 1. The corresponding maximum function value is obtained as
from (15) . Since λ 1 lies on the LHS of the range (19) in addition to the above constraint, it can be shown that if
,line is valid for λ 1 on the entire range of the LHS of (19) . Otherwise, the feasible region is specified by (21) . Following the similar procedure, the boundaries of the subregion R 1 can be optimized similarly, which completes the proof of Theorem 3.1.
Remark 4.1:
Throughout the section, we have seen that the analysis of interacting queues is nontrivial even for the twonode case. Extending the approach in this paper to a more general case with an arbitrary number of nodes is not viable. It is worth noting that even for the original ALOHA without CSI, exact stability analysis in terms of closure was accomplished only for the two-node case. The complexity of the system involving more than two sources having bursty packet arrivals is equivalent to that of a Markov chain whose dimensionality is equal to the number of sources. One may resort to sophisticated approximation or alternative techniques to come up with bounds on the stability region, but it is a huge topic in its own right and needs to be dealt with in a separate paper.
V. COMPARISONS TO THE LCQ POLICY
In this section, we compare the stability region of CARA to that achieved by centralized scheduling policies based on the CSI feedback. Here we restrict the schedulers to those allocating each time slot to one of the nodes exclusively so that the scheduled node can transmit in an interference-free environment during the allocated slot. In [29] , it was shown that the additional queue length information can improve the scheduling performance. To be more specific, the discovered LCQ policy schedules a node having the longest queue in each time slot among those in good channel state, or equivalently with connected channel in the terminology used in the original paper. It was proven that the LCQ policy achieves the largest stability region than any other policy, which is why it is called as throughput-optimal policy.
Note that the stability analysis of CARA was done for the two-node case in the previous section. The analysis for the LCQ policy with imperfect CSI in this section is not limited to the two-node case but is done for an arbitrary number of nodes accessing a common receiver. The LCQ policy allows its analysis for more general setup as it is a scheduled system and, thus, the coupling between queues does not exist unlike random access systems. After general results are obtained, it will be brought down to the two-node case and will be compared with CARA. The following theorem is on the stability of LCQ policy for an arbitrary number of nodes and when imperfect CSI is used for scheduling. The original analysis was done in [29] for the case with perfect CSI.
Theorem 5.1: The necessary and sufficient stability condition by considering all possible stationary scheduling policies in the presence of channel estimation errors is
. . , N} (22) where N is any subset of N . Furthermore, the LCQ policy stabilizes the system as long as it is stabilizable. Proof: Assume that the system is operating under certain stationary policy and it is stable. Denote by 1 i (n) the indicator function on the success of a transmission by node i as before. Also denote by I i (n) the indicator function that is equal to 1 if the actual channel state between node i and the receiver is good and estimated correctly. The expectations are given
The number of packets at each queue evolves with time according to the queueing dynamics in (1) with μ i (n) = h i (n) · 1 i (n), where h i (n) = 1 if node i is scheduled at time slot n and I i (n) = 1. Thus, the service rate of the queue at node i can be written as
Note that if the system is stable, the rate of what comes in must be equal to the rate of what goes out, which is often referred to as the flow conservation law. In other words, for any subset of network nodes N , the following equality must hold:
Consider now a partition of the probability space into the events
where Ω c is the complementary set of Ω.
Notice that
where we used the fact that 3 i=1 Pr[Ω i ] = 1 and h i (n) is the scheduling indicator satisfying i∈N h i (n) ≤ 1. Owing to the assumption on the independence of the channel processes between different nodes, we have
Equations (23) and (24) imply (22) in the theorem. The proof of the sufficiency of the theorem closely follows that of Lemma 2 in [29] . We thus briefly outline the proof below rather than repeating it. We first define a Lyapunov function of the queue length process as L( Q(n))
The essence of the proof is to show that there exist some > 0 and a finite number b such that the conditional Lyapunov drift satisfies Δ(L( Q(n))) < − for L( Q(n)) > b, which gives the stability of the system. For the considered Lyapunov function, it can be shown that the conditional Lyapunove drift under the LCQ policy satisfies
where Q e N (n) is the length of the longest queue in the beginning of time slot n. Equation (25) corresponds to [29, (3.19) ] and is obtained by replacing the probability that the channel between node i and the receiver is connected with π G i¯ G i , ∀i. Now it is not difficult to observe that if the condition (22) is met, then for sufficiently large Q e N (n), the RHS of the above conditional Lyapunov drift becomes negative, which completes the proof.
Corollary 5.1: For the two-node case, the necessary and sufficient stability condition in Theorem 5.1 reduces to Fig. 3 , the stability region of CARA is compared to that achieved by LCQ policy. Let us first examine Fig. 3(a) , which is drawn for the scenario representing high MPR capability and high channel estimation accuracy. From the figure, it can be seen that the stability region for neither of them is contained inside the stability region of the other. In other words, a region exists that can be achieved only by CARA but not by LCQ policy, and vice versa. Fig. 3(b) is drawn for the scenario representing relatively low MPR capability and low channel estimation accuracy. In this case, we observe that the stability region of CARA is strictly contained inside the stability region of LCQ policy. In other words, we are not benefiting from using CARA than LCQ policy in terms of the achievable stability region, although CARA still has its merit in low control and feedback overhead. For reference, we have also drawn the stability region of CARA for the case without MPR capability in the figures. Apparently, the LCQ policy is always superior to CARA without MPR capability. In general, the inclusion relationship is entangled with multiple parameters, which is given in the following collorary.
Corollary 5.2: The stability region of CARA is a proper subset of that of LCQ policy if the following inequality holds:
Otherwise, if the stability region of CARA is convex and the inequality (26) does not hold, the stability region of CARA is not a proper subset of that of LCQ policy. The inequality (26) is equivalent to the condition that the vertex of the stability region of CARA, which was denoted by P 3 in (4), is strictly contained inside the stability region of LCQ policy. 
VI. CONCLUDING REMARKS
In this work, we studied the stability property of CARA in the presence of channel estimation errors and showed that its stability region may not strictly contain that of original ALOHA. To guarantee the superiority of CARA even with imperfect CSI, we may need to modify the protocol itself such that the nodes transmit with some positive probability even though it believes that the channel is in the bad state. Such modification was not considered here. We also compared the stability region of CARA to that achieved by the throughputoptimal LCQ policy and showed that the former is not necessarily a subset of the latter especially as the MPR capability improves. The stability analysis of CARA had to resolve the complex interaction between nodes and, hence, extending the results to a general case with an arbitrary number of nodes, although highly desirable, presents serious difficulties and was not considered here.
APPENDIX COMPUTATION OF CHANNEL-RELATED PARAMETERS
In this section, channel-related parameters such as the probabilities of channel states and the transmission success probabilities of the nodes given underlying channel states are computed by incorporating physical layer parameters. Let us begin by modeling the received signal power from node i at the receiver as
where ψ i is a Rayleigh random variable with E[ψ 2 i ] = 1, K is a constant, ν is the propagation loss exponent, r i is the distance between node i and the receiver, and P tx,i is the transmission power of node i. Denote by f ψ 2 i the probability density function of ψ 2 i , which is exponential with a unit mean [30] . For simplicity of expression, let ξ i be the shorthand notation for Kr −ν i P tx,i as neither user mobility nor transmission power control is considered here.
Assume that the nodes are transmitting their packets with fixed modulation scheme. Then, the PER is well-defined which is in the form involving complementary error function [30] . Let us denote by PER (γ) the PER at the received SNR (or signalto-interference-plus-noise-ratio (SINR) by treating interference as noise) γ. This PER (γ) is a decreasing function of γ, which is in general sharply falling with γ. Let us chooseγ such that if γ is below this value, the PER is high enough, i.e., approaching one. By having the channel state information available, it is reasonable to design the system such that the source nodes refrain their transmissions if γ is belowγ without even considering the potential interference. The notion of channel being good or bad is now clear. Subsequently, the probability that the channel between node i and the receiver is good is computed as
The probability of success when node i transmits in its good channel state without interference is then obtained as (27) where the conditional probability P I is obtained as
otherwise.
By substituting P I , (27) is written as
Let us now compute the multipacket reception probabilities for node 1 when it transmits in its good channel state and also node 2 transmits along with node 1. The success probabilities of node 2 can be computed in parallel. Consider first the case when the channel between node 2 and the receiver is good, it was estimated correctly and, thus, node 2 transmits. The success probability of node 1 for this case is expressed as
where the conditional probability P II can be further conditioned on ψ 
otherwise
Given that the channels between both source nodes to the receiver are all in good state, it can be seen that the SINR of the signal from node 1 at the receiver can take any value from zero to infinity. Furthermore, by comparing the ranges of nonzero probabilities of the above two conditional probabilities P III and P IV , it is not difficult to see that if ω <γ/(γ + 1), the nonzero range of P III is included in that of P IV and vice-versa. Consequently, the success probability in (28) is computed as
(1− PER (ω)) Next consider the case when the channel between node 2 and the receiver is bad, it was falsely estimated to be good and, thus, node 2 transmits. Then, the success probability of node 1 can be written as where the conditional probability P V above can be further conditioned such that The two conditional probabilities P VI and P VII are obtained as 
0, otherwise
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