Abstract. It is proved here that a function in R 2 which is separately real analytic in one variable and CR extendible in the other (that is separately holomorphically extendible to a uniform strip), is real analytic. It is also considered the case when the CR extendibility occurs only on one side. The proof is obtained by bringing the problem into the frame of CR geometry.
Introduction
In C 2 = R 2 + iR 2 with coordinates z = (z 1 , z 2 ), z = x + iy, we consider a function f on a domain Ω of R 2 separately real analytic in x 1 and CR extendible to y 2 . This means that f (·, x 2 ) extends holomorphically for |y 1 | < ε x 2 and f (x 1 , ·) for |y 2 | < ε with ε independent of x 1 . We prove in Theorem 3.4 that f is then real analytic. We also consider the case in which the separate CR extendibility occurs in one side, say y 2 > 0, and require in addition that f is continuous in Ω. We prove in Theorem 3.5 that it has holomorphic extension to a "wedge" W = Ω + iΓ ε where Γ ε is an open conic neighborhood of the ray 0 < y 2 < ε truncated by |y| < ε. The extension to W is uniformly continuous up to y = 0 and gives f as limit. Note that, if f ∈ C 0 (Ω), the first result can be obtained from the second: it follows, via the edge of the wedge theorem of [1] from the holomorphic extension to the pair of wedges W ± which correspond to the two sides ±y 2 > 0. But we prefer to give its own simplified proof. We point out that it is not made any assumption on uniform continuity or uniform boundedness for the different extensions: these come as consequences of the statement. In any case boundedness is the main issue: once this is proved, then continuity follows (Theorem 2.1), and the holomorphic extension of a function which is CR extendible to both y 1 and y 2 is a consequence of the edge of the wedge theorem of Ajrapetyan-Henkin [1] . Historically, it was earlier obtained by Malgrange-Zerner with specification of the side: separate CR, jointly uniformly continuous extension to y 1 > 0 and y 2 > 0, implies holomorphic extension to the quadrant y 1 > 0, y 2 > 0. (See also Komatsu [11] and Druzkowski [9] where continuity is replaced by boundedness.) Successively, Browder [7] and Lelong [14] , without assumptions on uniformly continuous or bounded extensions, proved real analyticity of functions which satisfy In this situation f is CR extendible (cf. §3) both in y 1 and y 2 and, moreover, it has all derivatives ∂ ν x h f which are uniformly bounded in (x 1 , x 2 ). By the elliptic regularity of the operators ∂ 2ν
, one readily concludes that f is C ∞ (Ω). Later, Siciak [20] proved that CR extendibility in y 1 and y 2 suffices for real analyticity without the additional hypothesis of boundedness of the derivatives ∂ ν x h f | Ω . What we show in the present paper is that CR extension only in one imaginary direction, say y 2 , and simple separate analyticity in x 1 suffice. In other words, our hypothesis consists in the estimates
instead of a uniform bound ε −ν both for derivatives in x 1 and x 2 as in (1.1). We also prove that CR extension to one side y 2 > 0 implies holomorphic extension to a wedge of C 2 with edge R 2 and which points to that side. We stress attention to the fact that CR extension in at least one argument is needed as shows the function f (x 1 ,
). It is
the point is that it is not CR extendible in neither imaginary direction. As for the proof of our result, the main technical tool is a refined version of the Hartogs' lemma which is contained in Theorem 3.1: it is a combination of the Fatou's theorem and the Phragmén-Lindelöf principle. In the other respects, to tackle the problem, we introduce a point of view which is new in the context of the separate analyticity, that is the CR theory. First, we show that the CR extensions in either variable are continuous when the other argument is restricted to an open dense range of values. We then apply the edge of the wedge theorem to extend f to an open set of C 2 and next the theorem by Hanges-Treves [22] to propagate this extension along the planes y 2 = const. At this point we apply our generalized Hartogs' lemma to the sequence of the roots of the Taylor coefficients of the expansions of f in z 2 to fill all missing values of x 2 in the domain of f . The authors are grateful to professor Claudio Rea for fruitful discussions and to professor Paulo Cordaro for important advice on boundary values theory.
Generalized/uniformly-continuous boundary values
Let R n and C n be the euclidean real and complex spaces with coordinates x and z = x + iy respectively and also write x = (x , x n ), z = (z , z n ). Let Ω be a domain of R n . We discuss of boundary values on Ω of functions which solve the Cauchy-Riemann equations on manifolds or wedges of C n with boundary or edge Ω. We begin by a result, essentially due to [16] , on uniform continuity of functions which are holomorphic and tempered in one variable, say z n , for y n > 0. 
Proof. We take a function χ = χ(z n ), of class
Under this choice we have that∂ z n (χf ) is uniformly bounded. We write F(τ) := χ f (x , x n + iτy n ) and apply Cauchy formula to the function F (τ) τ+1 at τ = 1 for the half-plane Π + = {Re τ > 0}. We get, after substituting ζ = ξ + iη for iτ,
Recall that
where the error O(|y n |) is uniform for x ∈Ω. The continuity of f on Ω yields the conclusion.
Remark 2.2.
The hypothesis on uniform continuity of f (x , ·) up to y 2 = 0 is needed for formula (2.1); the estimate |f | ≤ c|y n | −k is needed for the second integral in (2.1) to go to 0 as y n 0.
Theorem 2.1 can be extended to a general wedge W swept by analytic discs. This is locally described as the image, through a CR embedding into C n , of Ω + iΓ ε where Γ ε is an open convex cone truncated by |y| < ε in a linear subspace of R n . Here ε = ε x has a positive lower bound on each compact subset of Ω. The embedding is supposed to be smooth up to Ω. It also holds for more general sets swept by analytic half-discs. By abusing notation we write W = Ω + iΓ ε and call W a "wedge" with "edge" Ω and "directional cone" Γ. 
for y ∈Γ ⊂⊂ Γ suitably small. By Cauchy formula, the integrations for different y only "differ" near ∂ Ω. Thus (2.3) defines an element in the quotient
A (∂ Ω) that we denote by bv(f ). If the holomorphic function f on W is tempered in the sense that |f | < ∼ |y| −k for some k as y → 0, y ∈Γ, then it has a distributional boundary value defined over
In this case (2.4) is compatible with (2.3) in the sense that the hyperfunction defined on Ω by (2.3) coincides with the distribution defined by (2.4). For continuous functions on Ω we have coincidence of all possible notions of boundary values: Theorem 2.3 (Rosay [16] and Bony [6] ). Let W = Ω + iΓ ε be a wedge of dimension 2n and let f be a continuous function on Ω which is the boundary value of a holomorphic function on W that we still denote by f . Then, f is uniformly continuous on any proper subwedgẽ W ⊂⊂ W up toΩ and the boundary value is in fact a limit.
Proof. The direction in the wave front set of f are contained in the polar cone Γ * and this is the same as a hyperfunction and a distribution (cf. [6] ). In this situation f is the boundary value of a tempered holomorphic function on W (cf. Differently from "boundary value" the word "extension" is ambiguous. An "extension" has full meaning when it is a holomorphic function on a wedge W of dimension 2n and reproduces the initial function f through (2.3) or (2.4). As we have just seen, when f is continuous on Ω and is the boundary value of a holomorphic function on a wedge W of dimension 2n, then it is in fact a uniform limit. But a function may happen to extend along discs which fill a wedge W of dimension < 2n without being the uniform limit of its "extension". First, the separate extensions may not glue into a continuous function on W as in the following example (private communication by professor P. Cordaro).
Example 2.4. We take Ω = R × R and define f on Ω by f (x 1 , x 2 ) = x 1 sin
. Then f is continuous on Ω and extends as an entire function along each plane {x 1 } × C: thus we have here, instead of a wedge, a manifold without boundary R × C. But it is not tempered in the neighborhood of any point (0, x 2 ) as we may check by using for instance the sequence
Also, even if a function f extends separately along discs which cover a wedge W of dimension 2n and the different extensions glue into a holomorphic function on W , there is no evidence that f is the boundary value, hence the uniform limit, of its extension. However, this conclusion holds, all over Ω, when we know from the beginning that it holds over a suitable subset of Ω. Proof. Since f is holomorphic in W , we know in particular that it is continuous for y n > 0. In combination with Theorem 2.1, we get the uniform continuity up to y = 0.
Remark 2.6. If we inspect (2.3), we see that f is the boundary value, in the sense of hyperfunctions, of its extension. Then, Theorem 2.3 can be used as a substitute of Theorem 2.1 in the above proof.
3 Two-sided and one-sided holomorphic extension from R to C Before entering the main theme, we need some preliminary result on functions of one complex variable. Let C be the complex plane with coordinate τ, Δ = {τ ∈ C : |τ| < 1} the unit disc, Δ + = {τ ∈ Δ : Imτ > 0} the upper half-disc, I = {t ∈ R : |t| < 1} the unit real interval. We recall that a subharmonic function is a function which is upper semicontinuous and whose value at any point τ is dominated by the mean value on the boundary of any disc centered at τ. The following generalization of Hartogs Lemma plays a crucial role in the sequel. 
Then for any η there is ν η such that for any ν ≥ ν η we have
where κ is a uniform constant and a is fixed small. Proof. We denote by χ the function on ∂ Δ + which is 0 for Imτ = 0 and l for |τ| = 1. For small α, we put E j := {τ ∈ ∂ Δ + : ϕ ν (τ) ≥ χ(τ) + α for some ν ≥ j}. This is a family of closed sets with E j+1 ⊂ E j for any j and j E j = / 0. Then for one of them, say E, we must have that λ (E) is arbitrarily small where λ denotes the standard Lebesque measure on ∂ Δ + . We have
where c is a uniform bound for the ϕ ν 's over
We also write the term on the right as κl|Imτ| for a new κ. We have
Then the term on the right of (3.5) can be made < α for λ (E) accordingly small which can be achieved by choosing ν ≥ ν 1 .
By the subharmonicity of the ϕ ν 's and by combining (3.3), (3.4) and (3.5) we get
Let η < α but α < κlη; by taking the maximum between ν o and ν 1 , that we denote by ν η , we get (3.2).
Remark 3.2.
We get a conclusion similar to (3.2) if we replace the half-disc Δ + by the strip U + δ = I + i(0, δ ): l is replaced by lδ −1 , in that case.
Let z = x + iy be the coordinates in C n , Ω an open domain of R n , and f a function in Ω. Definition 3.3. We adopt the following terminology.
• We say that f is separately real analytic in x j if its restriction to the section of Ω with each line parallel to the x j -axis is real analytic. Thus when all the other coordinates are fixed, f extends to |y j | < ε x .
• We say that f is separately CR extendible to y j if it is separately real analytic in x j and, moreover, it has holomorphic extension to |y j | < ε with ε having positive lower bound locally uniform in x.
• We say that f is separately CR extendible to y j > 0 or y j < 0 if it has a holomorphic extension to 0 < y j < ε or −ε < y j < 0 with ε locally uniform in x and the extension on each plane z j has locally uniform limit f for y j = 0.
Let C n = C n 1 × C n 2 with coordinates z = (z , z ) = (x + iy , x + iy ). Separate analyticity in the group of variables x means analyticity in x when the other variables are fixed. CR extendibility to all the directions of the y -plane R n 2 means holomorphic extendibility to |y | < ε with ε locally uniform in x. CR extendibility to a cone Γ 2 ⊂ R n 2 means that f extends holomorphically for y ∈ Γ 2 , |y | < ε with ε locally uniform in x; we also assume that, for fixed x , f is locally uniformly continuous up to y = 0. Clearly real analyticity or CR extendibility in a group of variables x is more restrictive than the combination of real analyticities in any single x j . We state now our main results whose proofs follow in Section 4.
Theorem 3.4. Let f be a function on Ω which is separately real analytic in x and CR extendible to y . Then f is real analytic.
Theorem 3.4 improves Siciak's theorem of [20] where it is assumed that f is separately CR extendible both to y and y . By iteration, Theorem 3.4 implies that if f is separately real analytic in x 1 and CR extendible to each single variable y 2 , . . ., y n , then it is in fact real analytic.
We denote by Γ an open convex cone in the y-space R n and by Γ ε its truncature by |y| < ε; we denote by Γ 2 or Γ 2ε the analogous open cones in the y -space R n 2 . We fix a cone Γ 2 . Let us notice that Theorem 3.4 could be obtained from Theorem 3.5 at least when f ∈ C 0 (Ω). In fact, CR extension to y implies CR extension to any pair of antipodal open cones Γ ± 2 ⊂ R n 2 . Application of Theorem 3.5 implies extension to a pair of wedges W ± , whose profiles are conical neighborhoods Γ ± of Γ ± 2 in R n . But then the Ajrapetyan-Henkin edge of the wedge theorem gives extension to the directions of the convex hull of the profiles that is the whole of the directions of the y-plane R n . However, for the sake of clearness, we give a separate proof.
Theorem 3.5. Let f be a continuous function on Ω which is real analytic in x and
Outline of the proof of Theorems 3.4, 3.5. We start from Theorem 3.4. Assuming that Ω is the square I 2 = (−1, 1) × (−1, 1) of R 2 and denoting by Δ the standard disc, we consider the sets x 1 ∈I {x 1 } × Δ and x 2 ∈I Δ ε x 2 × {x 2 } to which f is supposed to extend. Now, by Baire's theorem the extension of f is bounded in I δ × Δ and U δ × I δ for some interval I δ = (−δ , δ ) and some strip U δ = I + iI δ . It is easy to prove, by Cauchy's inequalities, that boundedness implies in fact continuity for the extensions. By the celebrated Ajrapetyan-Henkin's "edge of the wedge" Theorem of [1] , f extends to Δ δ × Δ δ for a new δ . The argument of this theorem consists in "attaching" analytic discs to the two hypersurfaces and in extending f along these discs by the maximum principle. Also, wherever the extension is continuous, we can apply the propagation of the holomorphic extendibility of CR functions along discs: in particular f extends holomorphically to U δ × Δ δ for a new δ . At this point we apply our generalized Hartogs' lemma (Theorem 3.1 above) to the sequence {ϕ ν (z 1 
} ν and get normal convergence of the Taylor series of f in z 2 over discs of radius arbitrarily close to 1 and uniform for |y 1 | suitably small. Thus f extends holomorphically to U ε × Δ (where Δ is a little shrunk).
As for Theorem 3.5, where we have extension only to the side y 2 > 0, we follow the same lines. The proof that boundedness implies continuity requires an extra argument since we are now working in the upper half-disc Δ + at the boundary points Imz 2 = 0. This is provided by the more general Theorem 2.1. In this way we get holomorphic extension to, say, U 2δ × Δ + 2δ . We center now the Taylor series of f with respect to z 2 at ξ δ = (δ − δ ε) + iδ ; it converges uniformly for z 1 ∈ (I + iİ t ), normally for |z 2 − ξ δ | < δ for δ ∼ δ . We then go through iteration and center the Taylor expansion at ξ δ j = j(δ − δ ε) + iδ , j = 1, . . ., N so that N (δ − δ ε) ∼ 1. In this way, we extend f to t W t where W t = (I + iI t N ) × (I + iI δ +δ δ −δ ) where I δ +δ δ −δ is the interval defined by δ − δ < y 2 < δ + δ . This is a neighborhood of I 2 + i({0} × {δ }). Finally, by Tumanov's theorem [23] we get extension to a wedge W = I 2 + iΓ ε where Γ ε is a conical neighborhood of the half-line y 2 > 0 in R 2 y truncated by the condition |y| < ε.
Proofs
Proof of Theorem 3.4. By using iteration, we may assume n = 2. We use the notations I = (−1, 1), I 2 = I × I , I ε = (−ε, ε), Δ = {τ : |τ| < 1}, Δ ε = {τ : |τ| < ε}, U ε = {τ ∈ C : |Re τ| < 1, |Imτ| < ε}, Δ + = {τ ∈ Δ : Imτ > 0}, I + = {t ∈ I : t > 0}, U + ε = {τ ∈ U ε : Imτ > 0}. The statement being local we can suppose that f is defined and continuous in I 2 , extends to Δ ε x 2 ×{x 2 } and {x 1 }×Δ holomorphic with respect to τ ∈ Δ and Δ ε x 1 respectively. We even assume that f extends indeed to discs of radius slightly bigger than 1 or ε x 2 .
(a) We first prove that there are an open interval I δ ⊂ I and an open strip U δ = I + iI δ such that f is continuous in I δ × Δ and in U δ × I δ (cf. [12] and [20] ). Hence it is a continuous CR function therein. We start from the proof of the continuity on I δ × Δ. Let
. The sequence {F ν } ν is equicontinuous on compact subsets of Δ: this is a consequence of Cauchy's inequalities in combination with the boundedness of f on K l ×Δ. What we have to prove is that F ν → 0 uniformly on compact sets. Otherwise, by the equicontinuity, there is a subsequence {F ν k } k which converges to a limit F = 0. But this limit is holomorphic on Δ and 0 on I , a contradiction. This proves the claim and thus (4.1) follows. We can see now that by Baire's Theorem the union l K l being the whole I , the sets K l must contain an open interval for large l. Also, such an interval can be found in a neighborhood of any point. It needs not to contain 0 but we may assume it, by means of a small translation, for the purpose of our proof. Thus we can assume that f extends as a continuous function on I δ × Δ holomorphic in z 2 : hence it is a continuous CR function thereby.
We pass now to prove that f is a continuous CR function on U δ × I δ . For this purpose, we define J l = {x 2 : f (·, x 2 ) extends to |y 1 | < 1 l and |f (·, x 2 )| < l}. If x ν 2 → x o 2 with x ν 2 ∈ J l , then by boundedness, there is a subsequence which converges to a holomorphic function on
×I l is continuous. By Baire's theorem we conclude again that for large l, the set J l contains an open interval that we can suppose to be centered at 0. (Otherwise, we just have to center the subsequent series (4.2) at a point z 2 = 0 near 0.) This concludes the proof of the claim.
(b) At this point we apply the Ajrapetyan-Henkin's edge of the wedge theorem and conclude that f extends holomorphically to a domain of type Δ δ × Δ δ with possible smaller δ . Since this is a crucial point here, we give the outline of the proof which follows [24] . We show first how to extend f for 0 ≤ Imz 1 < δ , 0 ≤ Imz 2 < δ . In fact, choose smooth functions y j (e iθ ) ≥ 0 with supp(y 1 ) ⊂ [0, π], supp(y 2 ) ⊂ [π, 2π] and with unit mean value, take (λ j ) with 0 ≤ λ j < δ , j = 1, 2, write y λ = (λ 1 y 1 , λ 2 y 2 ) and consider the discs A x o ,λ (τ) which are the holomorphic extensions of (x o − T 0 y λ ) + iy λ from τ = e iθ ∈ ∂ Δ to τ ∈ Δ. (Here T 0 is the Hilbert transform normalized by the condition T 0 (·)(0) = 0.) Note that the boundaries of these discs, corresponding to the values τ = e iθ of the parameter, are contained in the union of Δ + × I δ and I δ × Δ + . Also, the set of their centers {A x o ,λ (0)} = {x o + iλ } has tangent cone at y = 0 which coincides with the first quadrant y 1 ≥ 0, y 2 ≥ 0. On the other hand f is uniformly approximated over the set of the boundaries by a sequence of polynomials according to the Baouendi-Treves approximation theorem (cf. Theorem 1, Ch. 13 of [5] ). This sequence is also convergent in the inside of these discs, in particular in the set of their centers, by the maximum principle. The limit of the sequence provides the desired extension of f to a set whose asymptotic cone at y = 0 is the first quadrant; in the same way we prove extension to the other quadrants and conclude the proof of our claim.
(c)
But then the propagation of the holomorphic extendibility of CR functions along complex leaves yields extension of f to an open domain U δ × Δ δ of C 2 for small δ . We notice incidentally here that Δ δ × Δ δ is swept by discs with boundary in the region where f is bounded and U δ × Δ δ by discs with boundary in the union of U δ × I δ and Δ δ × Δ δ where f is also bounded. Hence, by maximum modulus principle, f is bounded in U δ × Δ δ . Since by such an intervals I δ , where f has (different) bounds, we cover an open dense set D ⊂ I , we conclude that f is continuous up to y = 0 over I × D. This remark will be crucial in the proof of the subsequent Theorem 3.5.
(d)
We consider now the Taylor series of f with respect to z 2 centered at z 2 = 0
This represents a holomorphic function on U δ × Δ δ ; when x 1 is fixed in I this extends holomorphically for z 2 ∈ Δ. We write ϕ ν (z 1 ) := We choose ε such that nδ −1 ε ∼ 0.
Thus the series (4.2) converges uniformly with respect to z 1 on compact subsets ofU ε and normally with respect to z 2 ∈ Δ 1 . Since we already know that this function extends across y 1 = 0 when z 2 ∈ Δ δ , then it is in fact holomorphic in U ε × Δ 1 . The proof is complete. 2
Proof of Theorem 3.5. It is not restrictive to assume n = 2, Ω = I × I and Γ 2 = {0} × I + . We may suppose that f is a continuous function on I 2 which extends holomorphically to {x 1 } × Δ + and Δ ε x 2 × {x 2 } for any x 1 and x 2 in I : we prove that it extends holomorphically to a domain I 2 + iΓ ε where Γ is an open cone of R 2 around the positive y 2 -axis.
(e) The first part of the proof follows the lines of Theorem 3.4. We begin by noticing that f extends continuously to U δ × I δ for some δ : this is identical as in Theorem 3.4. (The presence of the boundary y 2 = 0 can be easily handled because we are assuming that, for fixed x 1 , f (x 1 , ·) is uniformly continuous up to y 2 = 0.) More delicate is the proof that f extends continuously to I δ × Δ + : for this we need, differently from Theorem 3.4, to assume that f | Ω is continuous. Let K l := {x 1 : sup
. By equicontinuity, F ν converges uniformly on compact subsets of Δ + to a holomorphic limit F. Also, by the boundedness of f on K l × Δ + and its continuity on K l × I , we can apply Theorem 2.1 which yields
Thus F has boundary value 0 on I and hence F ≡ 0. Since we have already uniform convergence F ν → 0 on compact subsets of Δ + , then, in combination with (4.5), we have convergence on compact sets of Δ + ∪ I . Thus x o 1 ∈ K l and f | K l ×(Δ + ∪I) is continuous; by Baire's theorem, f is continuous in I δ × Δ + for some δ .
The two steps which follow are the same as in Theorem 3.4: we apply the edge of the wedge and the propagation theorems and conclude that f extends holomorphically to U δ × Δ 
This represents a holomorphic function on U δ × Δ σ (ξ δ ) where σ = δ ε; when x 1 is fixed in I this extends holomorphically for z 2 ∈ Δ δ (ξ δ ) that is the radius of convergence in z 2 increases from εδ to δ . We write ϕ ν (z 1 ) := (where the factor δ −2 is a consequence of rescaling). For δ ∼ δ , δ < δ , take t such
The series (4.6) converges uniformly in z 1 over compact subsets ofU t , with radius in z 2 bigger than δ − δ . We can of course move "backwards" and center the series (4.6) in z 2 at −δ (1 − ε) + iδ instead of δ (1 − ε) + iδ . It remains thus defined a holomorphic function in a neighborhood of (I + iİ t ) × (I (1−ε)δ + iI δ +δ δ −δ ) for any t (where we have used the notation I δ +δ δ −δ for the interval δ − δ < y 2 < δ + δ ). We denote by F this "extension" of f .
(g) In the next step we center theTaylor expansion of F at 2δ (1−ε)+iδ and −2δ (1−ε)+iδ . Reasoning as in (f) and taking into account of the rescaling, we get holomorphic extension toU We assume that by means of this iteration we achieve N δ (1 −ε) N ∼ 1; thus F is holomorphic in a neighborhood of I 2 × i({0} × {δ }) for y 1 = 0. We show now that F is also defined for y 1 = 0, that it extends to a wedge W = I 2 + iΓ where Γ is a conic neighborhood of the axis y 2 > 0, and that it is uniformly continuous at y = 0 with limit f . We start by remarking that F is defined from the beginning over U δ × Δ + δ where it is uniformly continuous up to I × I δ with limit f : F(z 1 , z 2 )| y 1 =0, y 2 =0 + = f (x 1 , x 2 ) for (x 1 , x 2 ) ∈ I × I δ .
In particular, F(x 1 , z 2 )| y 2 =0 + = f (x 1 , x 2 ) for x 2 ∈ I δ . But it then follows from the identity principle for holomorphic functions that
Thus F is defined also for y 1 = 0 and is, wherever defined, an extension of f (x 1 , z 2 ) for values of z 1 such that ±y 1 > 0. In particular, it is an extension of f . Next, by a theorem by Tumanov (cf. [23] ) F extends to a wedge W as before described. (In the present situation in which we have straight planes, instead of general CR manifolds, the proof is easy. By perturbing the disc Δ + of the z 2 plane by giving y 1 non-null values when y 2 > 0, we get discs whose boundary is contained in the region where f is holomorphic and which sweep out a cone Γ = {y : y 2 > c|y 1 Thus F is indeed uniformly continuous according to Theorem 2.5 and it has limit f at I 2 . The proof is complete.
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