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Abstract. We summarise recent progress in simulating QCD at nonzero baryon density using complex Langevin dynamics.
After a brief outline of the main idea, we discuss gauge cooling as a means to control the evolution. Subsequently we present a
status report for heavy dense QCD and its phase structure, full QCD with staggered quarks, and full QCD with Wilson quarks,
both directly and using the hopping parameter expansion to all orders.
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INTRODUCTION
The QCD phase diagram, indicating the behaviour of strongly interacting matter as temperature and baryon density
(or chemical potential) are varied, is under intense investigation, with the main motivation coming from the ongoing
relativistic heavy-ion collisions at the Relativistic Heavy Ion Collider at Brookhaven and the Large Hadron Collider at
CERN, the lower-energy studies at GSI/FAIR facilities, as well as from the need to understand compact astrophysical
objects, such as neutron stars, from first principles. Furthermore, QCD describes one of the fundamental forces in
FIGURE 1. A possible sketch of the QCD phase diagram.
1 Based on a plenary talk at XIth Quark Confinement and the Hadron Spectrum, September 8-12, 2014, St. Petersburg, Russia.
Nature and hence there is an intrinsic desire to understand it under extreme conditions, such that the usual QCD
vacuum is replaced by new phases of matter. A possible sketch of the QCD phase diagram is given in Fig. 1.
At this moment, a first-principles determination of the QCD phase diagram is still lacking. The reason is that in the
regimes of interest, namely where the transitions to the quark-gluon plasma or to nuclear and quark matter take place,
QCD is strongly coupled and hence a nonperturbative approach is needed. However, the applicability of the standard
nonperturbative tool, lattice QCD, is severely hindered by the so-called sign problem, i.e. the fact that in the presence
of a nonzero quark (or baryon) chemical potential the fermion determinant is no longer real but complex,
[detM(µ)]∗ = detM(−µ∗). (1)
This makes it hard, if not impossible, to assign probability weights to field configurations in numerical simulations of
lattice QCD.
A number of approaches to evade the sign problem is currently under investigation. These will not be reviewed here,
see instead e.g. Refs. [1, 2, 3]. Instead we focus on complex Langevin dynamics, which has recently for the first time
been applied to full QCD [4, 5]. Some alternative reviews can be found in Refs. [6, 7, 8].
COMPLEX LANGEVIN DYNAMICS
Consider the QCD partition function,
Z =
∫
DUDψ¯Dψ e−S =
∫
DU e−SYM detM(µ), (2)
where in the final expression the quark fields have been integrated out, resulting in the complex determinant. We
denote the weight under the integral generically as ρ(x), where x indicates all remaining field dependence. At nonzero
chemical potential, this weight is complex and highly oscillating, see Fig. 2 (left). Hence it is not obvious what the
dominant configurations in the path integral are. Simply ignoring the complexity, and using e.g. the phase-quenched
weight |ρ(x)|, will lead to a severe overlap problem, since the full and phase-quenched ensembles describe manifestly
different physical theories.
The main idea underlying complex Langevin dynamics is that there exists a real and nonnegative weight P(x,y) in
the complex plane, or complexified configuration space, such that
∫
dxρ(x)O(x) =
∫
dxdyP(x,y)O(x+ iy), (3)
for holomorphic observables O(x), see Fig. 2 (right). The question is how such a probability weight can be constructed.
In complex Langevin dynamics [9, 10] P(x,y) is effectively obtained as the solution of a stochastic process, which
takes place in the complex plane. For one degree of freedom, with partition function
Z =
∫
dxe−S(x), S(x) ∈C, (4)
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FIGURE 2. A complex, highly oscillating distribution ρ(x) (left) might be represented by a real and nonnegative distribution
P(x,y) in the complexified space (right).
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FIGURE 3. Left: Langevin evolution of a unitarity norm, TrU4U†4 /3, in heavy dense QCD on a 44 lattice at β = 5.6, κ = 0.12
and N f = 2 for two values of the chemical potential µ , without gauge cooling [20]. Right: Gauge cooling reduces the unitarity norm
and brings a configuration in SL(N,C) as close as possible to SU(N).
the complex Langevin equations take the form
∂tx =−Re∂zS(z)+η , ∂ty =−Im∂zS(z), (5)
where S(z) = S(x+ iy), t is the Langevin time, and the noise satisfies
〈η(t)〉= 0, 〈η(t)η(t ′)〉= 2δ (t− t ′). (6)
The proof of the applicability of this method [11, 12] goes via the Fokker-Planck equation for the associated distribu-
tion,
∂tP(x,y;t) = [∂x(∂x +Re∂zS)+ ∂yIm∂zS]P(x,y;t), (7)
and the conjectured relation (3). In the case of holomorphic actions, the method is reliable, provided that the equilib-
rium distribution P(x,y) is well localised in the imaginary direction and certain criteria for correctness, which can be
verified a posteriori, are satisfied [11, 12]. For meromorphic drifts, i.e. drifts −∂zS with poles, problems may appear
but not necessarily so [13, 14]. We note that no importance sampling is needed, since equilibrium is reached as in
Brownian motion. An explicit solution of Eq. (7) is unfortunately only available in a few selected cases (see e.g. Refs.
[15, 16, 17, 18]) and hence the analysis of P(x,y) requires its explicit construction using the Langevin equation.
GAUGE THEORIES
For nonabelian SU(N) gauge theories on the lattice, the Langevin update can be written for gauge links U (suppressing
most indices) as [19, 20]
U(t + ε) = R(t)U(t), R = exp
[
−i∑
a
λa
(
εDaS+
√
εηa
)]
, (8)
where ε is the Langevin stepsize and λa are the Gell-Mann matrices (a = 1, . . . ,N2 − 1). For QCD the action includes
the logarithm of the determinant, and hence the drift has a pole where the determinant vanishes. Whether this leads
to problems in practice is still under investigation; for the results shown below, we believe this is not the case. All
matrices above have determinant 1, however, when the action and hence the drift are complex, they are no longer
unitary. Complex Langevin dynamics takes therefore place in SL(N,C), the complex extension of SU(N). This can be
demonstrated by considering unitarity norms, i.e. norms which measure the distance from SU(N). Examples of these
are [7]
D1 =
1
N
Tr
(
UU†− 11) D2 = 1N Tr
(
UU†− 11)2 , (9)
FIGURE 4. HDQCD: Polyakov loop (left) and density (right) in the plane of temperature (in MeV) and chemical potential (in
lattice units) on a 83×Nτ lattice at β = 5.8, κ = 0.12 and N f = 2.
etc. For unitary matrices, these norms vanish, while for nonunitary SL(N,C) matrices, they exceed 0. An example is
given in Fig. 3 (left) where the evolution of the unitarity norm TrU†4 U4/3≥ 1 is shown in the case of heavy dense QCD
(HDQCD), to be discussed further below. This figure is taken from Ref. [20], in which complex Langevin dynamics
was first applied to HDQCD.
In order to satisfy the criteria alluded to above and make sure the Langevin process explores the enlarged configura-
tion space in a controlled fashion, it is necessary to restrain the distance from SU(N). This can be achieved with gauge
cooling, in which Langevin updates are interspersed with gauge transformations that reduce the unitarity norms but do
not affect observables [21]. Gauge cooling affects the Langevin process as a whole, since the Langevin update and the
cooling step do not commute. For a link Ux,µ , gauge transformations in SL(N,C) take the form
Ux,µ → ΩxUx,µΩ−1x+µˆ , Ωx = eiωaxλa , ωax ∈ C. (10)
By choosing ωax = iα fax purely imaginary, gauge cooling does not affect the unitary subgroup but only the distance
in the orthogonal direction. Linearising in α > 0 indeed shows that e.g. the norm D1 is reduced: after a gauge
transformation at site x, D′1−D1 =−(α/N) f 2ax < 0. If a configuration is gauge-equivalent to an SU(N) configuration,
gauge cooling will return it to the unitary group. If not, there is a minimal distance. This is illustrated in Fig. 3 (right).
Gauge cooling can be implemented adaptively [7], which allows for a significant speed-up of the simulations [22]. We
emphasise that in QCD the unitary submanifold is very unstable and hence gauge cooling is essential. Besides this, it
is also necessary to use an adaptive stepsize during the Langevin update [23].
HEAVY DENSE QCD
As a first application we consider QCD with static quarks at nonzero chemical potential, known as heavy dense QCD
(HDQCD) [24, 25]. Starting from Wilson quarks with hopping parameter κ , it can be obtained by discarding all spatial
hopping terms, keeping only temporal hopping. In this case the fermion determinant takes the form
detM = ∏
x
det
(
1+ heµ/TPx
)2
det
(
1+ he−µ/TP−1x
)2
, (11)
where h = (2κ)Nτ , Px and P−1x are the (conjugate) Polyakov loops and the remaining determinants are in colour-
space only. For the gauge fields, the full Wilson gauge action, with coupling β , is included. Hence this approximation
goes beyond e.g. the strong coupling expansion considered in Refs. [26, 27, 28]. The determinant still satisfies Eq. (1).
This theory has a nontrivial phase diagram: there is a thermal deconfinement transition as the temperature is
increased (by varying Nτ at fixed β or vice versa), just as in the pure glue theory. This transition is first order for
very heavy quarks (small κ) and a crossover for slightly lighter but still heavy quarks. As the chemical potential is
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FIGURE 5. Silver Blaze feature in HDQCD: behaviour of the density with decreasing temperature (increasing Nτ ). The critical
chemical potential is µc =− ln(2κ) = 1.43 and the saturation density is nsat = 12. Other parameters as in Fig. 4.
FIGURE 6. HDQCD: Polyakov loop susceptibility in the T −µ plane. Parameters as in Fig. 4.
increased at fixed temperature, there is a transition to the high-density state. At zero temperature, this transition is
expected to be first order and to occur at heµ/T = 1, or µ = µc ≡ mq, where in this model the quark mass is given by
mq ≡− ln(2κ). This is clearly a simplification with respect to full QCD and can be improved by including higher-order
terms in κ , see e.g. Refs. [29, 30, 28, 5] and below. The two transitions are expected to meet in the T − µ plane.
Here we present preliminary results for N f = 2 flavours at fixed β = 5.8 (corresponding to a ∼ 0.15 fm; we used
the gradient flow to set the scale, see e.g. Ref. [31]) and κ = 0.12 (corresponding to µc ∼ 1.43) on lattices of size
83 ×Nτ , with Nτ = 2− 28 (see also Ref. [22] for results at κ = 0.04). The results for the Polyakov loop and the
density are shown in Fig. 4. The Polyakov loop is close to zero in the low T -low µ corner of the T − µ plane and
then increases as the temperature and/or chemical potential is increased, signalling deconfinement. The density rises
as the chemical potential is increased and the rise is steeper at low temperature. This is an indication of the expected
behaviour in the Silver Blaze region [32]: at low temperature the density rises sharply, jumping discontinuously as the
temperature is taken to zero, see Figs. 4 (right) and 5. The maximum value the density can take is saturation density,
nsat = 2N f Nc = 12, for which all sites on the lattice are maximally occupied. We note that in the static limit there is no
distinction between mpi/2 and mB/3, and hence the Silver Blaze problem is easier than in the full QCD.
At the critical chemical potential and at low temperature, the Polyakov loop has a maximum after which it drops
again to zero. This is a lattice artefact arising from the saturation of the density. When all sites on the lattice are
occupied, the Polyakov loop becomes again insensitive to the chemical potential (inverse Silver Blaze problem) and
drops to zero. Hence the region where µ > µc is unphysical.
The Polyakov loop susceptibility is shown in Fig. 6. From its behaviour one can clearly see the emergence of
the phase boundary in the T − µ plane. In order to make this more precise, simulations at larger spatial volume are
required, which are currently in process. Finally, we observe that the region where µ > µc is “dual” to the low-µ
region, in the sense that the roles of empty and filled states is reversed.
FULL QCD
Last year first results for full QCD have finally appeared [4]. The fermion determinant leads to an additional term
in the drift, which requires the inverse of the fermion matrix (though not its determinant). The inversion is done
stochastically, using conjugate gradient, and is the most expensive part of the computation. Gauge cooling and adaptive
stepsize are needed. So far the approach has been implemented for unimproved staggered fermions [4] and standard
Wilson fermions [5]. During the simulations, the unitarity norms, distributions and eigenvalues of the Dirac operator
near zero are being monitored. In order to have trust in the results, comparisons with HDQCD and reweighting are
done, where possible. A comparison with the hopping parameter expansion to all orders is discussed below.
In Fig. 7 both the density, normalised with the saturation density, and the Polyakov loop are shown, for four flavours
of unimproved staggered fermions using two bare quark masses, am = 1 and am = 4, on a 83× 6 lattice. Also shown
are the results from the static limit, as in HDQCD, using a 1/m expansion. The latter can be compared with the am = 4
data, which corresponds to heavy quarks as well. For the density we observe the rise from zero to saturation as the
chemical potential is increased. For the large mass value, there is agreement between the static limit and the full theory,
indicating that the quarks are indeed very heavy and providing an important crosscheck for both approaches. For the
lighter staggered quarks, there is a clear deviation which is due to the lack of dynamics in the static limit. The Polyakov
loop shows qualitatively the same behaviour as above: i.e. when saturation is reached, its value drops down close to
zero. Hence only the region before the Polyakov loop reaches its maximum (i.e. before half-filling) is physical.
To summarise, it is satisfying to see agreement between the full theory and the static limit for the large mass
parameter and disagreement for the lighter quarks. The behaviour of the density and the Polyakov loop is as expected.
The important open question concerns details of the onset at low temperature, which is currently under investigation.
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FIGURE 7. Density n/nsat (left) and Polyakov loop (right) as a function of µ/T in QCD with N f = 4 flavours of staggered quarks
on a 83×6 lattice at β = 5.8, for two values of the bare quark mass, am = 1 and 4 [4]. The result in HDQCD is also shown.
HOPPING PARAMETER EXPANSION
In order to bridge the gap between the static limit and the full theory, we have recently proposed the hopping parameter
expansion to all orders [5]. The static limit clearly has some shortcomings, such as immediate saturation after onset
at T = 0 and coincidence of mB/3 and mpi/2. These limitations are already overcome by including the lowest O(κ2)
[29, 30] and O(κ4) [26, 27, 28, 33] corrections. However, an extension to higher order is typically quite involved.
Here we discuss two expansions which are systematic and can be truncated at high order; we consider contributions
up to O(κ50) below. Since we start from the same fermion and gauge action, a comparison with the full theory is
straightforward, namely simply by choosing the same bare parameters. The determinants in the hopping parameter
expansion are still complex and hence we use complex Langevin dynamics to solve the truncated theory as well. A
comparison provides therefore again an important crosscheck between the different approaches.
We consider two expansions: one in the hopping parameter κ for both spatial and temporal terms, and one in
the spatial hopping parameter κs only. The starting point for the latter is HDQCD: hence all the chemical potential
dependence is already included at lowest order and the role of the higher order terms is to contribute more kinetic
terms. The former approach is numerically cheaper but includes terms of the order O(κnenµ) at the nth term, affecting
the expansion at larger values of µ .
To wit, in the straightforward hopping expansion we write
detM = det(1−κQ) = exp
∞
∑
n=1
−κ
n
n
TrQn, (12)
whereas in the κs expansion the heavy dense determinant is factored out first,
detM = det(1−R−κsS) = det(1−R)exp
∞
∑
n=1
−κ
n
s
n
Tr
(
1
1−RS
)n
, (13)
where we decomposed the fermion matrix as M = 1− κQ = 1− κsS− R, with S/R containing hoppings in the
spatial/temporal direction only. The κs expansion requires the inversion of the heavy dense matrix, which can be
achieved analytically, while the κ expansion requires no inversion at all. The traces appearing in the Langevin drift are
estimated stochastically.
Some results are shown in Fig. 8. In each case we show the density for two values of µ as a function of the order
of the expansion, up to order 50. Also shown are the results obtained with complex Langevin simulations of the full
theory with Wilson fermions. The left figure has results on a 44 lattice, for both the κs and the κ expansion. The latter
breaks down for the larger µ value. The right figure is for an 84 lattice, for the κs expansion only. In each case we find
excellent agreement with the full result, thereby providing justification for both methods. We also observe convergence
0 10 20 30 40 50
n, order of the expansion (including terms up to κn)
0
0.5
1
1.5
2
2.5
3
de
ns
ity
full QCD
κ expansion
κ
s
 expansion
full QCD
κ expansion
κ
s
 expansion
µ=1.1
µ=0.7
κ expansion unstable at µ=1.1
Nf =2, κ=0.12
44, β=5.9
0 10 20 30 40 50
n, order of the expansion (including terms up to κn)
0
0.02
0.04
0.06
de
ns
ity
full QCD
κ
s
 expansion
full QCD
κ
s
 expansion
µ=0.7
Nf =2, κ=0.12
84, β=5.9
µ=0.8
FIGURE 8. Dependence of the density (in lattice units) on the order of the truncation in the hopping expansion on a 44 lattice
(left) and an 84 lattice (right) in QCD with N f = 2 flavours of Wilson quarks, at β = 5.9 and κ = 0.12, for various values of the
chemical potential [5]. The result from the κs-expansion is always shown, while the κ-expansion may break down at larger µ values
and lower temperatures. Also shown are the results from direct complex Langevin simulations of full QCD.
of the κs expansion, to the correct result. In view of potential problems associated with meromorphic drifts, we note
here that in the κs expansion poles still exist, albeit of higher order, while in the κ expansion poles are completely
absent. Hence the agreement between the various approaches indicates, for the parameter values chosen here, that
problems coming from poles associated with the logdet in the action are not present.
In this case the remaining questions concern the convergence of the expansions for lighter quarks (larger κ) and at
lower temperatures. Again this is currently under investigation.
SUMMARY
In this contribution we have given a brief overview of the status of the applicability of complex Langevin dynamics to
QCD at nonzero chemical potential. There is progress on a number of fronts, most importantly the possibility to carry
out simulations for full QCD with staggered and Wilson fermions. This has opened up the door towards addressing
questions with regard to the QCD phase diagram. In order to test the approach, we have given first results for QCD
in the heavy dense limit, where the phase diagram indeed can be determined by direct simulation. For full QCD, the
important open questions relate to the feasibility of simulating light quarks at low temperature and the role of poles
in the drift arising from the logarithm of the determinant in the action. These questions can partly be answered by
comparison with the hopping parameter expansion to all orders.
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