The study of Reynolds algebras has its origin in the well-known work of O. Reynolds on fluid dynamics in 1895 and has since found broad applications. It also has close relationship with important linear operators such as algebra endomorphisms, derivations and Rota-Baxter operators. Many years ago G. Birkhoff suggested an algebraic study of Reynolds operators, including the corresponding free algebras. We carry out such a study in this paper. We first provide examples and properties of Reynolds operators, including a multi-variant generalization of the Reynolds identity. We then construct the free Reynolds algebra on a set. For this purpose, we identify a set of bracketed words called Reynolds words which serves as the linear basis of the free Reynolds algebra. A combinatorial interpretation of Reynolds words is given in terms of rooted trees without super crowns. The closure of the Reynolds words under concatenation gives the algebra structure on the space spanned by Reynolds words. Then a linear operator is defined on this algebra such that the Reynolds identity and the desired universal property are satisfied.
Introduction
This paper starts a systematic algebraic study of Reynolds algebras, focusing on the construction of their free objects by bracketed words and rooted trees. In doing do, we solved a problem posted by G. Birkhoff in 1961 [3] .
1.1. History of Reynolds operators. In his celebrated study [32] of fluctuation theory in fluid dynamics in 1895, O. Reynolds was led to a linear operator P on an algebra R of functions satisfying the operator identity (1) P(uv) = P(u)P(v) + P((u − P(u))(v − P(v))) for all u, v ∈ R, which is also known as the approximation relation. In its early applications in fluid dynamics, in particular in the Reynolds-averaged Navier-Stokes equations modeling turbulent flows, a Reynolds operator played the role of taking average over a time interval. The term Reynolds operator was coined by J. Kampé de Fériet who pursued the study of the operator as a mathematical subject in general for an extended period of time [21, 22] . More commonly used equivalent form of Eq. (1) is the Reynolds identity
(2) P(u)P(v) = P(uP(v)) + P(P(u)v) − P(P(u)P(v)) for all u, v ∈ R, which was derived by M.-L. Dubreil-Jacotin [11] . An operator closely related to the Reynolds operator is the averaging operator, defined to be a linear operator P on a k-algebra R that satisfies the averaging identity The operator was first studied by G. Birkhoff and J. Kampé de Fériet. It is well known that an idempotent averaging operator is a Reynolds operator. There is a quite large literature on averaging operators related to algebra, analysis, combinatorics, geometry and operads [6, 5, 7, 15, 23, 29, 30, 33, 36] . As realized many years later, the study of Reynolds and averaging operators in the 1930s was closely related to the probability theory that Kolmogorov was developing at the same time, in particular to conditional expectations. Large thanks to the contributions of G. Birkhoff, J. B. Miller and G.-C. Rota and their coauthors, there was an extensive literature on Reynolds operators in the 1950s and 1960s, for example on f -algebras, algebras of finitely valued functions, operators on function spaces and generalized connection with conditional expectation [14, 26, 27] . See the survey articles of G. Birkhoff and G.-C. Rota [3, 34] .
Recently, Reynolds operators were defined for rational G-modules where G is a linearly reductive group, and dual functors of G-modules [1, 9, 10] , motivated by geometric invariant theory [28] and lattice ordered algebras [4] .
1.2. Motivation of our approach. According to the early practitioners of Reynolds operators such as Reynolds, Rota and Miller [27, 32, 34] , the Reynolds operator first arose because of the difficulty of producing averaging operators that commuted with differentiation in Euclidean spaces; it can be regarded as an approximation of the algebra endomorphism, a formal translated inverse of the derivation and an infinitesimal infinitesimal analog of the Rota-Baxter operator. See Section 2.1 for some details. Another connection that is especially pertinent to us is that Reynolds operators and their generalizations provides a suitable abstraction for the Volterra integral operators, as shown in Examples 2.3 and 2.5 [20, 37] .
Thus with its long history, broad applications and intimate connections with classical linear operators, it is important to give a systematic study of the Reynolds operator in the algebraic context. In fact, in his classical survey [3] , R. Birkhoff suggested the following problem, which we will refer as Birkhoff's Question. Question 1.1. ( [3] ) It would be interesting to study the algebraic implications of this condition [referring to Eq. (2)] (including the "free algebra" of linear operators satisfying Eq. (2) ).
Such an algebraic study of Reynolds operators, especially the resolution of Birkhoff's Question on free Reynolds algebras, is what the current paper intends to carry out.
Combinatorial properties of an algebraic structure are often reflected by its free objects. This is the case for the well-known constructions of free semigroups and free (commutative and noncommutative) algebras as words and (commutative and noncommutative) polynomials respectively. Less well-known is the case of free Lie algebras [31] . For algebras with linear operators, free Rota-Baxter algebras [12, 17, 19] , free averaging algebras [30] and free operated algebras [16, 17] have their combinatorial interpretations as quasi-symmetric functions, rooted trees and Motzkin paths, and have their generating functions related to Catalan numbers and Schröder numbers.
For Reynolds algebras, R. Birkhoff already noticed the significance of their free objects in his Question 1.1. Even though the existence of free Reynolds algebra comes from general results of universal algebra to which R. Birkhoff is a main contributor, their explicit construction is still not known. This is in sharp contrast with not only the classical algebraic structures aforementioned, but also the other well-known algebraic structures equipped with linear operators, such differential algebras [24] , Rota-Baxter algebras [8, 18, 35] and the closely related averaging algebras [30] . In particular, free differential algebras were obtained by Ritt and Kolchin in the first half of the last century [24] ; free commutative Rota-Baxter algebras were first constructed by Rota and then Cartier around 1970 [8, 35] .
To understand the challenges in constructing free Reynolds algebras and the motivation of our study, let us compare the Reynolds algebra with these other algebras.
An algebra R together with a linear operator P : R −→ R is called (a) a differential algebra if P satisfies the Leibniz role
(b) a Rota-Baxter algebra of weight λ, where λ is a fixed scalar, if P satisfies the generalized integration by parts
(c) an averaging algebra if P satisfies Eq. (3).
There is a more general class of Rota-Baxter type algebras which also include the Nijenhuis algebras and Leroux's TD algebras [38] . The idea behind the constructions of free objects in these algebraic structures is the fact that the relation defining each of the structures gives rise to a convergent rewriting system that reduces the left hand side to the right hand side [25] . Despite its close similarity with the Rota-Baxter operator, this reduction does not work for Reynolds algebras, since the intended leading term P(u)P(v) on the left hand side of Eq. (2) also appears on the right hand side, resulting in a divergent rewriting system unless some completeness conditions are imposed (see Proposition 2.12). Our first strategy is to extract a different rewriting rule from the Reynolds identity in Eq. (2), giving rise to a terminating rewriting system. Even with that issue resolved, it needs careful analysis of the reduction, including multi-variant generalizations of the Reynolds identity, in order to arrive at a set of reduced words in the set of bracketed words, and to verify that the space spanned by these reduced words has a Reynolds algebra structure and satisfies the desired universal property.
1.3.
Outline of the paper. Pursuing this approach, the layout of the paper is as follows. In Section 2, we first provide examples of Reynolds operators from integration and derivation, followed by some basic properties of Reynolds operators, including an interpretation (Proposition 2.12) of Rota's remark that the Reynolds operator should be an infinitesimal analog of the Rota-Baxter operator. We then give a multi-variant generalization (Proposition 2.13) of the Reynolds identity in Eq. (2) , which other than being interesting on its own, plays an essential role on the construction of the free Reynolds algebras in the next section.
The purpose of Section 3 is to construct free Reynolds algebras as suggested in Reynolds's Question 1.1. We first recall the construction of free operated algebras on a set via bracketed words with the set as the alphabet. This free operated algebra serves as the space from which to derive a free Reynolds algebra by taking the quotient modulo the operated ideal generated by the Reynolds identity. In order to give an explicitly defined basis of this quotient, we identify a canonical subset of the bracketed words, called the Reynolds words, as a complete set of representatives. The combinatorial meaning of Reynolds words in terms of trees is illustrated. The rest of the section is devoted to the verification that the space spanned by Reynolds words has the algebraic structure and the universal property of a free Reynolds algebra, culminated in the main result of the paper, Theorem 3.9.
Convention. Throughout this paper, let k be a unitary commutative ring which will be the base ring of all modules, algebras, as well as linear maps. Unless otherwise specified, an algebra is a unitary associative k-algebra. Denote by M(X) (resp. S (X)) the free monoid (resp. semigroup) generated by X. For any set Y, denote by kY the free k-module with basis Y.
Properties and examples
In this section, we give first give examples of Reynolds operators with motivations from integration and differentiation. We then give a weighted generalization and properties of Reynolds algebras, including their replicating property and role as infinitesimal or deformation of Rota-Baxter algebras. We also show that the Reynolds identity (2) has natural multi-variant generalizations.
Definitions and examples.
From now on, we refer Eq. (2) as the Reynolds identity. Basic concepts for algebras and Rota-Baxter algebras [17] can be similarly defined for Reynolds algebras.
Definition 2.1. A Reynolds subalgebra (resp. Reynolds ideal) of a Reynolds algebra (R, P) is a subalgebra (resp. an ideal ) I of R such that P(I) ⊆ I. A Reynolds algebra homomorphism f : (R 1 , P 1 ) → (R 2 , P 2 ) between two Reynolds algebras (R 1 , P 1 ) and (R 2 , P 2 ) is an algebra homomorphism such that f P 1 = P 2 f .
Let RA denote the category of Reynolds algebras with Reynolds algebra homomorphisms. In Section 3, we will construct the free objects of RA by using the Reynolds words. We first give some general properties of Reynolds algebras in this section.
There is a close relationship between Reynolds operators and averaging operators as defined in Eq. (3). In fact, an idempotent linear operator is Reynolds if and only if it is averaging, a fact that is known to Miller and Rota [2, 27] .
Indeed most known examples of Reynolds operators are idempotent and thus are given in the form of idempotent averaging operators [30, 33] ; while most known non-idempotent Reynolds operators are the classical ones from analysis, such as the following ones. We will later provide some algebraically defined examples. 
The integration in the above example is a special case of Volterra (integral) operators [37] with a kernel K(x, t):
defined on a suitable algebra of functions. So the above example is the case when K(x, t) = e t−x . The following is another example. See [20] for a general approach.
. Denote the last expression by F(x) and let G(x) := xF(x). Then a direct check shows that G ′ (x) = 0, implying that G(x) is a constant. But G(0) = 0 since I(h)(x) = 0 for any g ∈ C(R). Hence G(x) is identically zero. Therefore F(x) is also identically zero. This verifies the Reynolds identity for the operator P.
We now provide some algebraically defined Reynolds operators that are not idempotent, starting with a simple one extracted from the previous example, with an algebraic proof.
Example 2.6. In the polynomial algebra k[x], define a linear map by
Then we have P(P(x n )P(x m )) = P 1 (n + 1)(m + 1) n n+m = 1 (n + 1)(m + 1)(m + n + 1)
x n+m and P (P( f )g) + P ( f P(g)) − P( f )P(g)
x n+m = 1 (n + 1)(m + 1)(m + n + 1)
x n+m .
Thus P (P( f )P(g)) = P (P( f )g) + P ( f P(g)) − P( f )P(g) for all f, g ∈ k[x] and P is a Reynolds operator on k[x].
According to Rota [34] , if P is a Reynolds operator and if P −1 exists, then P −1 −id is a derivation, where id is the identity operator. This leads to the natural question of deriving a Reynolds operator from a derivation. Our next result is to confirm this.
We first give the following combinatorial formula as a preparation.
Lemma 2.7. Let p ≥ 1, 1 ≤ r ≤ q be the integer numbers. Then
.
In special case when r = 1, we obtain
Proof. We verify Eq. (6) by induction on q − r ≥ 0. When q − r = 0, then q = r. Thus Proof. Evidently, if d is locally nilpotent on R, then the series ∞ n=0 d n (r) is a finite sum and hence convergent. Thus we only need to prove the first statement.
For any u, v ∈ R, we have
Applying the generalized Leibniz rule
Similarly, we obtain
Substituting these equations into the Reynolds identity (2) and comparing the coefficients of d m (u)d n (v), we see that we only need to verify the equation
for which we proceed by applying the induction on k := p + q.
In the case when p + q = 0, namely p = q = 0, the equation is checked directly. Let n ≥ 0. Assume that Eq. (9) holds for all p, q ≥ 0 with p + q = n. Consider a pair p, q ≥ 0 with p + q = n + 1. So p + q ≥ 1. By the symmetry of Eq. (9) in p and q, we can assume p ≥ 1. Then p − 1 + q = n. Applying the induction hypothesis, the left hand side of Eq. (9) becomes
while the right hand side of Eq. (9) becomes
Therefore, we only need to prove
That is,
which is simply Eq. (7). This completes the induction.
As an application of Proposition 2.8, we construct Reynolds operators on the polynomial algebra. 
Generalizations and basic properties.
For broader applications, we generalize the concept of the Reynolds operator as follows.
Definition 2.10. Let k be a unitary commutative ring and λ a given element of k. A Reynolds algebra R of weight λ is a pair (R, P) consisting of an algebra R and a linear operator P : R → R that satisfies the following Reynolds identity of weight λ:
In this sense, the Reynolds operator is the special case when the weight is −1 and the Rota-Baxter operator of weight zero is the special case of a weighted Reynolds operator when the weight is zero. It is easy to check that if P is a Reynolds operator of weight λ, then λP is a Reynolds operator of weight 1 and −P is a Reynolds operator of weight −λ.
As in the case of Rota-Baxter algebras [17] , a Reynolds algebra structure can replicate itself as follows.
Theorem 2.11. Let (R, P) be a Reynolds algebra of weight λ. Define a multiplication ⋆ on R by
Then
is an algebra.
(c) (R, ⋆, P) is a Reynolds algebra of weight λ.
(d) P is a Reynolds algebra homomorphism from (R, ⋆, P) to (R, ·, P). Here · denotes the original multiplication on R.
Proof. (a). It follows directly from the Reynolds identity in Eq. (2). (b). We just need to verify the associativity of ⋆, that is, for u, v, w ∈ R, the following holds
Indeed,
Similarly,
Hence Eq. (12) follows from the associativity of (R, ·).
as needed. (d). By Item (a), P is an algebra homomorphism. Furthermore, P commutes with itself. So it is a Reynolds algebra homomorphism.
Rota [34] suggested that the Reynolds operator is an infinitesimal analog of the Rota-Baxter operator. We give the following interpretation.
Let (R, P) be a Reynolds algebra and u, v two arbitrary elements in R. Denote u * v := uP(v) + P(u)v. Then P is a Rota-Baxter operator of weight zero means that P(u)P(v) = P(u * v). On the other hand, using this notation, the Reynolds equation of weight λ in Eq. (10) becomes
By repeatedly applying Eq. (10) to the P(u)P(v) on its right hand side of this equation, the right hand side yields
and eventually
formally. This can be made precise if the right hand side makes sense as we now show. See [17] for example for background on completions and inverse limits.
R/I n be a complete filtered algebra given by the decreasing sequence of ideals I n of R. If P is a Reynolds operator on R such that P(I n ) ⊆ I n+1 , then Eq. (14) holds.
Proof. For each given k ≥ 0, by Eq. (13), the difference P(u)P(v) = k n=0 λ n P n+1 (u * v) lies in P n+1 (R). Since R is complete with respect to the metric defined by I n and P(I n ) ⊆ I n+1 , n ≥ 0, we have k≥0 P k+1 (R) = 0. This proves the proposition.
As noted in the introduction, the format of the Reynolds identity is similar to the identity of the Rota-Baxter operator:
or more generally the Rota-Baxter type operators listed in [38] . The key difference is that the left hand side also appears in the right hand side of the equation, leading to an infinite loop if the equation is used a rewriting role replacing the left hand side by the right hand side. This poses challenges in constructing free Reynolds algebras. To overcome this difficulty, we use the following alternative form of the Reynolds identity.
by keeping the term with the highest total order of P to the left hand side. As it turns out, the reduction role given by this equation is still not enough for the general purpose. Instead, there are multi-variant Reynolds identities as shown below that one also needs to take into consideration in the reduction. 
Evidently Eq. (15) is the special case of Eq. (16) when m = 2. Roughly speaking, the equation can be regarded as a generalized Leibniz rule that expresses the left hand side as a sum in which each term is obtained from the left by omitting a P from one of the locations. Here are some examples. Proof. (of Proposition 2.13) To simplify notations, we first use the abbreviation u * i = u * m,i := P(u 1 ) · · · P(u i−1 )u i P(u i+1 ) · · · P(u m ), i = 1, · · · , m, m ≥ 2. Then Eq. (16) becomes
We now prove Eq. (16) by induction on m ≥ 2 with the case when m = 2 coming from Eq. (15) . For k ≥ 2, assume that Eq. (16) holds for m ≤ k and consider the case when m = k + 1. By the induction hypothesis, the following equation holds
Furthermore, by Eq. (15), we obtain
Applying the induction hypothesis in Eq. (18) to the three terms on the right hand side, we obtain
Applying Eq. (15) again, we obtain
On the right hand side, the second term is canceled with the seventh term and the third with the fifth. Also combine the first term with the last one and move the fourth term moved to the left hand side. Noting that
This completes the induction.
Free Reynolds algebras on a set
In this section we construct the free Reynolds algebra on a set X by using bracketed words in addressing Question 1.1 of R. Birkhoff. In Section 3.1 we recall some background on bracketed words and identify a subset of bracketed words that will serve as the basis of the free Reynolds algebra to be constructed in Section 3.2 where the desired structures and properties of the free Reynolds algebra will be verified.
3.1. Bracketed words and Reynolds words. We first recall from [16] the construction of the free operated monoid generated by a set. For any nonempty set Y, let M(Y) denote the free monoid generated by Y with the identity 1. Let ⌊Y⌋ := {⌊y⌋ | y ∈ Y} be a replica of Y. In other words, it is the set ⌊Y⌋ indexed by Y but is disjoint from Y.
Let X be a nonempty set. We define a direct system as follows. Let
with the natural injection
Inductively assuming that M n−1 and i n−2,n−1 : M n−2 ֒→ M n−1 have been obtained for n ≥ 2, we define M n := M(X ⊔ ⌊M n−1 ⌋). Furthermore, by the freeness of M n−1 = M(X ⊔ ⌊M n−2 ⌋) as a free monoid, the injection
induces a monoid homomorphism Taking direct limit on both sides of M n = M(X ⊔ ⌊M n−1 ⌋), we obtain
Thus every bracketed word w 1 has a unique decomposition, called the standard decomposition,
where w i is either in X or ⌊M(X)⌋ for i = 1, 2, · · · , b. We now identify a subset of bracketed words that will serve as the linear basis of our construction of free Reynolds algebra on a set. Definition 3.1. Let X be a nonempty set. A bracketed word w ∈ M(X) is called a Reynolds word if w does not contain any subword of the form ⌊⌊u 1 ⌋ · · · ⌊u n ⌋⌋ = ⌊ n i=1 ⌊u i ⌋⌋, where u 1 , · · · , u n ∈ M(X) and n ≥ 2.
For example, let X = {x}, then ⌊x⌋⌊x⌋, ⌊x⌊x⌋⌋, ⌊⌊x⌋⌋, ⌊x⌋x⌊x⌋⌊x⌋x, ⌊x⌋⌊x⌋⌊x⌋ are Reynolds words with depths 1, 2, 2, 1, 1 respectively. While ⌊⌊x⌋⌊x 2 ⌋⌋, ⌊⌊x⌋⌊x⌋⌊x⌋⌋ and ⌊⌊⌊x⌋⌋⌊x⌋⌋ are not Reynolds words.
Similar to Rota-Baxter trees [39] and average trees [30] , we will give a tree representation of the Reynolds words. Further discussions on the combinatorics and enumeration of free Reynolds algebras will be continued in another work.
First, we recall some basic concepts and facts of decorated planar rooted trees. For reference, see [13, 17, 39] .
A rooted tree is a connected and simply-connected set of vertices and oriented edges such that there is precisely one distinguish vertex, called the root, with no incoming edge. Note that in the following all vertices are represented by a dot and the root vertex is at the bottom of a tree. A planar rooted tree is a rooted tree with a fixed embedding into the plane. Let T be the set of planar rooted trees and M(T) the free monoid generated by T with concatenation product and with the identity 1. Elements in F := M(T) are called planar rooted forests. We call the map
Now, we recall from [39] the structure of decorated planar rooted forest. Let X be a set, σ a symbol not in the set X. Denote by X := X ∪ {σ}. Let T ℓ ( X) denote the set of vertex decorated trees where elements of X decorate the leaves only. In other words, all internal vertices, as well as possibly some of the leaf vertices, are decorated by σ. Elements in T ∈ T ℓ ( X) (resp. F ℓ ( X) := M(T ℓ ( X))) are called decorated planar rooted trees (resp. decorated planar rooted forests). We denote the grafting operator
, to be grafting a forest F with a new root decorated by σ, with the convention that B + σ (1) = • σ . 
Here each leaf dot • u i represents a grafting B + σ (F), hence the subtree is called a super crown. A decorated Reynolds forest is a decorated planar rooted forest without decorated subtrees of the above form.
Here are some examples of Reynolds trees decorated by the set X = {x}.
which represent Reynolds words ⌊⌊⌊x⌋⌋⌋, ⌊x⌊1⌋⌋, ⌊x⌋x and ⌊1⌋⌊x⌋ respectively. Note that the second forest has a crown but not a super crown since the left branch is not a grafting. On the other hand, the forests
are not decorated Reynolds forests, corresponding to the bracketed words ⌊⌊1⌋⌊1⌋⌋x, ⌊⌊x⌋⌊1⌋⌋.
Now we return to the discussion of Reynolds words. For ease of applications, we next give a recursive structure of the set of Reynolds words. First let (21) R 0 = M(X), R ′ 0 = M(X). Suppose that R n and R ′ n have been defined for n ≥ 0. With the notation
for any subset Y ⊆ M(X) and Cartesian power Y m , we recursively define 
Proof. We prove the inclusions by induction on n ≥ 0. When n = 0, by Eq. (22) we have
For a fixed k ≥ 0, assume that Eq. (23) holds for n ≤ k and consider the case when n = k + 1. By the induction hypothesis, 
and hence
This finishes the proof of the second inclusion in Eq. (23).
From Proposition 3.4, there are two direct systems
is the natural inclusion. Furthermore, for the direct limits, we have
By taking direct limit on both sides of Eq. (22), we obtain
3.2.
Construction of the free Reynolds algebra on a set X. We will construct the free Reynolds algebra on a set X by equipping the free module kR spanned by the set R = R(X) of Reynolds words with a suitably defined multiplication and a linear operator. The multiplication is easy to define. But the linear operator with the desired properties is not straightforward and will take up the rest of the discussion. We will assume that k is a field with characteristic zero in the following.
Applying the free monoid structure on X ⊔ ⌊R ′ ⌋ in Eq. (29) where the multiplication is the concatenation, we equip the free module kR with the free noncommutative polynomial algebra kR = k X ⊔ ⌊R ′ ⌋ .
Next we define a linear operator P : kR → kR and show that it is a Reynolds operator. Denote
so that R = R ′ ⊔ R ′′ and R ′′ ⊆ S ≥2 (⌊R⌋). For r in R, we split the definition of P(r) into two cases. Case 2. If r ∈ R ′′ , then we have r = ⌊s 1 ⌋⌊s 2 ⌋ · · · ⌊s m ⌋, s i ∈ R, 1 ≤ i ≤ m, m ≥ 2. In fact, s i are in R ′ . By extracting the largest number of brackets from s i , 1 ≤ i ≤ m, we can uniquely write r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m ⌋ (n m ) ,
where r j ∈ R ′ \ ⌊R⌋, n j ≥ 1 for 1 ≤ j ≤ m. With this notation, we define P(r) by induction on n := n 1 + · · · + n m . Then n ≥ m ≥ 2. When n = m, then n 1 = · · · = n m = 1. So r = m j=1 ⌊r j ⌋ with r 1 , · · · , r m ∈ R ′ \ ⌊R ′ ⌋ ⊂ R ′ . Then for all 1 ≤ i ≤ n, we have ⌊r 1 ⌋ · · · ⌊r i−1 ⌋r i ⌊r i+1 ⌋ · · · ⌊r m ⌋ ∈ R ′ .
Then we define
For k ≥ m ≥ 2, assume that P(r) have been defined when m ≤ n ≤ k and consider P(r) with n = n 1 + · · · + n m = k + 1. Then define
Since n 1 + · · · + n i−1 + (n i − 1) + n i+1 + · · · + n m = k, P(⌊r 1 ⌋ (n 1 ) · · · ⌊r i−1 ⌋ (n i−1 ) ⌊r i ⌋ (n i −1) ⌊r i+1 ⌋ (n i+1 ) · · · ⌊r m ⌋ (n m ) ) is well defined either by Case 1 (when n i − 1 = 0) or by the induction hypothesis. Hence P(r) is well-defined. We then extend P to kR by linearity.
In summary, we have following algorithm for the definition of P: As an illustration of this procedure, we give the following example. Comparing with Example 2.14, we see that we have defined P by essentially axiomatizing Proposition 2.13. Example 3.6. Let x, y, z ∈ X and r = ⌊x⌋ (2) ⌊y⌋ (1) . (30) ).
Proposition 3.7. Let k be a field with characteristic zero. With the concatenation multiplication and with the operator P defined by Eqs. (32) and (30), the pair (kR, P) is a Reynolds algebra.
Proof. Since the concatenation multiplication is associative, we only need to verify the Reynolds identity:
(33) P P(r)P(s) = P P(r)s + P rP(s) − P(r)P(s) for all r, s ∈ kR.
We first introduce a preparational lemma. Let r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) , s = ⌊s 1 ⌋ (l 1 ) · · · ⌊s m s ⌋ (l ms ) be in R ′′ with r i , s j ∈ R ′ \⌊R ′ ⌋, n i ≥ 1, l j ≥ 1, where 1 ≤ i ≤ m r , 1 ≤ j ≤ m s . To simplify notations, we will use the abbreviations r * i := r * m r ,i := ⌊r 1 ⌋ (n 1 ) · · · ⌊r i−1 ⌋ (n i−1 ) ⌊r i ⌋ (n i −1) ⌊r i+1 ⌋ (n i+1 ) · · · ⌊r m r ⌋ (n mr ) , s * j := s * m s , j := ⌊s 1 ⌋ (l 1 ) · · · ⌊s j−1 ⌋ (l j−1 ) ⌊s j ⌋ (l j −1) ⌊s j+1 ⌋ (l j+1 ) · · · ⌊s m s ⌋ (l ms ) .
Lemma 3.8. Let r, s ∈ R = R ′ ⊔ R ′′ be Reynolds words. Suppose that r is in R ′′ , so r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ∈ R ′′ with r i ∈ R ′ \ ⌊R ′ ⌋, n i ≥ 1, where 1 ≤ i ≤ m r and m r ≥ 2. Then Similarly, suppose that s is in R ′′ , so s = ⌊s 1 ⌋ (l 1 ) · · · ⌊s m s ⌋ (l ms ) ∈ R ′′ with s j ∈ R ′ \ ⌊R ′ ⌋, l j ≥ 1, where 1 ≤ j ≤ m s and m s ≥ 2. Then We now continue with the proof of Proposition 3.7 assuming Lemma 3.8 whose proof is postponed to Section 3.3.
Since P is linear, we just need to verify that Eq. (33) holds for r, s ∈ R = R ′ ⊔ R ′′ . Let m := deg P (r) and n := deg P (s). Then m ≥ 0 and n ≥ 0. We verify Eq. (33) by induction on p := m + n. When p = 0, we have m = n = 0, that is, r, s ∈ R 0 = M(X). By Eq. (30), we obtain P(r) = ⌊r⌋ and P(s) = ⌊s⌋. For any given k ≥ 0, assume that Eq. (33) holds for m + n = p ≤ k, and consider the case when p = k + 1. There are four cases to consider depending on r and/or s are in R ′ or R ′′ . Case 1. r, s ∈ R ′ : Applying Eq. (30), we have P(r) = ⌊r⌋, P(s) = ⌊s⌋. Thus Eq. (33) is obtained by the same argument as above, applying Eqs. (30) and (32) . Case 2. r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ∈ R ′′ , s ∈ R ′ where r i ∈ R ′ \ ⌊R ′ ⌋, n i ≥ 2 for 1 ≤ i ≤ m r , m r ≥ 2: By Eqs. (30) and (32), we obtain
From these equations, we obtain P P(r)P(s) = 1 m r − 1 m r i=1 P P(r * i )P(s) − P(rP(s)) (by linearity of P)
(by the induction hypothesis ) and P P(r)s + P rP(s) − P(r)P(s) . (32) ).
Taking the difference of the two equations and simplifying, we obtain P P(r)P(s) − P P(r)s − P rP(s) + P(r)P(s)
which vanishes by Lemma 3.8. So Eq. (33) holds in this case. Case 3. r ∈ R ′ , s = ⌊s 1 ⌋ (l 1 ) · · · ⌊s m s ⌋ (l ms ) ∈ R ′′ where s j ∈ R ′ \ ⌊R ′ ⌋, l j ≥ 2 for 1 ≤ j ≤ m s : It follows from a proof similar to Case 2, by applying Lemma 3.8. (by the linearity of P) 
Thus in order for the Reynolds identity in Eq. (33) to hold, we only need to show that the right hand sides of the above two equations are the same. Equating them, clearing the denominators and combining similar terms, we see that we only need to verify We next verify the universal property of the Reynolds algebra (kR, P) in Proposition 3.7. As noted in the Introduction, this provides a solution to Question 1.1 posted by G. Birkhoff [3] . Theorem 3.9. Let k be a field with characteristic zero and let X be a set. The Reynolds algebra (kR, P) in Proposition 3.7, together with the map i : X ֒→ kR defined in Eq. (37) , is the free Reynolds algebra on the set X, characterized by the universal property: for any Reynolds algebra A and any set map f : X → A, there exists a unique Reynolds algebra homomorphismf : kR → A such thatf • i = f , that is, the following diagram commutes
Let (A, Q) be a Reynolds algebra and let f : X → A be a set map. We will construct an algebra homomorphismf : kR → A as the direct limit of a direct systemf n : kR n → A, n ≥ 0.
To begin with, by the universal property of kR 0 = kM(X) as the free algebra on X, we obtain an algebra homomorphismf 0 : kR 0 → A such that the following diagram commutes
Then define a map f 1 by
By the universal property of kR 1 = kM(X ⊔ ⌊R ′ 0 ⌋) as the free algebra on X ⊔ ⌊R ′ 0 ⌋, we obtain an algebra homomorphismf 1 : kR 0 → A making the following diagram commutative
For k ≥ 0, suppose that algebra homomorphismsf n : kR n → A for 0 ≤ n ≤ k have been defined. We define a map f k+1 by
Then by the universal property of kR k+1 = kM(X ⊔ ⌊R ′ k ⌋) as the free algebra on X ⊔ ⌊R ′ k ⌋, we obtain an algebra homomorphismf k+1 : kR k+1 → A making the following diagram commutative
We next check the compatibility of {f n } n≥0 by a recursion on n, that is, the following diagram commutes
When n = 0, for any r ∈ R 0 , we obtainf 0 (r) = f (r) and we also havef 1 (r) = f (r) =f 1 (i(r)), as needed.
Assume that the compatibility holds for 0 ≤ n ≤ k with k ≥ 0 and consider the case when n = k + 1. By the induction hypothesis, we havē
For r ∈ R k+1 = M(X ⊔ ⌊R ′ k ⌋), we need to consider the following two cases:
. Case 2. r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ∈ R ′′ k+1 with r i ∈ R ′ \ ⌊R ′ ⌋, n i ≥ 1, where 1 ≤ i ≤ m r : Then we havef k+2 i k+2 (r) =f k+2 i k+2 (⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ) =f k+2 (⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ) =f k+2 (⌊r 1 ⌋ (n 1 ) ) · · ·f k+2 (⌊r m r ⌋ (n mr ) ) (f k+2 is a morphism of algebras )
= Q(f k+1 (⌊r 1 ⌋ (n 1 −1) ) · · · Q(f k+1 (⌊r m r ⌋ (n mr −1) )) (by Eq.(36))
= Q(f k+1 i k+1 (⌊r 1 ⌋ (n 1 −1) )) · · · Q(f k+1 i k+1 (⌊r m r ⌋ (n mr −1) ))
= Q(f k (⌊r 1 ⌋ (n 1 −1) )) · · · Q(f k (⌊r m r ⌋ (n mr −1) )) (by the induction hypothesis) =f k+1 (r) (by Eq. (36)).
This completes the inductive proof of the compatibility of the algebra homomorphisms f n on the direct system kR n , n ≥ 0. Therefore, we can take direct limit and obtain For this we consider the following two cases: Case 1. r ∈ R ′ : Then applying Eqs. (30) and (36), we obtain f (P(r)) =f (⌊r⌋) = Q(f (r)).
Case 2. r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ∈ R ′′ : Then m r ≥ 2, n 1 , · · · , n m r ≥ 1 and r 1 , · · · , r m r ∈ R ′ \ ⌊R ′ ⌋. We now verify Eq. (38) by induction on n := n 1 + · · · + n m r . Then n ≥ m r ≥ 2. When n = 2, we have m r = 2, n 1 = 1, n 2 = 1 and then r = ⌊r 1 ⌋⌊r 2 ⌋. Thus f (P(r)) =f (P(⌊r 1 ⌋⌊r 2 ⌋)) =f (P(r 1 ⌊r 2 ⌋) + P(⌊r 1 ⌋r 2 ) − r) (by Eq. (32)) =f (⌊r 1 ⌊r 2 ⌋⌋ + ⌊⌊r 1 ⌋r 2 ⌋ − r) (by Eq. (30)) =f (⌊r 1 ⌊r 2 ⌋⌋) +f (⌊⌊r 1 ⌋r 2 ⌋) −f (⌊r 1 ⌋)f (⌊r 2 ⌋) (f is an algebra homomorphism)
= Q(f (r 1 ⌊r 2 ⌋)) + Q(f (⌊r 1 ⌋r 2 )) − Q(f (r 1 ))Q(f (r 2 )) (by Eq. (36)) = Q(f (r 1 )Q(f (r 2 )) + Q(Q(f (r 1 ))f (r 2 )) − Q(f (r 1 ))Q(f (r 2 )) = Q(Q(f (r 1 ))Q(f (r 2 ))) (Q is a Reynolds operator)
= Q(f (⌊r 1 ⌋)f (⌊r 2 ⌋)) (by Eq. (36)) = Q(f (⌊r 1 ⌋⌊r 2 ⌋)) (f is an algebra homomorphism)
= Q(f (r)).
Assume that Eq. (38) holds for r ≤ k where k ≥ 2 and consider r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ∈ R ′′ with n = n 1 + · · · + n m r = k + 1. Then f (P(r)) =f (P(⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ))
Q n 1 (f (r 1 )) · · · Q n mr (f (r m r )) (f is an algebra homomorphism) = Q(Q n 1 (f (r 1 )) · · · Q n mr (f (r m r ))) (Q is a Reynolds operator)
= Q(f (⌊r 1 ⌋ (n 1 ) ) · · ·f (⌊r m r ⌋ (n mr ) )) (Q is a Reynolds operator)
= Q(f (⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) )) (f is an algebra homomorphism)
Therefore,f is a Reynolds algebra homomorphism. Finally, we verify the uniqueness off = lim −→f n in the universal property. Assume that there is another Reynolds algebra homomorphismf ′ : kR → A such that
). The universal property of kR givesf ′ 0 =f 0 . Furthermore, define {f ′ n :=f ′ | kR n : kR n → A | n ≥ 0}. From its construction and the fact thatf ′ is a Reynolds algebra homomorphism, we obtain
By our inductive construction of {f n | n ≥ 0}, suchf n are unique. Thus for all n ≥ 0 f ′ n =f n . Thereforef ′ =f . This proves the uniqueness off . The proof of Theorem 3.9 is completed. Case (a). r ∈ R ′′ and s ∈ R ′ : Then r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ∈ R ′′ with r i ∈ R ′ \ ⌊R ′ ⌋, n i ≥ 1, where 1 ≤ i ≤ m r , m r ≥ 2. Since s ∈ R ′ , we have P(s) = ⌊s⌋ by Eq. (30) . Therefore m r P rP(s) + rP(s) − P(rs) = m r P(⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) ⌋⌊s⌋) + r⌊s⌋ − P(rs)
Case (b). r ∈ R ′ and s ∈ R ′′ : The proof is similar to that of Case (a). Case (c). r and s are both in R ′′ : Then r = ⌊r 1 ⌋ (n 1 ) · · · ⌊r m r ⌋ (n mr ) and s = ⌊s 1 ⌋ (l 1 ) · · · ⌊s m s ⌋ (l ms ) with r i , s j ∈ R ′ \ ⌊R ′ ⌋, n i ≥ 1, l j ≥ 1, where 1 ≤ i ≤ m r , 1 ≤ j ≤ m s and m r , m s ≥ 2.
We first verify Eq. 
