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The use of reaction time (RT) as dependent variable, or the use of the RT par­
adigm as a method to study mental processes in experimental psychology has 
been Introduced by Donders (1868/1969) ' During the same period, the late 
1800s, Galton, one of the founders of psychometrics, used RT data as a measure 
for intelligence (see e g Boring, 1957) For various historical reasons (see 
e g Jensen, 1980), attempts to measure intelligence by means of RT which be­
gan with Galton were prematurely abandoned in the early 1900s, and the field 
of research on RT in relation with psychometrics lay dormant for nearly half a 
century Galton's ideas regarding the relation between intelligence or gener­
al mental ability and response latency or RT were primarily based on Darwin's 
evolution theory He believed that what he called "quickness of reaction" 
would be a major advantage for species in the evolutionary selection process 
Hence, a measurement of the speed of (mental) processes would provide a good 
index of intelligence However, subsequent experiments showed no relation 
whatsoever between the measured RT and measures of intelligence In retrospect 
the major reason for the failure to demonstrate such a relation seems to be 
the fact that he used only so-called simple RT experiments in which subjects 
were instructed to respond as quickly as possible to an auditory stimulus As 
we know now, the major component of the reaction process in such experiments 
is the time needed to execute motor programs Only a minor part of the reac­
tion time process is directed at what could be labeled information processing 
1
 Parts of this chapter appeared in Pieters, J Ρ M Modellen voor reaktieti-
jden bij eenvoudige rekenopgaven bekeken vanuit testtheoretisch perspectief 
In Ρ G Vos, К Koster & J Kingma (Eds ) Rekenen· Balans van standpun­




Hence we would expect to find no relation between simple RT and intelligence 
which is assumed, among other things, to be related to the efficiency of in-
formation processing. This is precisely what has been found by Galton and has 
been confirmed in a large number of experiments since then (see e.g. Jensen, 
1980, 1982). 
Following these experiments Galton abandoned his research on the relation 
between RT and intelligence. The american psychologist, James McKeen Catte!, 
who studied at Wundt's laboratory and spent 2 years at Galton's laboratory in 
London, introduced Galton's ideas regarding the relation between RT and intel-
ligence in America where they formed the basis of a research project at Cat-
tel's laboratory in Columbia University. Cattel introduced the term 'mental 
tests' in psychology for the various sensory-motor tasks which he adapted from 
Galton's and Wundt's laboratories. Apart from the introduction of various ex-
perimental paradigms to measure RT, Cattel introduced Pearson's correlation 
coefficient in american psychology where it was first used by a student of 
his, Clark Wissler, who studied the relation between RT and intelligence. Dur-
ing the same period J. Allen Gilbert working at Yale university (Jensen, 1982) 
was the first to demonstrate that Galton's ideas regarding the relation be-
tween RT and intelligence were correct. He showed that groups of children 
classified as 'bright', 'average', and 'dull' by their teachers differed sig-
nificantly with regard to mean RT on simple and choice RT tasks. However, at 
the time that Gilbert performed his experiments the correlation coefficient 
had yet to be invented by Karl Pearson. Peak and Boring (1926) were the first 
to show a correlation between RT and intelligence scores. Using the Army Alpha 
and Otis intelligence tests they found correlations between RT and intelli-
gence scores ranging from -.90 and -1.00. Unfortunately, no one at that time 
understood the importance of this finding. The results were treated as of no 
importance because the correlations were based on a sample consisting of only 
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five subjects. Notwithstanding all that, Galton's and Cattel's work, had invad-
ed large parts of mental test theory. Their major contribution lies in the 
fact that they recognized the importance of the speed of mental processes with 
regard to the measurement of Individual differences that 1s the aim of mental 
test theory. 
In the late 1800s mental testing formed an integral part of experimental 
psychology. Both disciplines used the same methodology and the same paradigms 
to study mental processes. Whereas the major objective of experimental psy-
chology is the discovery of stages ir the human information processing system, 
one of the major objectives in psychometry is the measurement of individual 
differences. As we have seen before, the study of individual differences was 
not only directed at the measurement of general mental ability, but also at 
the measurement of the speed of information processing through the use of RT 
measurements. The speed at which the subject processes information is usually 
referred to as mental speed. The tests that were used, consisted of items 
that called for simple, repetitive operations such as cancellation tasks, the 
discovery of differences between simple geometric figures or series and simple 
arithmetic problems. As mental speed was assumed to be related to intelli-
gence or general mental ability, it can be considered to be one of the central 
concepts within the realm of mental testing or psychometrics 1n the early 
1900s. This is clearly Illustrated by a statement that can be found in Peak 
and Boring (1926) 
... speed is so important in the intelligent act that it has 
seemed to us the first factor to be studied if we are ultimately to 
come at an understanding of the nature of intelligence. 
That mental speed is still a central concept within certain areas of psycho-
metrics can be seen in the papers by Berger (1982), Furneaux (1961), Pieters 
and Van der Ven (1982) and White (1973ab, 1982). 
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Although some of the most prominent psychometriclans like Spearman, Thur-
stone, Thorndike and McFarland adhere to the statement of Peak and Boring (see 
e g Berger, 1982, Pleters and Van der Ven, 1982), 1t must be concluded that 
the level of theorizing regarding the execution of mental processes was rather 
low 
In the 1920s psychometrics established its own research methodology based 
on classical test theory As the model that is assumed to underly the observed 
test scores in this approach is essentially a linear model, the research de-
signs that were used were primarily correlational designs and factor analytic 
designs The dramatic rise of what is usually referred to as the mental test 
movement can be attributed (at least partly) to the need for objective and 
easy to use measurement devices for selection and recruitment purposes by the 
U S army in World War I and World War II This research tradition gave rise 
to a large number and variety of tests and test batteries but hardly led to a 
more fundamental insight into the mental processes that underly the behavior 
of the testée It has merely served the goal of providing a taxonomy of (rele-
vant) factors influencing this behavior Although there is nowadays a trend 
away from classical test theory, which 1s an error- theory, towards latent 
trait theory which is based on more plausible assumptions regarding the cause 
of variation in test scores, neither approach is based on a theory concerning 
the processes involved in human information processing that underly the behav-
ior of the testées An exception to this is the so-called linear logistic 
test model (see e g Fischer, 1973) which can incorporate assumptions regard-
ing processes or operations necessary to complete a task 
Illustrative for the level of theorizing in psychometrics on basic concepts 
such as mental speed is the following statement by Spearman (1927) 
As regards the measurement of speed, there Is no great difficul-
ty; for (with suitable arrangements) not much risk is run infer-
ring the duration of a person's mental processes from the time he 
takes to respond to the stimulus (p 215) 
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As is correctly noted by Berger (1982) 
This seemingly simple prescription repeated by Furneaux (.1961) 
conceals a number of major problems: it presupposes that all the 
mental processes between 'stimulus and response' are directed at 
'problem solving' and that there is a suitable procedure for meas-
uring these. Neither of these suppositions is acceptable ... 
However, as will be shown 1n the following chapters, the assumption that the 
observed RT can be considered to be an adequate measure of the duration of un-
derlying mental processes is not only readily accepted within psychometrics 
but also in practically all RT models used within the realm of experimental 
psychology. Within the realm of psychometrics there is one notable exception, 
viz. the study of Peak and Boring (1926). In discussing their experimental 
data, Peak and Boring suggest two alternative explanations for the finding 
that the RTs of two subjects solving the same items differ. First, the dif-
ference may arise because the slower subject, while executing the necessary 
operations at the same speed as the fast subject, loses time by what they call 
'irrelevant activities' or 'self distraction'. Alternatively, the difference 
may-arise because both subjects execute the necessary operations at a differ-
ent level of speed. Unfortunately, Peak and Boring did not develop these as-
sumptions into a theory on the characteristics of the human information pro-
cessing system. 
In the 1960s one can note a revival of interest in the use of RT in psycho-
metrics. However, the scope of these studies was rather limited. The research 
is concentrated around the relation between RT and intelligence in the mental-
ly retarded (see e.g. Baumeister and Kellas, 1968; Nettelbeck and Brewer, 
1981). This research has had little impact on the general study of the nature 
of intelligence, primarily because psychologists usually considered the men-
tally retarded so different from non-retarded subjects that research on the 
former group could have no theoretical implications with respect to the study 
of individual differences in the general population. 
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Yet another line of research regarding the relation between RT and intelli-
gence In psychometrics originated from the work of Furneaux (1952, 1955, 
1961). For a discussion of Furneaux's approach to the relation between RT and 
intelligence we refer to Chapter 7 of this study. Although the work of Fur-
neaux influenced a number of researchers in the field of psychometrics, nota-
bly Eysenck and P.O. White, its impact on the mainstream of research in the 
field is small. One of the reasons for this lies in the fact that the re-
search of Eysenck's group is primarily directed at the development and testing 
of theoretical models for intelligence using an experimental approach that is 
quite in contrast with the approach used in the so-called mental test movement 
(Berger, 1982). For an overview of the history of the 'scientific approach' 
to intelligence with special reference to mental speed, we refer to Berger 
(1982). 
The major issue in the present study will be to develop a theory regarding 
the components of response latencies or the RT process and to derive quantita-
tive RT models that are based on this theory. The line of research which is 
presented here originated from the work of Van der Ven concerning the factors 
that determine test scores in so-called time-limit intelligence tests.2 Van 
der Ven's work on time-limit intelligence tests began while he was serving a 
research apprenticeship in organizational psychology. As a junior staff member 
his task consisted mainly in testing personell by use of intelligence tests 
and so-called concentration tests, while the interpretation of the results was 
done by professional psychologists. During the process of data collection for 
his master's thesis, Van der Ven became fascinated by the finding that a num-
ber of variables which are typically used in the Interpretation of concentra-
tion tests were clearly not normally distributed but had a skew distribution. 
The staff members working at the department could give no satisfactory expla-
2
 A description of Van der Ven's work can also be found in Roskam (1979) and 
Roskam (1982). 
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nation for this finding and Van der Ven was completely puzzled. A 
mathematician which he subsequently showed the frequency distributions, P. 
Kuiper working at the research department of A.K.U., suggested that he should 
try to fit the negative binomial distribution to these data. Without knowing 
it, this remark originated a research project on the use of stochastic models 
in the realm of mental testing that still flourishes today. Although Van der 
Ven at that time had no knowledge whatsoever regarding stochastic processes or 
mathematical statistics that would have enabled him to understand why the neg-
ative binomial distribution would fit the data or more precisely what psycho-
logical processes would lead to this distribution, he routinely fitted the 
negative binomial distribution using moment estimators for the parameters. To 
his astonishment he obtained an excellent fit between the observed frequency 
distribution and the predicted frequency distribution. As he recalls it 
know,1 he was even more astonished by the fact that a mathematician who had no 
knowledge whatsoever of psychology could, by merely Inspecting a frequency 
distribution, detect which stochastic mechanism most probably generated the 
data. A mechanism which not only proved to be the basis of a number of fre-
quency curves connected with variables commonly used in concentration tests, 
but also of a mechanism which proved to be psychologically meaningfull. 
After finishing his master's thesis (Van der Ven, 1963) which was written 
in the tradition of classical mental testing theory where factor analysis was 
and still 1s one of the most Important tools, Van der Ven began to study math-
ematical statistics with an emphasis on distribution theory. Through his study 
on stochastic processes that generate various probability distributions, he 
discovered that the negative binomial distribution was in fact a compound dis-
tribution that arises as a mixture of the Poisson distribution and the gamma 
distribution. He also discovered that the Poisson distribution is often used 
as an approximation to the binomial distribution. This finding led to a number 
3
 Personal communication 1983. 
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of publications regarding stochastic models for certain variables in concen-
tration tests (Van der Ven, 1964, 1965, 1966, 1968) and formed the basis for 
his research on time-limit intelligence tests which was reported in a doctoral 
dissertation entitled "The binomial error model in time limit tests" (Van der 
Ven, 1968) 
Although the stochastic model approach proved successful for a number of 
variables in concentration tests, it failed for one of the most important 
variables in such tests viz reaction time The reason for this failure lies 
in the fact that Van der Ven at that time was not acquainted with the RT re-
search 1n experimental psychology and was not acquainted with the distribu-
tional approach to RT in mathematical psychology which started with McGill 
(1963) and McGill and Gibbon (1965) Van der Ven then abandoned his research 
on concentration tests and switched to so-called time-limit intelligence 
tests 
Time-limit tests are usually defined as lying on a continuum where one ex-
treme is formed by so-called pure speed tests and the other extreme is formed 
by so-called pure power tests The tests are constructed such that the items 
differ in difficulty level while the number of items is chosen such that no 
subject completes all items given a certain time limit The binomial error 
model is basically a stochastic model for the underlying process that deter-
mines whether an item is answered correct or incorrect In the context of 
time-limit tests the application of the binomial error model presupposes a 
condition which is usually called the constancy hypothesis This hypothesis 
implies that the probability of a correct response to an item that has been 
attempted by the subject is an individual constant that expresses the sub-
ject's accuracy or precision Using simple statistical arguments (see e g 
Lord and Novlck, 1968, Van der Ven, 1969) it is easily shown that the number 
of correct responses conditional upon the proportion of items attempted, is an 
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unbiased estimator for precision or accuracy. Van der Ven (1969) showed that a 
number of statistical properties that follow from the binomial error model are 
satisfied in the General Aptitude Test Battery. However, the basic assumptions 
of the binomial error model appeared to be refuted in a Dutch intelligence 
test called the ISI (Van der Ven, 1969; Van den Wollenberg, 1979). For a dis-
cussion of these results we refer to Chapter 2. 
Apart from a parameter that is related to a subject's accuracy, the model 
contains a parameter, the number of items attempted, which expresses the sub-
ject's speed. That is, the theory that underlies the binomial error model im-
plies that raw test scores 1n time-limit tests are determined by two psycho-
logical quantities: speed and precision. Using a factor analytic approach, 
Van der Ven showed that these components generate two orthogonal factors. Al-
though Van den Wollenberg (1979) showed that Van der Ven's finding was due to 
a distributional artefact. Van der Ven's conclusion regarding the Importance 
of the factors speed and precision in time-limit tests has yet to be refuted 
(see also Chapter 2). 
Following the application of the binomial error model to time-limit Intel-
ligence tests, Van der Ven devised a stochastic model that was assumed to gen-
erate the number of items attempted. As earlier 1n the case of concentration 
tests, he fitted the frequency distribution of the number of items attempted 
using a compound Poisson distribution. For several reasons which were not 
clear at that time, the model gave an extremely poor fit. At that point it 
seemed as if the research on time-limit intelligence tests had come to a dead 
end. One of the components that was assumed to determine the testscore of 
subjects in time-limit intelligence tests, mental speed, appeared to be of a 
complexity that could not be grasped by simple stochastic models such as the 
process that generates the compound Poisson distribution. It became clear, 
then, that the solution of this problem could only be found if the processes 
9 
Introduction 
that determined the mental speed of subjects were studied on a more basic lev-
el using simple tasks This brought Van der Ven back to the concentration 
tests that can be seen as pure speed tests However, the reason that he had 
abandoned concentration tests had been his failure to model the reaction time 
data that are the most important variables in these tests As mental speed 
seemed closely related to response latency or reaction time it was of the ut-
most importance for the future of the entire research project to construct a 
model for reaction time data that contained parameters that were related to 
mental speed 
It took until 1975/1976, the time at which the present author joined the 
research project, to tackle this problem again One of the reasons for the 
lack of fit of the compound Poisson distribution, we argued, could be the ex-
istence of a trade-off between speed and accuracy By traditional theorizing 
on this trade-off, a subject can increase his speed only at the expense of ac-
curacy, and vice versa However, incidental observations showed that a subject 
can indeed increase his/her speed without loss of accuracy These results 
were obtained by Van der Ven in a small experiment using a Dutch concentration 
test Such a phenomenon could be explained as the effect of effort or concen-
tration However, no existing theory in reaction time and mental processing 
appeared to be able to account for this phenomenon Based on the ideas of Ne-
well and Simon we assumed that the solution process underlying problem solving 
behavior was composed of a number of so-called basic operations On the analo-
gy of time sharing systems in computers we assumed that after each basic oper-
ation the subject would enter a state of non-processing, distraction, to re-
cover * In addition, we assumed that the time spent in the state of 
distraction was exponentially distributed with a constant rate parameter 
* The state of distraction should, however, not be interpreted as some sort of 
idle state of the mechanism such as the "mental blocks"-hypothes1s proposed 
by Bills (1931) and others The state of distraction should only be inter-
preted as a state wherein the subject executes non-task related processes or 
operations 
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These assumptions led to a three parameter gamma model 
First, we tried to fit the three parameter gamma distribution to RT data 
collected in a Dutch concentration test, the Bourdon-Wiersma test However, 
the results were inconclusive Generally, the fit was poor and there seemed to 
be no structure in the parameters of the model within and over subjects After 
numerous discussions we concluded that the approach that led to the choice of 
the gamma distribution was from a psychological point of view not plausible 
Although we had realized that the assumption of a fixed number of distractions 
would be highly restrictive, we adhered to this assumption mainly because we 
believed that the Introduction of a variable number of distractions would lead 
to intractable mathematics A breakthrough came when Prof Roskam suggested 
the use of the Poisson distribution for the number of distractions The choice 
of the Poisson distribution was at that time based on the rationale that a 
subject at any time had a constant probability of being 'distracted', and, be-
ing distracted had also a constant probability of continuing the execution of 
the basic operations needed to solve the problem Formally these assumptions 
imply that distractions are generated according to a Poisson process In the 
years thereafter we succeeded in deriving the compound Erlang distribution for 
reaction time data The results of this research project are reported in this 
thesis 
At this point we would like to stress the fact that the present approach to 
the decomposition of RT 1n simple mental tasks deviates significantly from 
traditional approaches in experimental and mathematical psychology that asses 
the same problems The main theoretical contribution of this thesis is the 
proposal to consider the concept of a fixed, constant processing time for any 
given task, i e , that central processing time is constant, not variable, but 
subject to random interruptions In contrast, all other approaches to RT con-
sider the central processing time variable, that is, the variance in the RT 
data is attributed to the variability in the central processing time 
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A second point at which the present approach deviates from other approaches 
to RT is the use of so-called structural models instead of the so-called func-
tional models that are very popular in experimental psychology. A discussion 
of the merit of these models regarding their fertility in contributing to an 
understanding of the processes Involved 1n human information processing is 
given by Pieters (1983).s It is argued there, that if one is interested in an 
understanding of the processes that underly the human information processing 
system, one should not use the functional approach that is adhered to by a ma-
jority of experimental psychologists. Therefore, one should be careful in ex-
trapolating and relating results obtained using the latter approach to the 
present study. This 1s most apparent for results obtained using so-called se-
rial RT tasks in the field of sustained attention, that, on a superficial lev-
el, seem to be closely related to the present approach, especially to the 
tasks used 1n experiments that will be discussed in the following chapters. In 
a review of the literature, Loeb and Alluisi (1970) show that the majority of 
studies in this field use variables such as the percentage of detection, false 
responses or false alarms, and, sensitivity and criterion indices from signal 
detection theory. A minority of studies, mainly inspired on the work of Wil-
kinson (1963), use RT measures. However, the aim of these studies is to asses 
effects of noise and sleep deprivation upon performance. The major finding is 
that sleep deprivation, resulting in a state of under-arousal, may be compen-
sated by increased motivation, which leads to an increase in arousal (see e.g. 
Kahnemann, 1973). This explains also the effect of knowledge of results on 
performance. Thus, the major issue in these studies is essentially: "Which 
variables have an effect, and do they interact ?" whereas the major issue 1n 
the present thesis will be: "What are the processes involved, and how do the 
variables affect these processes ?". The position taken in the present ap-
proach to RT is that external variables affect the parameters of the mental 
s
 See also Chapter 3, Chapter 4, and Chapter 5 in this thesis. 
12 
Components of response latency in simple mental tasks 
process involved So, out primary motivation was to develop a descriptively 
adequate model for the variability of RT, and subsequently validate this model 
by testing specific hypotheses concerning the effect of various task variables 
on the parameters of the model As a consequence, we were less concerned with 
concepts as "attention", "distraction", "concentration", and so on, as these 
are usually defined within a functional approach Instead our objective was to 
propose a descriptively adequate model for RT, introducing mental process pa-
rameters that could be identified and interpreted through experimental proce-
dures Hence, no other connotations should be attached to terms like "distrac-
tion" and "mental speed" than are explicitly implied by the theory underlying 
the model and the experimental procedures to test the model 
A discussion of the binomial error model for time-limit intelligence tests 
accompanied by a discussion of a new approach to this type of tests using the 
Rasch model 1s given in Chapter 2 In addition Chapter 2 contains an intro-
duction to the theory that describes the components of the response process 
A formal derivation of the RT models and a discussion of estimation procedures 
is given in Chapter 5 
Since the study of mental processes through the use of RT measurements is 
deeply rooted in experimental psychology we will discuss the decomposition of 
the RT processes in Chapter 3 Besides a discussion of the assumptions of the 
various approaches to RT that are used in experimental psychology, we will 
give a critical discussion of one of the most popular RT paradigms in experi-
mental psychology namely Sternberg's Additive Factor Method In Chapter 4 we 
will give a critical discussion of RT models used in the realm of cognitive 
arithmetic 
The quantitative RT models presented in Chapter 2 and Chapter 5 v>ere tested 
using two different tasks, a mental arithmetic task and a mental rotation 
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task In addition, we compared the model with two alternative models A dis-
cussion of the results of these experiments is given in Chapter 6 
In Chapter 7 of this study we will discuss more general models that are 
based on the theory concerning the execution of simple mental tasks presented 
in Chapter 2 and Chapter 5 In addition, we will discuss how the models pre-
sented in this study can be incorporated in a more general approach to the 
analysis of test scores in time-limit intelligence tests The major goal in 
the Chapter 7 will be to establish a link between the RT models presented in 
this study and the measurement of mental precision by use of the Rasch model 
(Van den Wollenberg, 1979) We will discuss the possibility of deriving the 
Rasch model from a stochastic model that describes the operational character-
istics of a problem solving subject 
H 
PRECISION, SPEED AND DISTRACTION 
IN TIME-LIMIT TESTS 
Abstract 
Some models are presented that account for the effects of speed 
and precision 1n mental test scores as measured by time-limit in-
telligence tests.5 Focusing on the number of items correct and the 
number of items attempted, usually taken as estimators of these 
effects, it is shown that the Rasch model, and as a special case 
the binomial error model, can be used to estimate precision. As 
to speed, a model called the Poisson-Erlang model Is presented. 
It is shown that speed can be analysed into two components: pro-
cessing time and distraction time. Parameters of the Poisson-Er-
lang model are used to estimate these components. Combining the 
different models an outline is given of a new method for analyzing 
time-limit tests. In addition, it is shown that the Poisson-Erlang 
model can be used to account for response latencies commonly ob-
served in mental concentration tests. 
2.1. Introduction 
Several authors, e.g. Spearman (1927), Guilford (1959), Thurstone (1937) and 
Furneaux (1961), have stressed the importance of precision, speed and distrac-
tion, as the main determinants of mental test performance. 
Now, if we desire any genuine measurement of cognitive ability, it 
is to these universal quantitative properties of clearness (= preci-
sion) and speed that we are obliged to turn (Spearman, 1927, p. 
245). 
Spearman also recognized the importance of distraction 1n mental tests. He 
argues 
Reproduced from Pieters, J.P.M. & Van der Ven, A.H.G.S. Precision, speed 
and distract ion in t ime- l imi t tests. Applied Psychological Measurement, fi, (1982) by permission of the edi tor. 
© Copyright 1982 Applied Psychological Measurement Inc. 
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Here m oscillation, then, we have come upon a new single and 
universal factor, a third in addition to g and perseveration To 
account for it, one might not unnaturally turn to those writers 
who have all along been attributing the phenomenon to a central 
and therefore presumably single influence But as to the nature 
of this advocated central influence, and the reason for its pro­
ducing oscillation, few of these writers have even attempted any 
explanation - beyond giving to it the not very illuminating title of 
'attention' or 'apperception' (Spearman, 1927, ρ 326) 
Guilford points at the importance of speed, relat ing i t to the number of items 
attempted 
From a number of sources we have suggestions from time to time 
that there are mental speed factors involved in tests of intellectu­
al qualities Some say that there is a general-speed factor in all 
tests that have some degree of speeding involved This is best 
shown when the scores analyzed are in terms of number of items 
attempted, overlooking errors (Guilford, 1959, ρ 398) 
However, none of these authors has indicated how the observed score, 1 e the 
number of items correct, is determined by these factors or how they are to be 
measured 
We propose a theory and some models which provide means to test the effects 
of these factors in the mental test score In addition, a review of research 
on intelligence tests is presented, the central issue being what is measured 
in time-limit intelligence tests7 
A tentative conclusion of this research is that the (standardized) number 
of items correct, commonly referred to as the IQ-score, is a composite score, 
determined by four factors, two mental processing factors — speed and preci­
sion — and two mental concentration factors — average duration of distrac­
tion and average frequency of occurrence of distraction 
First some models will be discussed for speed and precision, later on we 
will discuss a theory and some models for measuring mental concentration Fi­
nally, we will discuss the relations between the various models 
16 
Components of response latency in simple mental tasks 
2.2. Speed and precision in time-limit tests 
2.2.1. Introduction 
Considering the wide variety of tests used today we restrict ourselves to a 
review of research on time-limit intelligence tests. Usually, these tests are 
found in multiple aptitude test batteries such as the Chicago tests of Primary 
Mental Abilities (PMA), the Differential Aptitude Tests (DAT) and the General 
Aptitude Test Battery (GATB). 
Traditionally, a distinction is made between two types of mental tests, 
viz. speed and power tests (see e.g. Lord & Novick, 1968). Suppose we define 
a random variable /, a person's total incorrect score, as a sum of two random 
variables U and W, the number of Hems not attempted [W), the number of 
items to which a wrong answer was given (W). That is 
I = U * W 
Now, a pure speed test is defined as a test for which the random variable W 
has a degenerate probability distribution, such that 
P(W = 0) = 7 
A pure power test is defined as a test that is administered in such a way 
that 
P(.U = 0) = 7 
Hence, pure power tests satisfy the relation l=W and pure speed tests satisfy 
the relation l=U. Time-limit tests can be seen as a combination of a pure 
speed test and a pure power test. As such, this definition should have an im-
pact upon the test scores. 
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When a time-limit test is administered under liberal time condition, 1 e 
as a power test, and, in addition, the subject is urged not to guess but 
choose the do not know alternative, there should remain only two response 
categories correct and do not know Some case studies using a time-limit 
intelligence test designed for 11-12 year old children, administered to 5-6 
year old children, support this assertion Items which are answered with do 
not know either appeal to factual knowledge which the subject does not (yet) 
possess (e g the meaning of an unfamiliar word) or appeal to algorithms or a 
specific problem solving strategy that is not (yet) known to the subject (e g 
solving a set of linear equations or the simultaneous rotation of two three-
dimensional objects) Hence, variation in test scores has to be attributed to 
variation in speed, assuming the do not know category is absent This assump­
tion applies to most time-limit intelligence tests, certainly for the tests 
referred to in this article 
Time-limit tests typically use a restricted time condition, ι e no subject 
will solve all items The restriction in time is conveyed to the subject in 
the instruction, e g Work as fast as you can, but try not to make mistakes 
! In addition, time limit tests consist of a set of items with at least one 
correct alternative and at least one false alternative (viz multiple choice 
items) Hence, all time-limit tests are characterized by the following points 
1 They are administered with a time limit 
2 They use a speed-accuracy instruction 
3 For each item an incorrect response can be given 
In scoring time-limit tests, five response categories are likely to be used 
(1) The number of items correct (right scorp), (2) The number of items incor­
rect (false score), (3) The number of invalid answers (1 e the response is 
not of the correct format), (4) The number of items skipped (i e the item may 
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have been attempted, but no answer was recorded), and, (5) The number of items 
attempted (attempted score) In most tests the frequencies in the categories 
(3) and (4) are negligible 
Leaving out invalid and skipped items, the right score may be written as г 
= a - f, where г denotes the number of items correct (right), a the number of 
Items attempted, and ( the number of items incorrect (false) Usually the 
right score 1s used as the basic score It is easily seen that mere attention 
to the number of Items correct without regard to the number of items attempted 
can be misleading The question arises as to how the right score 1s to be in­
terpreted in relation to the number of items attempted Also the meaning of 
the attempted score as such, needs clarification 
To answer these questions we, initially, developed models that could ac­
count for the observed data, for example, a frequency distribution of the test 
score or a persons-by-items matrix of one-nought (right-false) scores First 
we will discuss two models for the right score in relation to the attempted 
score, the binomial error model and the Rasch model, and, finally, a model for 
the attempted score, the Poisson-Erlang model 
2 2 2 The binomial error model 
The two models that will be discussed in the following sections have original­
ly been developed for power tests, ι e task-limit tests, that is, tests in 
which all subjects have attempted all items Therefore, these models cannot 
be applied to time-limit tests without special provisions In order to make 
application possible, the total set of persons is partitioned into classes ac­
cording to the number of items attempted For each class the test may then be 
regarded as a task-limit test consisting of a items (we shall use capital let­
ters for random variables and lower case letters for the specific values they 
take) Within each class of persons one may observe the frequency distribu­
tion of the number of items correct Van der Ven (1969) has proposed the bin-
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omial error model (see also Lord and Novlck, 1968) as a possible model which 
reproduces this frequency distribution 
The binomial error model implies that the probability of a correct re­
sponse, given that the subject has attempted a specified number of items, de­
pends only upon the subject Thus, given a particular subject, all items at­
tempted have an equal probability of being answered correctly This 
assumption is called the constancy hypothesis (Van der Ven, 1969, ρ 5) The 
idea underlying the constancy hypothesis is that if an item increases in dif­
ficulty, the subject spends more time on it, choosing his response time such 
that his probability of a correct response remains constant So, it is quite 
possible that the constancy hypothesis applies, even if the items increase in 
difficulty, provided the subject spends more time on the more difficult items 
2 2 2 1 A statistical test of the model 
The constancy hypothesis implies that, for a given subject characterized by a 
particular number of items attempted, the number of Items correct follows a 
binomial distribution with correct-response-probabi lity it which is subject de­
pendent, that 1s 
P(.Rl = r \ Al = a) = CrfU-af' (2 lì 
г 
where a person 1s Indicated by /, and capital letters are used for random 
variables 
Assuming a probability distribution for π, for example a beta distribution 
(often called the natural prior distribution for n), the distribution of the 
number of items correct over persons can easily be obtained However, there 
is little substantive evidence for choosing a beta distribution as the mixing 
distribution In fact, mathematical convenience is the main reason for the 
popularity of the beta distribution 
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Given these parameters the distribution of the number of Hems correct can 
be computed and compared with the observed frequencies Thus, the fit of the 
model, and an evaluation of the choice of the beta distribution, can be as­
sessed through some sort of goodness of fit test, e g Pearson's chi square 
test or the Kolmogorov-Smirnov test (see e g Mood, Graybill & Boes, 1974) 
The model has been tested (Van der Ven, 1969) on the GATB, and on the in­
telligence part of a Dutch test battery for Occupational I_nterest, S_chool 
achievement and intelligence, abbreviated as ISI (Snijders, Souren & Welten, 
1963, Snijders & Welten, 1968) The GATB consists of twelve tests (8 paper-
and-pencil and 4 apparatus tests) which have been selected because they are 
good measures of nine occupational aptitudes The model was tested on the 
first seven verbal subtests Data were not available on the performance sub­
tests (4 apparatus, 1 paper-and pencil) The model gave a reasonably good ac­
count of the data, especially, for the tests Name Comparison, Computation, 
Tool Matching and Form Matching For Arithmatic Reasoning the fit was less im­
pressive Also for the tests Three-dimensional Space and Vocabulary the re­
sults were questionable As to the ISI-tests, the binomial error model showed 
a significant lack of fit 
2 2 2 2 Precision using the binomial error model 
If the binomial error model holds, it can be shown that the proportion of the 
number of Items correct (relative to number of items attempted) is an unbiased 
estimator of the correct-response-probabiHty 1 e precision This provides 
a comparison of different subjects with different numbers attempted Two sub­
jects with scores г = 18, a - 20, r = 27, and a = 30, respectively, have the 
same proportion correct, namely 90 As to precision, there is a problem re­
lated to the scale of measurement As a probability it runs from zero to one, 
where one eventually would like to have a score on the real axis A possible 
transformation could take the following form 
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ζ^ о * Ini тг/ (7 - тг^) С? 2) 
where о i s an a r b i t r a r y constant r e l a t e d t o i tem d i f f i c u l t y and l n ( · ) i s the 
n a t u r a l l o g a r i t h m This formula i s a specia l case of the Rasch model, which 
w i l l be discussed i n the next sect ion From now o n , we w i l l c a l l t p r e c i s i o n 
or accuracy 
This d e f i n i t i o n o f p r e c i s i o n i s c lose t o Spearman's goodness of response 
or clearness concept 
Does our g -- measured as it is by mental tests -- involve 'pow­
er', in the sense of goodness of response under most favourable 
conditions7 Or, as some writers are asserting, does it only in­
volve speed? To answer this question in respect of any kind of 
ability, the first natural step is to obtain a measure of it under 
such conditions that the influence of speed is somehow eliminated 
For this purpose, we cannot simply take the number of right re­
sponses given by the testée; for here speed is obviously influen-
tial But there is less ob/ection to taking instead, the proportion 
of right responses to the total number [Spearman, 1927, ρ 247) 
The most obvious e x p l a n a t i o n f o r the lack of f i t in case of the I S I - t e s t s i s 
t h a t the constancy hypothesis has been v i o l a t e d i n these t e s t s An i n d i c a t i o n 
f o r t h i s v i o l a t i o n i s g iven by the c o r r e c t - r e s p o n s e p r o b a b i l i t i e s f o r d i f f e r ­
ent items and d i f f e r e n t subtests In Table 2 1 the p r o p o r t i o n s o f s u b j e c t s 
c o r r e c t l y responding t o the f i r s t eleven items o f the s ix I S I - t e s t s are shown 
as r e p o r t e d by Van den Wollenberg (1979) Van der Ven (1969) r e p o r t s s i m i l a r 
r e s u l t s 
The d i f f e r e n c e s between the p r o p o r t i o n s c l e a r l y i n d i c a t e t h a t the constancy 
hypothesis has t o be r e j e c t e d The r e j e c t i o n of t h i s hypothesis leads t o r e ­
j e c t i o n o f the p r o p o r t i o n of items c o r r e c t as an unbiased est imate of p r e c i ­
s ion Hence, the appropr iateness of the the c o r r e c t - r e s p o n s e - p r o b a b i l i t y as a 
measure f o r p r e c i s i o n has t o be quest ioned 
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Table 2 1 
Proportion of Subjects Correctly 
Responding to the First Eleven 





















































































Note: Results are from van den 
Wollenberg (1979, ρ 75) 
2 2 3 The Rasch model 
An evaluation of the fit of the binomial error model using ISI data yielded 
significant deviations 1n all cases Consequently, for those tests the model 
had to be rejected As we have seen, the most obvious explanation for the 
lack of fit 1n case of the ISI tests is that the constancy hypothesis has been 
violated In such a case the correct-response-probabi lity is not only deter­
mined by a subject parameter, say Ç, but also by an item parameter, say σ 
The relation between these parameters and the number of items correct is given 
by the item characteristic function /(ζ,ο) A model which uses item charac­
teristic functions is a member of the class of latent trait models which is in 
turn a member of the class of latent structure models (See e g Lazarsfeld & 
Henri, 1968, Van den Wollenberg, 1979) In all latent structure models the 
relation between manifest and latent variables is given by 
fix¡¡ = *„!/, ξ,) -- f,1 í;) U 3) 
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The probability that a manifest stochastic variable X, of subject ; and item 
/, takes the value χ 1s given by an item characteristic function which is de­
termined by Item / and the latent subject parameter ξ of that subject The 
various latent structure models are generated, by specifying the function f 
Andersen and Madsen (1977) and Andersen (1980) have generalized this model in 
such a way that available information with respect to the population distribu­
tion of the subject parameter can be used 
Using the logistic function we get a latent trait model which can be shown 
to have some very elegant mathematical and methodological properties, the 




f(x,y) = Í2 5) 
Uexplx-y) 
ζ will be called the precision of subject / and o. the difficulty of item / 
(in the sense that a difficult item is an Item which easily evokes an incor­
rect answer) 
Using the following set of axioms, the Rasch model can be deduced instead 
of postulated (see e g Fischer, 1974) 
• Unidimensionality, 1 e responses depend upon only one underlying contin­
uum of items and subjects 
• Monotomcity, ι e all item characteristic functions are strictly monotone 
in the latent trait 
• Local stochastic independence applies 
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• Sufficiency of simple sum statistics applies, ι e the Fisher-Neyman fac­
torization theorem for the likelihood-function applies for the simple sum 
(see e g Mood et al , 1974 For an In depth discussion of sufficient 
statistics in latent trait models, the reader is referred to Andersen, 
1977) 
• The test items are dichotomous 
It follows. Rasch (1961, 1966) that in the class of probabilistic, unidimen­
sional models with dichotomous manifest variables, the Rasch model implies a 
very nice methodological property ι e specific objectivity In fact in this 
class of models, the Rasch model is necessary and sufficient for specific ob­
jectivity Specific objectivity implies that the outcome of a comparison of 
subjects does not depend on the specific items used, provided the items belong 
to the same dimension Hence, the measurement of the latent trait 1s not de­
pendent upon the selection of the items As this is the aim of all studies 
that use measurement devices for latent traits, it appears to be that the 
Rasch model 1s the only valid device to do so 7 
2 2 3 1 A statistical test of the model 
Using standard methods, it is easily shown that a sufficient statistic for the 
latent subject parameter Ç is given by 
S.= Î X . 12 61 
' к 'ι 
where X is the score of subject / on item / Furthermore, it can be shown 
that the joint probability of response vectors of all subjects conditional 
upon their total testscore, written as 
7
 For a discussion of specific objectivity we refer to Chapter 7 
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Lc= I PiX,r ",, ' · X,k= x^ Sr 'S V 7> 
is independent of the subject parameter ξ This function, called the condi­
tional likelihood function, is used to get estimates for the item parameters 
(Andersen, 1973) It is important to note that these estimators are indepen­
dent of the subject parameters If we drop the conditionality, the uncondi­
tional joint probability function of all response vectors is given by 
L -- Π P(X,7= *„ . , Xik= xik} [2 81 
Andersen (1973) has shown that this function is composed of two independent 





 12 9) 
where L is given by Equation 2 7 and L is a function which Is determined by 
the subject parameters and the item parameters Substituting the item parame­
ter estimates obtained from Equation 2 7, we get estimates of the subject pa­
rameters by maximizing L with respect to these parameters 
Given these parameters, we can predict test scores and evaluate the fit of 
the model by comparing observed and predicted scores Several of such tests 
have been developed in the foregoing years More recently Van den Wollenberg 
(1979) has proposed two tests, one of which is especially sensitive to viola­
tions of axiom 1 (unidimenslonality), besides the violations detected by other 
tests e g the likelihood ratio test of Andersen Moreover, Van den Wollen­
berg (1979) shows that the usual tests are insensitive to violations of unidi­
mensional Ity 
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The six Intelligence subtests of the ISI have been tested by Van den Wol­
lenberg (1979) for Rasch homogeneity (this expression 1s used when the model 
holds ) Except for a few items, the Rasch model did hold for the first 5 
tests, but not for the sixth — Figure Categories Further analysis of this 
test showed that the Items appeared to be very heterogeneous, both with re­
spect to Item discriminating power and dimensionality It follows that the 
test 1s not adequate and reconstruction seems necessary 
2 2 3 2 Precision using the Rasch model 
If the Rasch model holds for a particular test, any subset of Its items can be 
used to measure ξ 1n a specifically objective way For a subject that has at­
tempted eleven Hems of a Rasch homogeneous test, these eleven items can be 
used to estimate ζ, precision (The estimated value of Ç is denoted by X tak-
ing the specific value χ ) For a subject who has attempted all items, the 
complete test can be used The parameter estimates for all subjects with a 
given number of attempted items can be obtained by means of a method described 
by Fischer (1974, ρ 251) Transformations (see van den Wollenberg, 1979, ρ 
180) can be obtained, such that subjects with different numbers of items at­
tempted may be measured on the same scale For example for ISI-test 4, Rota­
tion, the x- value for a subject with r = 8 and a = / is equal to 0 82, while 
the x- value for a subject with г = 70 and a = 20 is equal to 1 27 Their p-
values would be the same, but we know that the binomial error model does not 
hold Precision still can be measured independently from the number of Hems 
attempted, provided that the Rasch model holds independent of a subject's 
speed (as expressed by the number of items attempted) 
2 2 1 Summary 
Using the Rasch model. Van den Wollenberg (1979) has shown that for the ISI-
tests the binomial error model had to be rejected, due to violation of the 
constancy hypothesis introduced by Van der Ven (1969) Application of the 
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Rasch model to data of the GATB and other time-limit intelligence tests is ob-
ject of present and future research. 
Rejection of the binomial error model, implies the rejection of the propor-
tion of the number of items correct as a measure for precision. Van den Wol-
lenberg (1979) shows that, provided the Rasch model holds, the latent subject 
parameter of the Rasch model can be used as an estimator of precision. Given 
the methodological properties of the Rasch model, we have a specific objective 
measure of precision. 
2.3. A model for the number of items attempted 
2.3.1. Introduction 
The mathematical expectation of the number of items correct of a specific per-
son given a specified number of items attempted can be obtained from his or 
her precision. The unconditional number of items correct Is also dependent 
upon the number of items attempted, however. The question arises as to the na-
ture of the attempted score. 
If one is interested in developing a model for the number of items attempt-
ed, one should take~in account that the number of items attempted is dependent 
upon the time a person needs for each individual item - the shorter these du-
rations, the larger his/her number attempted. Hence, before designing such a 
model it is necessary to have a model for the time a person needs for an indi-
vidual item. This time will be called response time. Such a model has been 
developed by Van der Ven & Pieters (1977). 
The model proposed is based on a theoretical framework which describes the 
underlying operational characteristics of a problem solving subject. Although 
the framework is rather general we will confine ourselves to tasks for which 
the steps that have to be taken to arrive at the solution, called the algor-
ithm, are known to the subject. 
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The basic idea of the model 1s that the solution of a problem requires a 
serial process that involves solving a number of subproblems Following 
McClelland (1979) we will call the model a discrete process model Now sup­
pose we know the algorithm that is used by the subject, then it is possible to 
construct a finite machine that performs such a task without mistakes Given 
the working speed of that particular machine, the total response time is con­
stant 
It is clear, however, that human performance is not merely determined by 
working speed From time to time the attention fades away, the solving strat­
egy may vary due to learning effects and performance may be influenced by such 
effects as fatigue For the moment we assume that learning effects and fatigue 
are absent For reasons of simplicity, then, 1t is assumed that a subject 
while executing a task can be in one of two states processing and non-pro­
cessing The term non-processing is used to denote all processes that are not 
directly related to or necessary for solving the problem In the following we 
will use the concept distraction to describe these processes Hence, the total 
response time or response latency (reaction time RT) is composed of two compo­
nents, the total processing time, ι e the sum of response times for the dif­
ferent operations or steps in the algorithm, and the total distraction time, 
ι e the total time spent in the state of distraction 
The process described above resembles a two state Markov model in continu­
ous time Now suppose the subject is confronted with a number of similar 
items, ι e items with equal difficulty level Then, the total time spent 1n 
the state of processing is fixed over items provided the algorithm is known to 
the subject Hence, if the general psychological state of the subject is con­
stant (viz no learning effects, no fatigue effects and no variation in moti­
vation) the variation in the total processing time will be negligible compared 
with the variation in the total distraction time Hence, small fluctuations 
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in the processing times are neglected. These fluctuations, however, may become 
important in fast, simple reaction time tasks. For all practical purposes 
then, the total processing time is assumed fixed over items. 
Introduction of some technical assumptions and specification of the proce­
dure which 1s used in collecting the response data (e.g. response times or 
number of responses within a fixed time) leads to a specific model. 
2.3.2. The Poisson Erlang model 
In this section we will derive the distribution function for the total re­
sponse time, using the theoretical framework which was outlined above. In do­
ing so, we will make use of some elementary mathematical results in calculus 
and probability theory. 
The basic idea of the theoretical framework was that the total response 
time (7") is composed of two independent components, the total processing time 
denoted by the symbol α and the total distraction time denoted by the symbol 
Δ, which was defined as a sum of distraction times (Δ,). The formula Is 
Τ = α + Δ. (2.101 
As was pointed out before, it is plausible to assume that the total processing 
time (a) is fixed. This implies that the distribution of the total response 
time is determined by the distribution of the total distraction time, Δ . 
Concerning the total distraction time, two technical assumptions are made. The 
first assumption is that each distraction time Δ., /=1,2,..., к has an expo­
nential distribution with parameter 6, such that 
f^U) = 6e"6t , 6, t > 0. 12.11) 
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Using standard results from probability theory it is easily shown that the 
sum of the к independent exponentially distributed random variables repre­
senting distraction times (i e the total distraction time Δ) has an Erlang 
distribution which can be written as 
/\ M = ISt^'^S e"6t (2 72) 
ûic (.k-I)' 
The total distraction time is defined as the total time spent in the state of 
distraction Given this interpretation, it is plausible to assume that the 
number of entries in this state is not fixed but is itself a random variable 
The second assumption is that at any time during processing, a distraction may 
occur Assuming independence of these events and assuming that the probabili-
ty of such an event is independent of the time of occurrence, the number of 
distraction periods К has a Poisson distribution with parameter ï 
PIK = к) = ï W / c ' , к = 0,1,2, (2 13) 
From the conditional cumulative distribution function of the total distraction 
time Fía. | K=k) we can obtain the unconditional distribution function F(A) 
by taking the expectation of F(b. | K=k) with respect to К The result can 
be written as 




 + I e'^^/k' I {.&x)k'h e"6x/(fe-7)' dx 
k=1 0 
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where Ttt denotes the incomplete Gamma-function defined as 
" -x к 
r t , ( fc*/) = J e xK dx (.2.15) 
" 0 
Since к is discrete one may write 
» к 
F.(t) = 1 - e'1* * 5 t ) l %к*1/(k+1)! I (6t}'//.' t i 0 (2.16) 
Δ
 k=0 ¡=0 
From Equation 2.10 it can be seen that the distribution function of the total 
response time Γ is defined by the distribution of the total distraction time, 
Δ , except for a change of the origin. Using the simple transformation Γ=ο+Δ 
and thus substitution of (t-a) for f in Equation 2.16 gives the distribution 
function for T. A more detailed derivation and analysis of the Poisson-Er-
lang distribution and a comparison with other distribution functions can be 
found in Pieters (1981).· 
The moments of this distribution are easily obtained, using the well known 
formula 
E(tr) = Ek(E(tr\k)) 12.17) 
where к denotes the number of distraction processes. Using the relation be­
tween the conditional and unconditional expectation, the expectation of the 
total response time 7", 5(7"), may be written as 
' See also Chapter 5 of this study. 
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5(7) = α • ϊ/δ (2.78) 
its variance, o2(7"), as 
o ^ T ) = 2ϊ/δ2 (2.79) 
and its third central moment, μι(7"), as 
у
э
(Г) = Sì/61 (2.20) 
2.3.2.1. Estimation of the parameters 
In order to test the Poisson-Erlang model appropriate estimators for the pa-
rameters have to be computed. In the statistical literature one can find a 
great variety of estimation procedures (see e.g. Kendall and Stuart, 1967). 
However, the most widely used methods are the method of moments and maximum 
likelihood estimation. 
Maximum likelihood estimators are defined as follows. Let X be a random 
variable with probability density function fy depending on the parameters τι 
,..., tfc. Suppose we have a random sample consisting of the Independent ran­
dom variables ΛΊ ,..., X each with distribution function f у then the joint 
probability density function ίχ[Χ\=χι,... ,X_-*„ I ti t.) can be written 
as 
Π 'χ( χ'/. = χ/. | τ ι >-··· τ* 3 ί 2 · 2 1 ί 
Maximum likelihood estimators ti,...,^ of τι,...,τ. are found by maximizing 
Equation 2.21 with respect to these parameters. For a derivation of the maxi­
mum likelihood estimators of the parameters of the Poisson-Erlang model, we 
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refer to Pieters (1981).' 
Although maximum likelihood estimators have some nice statistical proper­
ties, method-of-moments estimators are widely used because of the ease 1n com­
putation. The latter class is defined as follows: suppose we have a random 
variable X associated with a k- parameter distribution. Generally, the mo­
ments of this distribution are simple functions of these parameters. Choosing 
a set of к moments, replacing population moments by sample moments and solv­
ing the resulting к equations for the к parameters, leads to method-of-mo­
ments estimators. In case of the Poisson-Erlang model we have to solve the mo­
ment-equations (Equations 2.18 through 2.20) for the parameters a, 5 and T. 
The resulting expressions are 
d = ЗМі/М, (2.22 ) 
g =-9м|/ 2M23 (2-23) 
a = Mj - 9M22/ 6М3 (2.24} 
where Μι denotes the sample mean, Λί2 the sample variance and M3 the sample 
third central moment. Monte Carlo studies have indicated that these estimators 
have a number of disadvantages ( viz. the variance is large; due to sampling 
fluctuation the moment estimator for α can become greater than the mean of Τ 
which is absurd). In order to avoid these complications a modified procedure 
was used which is based on the process model outlined in section 2.1. 
9
 See also Chapter 5 of this study. 
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Suppose a is known, modified method-of-moments estimators for 6 and ï are 
given by 
g = 2(Μ,-α) 2/Μ, f2 25) 
d = 2(Μ ;-α)/Λί 2 (2 26) 
From the process model we can conclude that α has to have a value which is 
close to the smallest observed latency The procedure used to arrive at an es­
timator for α is as follows Pick a starting value for a, e g the smallest 
observed latency minus some small constant, compute modified moment estimators 
for 6 and ï according to the formulas given above and evaluate the fit using a 
goodness of fit test e g the Kolmogorov-Smirnov test Then pick a new value 
for α and repeat the procedure until the statistic stabilizes In fact we use 
a Bimmum distance estimator for a (Mood et al , 1974) in combination with 
method-of-moments estimators for 6 and I Although the properties of these 
estimators have not yet been studied in detail, application gives at least in­
sight into the fit of the model 
Earlier in this paper it is argued that human performance 1s not merely de­
termined by working speed, that is, it was assumed that learning effects and 
fatigue are absent In terms of the parameters of the Poi sson-Erlang model 
this Implies that there are no trend effects in the parameters From the mo­
ment equations it 1s clear that a trend in processing time will result in a 
trend in the mean Trend in distraction parameters will result in trend ef­
fects in mean and variance Hence, the assumptions made in construction of the 
model are easily verified by inspecting the mean and variance for trend In 
addition to long term trend effects the data have to be inspected for cyclical 
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trend effects 1n the parameters These effects manifest themselves in the same 
way as ordinary long term trend effects 
Recapitulating we can say that before testing the model the actual time se­
ries has to be investigated for possible long term trend effects, in order to 
check whether, during the test, the subject has worked with the same speed 
Habituation or fatigue effects or a change in motivational attitude, such as 
the willingness to work fast, can play a role Long term trend effects, which 
are considered to be the result of a gradual change in speed, must be elimi­
nated before the model is tested Also a check on short term periodicity has 
to be made 
2 3 2 2 Application of the model to test data 
In section 2 3 2 we developed the Poisson-Erlang model based on the process 
model outlined in section 2 3 1 Because of the strong connection between this 
process model and the resulting stochastic model, there are a number of re­
strictions as to the applicability of the model to real test data 
First of all we have a restriction on the difficulty of the items 1n the 
test It Is assumed that the processing time is constant, reflecting the fact 
that the number of operations is constant This means that the items may not 
differ in difficulty Varying levels of difficulty of the items may affect pa­
rameter о but also parameter Ï From the process model 1t is clear that an In-
crease in difficulty level will lead to an Increase in the total processing 
time, assuming all other conditions to remain equal An increase in the number 
of operations, however, could also lead to an increase in the number of dis-
tractions as the subject may enter the state of distraction after each opera-
tion In addition to these effects the subject may choose some sort of trade-
off between the parameters which may differ for the various items 
Secondly, it was assumed that the solution process is completely known to 
the subject Therefore, tests wherein the solution process contains inevitable 
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stochastic components (viz the Raven test) such as detection or learning of 
the correct solving strategy are excluded 
Last but not least, all stochastic components are interpreted as distrac­
tion Therefore, stochastic components which are not directly connected to 
performing the task have to be eliminated (viz experimental procedures that 
introduce stochastic components in the reaction process) All stochastic com­
ponents are assumed to reflect the stochastic components of the model Hence, 
one has to be alert to artefacts as pseudo random variation caused by experi­
mentation Suppose we present a number of words to the subject one of which is 
a sense word the other nonsense words that resemble sense words or a set of 
all non-sense words The subject is asked whether the set contains a sense-
word and is instructed to react as quickly and accurately as possible Suppose 
all items, ι e strings of words, are equally difficult Then, we have intro­
duced a random component which is not process related but merely introduced 
by the place of the sense word 1n the string In addition, non-sense strings 
will give a longer reaction time due to the fact that a subject has to scan 
the whole string 
Generally, these conditions are met in so-called concentration tests An 
example of such a test 1s the Bourdon-Wiersma test which was originally pro­
posed by Oehrn (1896, see also Boeke, 1963) In this test the dependent 
variable is reaction time (RT) Occasionally, the dependent variable in con­
centration tests is the number of items finished in a fixed time (i e a speed 
test) An example of this type of test is the Pauli test (Arnold, 1975) origi­
nally proposed by Kraepelm (1902) A model for this type of data based on 
the process model outlined above will be published later 1° In the following 
sections, we will discuss the application of the Poisson-Erlang model to the 
former type of tests 
10
 See Chapter 5 
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2.3.2.2.1. Method 
The model was tested on data obtained from the so called Alertron, an appara-
tus version of a Dutch concentration test the Bourdon-Wiersma test. The Aler-
tron consists of a black display (117x117mm) with nine red lamps in a three by 
three design (60x60mm). A random configuration of three, four or five lamps 
is presented to the subject who is instructed to push the button representing 
the configuration in question. There are two response buttons, a four and a 
non-four button. After release of a button a new stimulus is displayed. 
Hence the subject works under a self-paced condition. As is usual in speeded 
tests the subject is instructed to work 05 fast but also as accurately as pos-
sible . 
The total number of patterns presented to the subject is 1250. After a se-
ries of twentyfive consecutive patterns, the total time is registered, yield-
ing a series of 50 response times. 
Apart from the Alertron-data the model was tested on the paper and pencil 
version of the Alertron I.e. the original Bourdon-Wiersma test. Parameters 
were estimated using the procedure of section 3.3. The Kolmogorov-Smirnov test 
was used to evaluate the fit between the observed and predicted reaction time 
distribution. 
2.3.2.2.2. Results 
The Alertron was administered in order to study its diagnostic possibilities. 
The subjects were chosen more or less arbitrarily. Test protocols were ob-
tained from five different groups of subjects: 15 were hospital patients of a 
rehabilitation institute in Holland ('Het Roessingh', Enschede), 4 were staff-
members of that institute; 6 were members of the mathematical psychology group 
of the University of Nijmegen; and 3 were children of about ten years old; 7 
were subjects about whom no information was available. The total number of 
testées from these five groups was 35. 
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The values of a varied from about 10 to 25 (seconds), those of 6 from about 
1 to 10 (sec ), and those of ï from about 10 to 25 (these figures apply to a 
row of 25 dot-patterns). In practically all cases the model was not rejected. 
Also available were the results of 20 test administrations of a single in-
dividual over a four month period. The parameter estimates of this subject 
showed large differences over time. The parameter estimate for α varied from 
about 15 to 20; the parameter estimate for δ, from about 1 to 4; ϊ from about 
10 to 20. Changes in δ seemed to be related to the general mental state of the 
subject. 
Repeated test administrations during the same day of another subject also 
showed remarkable differences in parameter values, suggesting that speed and 
distraction (especially parameter δ) were related to the hour of the day. 
2.3.2.3. Fitting alternative models 
The paper-and-pencil data were used to compare the fit of the Poisson-Erlang 
model with the fit of alernative RT models. In the literature, a wide variety 
of probability distributions are proposed to account for RT data. However, few 
models are based on a psychologically meaningful process model which applies 
in the case of concentration tests. An exception has to be made for two mod­
els: 
1. The gamma distribution which was proposed by a number of authors (e.g. 
Bush & Mosteller, 1955; Christie, 1952; Luce, 1960; Restie, 1961). In 
fact, the gamma distribution can be seen as a special case of the Pois-
son-Erlang distribution, arising if the number of distractions is as­
sumed to be constant. 
2. A model proposed by Hohle (1965, 1967) and Ratcliff (1978,1979), which 
arises as a convolution of the normal and exponential distribution func­
tions, where the exponential part accounts for some sort of decision 
process and the normal distribution arises as the sum of all other pro­
cesses using the central limit theorem. 
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The parameters of the three parameter gamma d i s t r i b u t i o n were estimated using 
a procedure similar to the estimation procedure of section 3.3. As the 
'Hohle'-model lacks a base parameter (o in the Polsson-Erlang model) we used 
the straigthforward method-of-moments procedure. The results are shown in Ta-
Table 2.2 
Rank Ordering of the Kolmogorov-Smirnov Coodness-of-Fit 





































Note: (*) No evaluation possible due to negative 
parameter estimates. 
Ые 2.2. 
Table 2 shows the rank ordering of the Kolmogorov-Smirnov goodness of fit sta­
tistic for the three models (note that the three models contain an equal num­
ber of parameters). The results clearly indicate that the Polsson-Erlang model 
gives a consistently better fit than the other models even though the differ­
ences are small. 
Apart from a comparison of the fit of the three models, the RT data were 
analysed using a method proposed by Thomas and Ross (1980). Thomas and Ross 
considered different procedures that can be used to combine RT distributions 
that belong to the same family of densities into a new, so called, group RT 
distribution belonging to the same family. They show that the group distribu­
tion can be obtained through Vincentizing procedures. Vincentizing amounts to 
averaging the quantiles of the individual RT distributions. The family to 
which the resulting group distribution belongs depends upon the transformation 
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on the quantiles before averaging An indication for the correct transforma­
tion is given by the mean intercorrelation of the sample quantiles given a 
specific transformation Thomas and Ross (1980) suggest the following proce­
dure 
1 Compute the quantiles Q , where ρ = 0 05,0 10, ,0 95, for each sample 
RT distribution, 
2 Choose a transformation Tft), from the set log ( t ) , tu, и = 
-1,-1/2,1/2,1,2 
3 Compute the average intercorrelation between the sample quantiles for 
each transformation 
Thomas and Ross show, that the maximum intercorrelation for the gamma distri­
bution and the Hohle-distribution is reached with the transformation r(t}=t 
A small Monte-Carlo experiment using the Poisson-Erlang distribution performed 
by the present authors suggests that 7"(t) = t is the appropriate transforma­
tion for this family The results of the Thomas-Ross-analysis using 197 RT 
Table 2 3 
Mean Intercorrelation between Sample 


















samples are shown in Table 2 3 
The analysis indicates that the Poisson-Erlang distribution is the more appro-
priate model for these data although the differences are small Moreover, the 
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analysis suggests that none of the RT distributions given in the literature 
apply in this case, as all models Imply the transformation T[t)=t 
2 3 3 Summary 
In the preceding paragraphs we introduced a model wich accounts for RT distri-
butions in terms of two psychologically meaningful concepts, total processing 
time and total distraction time Using RT data from two versions of a Dutch 
concentration test, the Bourdon-Wiersma, the analyses showed that the Poisson-
Erlang model gives an adequate representation of the underlying psychological 
process In addition we showed that the fit of the proposed model is generally 
better than the fit of other models As to the parameter estimation proce-
dure, we can conclude that this procedure gives fairly reliable estimates of 
the basic parameters of the model 
2 4 Discussion 
Traditionally, time limit tests are scored with the number of items correct 
The studies mentioned above have shown that this score is a composite of pre-
cision, speed (total processing time) and distraction (total distraction 
time) From the number of items correct alone one cannot derive any conclu-
sions about the relative contribution of each of these factors The proportion 
of items correct relative to the number of items attempted is a very rough es-
timation of precision and certainly biased in the case where the binomial er-
ror model does not hold The number of items attempted is in fact a composite 
of speed and distraction So, it seems necessary to develop new tests and 
scoring methods that enable us to get independent estimates of the various 
components Tests which yield a time- or performance series look promising 
It is very plausible that speed and precision within a person are related 
For example Spearman already argues that 
any increase in speed at a mental operation tends towards a de-
crease in its goodness, whilst inversely a greater goodness can 
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always be attained by some sacrifice of speed Apart from more 
or less accidental further influences, then, high accuracy and low 
speed have a perfect (though inverse) correlation (Spearman, 
1927, page 250) 
Van den Wollenberg (1979) arrives at the same conclusion analyzing ISI-tests 
with the Rasch model Now, if speed and precision are related in some way, 
then they are both manifestations of a more fundamental ability It seems 
better to measure this ability Itself than its variable manifestations In 
order to do so, however, it seems necessary to administer the test several 
times with different speed-accuracy instructions To measure the underlying 
ability one has to know more about the speed accuracy trade-off function An-
other problem is related to the way the instruction is taken by the subject 
It could very well be that an instruction stressing speed, will lead to a de-
crease 1n distraction and no change 1n processing speed, as the number of 
items attempted can also be increased by decreasing distraction More research 
must be done in order to answer these problems 
Although in the studies mentioned above the number of items correct is con-
sidered as a composite of more fundamental factors such as speed, precision 
and distraction, it would be a fallacy to consider them as factors 1n a factor 
analytical sense The approach shown in the above studies is not an alterna-
tive to the factor analytical approach leading to so called factor theories 
such as Spearman's Two-Factor Theory (Spearman, 1904 and 1927), Thurstone's 
Multiple-Factor Theory (Thurstone, 1938) and Guilford's Structure-of-Intellect 
model (Guilford, 1967) The factor analytical studies which have led to these 
theories all are based on tests which have been scored with the number of 
Items correct The question is whether 1t is appropriate to apply factor anal-
ysis on a raw score, which has no justification in a theory of (mental) meas-
urement 
The meaning of the studies mentioned above lies precisely 1n the fact that 
they question the use of the number of items correct as the dependent variable 
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in further analyses. This has led to the development of theories and models 
that entail measurement as a natural result. The number of items correct as a 
test score has been reduced to two more fundamental quantities: the ability 
underlying speed and precision, and distraction. Tentatively, It may conclud-
ed then, that factor analytical studies, if any, should be based on these 
variables, as they are psychologically meaningful!, in stead of the number of 
items correct which has no explicit justification. 
Another argument for separating ability and distraction in factor analytic 
studies is that ability as a personality construct is probably task specific, 
while distraction would not be task specific, but may depend on the demands of 
the task and extraneous conditions like motivation. Ability might be defined 
as a person's precision or response accuracy per unit processing time. If 
only the number of items correct (which contains distraction) is used in fac-
tor analysis the outcome could be less definite and possibly misleading. 
The present line of research, more specifically model oriented research, 
enables us to introduce theoretically defined constructs. For example within 
the Poisson-Erlang model we could define a personality trait like concentra-
tion as a person's distraction time per unit processing time. Hence, from a 
vague construct, concentration has become a theoretically defined construct. 
These definitions, however, are based on the interpretation of the three model 
parameters. In order to strengthen the base for this interpretation, the sen-
ior author 1s currently investigating the way in which task-variables affect 
the parameters In the Poisson-Erlang model. 
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Abstract 
Sternberg's additive factor method is generally accepted by exper­
imental psychologists as a decisive method for the decomposition 
of the reaction time process into stages.11 It is presented as an 
alternative for Donders' subtraction method and the so-called 
structuralist or model approach One of the purposes of this pa­
per is to demonstrate the theoretical differences between the 
functionalist or Sternbergian approach to reaction time and the 
structuralist or model approach The two approaches are evaluated 
relative to their fertility in contributing to the understanding 
of the processes involved in human information processing and the 
systematic cumulation of knowledge regarding these processes The 
main goal of this paper is to discuss some problems related to the 
assumptions used in the additive factor method It is shown that 
the relation between the mean reaction time for one subject and 
the mean reaction time over subjects, which is generally used as 
the dependent variable in the analysis of variance, depends on the 
specific distribution of reaction times within the stages It is 
pointed out that the interpretation of factor effects resulting 
from the analysis of variance is not clear In addition, it is 
shown that the additive factor method cannot be used to identify 
or estimate the number of stages in the reaction time process 
3 1 Introduction 
The use of reaction time (RT) experiments in experimental psychology goes back 
as far as 1850 The RT experiment was introduced by Helmholtz (1850) as a 
method for measuring the speed of nerve conduction However, the use of RT ex­
periments as a paradigm to study mental processes originated from the work of 
the Dutch physiologist Donders Donders (1868/1969) proposed a theory for re­
action time based on the assumption that RT is in fact a composite score, rep-
11
 Reproduced from Pleters, J Ρ M Sternberg's additive factor method and un­
derlying psychological processes Some theoretical considerations Psy­
chological Bulletin, 93, (1983) by permission of the editor 
© Copyright 1983 American Psychological Association Ine 
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resenting a reaction, a discrimination and a choice process The debate that 
arose from the work of Donders still centers around two major Issues 
First, the assumption that RT is a composite score representing a number of 
stages, leads to the question whether the underlying system is assumed to op­
erate sequentially or in a parallel manner Although the majority of models in 
the literature postulate sequential processing (see, e g , Bush and Mosteller, 
1955, Christie, 1952, Hohle, 1965, 1967, Luce, 1960, McGill and Gibbon, 1965, 
Pieters and Van der Ven, 1982, Ratcllff, 1978, 1979, Restie, 1961, Sternberg, 
1966, 1969) a number of authors postulate parallel processing of stages or 
substages (see, e g , Ashby and Townsend, 1980, McClelland, 1979, Nelsser, 
1969) The popularity of sequential models can be attributed to the fact that 
the mathematics involved is relatively simple, and to the fact that a broad 
class of parallel models may be approximated by a sequential model (see, e g , 
Townsend, 1971, 1972, 1976a, 1976b) Townsend Investigated necessary and suf­
ficient conditions for the equivalence of serial and parallel models for RT 
It was shown that given the property of witMn-stage independence of processes 
any parallel model has an equivalent serial counterpart Suppose we consider a 
n- element parallel process of which к elements are completed If the prob­
ability for the completion of the next element among the remaining [n-k) ele­
ments is independent of the к completed elements and the probability of com­
pletion can be written as a product of the probability terms of the (п k) 
uncompleted elements, we have withm-stage independence Another result that 
was obtained is that under fairly general conditions the expectation of RT is 
the same for parallel and serial models The latter result implies that on the 
level of mean RT the difference between parallel and serial models is not te­
stable for relatively simple models that assume such things as Independence of 
processing stages, exponential finishing times, and so on It should be not­
ed, however, that the conclusion with regard to the identifiability and dis-
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criminabillty between serial and parallel models is only valid within the 
realm of RT studies 
Second, the definition of RT as a composite score requires a conceptual 
and experimental analysis to identify and estimate the duration of the various 
components The earliest attempt to arrive at a paradigm that could be used to 
test assumptions in RT models was by De Jaager (1865/1970) and Donders 
(186Э/1969) Donders assumed that mean reaction times (RTs) of the stages are 
combined in an additive way Hence, the paradigm for obtaining estimates of 
the duration of the various stages requires finding two tasks consisting of 
the same stages except for one specific stage The duration of the latter com­
ponent is then obtained by finding the difference between the mean RTs of the 
two tasks This procedure is termed the method of subtraction The assump­
tion that two such tasks can be found is called the postulate of pure inser­
tion (Ashby and Townsend, 1980) Althojgh the method of subtraction has fallen 
into disfavor for some time (see, e g , Smith, 1968), there is a renewed in­
terest in the work of Donders, especially in the postulate of pure insertion 
(see, e g , Ashby and Townsend, 1980, Kadane, Larkin and Mayer, 1981) The 
subtraction method, however, has been replaced by more sophisticated statisti­
cal methods such as (multiple) regression analysis, time series analysis and 
non-parametric techniques (see, e g , Bloxom, 1979, Ashby and Townsend, 1980, 
Kadane et al , 1981) 
The major reason for the revival of interest in decomposition methods to 
analyze RT data and thus in Donders' ideas, lies In the presentation of a new 
paradigm by Sternberg (1969) This new paradigm is based on a relaxation of 
Donders' postulate of pure insertion Sternberg argued that instead of using 
two tasks that are completely equivalent up to one stage, one should use tasks 
which are equivalent with respect to stages or components Experimental fac­
tors have to be found, that influence one or more stages Factors that affect 
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the mean RT In an additive manner are assumed to influence different stages in 
the underlying mechanism Factors that interact are assumed to affect at least 
one stage In common This method has been called the additive factor method 
Usually, analysis of variance (ANOVA) is used as a method to analyse effects 
of experimental factors on the mean RT The assumption that tasks can be 
found to fit this model is called the postulate of selective Influence 
The Intent of this paper is to show the implications of some general as-
sumptions used in the decomposition of RT data Contrary to the approach used 
by Taylor (1976), Stanovitch and Pachella (1977) and Pachella (1974) in which 
the effects of violations of the basic assumptions of the additive factor 
method are discussed, the present paper addresses problems concerning the 
identification of stages using the additive factor method and the conclusions 
that can be drawn from significant factor effects in terms of the analysis of 
variance In addition, the paper discusses some problems that arise when sto-
chastic latency mechanisms are analyzed in terms of stages 
The first section gives a general outline of the principles used 1n RT ex-
periments and in the decomposition of RT data The second major section dis-
cusses the additive factor method in relation to other decomposition methods 
The third section is concerned with the relation between individual RTs and 
the mean RT over subjects as indicators of the underlying stochastic mechanism 
that generates the RT data The final section deals with the problems that 
arise when the additive factor method is used to identify the stages of the RT 
process 
3 2 The Functionalist vs the Structuralist Approach to RT 
When a RT paradigm is used, the experimenter is usually interested in the 
mechanism that accounts for the time passing between stimulus and response, 
commonly denoted by the term latency The wide range of these latencies or RTs 
strongly suggests that the underlying mechanism can be described as a stochas-
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tic process. It is assumed that this mechanism induces a characteristic, sta-
tionary probability distribution on RT (McGill, 1963). 
RT experiments may be generally represented by the following stimulus-re-
sponse chain 
stimulus •* response •* outcome 
which is equivalent to the skeleton commonly used in stimulus-response psy-
chology (see, e.g., Bush, Galanter and Luce, 1963; Smith, 1968). In RT stud-







Figure 3.1. A flow chart of the rela-
tion between stimulus and response in RT 
experiments 
between stimulus and response (see Figure 3.1). Globally, the various ap-
proaches to the decomposition of RT can be reduced to two major trends: the 
functionalist approach and the structuralist approach. The approach followed 
by Donders (1868/1969) and Sternberg (1966, 1969) is sometimes called a func-
tionalist approach to RT (see, e.g., Theios, 1973) or a "white-box" approach 
(see, e.g.. Estes, 1979). In contrast, the approach followed by e.g. Hohle 
(1965, 1967) and Ratcliff (1978, 1979) might be called the model or structur-
alist approach. Although these terms night be confusing rather than clarify-
ing we will continue to use them since a more adequate terminology is not 
available. The typical methodology of the two approaches to RT will be dis-
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cussed 1n the sequel. Insight into the differences between the two is neces-
sary to fully grasp the implications of the results presented in the following 
sections. 
3.2.1. Stage Analysis of RT: The Functionalist Approach 
The functionalist approach to RT originates in its recent form from the work 
of Sternberg (1966, 1969). The reasoning behind Sternberg's method Is (a) 
that the stimulus-response process consists of a number of serial stages, and 
(b), that different stages perform different functions. These functions are 
called upon by different aspects of the stimulus and/or response condition. By 
varying an aspect of the stimulus and/or response condition, RT may be length-
ened or shortened. If an additional aspect of the stimulus and/or response 
condition affects the RT additively, it is concluded that this aspect invokes 
a specific stage in the stimulus-response process. In a way, this approach 
takes its starting point at the level of studying the effects of various ex-
perimental conditions and from there seeks conclusions concerning the compo-
nents of the stimulus-response process. 
The main point of the method is to determine the effect of experimental 
variables on these stages or, more specifically, to determine whether these 
variables act independently or not. It is assumed that two variables act inde-
pendently if their effect on the mean and the variance of the RTs is additive. 
Stated somewhat more formally, it is assumed that there is a one-to-one corre-
spondence between stimulus or task aspects and each stage. If two variables 
interact it is concluded that there is at least one stage affected by both. 
Originally Sternberg (1966, 1969) postulated four stages: stimulus encod-
ing, Information processing and evaluation, response decision, and response 
selection and evocation. Sanders (1930) already postulates six stages based on 
a review of the RT literature: stimulus preprocessing, feature extraction, 
identification, response choice, response programming, and motor adjustment. 
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The concept of a stage is central to the approach and needs some explana­
tion. Ideally, a stage has the following four properties: (a) for a given 
input, the output is unaffected by factors influencing its duration; (b) a 
stage is a functional entity which is psychologically and qualitatively dif­
ferent from other stages; (c) one stage can process only one signal at a time; 
(d) stage durations are stochastically independent. 
In a critique of this approach, Taylor (1976) suggested a more general def­
inition of stages which allows e.g. that stages may overlap to a greater or 
lesser degree, even to the extent that stages may be executed in parallel. 
Some authors (see, e.g., Smith, 1980) prefer to use the term 'component' for 
Taylor's approach, reserving the term 'stage' for the traditional, Sternbergi-
an definition. Since the main point of this section is to illustrate the dif­
ference between the functionalist and the structuralist approach to RT and not 
to differentiate within these approaches, we will continue to use the terms 
stage and component interchangeably since they are typical to the functional­
ist approach of RT. 
As mentioned before, the functionalist approach is mainly concerned with 
the testing of the effects of tasks or task variables on the duration of the 
stages. The experiments are designed to provide evidence with respect to the 
proposed stages and to provide evidence which might suggest the presence of a 
hitherto undiscovered stage. Thus, if an experimental variable had an additive 
effect on the total RT, that would be considered evidence for the existence of 
a stage which was to process that variable. The merit of this approach, then, 
should be evaluated with respect to these goals. 
Basically, it is assumed in the functionalist approach that the latency 
mechanism can be represented by a serial process. The total response time or 
RT is obtained as the sum of the durations of the stages. In order to estimate 
the effects of experimental or task variables on the stage durations, and thus 
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on the total RT, additional assumptions are required These additional assump-
tions will be discussed in the following sections Although not specified, 
there 1s, at least on a theoretical level, a relation between the underlying 
stochastic latency mechanism and the duration of the stages This relation is 
not specified by Sternberglans since assumptions concerning the underlying 
distributions are not deemed necessary to evaluate the effects of the experi-
mental variables on the mean and variance of the RTs (Sternberg, 1969) The 
question whether this assertion will prove correct, will be answered in the 
following sections 
3 2 2 The Analysis of RT Distributions: The Structuralist Approach 
The main theoretical difference between the functionalist and the structural-
ist approach lies in the specification of the underlying stochastic mechanism 
This mechanism 1s completely specified in the structuralist approach, whereas 
in the functionalist approach one only makes some general assumptions regard-
ing the mean and variance of the response process For this reason, the 
structuralist approach is also referred to as the model or distributional ap-
proach, while the functionalist approach is commonly referred to as stage 
analysis of RT Whereas the starting point of the functional approach was on 
the level of studying the effect of various experimental conditions on the 
mean RT, the structural approach starts from specific assumptions about the 
stochastic mechanisms involved and from there derives predictions concerning 
relevant aspects of the process 
In general, the objective of research efforts should be to describe, to 
predict and to explain the phenomena we deal with It will be shown that the 
different approaches to RT differ greatly relative to their fertility in serv-
ing these functions Moreover, the approaches differ with respect to the 
questions one asks about the data and the experiments that will be designed to 
answer those questions The functionalist approach asks essentially Which 
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variables have an effect, and do they interact ? whereas the structuralist or 
model approach asks What are the processes involved, and how do the vari-
ables affect these processes ? (Theios, 1973) 
This Is most clearly illustrated by examining specific research examples 
Let us consider two models from the literature on memory processes, the self-
terminating memory scanning model proposed by Theios (1973) and the Item rec-
ognition model proposed by RatcHff (1978) A flow chart of Theios' memory 
scanning model is given in Figure 3 2 The procedure used by Theios to test 
the model is, first, to give a formal definition of all the processes In-
volved, including a precise specification of the probability mechanisms in-
volved, and second, to derive predictions regarding the effects of task vari-
ables (Theios, 1973) Experiments are designed that test crucial aspects of 
the model The typical approach chosen by functionalists would be to design 
multi-factorial experiments 1n order to test whether the experimental vari-
ables have an additive effect on the mean RT or whether they interact The 
task variables chosen would include such variables as signal discriminability, 
word frequency, S-R compatibility, number of alternatives, relative S-R fre-
quency and response specificity (see, e g , Sanders, 1980) 
Yet another example of the difference between the two approaches is Rat-
cliff's item recognition model (Ratcliff, 1978) A detailed flow chart de-
scribing the model including a stage model of the processes involved, is given 
in Figure 3 3 The approach chosen by Ratcliff provides a detailed descrip-
tion, prediction and explanation of the cognitive processes involved It en-
ables one to account for various aspects of the data, such as latency distri-
butions, the distribution of error latencies and the relation between speed 
and accuracy Moreover, it allows for a comparison between various experimen-
tal paradigms and more general theories on the same subject When these re-
sults are compared with the results that might be obtained using the function-
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Figure 3.2. Flow of information in 
Theios' self-terminating memory scanning 
model (after Theios, 1973). 
alist approach, it should be evident that these latter results are rather 
meagre. At the best, the functionalist approach can describe the processes in-
volved and the variables that are connected with specific stages but it cer-
tainly does not contribute to a detailed understanding of the basic cognitive 
processes nor does it contribute to a systematization of knowledge regarding 
these processes. Although a functionalist approach might lead to a descrip-
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Figure 3 3 Flow diagram of Ratei iff's item recognition model in-
cluding a stage analysis approach (after RatcHff, 1978) 
tion of substages, it will break down when stages operate in parallel 
stated by Estes (1979) 
As 
The principal function of a "white-box" model of this sort -if the 
flow diagram is implemented no further- is to present a prospec-
tus, so to speak, for a theory that has yet to be constructed It 
illustrates relations that are assumed to obtain between various 
hypothetical mechanisms and processes, but it is inert, like a 
drawing or snapshot of a mechanical model that leaves one won-
dering, "Will it work >" (p 37Ì 
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These examples demonstrate the methodological differences of the two approach­
es They demonstrate the flexibility of the different approaches and show how 
they differ on the level of understanding the basic processes involved 1n hu­
man information processing In the following sections we will discuss the ma­
jor flaws that are connected with the functionalist approach, especially the 
additive factor method proposed by Sternberg (1966, 1969) 
3 3 The Additive Factor Method 
Although the additive factor method is widely used, especially in combination 
with ANOVA, 1t has been criticized by a number of authors (see, e g , Pachel-
la, 1974, Stanovitch and Pachella, 1977, Taylor, 1976, Theios, 1973) One of 
the objections to the additive factor method is that the assumptions of ANOVA, 
especially independence of mean and variance, are likely to be violated In 
addition, it 1s argued that the validity of procedures in which addltivity of 
factors is demonstrated by showing lack of significant interactions, relies 
heavily on the power of the test Pachella (1974) showed that neglecting 
shifts 1n speed-accuracy tradeoff leads to erroneous Interpretation of the re­
sulting effects Taylor (1976) argued that additive effects of experimental 
factors may lead to serious misinterpretations if the underlying process oper­
ates in a parallel manner In that case additive effects could be produced by 
overadditive interactions Taylor's objections are countered by advocates of 
the additive factor method by noting that intra-stage parallel processing does 
not influence inter-stage results, and inter-stage parallel processing, ι e 
overlapping stages, should lead to the conclusion of a single stage That is, 
If stages overlap the traditional Sternbergian analysis leads to the conclu­
sion of a single stage, while Taylor's approach would lead to the conclusion 
that the stages involved are processed in a parallel manner This reasoning 
1s correct according to the logic of the additive factor approach, since the 
assumptions of the additive factor method exclude the situations that are de-
56 
Components of response latency in simple mental tasks 
scribed by Taylor However, because the main interest should be directed to­
ward the discovery of the underlying processes 1n the human information pro­
cessing system and thus the detection of the "true" stages in this system the 
Sternbergian counterarguments seem rather weak 
Yet other effects of overlapping stages have been reported by Stanovitch 
and Pachella (1977) They have shown that spurious interactions may be pro­
duced by underadditive main effects In addition, Taylor (1976) discusses the 
effects of violations of certain assumptions used in the additive factor meth­
od such as independence of stages 
In the following sections we will discuss the assumptions generally used in 
the decomposition of RT data These assumptions lead to different decomposi­
tion methods and different experimental designs Generally, it is assumed 
that the mechanism between stimulus and response consists of a number of stag­
es that are executed serially Since the output of each stage 1s considered 
to be the result of a stochastic process, the total RT, which 1s the sum of 
the stage RTs, is related to the probability distributions generated by this 
process Depending upon the specific assumptions regarding these distribu­
tions we get different decomposition methods All decomposition methods which 
will be discussed in this paper are based on the assumption that the RT pro­
cess consists of a finite number of functionally independent stages which op­
erate serially However, additional assumptions regarding the component pro­
cesses are needed to enable the testing of effects of experimental factors 
The major propositions regarding these assumptions are additivity on the level 
of the mean, additivity on the level of moments or cumulants and additivity on 
the level of distributions (see, e g .Sternberg, 1969) 
3 3 1 Additivity on the Level of the Mean 
Suppose the process between stimulus and response consists of three function­
ally independent stages stage a stage b and stage с Then, additivity on 
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the level of the mean implies that the mean RT (denoted E(.RT)) can be wr i t ten 
as 
E(R.T) = E(T)a * E(T1b * EIT)C (3.1) 
This assumption combined with the postulate of pure insertion allows the esti­
mation of the mean RT of a particular stage. This can be seen from the follow­
ing example. Suppose we have two tasks, one consisting of two stages a and b, 
and the other consisting of the stages a, b and с Given the assumption of 
additivity of means, we can estimate the duration of stage с by subtracting 
the mean RT of the first task from that of the second. This method of decom­
position is termed the subtraction method. It should be noted that the main 
goal in this approach is the estimation of the duration of stages. 
3.3.2. Additivity on the Level of Cumulants 
Instead of assuming additivity on the level of the mean we may introduce a 
stronger assumption: additivity of all moments. That is, we not only assume 
additivity of means, but also additivity of variances and other central mo­
ments. However, statisticians prefer to use cumulants instead of moments due 
to some nice statistical proporties of cumulants (see, e.g., Kendall & Stuart, 
1963). In terms of cumulants the supplementary assumption of stochastic inde­
pendence of components implies additivity of all cumulants к (see, e.g. Ken­
dall and Stuart, 1963). Cumulants are formally defined as the coefficients of 
tr/r!, r = 1, 2, ... , in the expansion of log t y [ t ) (Kendall and Stuart, 
1963), where *χΙΐ) is defined as 
«
x
(t) = £(e t X ) {3.2) 
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The function *y(tj is related to the raw moments, i.e. the moments about 
zero, of the random variable X through 
MO = 1 * χ'ι* * ч /г.' • ... • (ί.3) 
t h 
where μ' denotes the г raw moment. These raw moments are related to central 
moments, moments about the mean, through 
vr = ι Í K-if'v'i V'l1"' 13Л) 
r
 /-"О / ' 
Thus, the cumulants к fX) are related to the central moments ν . For exam­
ple, K I ( X ) is equal to the mean, кгГ- ) is equal to the variance and κ3(Χ} is 
equal to the third central moment. Higher order cumulants are complex func­
tions of central moments. If the random variable X is a sum of independent 







( 0 · * x 2 ( t ) ' •·· · Φχ (O f3.S) 
hence, 
*rm = KrfXi)+ ^ Î X » ) + . . . * Krixn} (3.6) 
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Suppose the RT process consists of three stages, a, b and c. The stage RTs 
are generated by the underlying stochastic mechanism. Connected with this 
mechanism is a probability distribution on the RT data. This probability dis-
tribution can be characterized by its cumulants. The relation between the 
probability distribution and the cumulants can be written in terms of the pa-
rameters of the distribution. As these parameters may vary over subjects, cu-
mulants also vary over subjects. Hence, the cumulants of the total RT of the 
aforementioned process for subject / are defined by 
"¿КГ,} -- KriT.la) * Kr(Tibl * ... * K rir / cJ , г = 7,2....;/ = ί,.,.,π 
where T.. denotes the duration of stage / for subject /. The assumption of ad­
di tiv1ty of cumulants combined with the postulate of selective influence leads 
to the second method in the class of decomposition methods, the additive fac­
tor method (Sternberg, 1969). Instead of estimating the duration of the succ-
esive stages, the additive factor method studies effects of experimental vari­
ables on the cumulants of the stages on the level of the overall cumulants. 
3.3.3. Additivity of Distributions 
The previous decomposition methods were based on assumptions related to the 
probability distributions of the underlying stochastic mechanism. Yet, the 
specific form of these distributions was not specified. The complete specifi­
cation of the component distributions is advocated in the structuralist or 
model approach. The assumption of additivity of distributions, implies that 
the probability density function (pdf) of the total RT is obtained by convolu­
tion of the component distributions 
fRT = fp'fb* fc <*·«> 
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The additional assumption of independence 1s not necessary but merely 
convenient regarding the mathematical tractiblHty of the convolution inte-
gral This approach is used by, e g , Christie (1952), McGill and Gibbon 
(1965), Hohle (1965, 1967), Ratcliff (1978, 1979) and Pieters and Van der Ven 
(1982) Effects of experimental factors are evaluated in terms of effects on 
the parameters of the component distributions 
Sternberg (1969) has criticized this approach, arguing (a) that 1t is dif-
ficult to decide which of the assumptions involved is at fault when the model 
fails, and (b) that different sets of components may lead to RT distributions 
that have approximately the same form Clearly, it should be one of the goals 
of the model approach to design experiments that test the basic assumptions of 
the model and change the model accordingly if assumptions are violated A 
careful design enables one to find out which assumptions are violated and how 
the model should be updated However, the design of experiments to test as-
sumptions should be the aim of all the approaches to RT Yet, one of the prob-
lems with the additive factor method is that it is not clear how its assump-
tions can be tested 
As to the second remark there are two issues that are involved (a) the 
evaluation of the fit of the proposed model as compared with the fit of alter-
native models, and (b) the ability of the models to predict specific varia-
tions of (estimated) parameter values related to specific variations of exper-
imental conditions Sternberg (1969) suggests that alternative RT models can 
be found that give at least the same fit as the proposed model The major is-
sue, however, is to propose a psychologically meaningful mechanism that de-
scribes RT data, such that predictions can be made regarding the behavior of 
the model parameters under the various experimental conditions involved 
Clearly, given a set of data we can always find some model that fits equally 
well, but that approach would amount to curve fitting Though a good fit of 
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the model Is a necessary condition it 1s by no means a sufficient condition. 
The main goal should be an understanding of the mental processes Involved in 
the response process related to stimulus and task variables. If a good fit 
would be considered the most important aspect of RT models there would be no 
need for psychologically meaningful models. In that case the RT distribution 
could, to an arbitrarily chosen degree of precision, be described by a ration­
al approximation of suitably chosen polynomials (see, e.g., Bloxom, 1979). 
The additive factor method was originally introduced to avoid the limita­
tions of Donders' method and to avoid the rather strong assumptions needed in 
the distributional approach. Instead of assuming additivity of means or as­
suming additivlty on the level of distributions, the approach is based on the 
assumption of stochastic independence which implies additivity of all moments 
or cumulants. Hence, additive effects of experimental factors should affect 
all cumulants. These effects are reflected in the cumulants over subjects 
since independence implies 
κ.(«7" 1 = ( Σ κΙΤ.]* ... * l к.іТ.)), г =1,2,... 13.9) 
r ¡.j r ia ..j r ic 
where 7". denotes the duration of stage a for subject i. 
It is important to note that cumulants are in fact functions of the parame-
ters of the (unknown) stage or component distributions. Effects of experimen-
tal factors on these parameters are reflected in the cumulants. As the analy-
sis uses the mean RTs over subjects, i.e. the mean of the group distribution 
under some experimental condition, it is Implicitly assumed that these group 
statistics reflect the basic characteristics (e.g. mean and variance) of the 
underlying stochastic mechanism. The question arises, then, what the relation 
is between the parameters estimated from the individual data and the parame-
ters estimated from group statistics. 
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ЗА. The Relation Between Individual and Croup Distributions 
In the preceding section we have discussed the implications of the assumption 
that the characteristics of the (unknown) stage distributions are reflected in 
the cumulants of the RT process. As effects of experimental factors are stud­
ied by using mean RTs over subjects, it is implicitly assumed that these mean 
RTs and other higher order cumulants reflect the shape of the individual RT 
distributions. The relation between the shape of the group RT distribution 
and the shape of the individual RT distributions, however, is not independent 
of the original (unknown) latency distributions within the stages. 
Recently, Thomas and Ross (1980) have shown that the relation between pa­
rameters of Individual distributions and the parameters of the group distribu­
tion that belongs to the same family as the original distributions, depends on 
the type of the individual distributions. Given individual distribution func­
tions FlUapb.') depending on a location parameter a and a scale parameter b, 
* * 
the group distribution that belongs to the same family F{t\a ,b ) has a loca-
ti on parameter a and a scale parameter b defined as 
* η » π 
a = Un I a, and b = lln I b. [3.10) 
i=1 ' i=1 ' 
if and only if the individual distributions F(t|a.,b.) can be written as 
t-a 
F{t\a.,b.) = *( ) (5.7?) 
' ' b 
where •(·) is some distribution function. The more general result obtained by 
Thomas and Ross (1980) is that given individual distribution functions 
F { t \ a . > b . ) such that a. and to. are generalized location and scale parameters, 
satisfying 
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ο
ρ
(<νν * σ/ as Ь(-Ьі) * 0 (3 12ì 
where /J(·) 1S a continuous monotone function and Q 1s the ρ quantile, the 
group distribution function belongs to the same family as the Individual dis-
trlbution functions with parameters a and b defined by 
a* = h'Ul/n Σ h(a,)} and Ь = h^ìln Σ h ( b j ) (3 Í3) 
/= / ' ι=1 ' 
1f and only i f 
. , h[t)-hla] 
/ i(b) 
For a broad class of distribution functions the appropriate choice for /)(·) 
is h(x]=x This class of distributions includes the normal, the logistic, 
the Cauchy, the double exponential or Gompertz, some special gamma and Weibull 
distributions with one of the parameters fixed, and the class of distribution 
functions which arise from a convolution of an exponential random variable and 
another random variable which satisfies Equation 3 11 
For other distribution functions, e g the general Weibull distribution, 
the appropriate choice for /?(·) is Λ(χ) = log (x) which means that the group 
location (mean) and scale (variance) parameters are the geometric means of the 
individual location and scale parameters The rationale behind the transfor­
mation is that the distribution function is transformed to a form that satis­
fies Equation 3 11 That is, we are looking for a transformation function 
Λ(·) such that the transformed individual distribution functions are of the 
same type as the group distribution function If such a function can be found, 
the relation between the individual and the group parameters is specified by 
Equation 3 10 As the behavior of the process that generates the RTs is stud-
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led on the level of group statistics (the mean RT over subjects), it is as­
sumed that these group statistics reflect the effects of experimental factors 
on the subject parameters The results obtained by Thomas and Ross (1980 show 
that the latter relation depends on the distribution of the individual RTs 
As we have seen the appropriate choice for the function Λ(·) in case of the 
Weibull distribution was h(x) = log (χ) It can be shown (see, e g , Mood et 
al , 1974) that 1f the random variable X is a Weibull variable, log [x} has 
the extreme value or Gompertz distribution The latter distribution satisfies 
Equation 3 11 
These results point to a problem with the additive factor method which is 
not generally understood The additive factor method, by choosing as dependent 
variables statistics that are defined over subjects, implicitly assumes that 
these statistics are related to the underlying stochastic process in the same 
way as the individual statistics are related to this process In other words, 
it is implicitly assumed that the cumulants over subjects characterize the 
same stochastic mechanism as the individual cumulants However, the results 
obtained by Thomas and Ross (1980) show that these assumptions are only cor­
rect for a specific class of distribution functions It is easy to conceive 
of stochastic processes for which the group parameters cannot be obtained as a 
simple additive function of the parameters of the individual distributions 
This, however, is one of the basic assumptions of the additive factor method 
The result of a violation of this assumption is that the cumulants over sub­
jects may define a completely different RT process than the individual cumu­
lants Hence, the interpretation of effects of experimental variables on group 
cumulants in terms of stages of underlying psychological processes is only 
valid for a specific class of distribution functions and is not distribution 
independent as is suggested by Sternberg (1969) It is important to note that 
the results obtained by Thomas and Ross (1980) are of general importance and 
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therefore should not only concern the additive factor approach These results 
apply to all situations in which group statistics are used 
3 5 The Decomposition of the Reaction Time Process 
The present section is concerned with the decomposition of the reaction time 
process using the additive factor method The main point will be to pursue the 
line of section two where the assumptions of the additive factor method were 
discussed These assumptions and the implications of these assumptions will be 
studied on a more fundamental level Specifically, we will study the relations 
between the parameters of the underlying latency mechanism and the cumulants 
used in the additive factor method Following this, we will discuss the dif-
ficulties associated with the Identification of the components or stages in 
the response process using the additive factor method 
3 5 1 The Effects of Experimental Factors 
The basic idea underlying the additive factor method is that the reaction time 
process is a serial process consisting of a finite number of stages In addi-
tion it is assumed that these components are stochastically independent The 
latter requirement implies additivity of all cumulants Factors that affect 
these cumulants in an additive manner are assumed to influence different stag-
es in the RT process while factors that interact are assumed to affect at 
least one stage in common These effects are assessed by examining factor ef-
fects using the analysis of variance Several authors (see, e g , Pachella, 
1976, Prinz, 1972, Taylor, 1976, Theios, 1973) have shown that a failure to 
observe significant effects does not mean that the experimental factors have 
no effect upon the cumulants of the stages Apart from statistical problems 
such as the power of the test, such findings may arise if the assumptions of 
seriality and independence are violated It should be noted that these viola-
tions are related to the basic assumptions of the additive factor method If 
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these assumptions do not hold the paradigm is bound to lead to misinterpreta­
tions. In addition, Prinz (1972) and Taylor (1976) have shown that the Inter­
pretation of significant additive main effects or significant interaction ef­
fects is not as straigthforward as advocates of the additive factor method 
generally suggest. Although these problems are recognized as important, their 
implications for the methodological soundness of the additive factor method 
are not generally understood. The problems reported by e.g. Pachella (1974), 
Taylor (1976) and Stanovitch and Pachella (1977) are generally countered by 
noting that in the examples given the basic assumptions of the additive factor 
method are violated (see, e.g., Sanders, 1980). Advocates of the additive 
factor method argue that these authors chose examples for which the additive 
factor method was not intended to apply. However, as the additive factor meth­
od is primarily concerned with the discovery of unknown stages in an unspeci­
fied RT process these counterarguments seem rather weak. 
It can be shown, however, that even if the basic assumptions of the addi­
tive factor method are met, it is not possible to give a decisive interpreta­
tion of the results of the analysis of variance. This can be seen if we exam­
ine the cumulants of the reaction time process more closely. Suppose we have a 
RT process which consists of к functionally independent stages. Let RT. de­
note the total RT of subject /, then 
к 




{г.) г = 1,2,... (3.75) 
for all ¡ = 1 , . . . ,k stages and ε representing error. The cumulants к (Г..) are 
the cumulants of the unknown stage distribution f... Generally, this distribu­
tion function depends upon m parameters θ. ,...., В and thus к (Г..) depends 
upon a subset of these parameters. In mathematical notation 
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where g depends upon the specification of f For example, 1f f is the 
Normal distribution function with parameters μ and σ, 
κι = fli(w>o) = μ 
and 
<i = дг( ,а) = α 2 
From these equations we see that the effects of experimental factors on the 
cumulants к IRT ) depend upon the functions g since these factors influence 
the parameters of the stage distributions It should be emphasized that as ex­
perimental factors influence parameters of the underlying process, the func­
tions g determine on what level these effects will show up in the cumulants 
Hence, the approach that uses only cumulants to study the underlying process 
that generates the RTs is extremely sensitive to all sorts of artifacts In 
addition, the complexity of the functions g may lead to puzzling results 
For example, it is clear from the Equations 3 15 and 3 16 that significant ad­
ditive effects have no decisive interpretation If different experimental fac­
tors affect parameters of different stages additively we will get significant 
additive effects However, additive effects are also found when different 
factors affect the same parameter additively Interaction arises only if two 
experimental factors have a combined or non-additive effect on parameters 
which are related to a specific cumulant Lack of significant interactions has 
no decisive Interpretation It may arise if two factors affect the same param­
eter additively or if two factors affect different parameters of the same com­
ponent which are related to different cumulants It is also possible that 
non-additive effects on some parameter cancel, due to non-additive effects on 
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another parameter which is related to the same cumulant. Other artifacts may 
be readily produced by correlated effects of experimental factors on different 
parameters. It is even possible that additive effects on parameters of the 
stochastic mechanism lead to interaction on the level of the mean RT. It is 
clear, then, that the analysis of variance can reveal a completely different, 
perhaps confusing, structure of significant or non-significant factor effects 
on the level of different cumulants. 
An illustration of the various artifacts one may encounter, is given in the 
following theoretical example of a response process. Suppose we are observing 
a process which depends on two parameters, α and U, and the probability densi­
ty function associated with the process, is given by 
ПХ\*.и - at**-1 e*p(-ax" *.«.P>° (З-Ю 
which is the Weibull distribution (see, e.g., Mood et al., 1974). Then, the 
mean RT, f(R7") is given by 
FfRT) = (//o) / / p Γ(ί + Ρ"7) 13.78) 
and the variance, o 2, of the RT is given by 
o
1
 = o "
2 / P
 (Г(7+2е~7) - T1(1*f1ìì 13.19} 
Now, suppose we have two factors, one influencing only parameter о and one in­
fluencing only parameter 3, such that oi=l, 02=3, and a]=5, while ßi=6,ß2=4, 
and Рэ=2. The mean RT's for the various combinations of these factors comput­
ed on the basis of these parameters are shown in Table 3.1. 
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Table 3 1 
Mean Reaction Times from a Weibull Distribution 
with 
Parameters a [1,3,5) and 3 [6,1,2) 
1 3 5 
6 0 S2980 0 774"23 0 71104 
4 0 90640 0 68872 0 60615 
2 0 88623 0 51166 0 39633 
Performing a two-way ANOVA on these mean RT's, we would find the following 
mean squares, associated with the experimental factors MS. - η * 0 0337, 
MSg = η * 0 0911, and MS.ß = η * 0 0055, where η is the number of observa­
tions in each cell In order to get significant main effects, we would need 
approximately 100 observations in each cell if the error variance were equal 
to one 
However, using parameter values a (1,2,3) and β (3/4,1/2,1/4) we get the 
Table 3 2 
Mean Reaction Times from a Weibull Distribution 
with 
Parameters a [1,2,3) and β (0 75,0 50,0 25) 
0 75 















following mean RT's (see Table 3 2) 
A two-way AN0VA on these data would yield the following results MS¿ = η * 
67 16838, MSB = η * 72 81328, and MSAB = η * 53 29717 Apparently, small 
variations especially in parameter β can produce a substantial increase in the 
mean squares associated with the experimental variables Moreover, the exam­
ples show that in these cases the additive factor method yields misleading and 
contradictory results 
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The examples can also be used to illustrate another problem associated with 
the use of the analysis of variance: the interpretation of the error variance. 
Using stochastic models, error variance may arise as a consequence of the sto­
chastic process that generates the data or as a random noise process superim­
posed on the stochastic process. Stated somewhat more formally, the first ap­
proach would correspond to a situation for which the cumulants of the RT 
process can be written as 
к 
κ (RT.) = Σ к (Г..) г = 7,2.... (3.20) 
г ι j
=
j г ч 
while the second approach would correspond to 
к 
κ^ΠΤρ = Σ к^Т..) * K
r
(t.) г =1,2,... (3.21) 
If the error variance arises as a result of the stochastic latency mechanism 
it 1s Implicitly assumed that all variation 1n the data is caused by the la­
tency mechanism that generates these data. If the error variance is considered 
to be the result of some random noise process, e.g. measurement error, the 
variation in the data is caused by two processes (see, e.g., McClelland, 
1979). First, by variation induced by the latency mechanism, and second, by 
variation induced by a noise process. For example, regarding the example giv­
en above the first interpretation implies that the error variance is a func­
tion of the variance of a Weibull variable with given parameters as expressed 
by Equation 3.19. This interpretation implies that the assumption of uncorre-
lated effects, which is one of the basic assumptions of ANOVA, is violated. 
The assumption 1s violated since the mean and variance of the process are not 
independent. It Is important to note that the assumption of independence of 
mean and variance is practically always violated in RT models. The only sto-
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chastic process in which mean and variance are independent is a process which 
generates the normal distribution (see, e.g.. Mood et al., 1974). 
The second interpretation implies independence of error and treatment ef­
fects but neglects important aspects of the stochastic process. As to the ex­
amples given above, the first Interpretation implies that the pooled within 
cell variance is based on the parameters of the process (Equation 3.19). In 
that case we would find significant effects in the first example but no effect 
in the second example, due to the large effect variances associated with the 
Weibull variable with given parameters. Depending on the level of the additive 
error variance, the second interpretation would lead to opposite results. 
Yet another artifact is shown in the following example. Suppose the reac­
tion process is an additive composition of independent subprocesses that are 
generated by a poisson process. The total RT generated by such a mechanism 1s 
gamma distributed with mean and variance defined by 
«= nl\ and var(RT) = η /λ2 (3.22) 
where η denotes the number of subprocesses and λ is the parameter of the ex­
ponential distribution of these processes. Given such a process it is easily 
seen that we might find no significant effects on the level of the mean RT 
while there are significant effects on the level of the variance of the RT 
data. This situation occurs if there is some sort of tradeoff between the num­
ber of processes and the mean duration of the subprocesses. Such a tradeoff 
may be produced by various speed-accuracy instructions or by imposing a time-
limit. 
These examples show that there is no clearcut relation between significant 
main effects on the level of the mean RT or the variance of the RT's and the 
underlying psychological process. The study of the effects of experimental 
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factors on the parameters of the underlying process on the level of cumulants 
is hampered by the fact that these cumulants are generally complex functions 
of these parameters Due to the complex relation between parameters and cumu­
lants the interpretation of significant effects, or non-significant effects 
for that manner, is hazardous and sensitive to various artifacts 
3 5 2 The Identification of Stages 
In the preceding section we discussed problems related to the interpretation 
of factor effects as revealed by the analysis of variance using cumulants of 
the RT process (e g mean and variance) In this section we will discuss the 
problem of the Identification of stages using the additive factor method The 
theoretical analysis and the examples of the preceding section demonstrate 
that the only factor effects that lead to a decisive interpretation are inter­
action effects The question arises, then, whether the information revealed by 
significant interaction effects is sufficient to estimate the number of stages 
in the RT process 
Suppose, we have a RT process consisting of three stages a , b and с 
Suppose furthermore that we have three different experimental factors F, С 
and H, such that F and С affect stage a in a non-additive manner, that С and 
H affect stage b in a non-additive manner and that all factors affect stage с 
in a non-additive manner For reasons of simplicity it is assumed that all ba­
sic assumptions of the additive factor method are met and that Interactions do 
not cancel This situation is illustrated in Figure 3 4 As main effects have 
no clear interpretation, additive effects of the experimental factors on the 
stages are omitted The question arises, then, whether we are able to recon­
struct Figure 3 4 on the basis of information given by the two first order in­
teractions (f*C, G*H) and the second order interaction {F*G*H) It is easy 
to see that the number of structures that are consistent with this pattern is 
exponentially related to the actual number of stages For example, with three 
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Figure 3.4. A hypothetical reaction process consisting of three 
stages (σ, b, and c) affected by three experimental factors (F, C, 
and H ) in a nonadditive way. 
stages there are 27 possible structures, with four stages there are already 
256 possible consistent structures. If the number of stages is not known in 
advance the problem becomes even more complex. In that case the actual number 
of stages, say k, is a number between one and infinity. It is clear, then, 
that the number of structures consistent with a certain pattern of interac­
tions is infinite. Hence, the information given by a specific pattern of in­
teractions is not sufficient for the estimation of the number of stages. To 
limit the number of possible structures that are consistent with a given pat­
tern of interactions we need some information regarding additive effects. But 
the problem is that additive effects can be interpreted as an additive effect 
of one factor on a stage distribution parameter or a combined additive effect 
of two different factors on the same parameter. Apparently, the additive fac­
tor method can give no decisive answer to the question of the number of stages 
involved in the RT process. 
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In summary, the following conclusions can be drawn (a) no conclusion can 
be drawn from significant additive effects, (b) factors which produce signifi-
cant interactions Influence one or more stages in a non-additive manner, and 
(c) the information given by a pattern of significant interactions is not suf-
ficient to identify or estimate the number of stages in the RT process Given 
these conclusions, the appropriate research strategy would be to conduct mul-
tifactor experiments in which factors are combined that are expected to inter-
act with factors which are known to have an additive effect on one specific 
stage However, knowledge about the latter factors cannot emerge from experi-
ments using the additive factor method These results combined with the re-
sults obtained by other authors (see, e g , Pachella, 1974, Stanovitch and Pa-
chella, 1977, Taylor, 1976, Theios, 1973) cast doubt on the methodological 
soundness of the additive factor method to assess effects of experimental fac-
tors on the RT process 
3 6 Discussion 
The present results Indicate that the additive factor method should not be 
used as the only means to study psychological processes The additive factor 
method may have a heuristic value in preliminary stages of theorizing but in 
Its present form 1t cannot contribute to the systematic cumulation of knowl-
edge regarding cognitive processes As stated by Estes (1979) 
No scientific theory is needed in order to enable one to observe 
an eclipse of the sun when It occurs But a good descriptive 
theory is needed to enable one to anticipate the time of occurence 
and to arrange and interpret observations that will serve some 
specific purpose, for example, to determine during the eclipse 
whether or not light from the sun is bent by the gravitational 
field of a body intervening between it and the observer Cp 42) 
Theoretical progress regarding the understanding of human information process-
ing can only be achieved by developing general theories that describe, predict 
and explain the relevant characteristics of the data The different approaches 
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to RT, the functionalist and the structuralist approach, differ greatly rela-
tive to their fertility in serving these functions. Research on RT should 
give an answer to questions such as: What are the psychological processes In-
volved and how do experimental factors Influence these processes? In order 
to answer these questions a process model is needed that describes the stimu-
lus-response process (Theios, 1973). 
The examples used indicate that the analysis of RT data by means of the mo-
ments of the underlying mechanism may lead to misleading and contradictory re-
sults. Apart from the statistical problems connected with this approach there 
are problems related to the nature of the underlying mechanism. As moments are 
generally complex functions of the parameters of this process, the choice of 
these moments as the dependent variable may lead to erroneous conclusions as 
to the nature of the underlying process. It is possible to conceive of sto-
chastic processes, for example those processes that generate a normal distri-
bution function for the RTs, for which the additive factor method gives com-
pletely valid results. The main issue in RT studies, however, should be to 
propose models that are psychologically meaningful and plausible. 
Consideration of RT paradigms suggests an analogy with the history of re-
search in testing theory. The use of factor analysis in testing theory (see, 
e.g., Guilford, 1959, 1967; Spearman, 1904, 1927) has not led to insight into 
the behavior of the testée. It merely served the goal of providing a taxonomy 
of relevant factors influencing this behavior. Modern developments in testing 
theory suggest the use of process models e.g. the linear logistic test model 
(see, e.g., Fischer, 1974; Lord and Novick, 1968; Rasch, 1960). The additive 
factor method can be compared with the factor analysis approach while the mod-
el approach can be compared with certain latent trait models in modern testing 
theory. 
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AGAINST A NETWORK APPROACH 4 
Abstract 
In this chapter, a review Is given of some theories in the field 
of mental arithmetic It is shown that the current theories and 
models are highly task-specific and extremely sensitive to the 
specific experimental procedure used The theories that are dis-
cussed are (a) Groen and Parkman's counting model, (b) Groen and 
Parkman's retrieval-counting model, and (c) Ashcraft and Battagll-
a's retrieval-decision model Experiments are reported that can 
not be explained by these process models In addition, it is 
shown that reaction time data observed in simple addition process-
es in adults, presented as true/false verification problems, do 
not fit a network retrieval model 
t 1 Introduction 
Despite the large number of studies regarding mental arithmetic (see, e g , 
Restie, 1970, Parkman, 1972, Groen and Parkman, 1972, Svenson, 1975, Woods, 
Resnlck and Groen, 1975, Suppes, 1973, 1976, Hitch, 1978, Ashcraft and Battag-
lia, 1978, Svenson and Hedenborg, 1979, Ashcraft and Stazyk, 1981) a process 
model which can account for a wide variety of tasks in the realm of mental 
arithmetic, e g addition, multiplication and subtraction, is not available 
The main issue 1n these studies is to relate the mean reaction time (RT) to 
several characteristics of addition, subtraction or multiplication problems by 
correlation measures or (multiple) regression procedures Generally, the pur-
pose of the reported experiments is to obtain evidence in order to evaluate 
two process models proposed by Groen and Parkman (1972) Groen and Parkman 
suggested two models for mental arithmetic, a counting model and a more com-
plex retrieval model that combines the original counting model with retrieval 
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processes from memory Both models are based on the assumption that the under­
lying process operates serially and on the assumption of pure insertion (Ashby 
and Townsend, 1980) The so-called assumption or postulate of pure Insertion 
implies that a task consists of a finite number of serially executed stages 
and that different tasks can be formed by deleting or inserting specific stag­
es 
f 1 1 The Counting Model 
Groen and Parkman's counting model is based on the assumption that mental ad­
dition consists of two processes Given the problem x+y, the solution pro­
cess is as follows The maximum addend, say x, is stored in a counting regis­
ter The minimum addend, y, is stored in another counter Addition is 
performed by incrementing the maximum addend register by one and decrementing 
the minimum addend register by one until the latter register equals zero Af­
ter completion the sum of χ and y can be read out from the maximum addend 
register (see Figure 4 1) In verification paradigms one extra step is needed 
to compare the computed result with the given result It is easy to see that 
the counting model can also be used to describe subtraction and multiplication 
(see, e g , Svenson, 1975, Woods, Resmck and Groen, 1975, Svenson and Heden-
borg, 1979) 
As to RT the model predicts a linear relation between the minimum addend 
and the mean RT The intercept of the regression line which predicts the mean 
RT is related to the maximum addend The time needed to increment the counter 
is reflected by the slope of the regression line Thus, if the counting model 
applies there should be a correlation between the mean RT and some structural 
characteristics of the addition problem 
112 The Retrieval-Counting Model 
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X - Y 
Y - X 
ΠΖ 
STOP 
Χ · Χ * 1 
Υ · Υ - 1 
Figure 1.1. Flow chart of Groen and Parkman's 
counting model. 
Although the counting model can be used to describe the addition and subtrac­
tion processes in children, a number of studies reported data that are incon­
sistent with the counting model (see, e.g., Ashcraft and Battaglia, 1978; 
Svenson and Hedenborg, 1979; Ashcraft and Stazyk, 1981). These studies showed 
that the performance of subjects in problems containing ties (e.g., 4+4-) can 
not be explained by the counting model. In addition, it is also shown that the 
model may not be appropriate to describe the performance of adults. In their 
discussion. Groen and Parkman (1972) already noted these problems and proposed 
the retrieval-counting model. To explain the decrease in the slope estimates 
in such experiments, the slope was not explained as the incrementing time but 
as a composite score representing two processes. First, a component which is 
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У , Y=0 
|η 
Χ - Χ + 1 
Υ - Υ - 1 
"ν. 
Figure 4.2. Flow chart of Groen and Parkman's 
retrieval-counting model. 
access failed, the increment time of a counting process (see Figure 4.2). As 
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to retrieval, a number of different procedures may be used In the original 
model a direct access mechanism was assumed which requires a constant amount 
of time. Ashcraft and Battaglia (1978) claim that a retrieval-decision pro-
cess analogous to semantic Information processing gives a better fit to the 
data However, neither the retrieval-counting model nor the retrieval-decision 
model explains why subjects revert to counting if the retrieval process fails 
4 13 The Retrieval-Decision Model 
Evidence against these approaches to addition and multiplication has been pre-
sented in Ashcraft and Battaglia (1978), Ashcraft and Stazyk (1981), and Sta-
zyk, Ashcraft and Hamann (1982) Ashcraft and Battaglia found that RT was ex-
ponentially related to problem size (the sum of the addends), a relation that 
is not readily reconciled with earlier models such as Groen and Parkman's 
counting and retrieval counting models Instead, they interpreted this finding 
as evidence for a network structure for memorized addition and multiplication 
facts This model claims that these facts are stored by adults 1n a two dimen-
sional array The sum or product of two numbers is stored at the intersection 
of a row and a column and is assumed to be assessed by a process of spreading 
activation starting from so-called entry or parent nodes (see Figure 4 3) 
Ashcraft and his colleagues claim that a network approach predicts that RT is 
a function of the distance traversed in the network The finding that esti-
mates of this distance such as correct sum and correct sum squared yield a 
better prediction of RT than other structural variables such as minimum and 
maximum addend, is interpreted as evidence against earlier models Moreover. 
it is interpreted as a decisive argument in favor of a network approach (Sta-
zyk, Ashcraft and Hamann, 1982) In order to account for true/false and so-
called "split" effects in verification tasks, they assume a complex decision 
phase that follows the retrieval of the correct result Thus, their approach 
assumes the existence of four independent, serially executed stages encoding, 
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Figure Ч 3 The spreading of activation 1п a 
network, structure for memorized addition and mul­
tiplication facts 
retrieval of the correct result, comparison between the stated and retrieved 
result and a response execution phase 
However, a detailed formal description of the network structure that is as­
sumed to generate the RT data is missing Multiple regression analysis of pre­
dictors, the structural variables, and RT is considered as a sufficient and 
decisive tool to discriminate between the various competitive models The 
problems connected with such an approach have been discussed elsewhere (P1et-
ers, 1983) The major goal of this paper is to investigate the properties of a 
network model for retrieval of addition and multiplication facts both through 
theoretical analysis of the distribution of RT data generated by such a model, 
as through Monte-Carlo simulation This latter approach is chosen to study the 
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relation between mean RT and structural variables such as minimum addend, max-
imum addend and correct sum The second goal of this paper is to show that a 
straightforward generalisation of the present models of mental addition and 
multiplication to more complex arithmetic problems leads to predictions that 
are not confirmed 1n experimental data Moreover, 1t 1s shown that factors 
that have been neglected In the literature sofar such as effects of the exper-
imental procedure can have an effect on the mean RT that is not predicted from 
these theories 
* 2 Network Retrieval Models 
As we have seen before, the retrieval-decision model claims that addition and 
multiplication facts are stored in a two-way table that resembles a printed 
addition or multiplication table (Ashcraft and Battaglia, 1978, Parkman, 1972, 
Stazyk, Ashcraft and Hamann, 1982) The correct sum or product is stored at 
the intersection of two entry node vectors The number at the intersection is 
retrieved through a process of spreading activation starting from the entry 
nodes Thus, retrieval time would be the time to search down the column entry 
to intersect with the search across the row entry (Ashcraft and Battaglia, 
1978) However, a detailed formal description of this structure that would en-
able the derivation of the probability density function of retrieval times and 
the expectation of the total search time, is missing Such a formal derivation 
1s needed for a complete understanding of the underlying process that gener-
ates the RT data Further, such an approach would enable an analysis of the RT 
data that goes beyond a global regression analysis of RT with predictors More 
important, 1t would enable us to evaluate the fit of the proposed models to 
the observed RTs 
Since a formal description of the network model used by Ashcraft and his 
colleagues is missing, we will have to derive the formalized model on the ba-
sis of verbal descriptions of the model given in their papers At this point 
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we would like to point to a feature of a qualitative approach to RT in experi­
mental psychology which is not generally understood. If one uses a qualitative 
model to describe processes in the human information processing system, the 
description should apply to the entire set of quantitative models which are in 
accordance with the assumptions of the qualitative approach. That is, the re­
lations between RT and experimental variables which supposedly follow from a 
qualitative model should also hold in quantitative models that are derived on 
the basis of the assumptions leading to the qualitative model. 
The derivation of a set of quantitative models from the qualitative RT mod­
el proposed by Ashcraft and Battaglia (1978) is presented in the following 
section. As far as we can see, these models constitute the entire set of quan­
titative models that are in accordance with the assumptions underlying Ash-
craft's network model. Additional assumptions needed in the derivation will 
be chosen in accordance with common assumptions in the study of memory pro­
cesses. These assumptions are: (1) the activation processes are stochastical­
ly independent within and across rows and columns, and (2) the activation 
times are exponentially distributed with different rate parameters. These as­
sumptions lead to the following formulae for the distribution of the search 
time down a column, starting from entry node /, f . [ t ) , and the distribution of 
the search time across a row, starting from entry node /, f.[t] 
fim ~- ίο С*' " v / = 0'7, ••• 
where 
c
w - J 0 i' - WW1 m*k· 
and 
filt) = Іо СФ**'* 
where 
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The probability density functions f(t) may be recognized as general-gamma dis­
tributions (McGill and Gibbon, 1965). The total time required for this inter­
section search process is simply the maximum of the search time down a column 
entry and across a row entry. Using standard mathematical analysis theory and 
basic results from the theory on order statistics (e.g. Mood, Graybill and 
Boes, 1974), the mean RT for assessing information stored at node (/+/') can be 
shown to equal 
Em =
 Іо ^ ' ilo ',lo C"C/*/Vf V "ζ/'1 ' 
/ i o " ' * " Jo До снсФкП ік* V 2 f * · " 
However, it is easy to see that this structure is non-identifiable since the 
number of parameters equals the number of data points to be fitted. Hence, we 
have to introduce some additional constraints on the rate parameters of the 
search processes. 
We will consider three possible models that arise from the structure de­
fined above if we introduce some supplementary assumptions regarding the rate 
parameters. These assumptions are 
Model 1: \.. - \. , 
VH 
Model 2: \.. = \.r¡ 
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vn = v' 
Model 3: λ = λ Π * ι/β ) 
ν// - Ρ,Π * //δ,) 
In the remainder of this paper subscripts are deleted from parameters to avoid 
a cumbersome notation unless the meaning of specific parameter is not clear 
from the context 1n which it 1s used 
The most restrictive version of a network following from the additional as­
sumptions is Model 1 This approach assumes that the search times within a 
row and a column follow an ordinary gamma distribution with different rate pa­
rameters The second approach, Model ?, assumes that the rate parameters con­
stitute a geometric series A tentative interpretation of such a process would 
be that the mean activation time increases during the search process due to 
loss of activation strength or decay Such an interpretation of the underlying 
process would imply that the parameters г and s lie within the interval (0,1) 
A process for which г and s'l would imply that the mean activation time de­
creases during the search process The result that the mean RT to ties, that 
is problems 1n which a number is added to or multiplicated with itself, is 
significantly smaller than mean RT to other problems (e g Groen and Parkman, 
1972), could be considered as evidence that the search process is optimal in 
the region of ties Such an interpretation would imply that the mean activa­
tion time decreases during search An analoguous interpretation can be given 
for the different cases of Model 3 
The resulting mean RT of the total search processes under the three models, 
fj(t}, E.[t) and E 3 ( t } , are obtained through substitution of the constrained 
parameters in Equation 4 1 The resulting mean RTs are defined as 
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ЕЛІІ I ( Η Д ) ' + 7 
' λ λ+μ к=0 к λ + μ λ*μ 
¡*1 і*1 i k+l+1 λ
 k μ . + ί 
Σ ί Κ Γ ( У ' (4-2) 
μ λ*μ fe=0 /f λ+μ λ+μ 
f , ( f ) = Σ (λ Γ Α Γ ' * Σ (Ρ * 7 
' k=0 k=0 
I I Ck.C.J\ S+vs'lUxS-VS1)* (t-3) 
k=0 1=0 *' Ί 
and 
' - i ' -1 5 , ( t ) = Σ \(1+к/Ъ) ' - Σ μ(7+/ί/δ) 





 ЪЧ-1 Ь+І-1 i I X(7+//ß) 
Σ- Σ Σ (-if m( )( Η Κ )-
k=0 1=0 m=0 I Ι к m {λ(7*fc/P)+μ(;+m/δ)}2 
/ / к , + m IWc-7 δ+/-7 íc / μ(7+//δ; 
Σ Σ Σ І-1Г mi Κ U Hl f« ·«) 
1=0 k=0 m=0 к ¡ m l {[\(1+т/Ъ)+ {ПІ /δ )} 2 
In the following sections we will explore the properties of these models. 
First, we will examine the functional relations between structural character­
istics of addition and multiplication problems and mean RT. We decided to 
study these relations through Monte-C^rlo simulation of the three models. Sec­
ond, we will evaluate the fit of these models using RT data from an addition 
experiment that replicated the results reported by Ashcraft and Battaglia. It 
is important to note that the terminology used in the sequel corresponds to 
mental addition. However, the results that are obtained apply not only to men-
87 
Cognitive arithmetic: Evidence against a network approach 
tal addition but, with the appropriate change of terminology, to any form of 
mental arithmetic that uses a network approach. 
f .2.1. Monte-Carlo Simulation of Network Models 
The major evidence for network retrieval in mental arithmetic reported by Ahs-
craft and Battaglia (1978) is that RT is not a linear but an exponentially in-
creasing function of problem size. The variable that yielded the best pre-
diction of RT was correct sum squared, which may be Interpreted as an index of 
search time (Ashcraft and Battaglia, 1978). However, Equations (l)-(4) sug-
gest that the relation between the total search time and structural variables 
as correct sum is not as obvious as suggested by Ashcraft and Battaglia. The 
question that remains to be answered is whether a (multiple) regression analy-
sis of RT with some predictor variables can provide sufficient and decisive 
evidence that enables us to discriminate between competitive models for mental 
arithmetic. 
In order to get the required information we simulated data according to the 
three models given in the preceding section. The model parameters were varied 
in a specific, systematic way that would maximize the amount of information. 
The parameters of the column entries (X's, r 's and ß's) were chosen such that 
they formed (1) a constant sequence, (2) a linear increasing sequence, (3) a 
linear decreasing sequence, (4) a quadratic sequence (decreasing-increaslng), 
and (5) a quadratic sequence (increasing-decreasing). Parameters of the row 
entries were varied accordingly. The values of the various parameters were 
chosen in such a way that the overall mean RT resembled mean RTs reported in 
the literature. The mean RTs used in the correlational analysis were based on 
100 data points. The simulated data were retrieval times of addition problems 
consisting of all possible combinations of the integers 1 through 9. Ties were 
excluded since they are considered to be a special case 1n all approaches to 
mental arithmetic. 
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4.2.2. Results and Discussion. 
The mean RTs 1n each simulation study were correlated with the predictor vari-
ables: (1) first addend, (2) second addend, (3) minimum addend, (4) maximum 
addend, (5) correct sum, (6) correct sum squared, and (7) the number of digits 
in the sum (coded 0.5 and -0.5). The absolute values of these correlations 
were transformed to ranks in such a way that the highest rank number was as-
signed to the highest absolute correlation found. The results of the analysis 
Table 4 .1 
Frequencies of Rank Transformed Absolute Correlations of 
Predictor Variables with RT for Network Models 
M Ö D Ë С 
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1 2 3 4 5 6 7 
22 17 8 15 0 0-1 
19 18 7 7 0 0 12 
7 13 6 11 1 2 23 
3 8 6 10 5 9 22 
2 2 14 6 17 18 4 
1 2 5 2 22 30 1 
9 3 17 12 18 4 0 
Note: Predictor variables are as follows: 1 = first addend ; 2 = second ad­
dend ; 3 = minimum addend ; 4 = maximum addend ; 5 = correct sum ; 6 = correct 
sum squared ; 7 = carry ; 
are summarized in Table 4.1. 
Although the predictor variables (5) correct sum and (6) correct sum squared 
score relatively high in Model 2 and Model 3, the overall conclusion of these 
simulations is that a decision between competitive approaches to mental arith­
metic should not be based on a regression analysis of mean RT with these pre­
dictor variables. Depending upon the specific values of the rate parameters of 
the search processes, a network structure can generate virtually any correla­
tional structure. 
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However, the results found in the simulation studies cannot give a decisive 
answer as to the appropriatedness of a network approach to mental arithmetic 
It merely shows that a regression analysis alone is not sufficient to reach a 
decision A decisive test for the network models is the evaluation of the fit 
of these models to observed RT data This will be the objective of the next 
section 
12 3 Application of Network Models to RT Data 
Because of the fact that the only statistics reported in the literature are 
correlations of predictor variables with mean RT over subjects and mean RTs 
over subjects, we attempted to replicate the results reported by Ashcraft and 
Battaglia (1978) 
12 3 1 Experiment 1 
4 2 3 11 Method 
4 2 3 1 2 Sub/ects 
Seven f a c u l t y members of the Psychology Department a t the Ca tho l i c U n i v e r s i t y 
of Nijmegen p a r t i c i p a t e d in the experiment 
4 2 3 13 Stimuli 
The stimuli consisted of 720 addition problems in column form All possible 
additions of the integers 1 through 9 taken 2 at a time were tested Ties were 
excluded Each problem was presented 10 times, paired 5 times with the correct 
sum and five times with the incorrect sum (the reasonable false stimuli) All 
incorrect sums had the same number of digits as the correct sums No repeti-
tion of addends or sums was permitted across consecutive trials, and no more 
than four consecutive trials requiring the same response were allowed 
4 2 3 14 Apparatus 
The stimuli were presented by a PDP-11/34 computer on a display in front of 
the subject Subjects responded by depressing the appropriate button on the 
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keyboard of the display. Depression of either button resulted in the presenta-
tion of the next problem. RTs were recorded on-line by the computer with an 
accuracy of approximately 20 msec. 
4.2.3.1.5. Procedure 
Subjects were tested individually and were told that they were going to see a 
series of simple addition problems, and that their task was to respond true or 
false by depressing the appropriate button on the keyboard. Equal emphasis was 
placed on speed and accuracy. Subjects received no feedback concerning errors, 
and sessions lasted approximately 15 minutes. 
4.2.3.2. Results and Discussion 
Overall error rate was 2.58% in the matrix of 5,040 RT observations. Extreme 
scores were identified using Dixon's test (Dixon and Massey, 1957). Subjects 
demonstrated an extreme score rate of 2.2%. 
The mean RT was computed for each of the stimuli and served as a dependent 
variable in a stepwise multiple regression analysis. The predictor variables 
in the regression were: (1) the first addend, (2) the second addend, (3) the 
correct sum, (4) the minimum addend, (5) the maximum addend, (6) true versus 
false problems, (7) odd versus even for the first addend, (8) odd versus even 
for the second addend, (9) odd versus even for the correct sum, (10) one- ver-
sus two-digit sum, (11) stated sum, (12) the difference, and (13) the absolute 
difference between stated and correct sum, (14) odd versus even for the stated 
sum, and (15) the correct sum squared. Variables (3) through (10) and vari-
able (14) were included as dummy variables (coded .5 and -.5). Table 4.2 pres-
ents the correlation matrix for RT and the 15 predictor variables. The corre-
lations presented in Table 4.2 are in accordance with the results reported by 
Ashcraft and Battaglia (1978). The small deviations can be explained by noting 
that in the present experiment only true and reasonable false problems were 
presented whereas the Ashcraft and Battaglia experiment also included so-
called unreasonable false problems (correct sum ±5 or 6). 
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The omnibus regression analysis revealed a complex solution, with three 
significant predictor variables accounting for 55% of the RT variance, 
f(3,211) = 85 74, ρ < 0001, M S
e
 = 3,207 292 In the order of their selec­
tion, the variables were (13) the absolute difference between stated and cor­
rect sum, (15) correct sum squared, and (5) maximum addend 
The regression subanalysis of true problems revealed that the best pre­
dictor for RT was variable (15) the correct sum squared, accounting for 42% of 
the RT variance, /41,70) = 50 68, ρ < 0001, Μ$
β
 = 2,014 195 The regression 
subanalysis of the reasonable false problems indicated as the best predictor 
for RT also variable (15) correct sum squared, accounting for 28% of the RT 
variance, F(l,141) = 54 05, ρ < 0001, MSe = 3,917 215 These results are in 
perfect accordance with the results of the Ashcraft and Battaglia experiment 
The results of the regression analysis are only reported to convince the 
reader that the replication of the Ashcraft and Battaglia experiment was suc­
cessful This enables us to extrapolate the results of the following analyses 
to the network approach in general 
Apart from the results of regression analyses, Ashcraft and Battaglia re­
port that the reason to include the correct sum squared as a predictor vari­
able for RT, was that a scatterplot of the correct sum versus the mean RT in­
dicated a possibly exponential relationship between these variables This 
result was also found in the present experiment (see Figure 4 4) In order to 
test Ashcraft's assumption that the relation between mean RT and correct sum 
is best fitted by an exponential or power function, we compared the fit of the 
non-1 mear model 
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Figure 4 . 4 . The r e l a t i o n between mean 
RT and correct sum. 
RT = bo + b i x f c o r r e c f sum] Ьг 
with the fit of the alternative model 
RT = b. for correct sum < 10 
RT = b, * bi*[correct sum) for correct sum Ζ 10. 
The analysis revealed that these models fit the data equally well. The first 
model accounts for 99.322% of the RT variance while the second model accounts 
for 99.292% of the RT variance. These results were confirmed in an ANOVA using 
similar apriori contrasts. A tentative conclusion from these analyses is that 
the major evidence supporting a network structure as reported by Ashcraft and 
Battaglia (1978) is not that strong as suggested by these authors. 
4.2.3.3. Fit of the Network Models to RT Data 
As we have seen before, the network approach assumes the existence of four in­
dependent, serially executed stages: stimulus encoding, retrieval of the cor-
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rect result, comparison of stated and retrieved sum and response execution. 
The mean search times defined by Equations 4.2-4.4 only describe the second 
stage, retrieval of the correct sum. The third phase, comparison of stated and 
retrieved sum, only applies in situations in which stated and retrieved sum 
differ (false problems). Thus for true problems we need a base parameter that 
accounts for the stimulus encoding and the response execution phase apart from 
the parameters that determine the memory retrieval process. Since there is no 
apriori evidence that suggest that the time needed for encoding and response 
execution differs across problems we included a single base parameter in each 
model. Starting from Equation 4.1 that expresses the expectation of the mean 
RT for assessing information stored at node (/+/) we derived Model 1 by intro­
ducing the additional assumption that the rate parameters of the search pro­
cesses within a column and within a row are constant. This implies that there 
remain 9 rate parameters for columns and 9 rate parameters for rows, with an 
additional base parameter that is assumed constant over rows and columns. Sim­
ilar constraints on the parameters in Equation 4.1 led to the Equations 4.3 
and 4.4 for the expected retrieval times in Model 2 and Model 3. However, in 
these models each rate parameter associated with a row or a column is defined 
by two rate parameters, leading to the total number of 36 parameters with an 
additional base parameter which is assumed constant over rows and columns. 
Thus the number of parameters to be fitted was 19 for Model 1 and 37 for Model 
2 and Model 3. Parameters were estimated by minimizing a chi-square goodness 




 = ι Σ («г.. - E..rt))4e..m 
¡=1 /=i '' '' '' 
where RT.. denotes the observed mean RT for problem /+/' and f(f) denotes the 
expected search time according to one of the models given above. Parameters 
were estimated for each of the seven subjects using Chandler's minimization 
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program STEPIT (Chandler, 1965). The resulting chi-square values in the "true" 
Table 4.3 
Chi-square Goodness of Fit Statistics 
for the Different Network Models 
M O D E L 





























condition are shown in Table 4.3. 
If these statistics may be interpreted as chi-square variables, the entries in 
column 1 of Table 4.3 are chi-square variables with 53 degrees of freedom 
while the entries in column 2 and column 3 of Table 4.3 are chi-square vari-
ables with 35 degrees of freedom. The resulting chi-square values clearly 
demonstrate that neither model fits the data. These results combined with the 
results of the simulation studies Indicate that a network approach to mental 
arithmetic, at least the models considered in this paper, is not valid. 
As stated in the introduction, statements concerning various relations be-
tween experimental variables derived from a qualitative model, should also ap-
ply in quantitative models derived from the same assumptions. In the preced-
ing sections we proposed three quantitative network, models that are in 
accordance with the assumptions that underly the model presented by Ashcraft 
and Battaglia (1978). In our view, these models constitute the entire set of 
psychologically meam'ngfull models that are In accordance with the qualitative 
model from Ashcraft and Battaglia. The conclusion of the results presented in 
the previous sections, then, should be that the network approach per se is In-
adequate to describe the various relations between experimental variables. In 
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addition, these results clearly demonstrate the inadequacy of multiple regres­
sion procedures as tools to discriminate between complex stochastic latency 
mechanisms (see also Pleters, 1983).іг 
In the following sections we will show some other deficiencies in the vari­
ous approaches to mental arithmetic reported in the literature. 
<f.J. Complex Mental Arithmetic 
Current theories in the area of mental arithmetic are, at least implicitly, 
presented as general theories which not only apply to mental addition but also 
to subtraction and multiplication tasks. No attention is given to task-specif­
ic aspects of these models or the sensitivity of these models to the experi­
mental procedure used. For example, as to RT the retrieval models predict 
(non-) linear relations between several structural variables related to the 
addition problem such as the minimum addend, the maximum addend, the sum and 
the correct sum squared, and the mean RT (see, e.g., Ashcraft and Battaglia, 
1978; Ashcraft and Stazyk, 1981). It should be noted that these results were 
foiwd in verification experiments. However, if the model is valid, it should 
also apply to results obtained in other experimental paradigms. In addition, 
it should not only apply to simple addition problems such as 2+6 but also to 
more complex addition problems as 24+38. 
Svenson and Hedenborg (1979) reported that children used mixed strategies 
1n solving simple subtraction problems. This finding points to task-specific 
aspects of the current theories and models. A general model should account for 
such facts. Another question which remains to be answered is whether a change 
1n strategy might be induced also by the experimental procedure used. 
Two experiments were designed to test (1) the task-specific aspects of the 
current models on mental arithmetic, and (2) the effect of the experimental 
procedure used. 
1 2
 See also Chapter 3 in this study. 
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1.3.1. Experiment 2 
4.3.1.U Method 
1.3.1.2. Subjects 
Five students enrolled at the Catholic University of Nijmegen participated in 
partial fulfillment of a course requirement. 
4.3.1.3. Stimuli 
The stimuli consisted of 100 addition problems presented columnwise. The sub­
ject was instructed to add two numbers each consisting of two digits, multiply 
the digits 1n the sum and report whether the extreme left digit in the result 
was even or odd. Precautions were taken that even and odd results were equally 
probable. In addition, the problems were constructed such that the result was 
a two digit number and that the digits in the addends where greater than zero. 
Furthermore, the addends consisted columnwise of different digits. This pro­
cedure was used to mimic a true/false experiment yet not give subjects the op­
portunity to use guessing or shortcut procedures to arrive at the solution. 
4.3.1 Л. Apparatus 
The stimuli were computer generated and displayed on a 30x30 cm screen approx­
imately 80 cm from the subject. Subjects responded by depressing one of two 
buttons (odd/even) located in a panel directly in front of them. RTs were re­
corded online by the computer. Depression of either button resulted in the 
presentation of the next stimulus. 
4.3.1.5. Procedure 
Subjects were tested in a special laboratory room (Maarse and Bouwhuisen, 
1981). Instructions were presented to a subject by the computer. Equal empha­
sis was placed on speed and accuracy. Each subject participated in two condi­
tions, consisting of 100 trials. In condition 1 the stimuli required no carry 
while condition 2 consisted of stimuli for which each columnwise addition re­
sulted in a number greater than ten (carry). A practice set of 20 problems 
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was presented to familiarize the subject with the procedure. During the prac­
tice trials subjects were given feedback concerning errors upon completion of 
each trial. If more than three errors were made, this procedure was repeated. 
The subjects received no feedback during the experiment and sessions lasted 
approximately 30 minutes. 
U.S. 1.6. Results and Discussion 
The overall error rate in 1,000 RT observations was 3.3%. 
Mean RTs and standard deviations for each subject under the experimental 
Table 4.4 
Means (m') and Standard Deviations (5) In Sec. under 







































Note: The total number of observations under Nocarry was 
482, under Carry 485. 
conditions are shown in Table 4.4. 
The results clearly indicate a positive carry effect. In addition, correla­
tions were computed between RT and the following predictor variables: the 
left column maximum addend (1) and the right column maximum addend (2); the 
left column minimum addend (3) and the right column minimum addend (4); the 
total minimum addend (5) and the total maximum addend (6); the numerical value 
of the sum (7), the number of tens in the sum (8) and the number of units in 
the sum (9). These correlations are shown in Table 4.5.13 
Correlations were computed over subjects after checking the equality of the 
within subjects correlation matrices with Bartlett's test. 
99 
Cognitive arithmetic: Evidence against a network approach 
Table 4.5 
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Note: Correlations are based on 961 observations. Variables are as follows: 
1 = the left column maximum addend; 2 = the right column maximum addend; 3 = 
the left column minimum addend; 4 = the right column minimum addend; 5 = the 
total minimum addend; 6 = the total maximum addend; 7 = the numerical value of 
the sum; 8 = the number of tens in the sum; 9 = the number of units in the 
sum. Partial correlations eliminating carry are shown in parentheses. 
The numerical values of these correlations are in accordance with results of 
other studies (see, e.g., Ashcraft and Battaglia, 1978; Ashcraft and Stazyk, 
1981). It can be shown, however, that these correlations are spurious (see 
Table 4.5). If the effect of carry is eliminated, the correlations between re­
action time (RT) and the predictor variables drop below the critical values of 
r (.063 for ρ < .05 and .083 for ρ < .01). 
Similar results were found using a different experimental paradigm.1* In 
this experiment 20 subjects, students and faculty members of the Catholic Uni­
versity of Nijmegen, were confronted with a set of 98 addition problems. The 
problems consisted of one-, two- and three-digit addends. The sets consisted 
of carry problems and non-carry problems. All possible carry patterns were 
contained in the stimulus set. Stimuli were presented using a slide projector 
connected to a electronic timing device. A reaction time counter was started 
at the presentation of the stimulus. The counter was stopped by the experimen­
ter as soon as the subject gave an answer. Subjects were instructed to give 
" We are grateful 1 to Dr. Vos of the Department of Developmental Psychology 
of the University of Nijmegen for placing the data at our disposal. 
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the answer aloud In addition, subjects were urged to work as fast but also as 
accurately as possible 
The results of this experiment are shown in Table 4 6 The table contains 
Table 4 6 
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Note Correlations are based on 800 observations Variables are as follows 
1 = the left column maximum addend, 2 = the right column maximum addend, 3 = 
the left column minimum addend, 4 = the right column minimum addend, 5 = the 
total minimum addend, 6 = the total maximum addend, 7 = the numerical value of 
the sum, 8 = the number of tens in the sum, 9 = the number of units in the 
sum 
only a correlational analysis of the two-digit problems 
It appears from these experiments that in a non-verification experiment, carry 
is the major factor that determines the reaction time in two-digit addition 
problems None of the factors reported in the previous papers on mental arith-
metic appears to influence the reaction time in a non-verification experiment 
These results question the generality of the proposed models and suggest that 
these models are extremely sensitive to the experimental procedure that is 
used in testing the model 
Apart from relations between RT and structural variables related to the ad-
dition problems, the present theories predict that there should be no differ-
ence between subjects who are solving problems of varying complexity and sub-
jects who are solving problens of equal complexity regarding the specific 
model used Subjects either use the counting model, the retrieval-counting 
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model or the retrieval-decision model, independent of a specific experimental 
setup. That is, a general theory for mental addition should be independent of 
the specific experimental procedure used to test the theory. The predictions 
made by the theory concerning the effects of experimental variables should not 
be influenced by the fact that in one condition subjects are confronted with 
problems of a constant complexity while in other conditions subjects are con-
fronted with problems of varying complexity. These assumptions were tested in 
the following experiment. 
4.3.2. Experiment 3 
1.3.2.1. Method 
4.3.2.2. Subjects 
Five faculty members of the Catholic University of Nijmegen participated 1n 
the experiment. 
4.3.2.3. Stimuli 
The stimuli consisted of 315 addition problems presented columnwise. Other re-
quirements were the same as in experiment 2. The complexity of the stimuli 
was varied by using carry in different places. Three different classes of 
stimuli were used, nocarry, carry in the right column and carry in both col-
umns. Stimuli from either class occurred with equal probability. 
4.3.2.4. Apparatus 
The apparatus was the same as in experiment 2. 
4.3.2.5. Procedure 
The procedure was the same as In experiment 2. 
4.3.2.6. Results and Discussion 
The overall error rate was 3.05% in 1,575 RT observations. 
Means and standard deviations of the RTs under the conditions Carry and No-
carry are shown in Table 4.7. 
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Table 4 7 
Means (m) and Standard Deviations (s) of Reaction Time 




















































Note: Means and standard deviations of totals are based on η = 502, η = 518 
and η = 505 observations respectively 
The present theories on mental addition predict that an increase in the com­
plexity of the addition problems, e g using different carry patterns, should 
lead to an increase 1n the mean RT Although the results of experiment 2 (see 
Table 4 4) are in accordance with these predictions, the results of the pres­
ent experiment are inconsistent with these predictions A tentative conclusion 
would be that the addition process is qualitatively different in the latter 
case Subjects may choose a general strategy that works in all problems en­
countered during the experiment However, such a strategy nay be optimal for 
one class of problems but may be suboptimal for other classes The choice of 
a strategy which favors carry problems is almost forced upon a subject as the 
frequency of carry problems is related to the frequency of non-carry problems 
as two to one A strategy that favors carry problems would be to assume that a 
carry on the right is always present and thus automatically increasing the 
first digit in the left column by one Apart from the result on the mean RT, 
a change in strategy induced by the experimental procedure should also be re­
flected in the pattern of correlations between RT and the predictor variables 
used in previous research Correlations between RT and the predictor vari­
ables which were defined before are shown in Table 4 8 
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Table 4 8 
Correlations per Subject for Reaction Time and 9 Predictor Variables 
8 9 ~ Subject 1 
1 - 039 
2 051 
3 - 038 



























- 052 - ι 
054 ι 
- 033 - ι 
- 032 - ι 
084 
068 - 071 065 
021 020 007 
033 - 034 035 
001 - 000 - 019 
089 091 - 046 
Voie Correlations are based on at least 186 observations Variables are as 
follows 1 = the left column maximum addend, 2 = the right column maximum 
addend, 3 = the left column minimum addend, 4 = the right column minimum ad­
dend, 5 = the total minimum addend, 6 = the total maximum addend, 7 = the nu­
merical value of the sum, 8 = the number of Lens in the sum, 9 = the number of 
units 1n the sum 
Our purpose with respect to experiment 3 was to test whether the experimental 
procedure had an effect on the addition process A general theory on mental 
arithmetic should be independent of the experimental procedure used to test 
the predictions derived from the theory In terms of the correlation between 
reaction time and the predictor variables defined in previous studies, a qual­
itatively similar structure should be found irrespective of the experimental 
procedure used The obvious conclusion from experiment 3 must be that sub­
jects choose a strategy depending on the specific set of problems which is 
used in the experiment If the stimuli come from a set which 1s homogeneous 
regarding stimulus complexity, the strategy differs from a situation wherein 
the stimuli come from a set which contains stimuli of varying complexity The 
different choice of strategy 1s reflected in the different structure of corre­
lations between RT and the predictor variables defined above (see Table 4 5 
and Table 4 8) 
The results of the slide experiment which was described above, point to an­
other problem which is not readily recognized in the previous research The 
iiodels proposed sofar, imply that the addition process for one-, two-, three-
or even more complex problems is not qualitatively different The only differ-
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enee between one- and two-digit addends, is that there is "more to add" in the 
latter case But the basic mechanism is assumed to be the same, be it a count­
ing model or a model that makes use of a retrieval mechanism The results of 
the analysis of the two-digit problems were presented before The results of 
Table 4 9 
Correlation Matrix for Reaction Time (,RT) 
with 1 predictor variables 
V a r i a b l e RT 1 2 3 
1 02Ί 
2 - 247 787 
3 - 122 942 949 
4 424 243 - 408 - 098 
Note- C o r r e l a t i o n s are based on 200 ob­
s e r v a t i o n s Var iables are as f o l l o w s 1 
= maximum addend, 2 = minimum addend, 3 = 
sum , 4 = absolute value of the d i f f e r e n c e 
between f i r s t and second addend 
t h e o n e - d i g i t and t h r e e - d i g i t problems are shown in Table 4 9 and Table 4 10 
These r e s u l t s i n d i c a t e t h a t the major f a c t o r i n f l u e n c i n g RT i n o n e - d i g i t p r o b ­
lems i s the absolute d i f f e r e n c e between the f i r s t and second addend The c o r -
Table 4 10 
Correlation Matrix for Reaction Time (.RT) 
and 4 Predictor Variables 
V a r i a b l e RT 1 2 3 
1 009 
2 - 015 444 
3 - 004 854 845 
4 023 545 - 509 029 
Note C o r r e l a t i o n s are based on 960 ob­
s e r v a t i o n s Var iables are as f o l l o w s 1 
= maximum addend 2 = minimum addend, 3 = 
sum , 4 = absolute d i f f e r e n c e between 
f i r s t and second addend 
r e l a t i o n a l a n a l y s i s o f t h e t h r e e - d i g i t problems reveals t h e f o l l o w i n g r e s u l t s 
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Combining the results of the one-, two- and three-digit problems, we may con­
clude that the addition process which generates these results is qualitatively 
different for the various problems. The major factors that Influence the reac­
tion time in these problems differ significantly over problems. In one-digit 
problems the major factor 1s the absolute difference between the first and 
second addend. In two-digit problems the major factor is carry. In three-digit 
problems none of these factors seem to be related to RT. 
<іЛ. Cenerai Discussion 
The present results indicate two major problems related with the models for 
mental arithmetic. First, it appears that the models are highly task-specific 
and extremely sensitive for the experimental paradigm used. Second, the re­
sults indicate that the present models -annot account for the reaction time 
data of complex addition problems. In a< dition, it Is clearly shown that the 
network approach advocated by Ashcraft and Battaglia (1978) cannot account for 
RT data observed In verification tasks. 
The results presented in this paper and results presented by Svenson and 
Hedenborg (1979) suggest that an approach to cognitive arithmetic that uses 
detailed process models cannot serve this purpose. Subjects appear to choose 
different strategies to solve a task and even within sessions choose different 
strategies. To avoid these complications, the appropriate research strategy 
would be to design more general models for mental arithmetic. A promising ap­
proach is given by Pieters and Van der Ven (1982). They combine ideas given 
by Suppes (1973, 1977) and Spada (1976) into a general model for RT data that 
can be shown to apply in simple choice tasks (Pieters & Van der Ven, 1982), in 
mental rotation tasks (Pieters, 1983c) and in addition problems (Pieters, 
1983c). " The advantage of this approach is that knowledge regarding the un­
derlying process is not necessary to test the general model, but any available 
15
 See also Chapter 6. 
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knowledge regarding the underlying process can be easily incorporated to 
generate more specific models. 
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5.1. Introduction 
In this chapter we will develop the Poisson-Erlang model which was introduced 
in Chapter 2 using an abstract, formal approach. The model is derived as a 
special case in the general class of so-called compound Poisson processes. 
Following the derivation of the model, we will discuss estimators for the pa­
rameters of the model. In addition we will examine the distribution of the 
number of events in a given time interval from a compound Poisson process. 
Given this distribution, we will derive maximum likelihood estimators for the 
parameters. 
In statistical theory, notably the theory on stochastic processes, the 
Poisson process plays a prominent role. Usually, the Poisson process is de­
fined as an Integer valued stochastic process in continuous time. Let 
/V(t,t+At) denote the number of events observed in the interval (t,t+Lt]. 
Then, the process is called a Poisson process iff for At •• 0 
P(A/(t,r+Af)=0 / N[0,t)=n) = P(N[t,t+if)=0] = 1 - pat - о(ДГ) 
P(Nlt,t+bt)=1 I N(0,f)=ni = />(A/(t,t+At)=7) = pAt + o(AtJ 
such that 
PlNlt.t+Lt) > 1 I A/(0,t)=n) = P(N(t,t*bt) > 1) = o(&t) 
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where ρ (p > 0) denotes the rate parameter of the process and o(·) denotes, as 
usually, the order function (see e g Cox and Miller, 1965) A stochastic 
process {X(t), t ä 0) is called a compound Poisson process iff .Vit) satis-
fies 
/V(t) 
Xft) = I y. 
where N(t) 1s generated by a Poisson process and {yi, yj, ) constitute a 
set of independent, identically distributed random variables In this study a 
special case 1s considered, ι e it is assumed that the random variables y 
have an exponential distribution Hence, we consider the density 
Α
χ
( = ,Ρ,ϊ) = 7/Γ(ϊ) χ Hx-af'1 β ехр[-Нх-а)1 
where Ϊ Is Poisson distributed The uncoriitional distribution is obtained us­
ing standard methods from probability theory 
Recently it has been shown (Pleters and Van der Ven, 1982, Pieters, 1983b) 
that the distribution thus obtained can be used in analyzing latency distribu­
tions observed in a test environment and 1n laboratory experiments 
5 2 The Polsson-Erlang distribution 
The derivation of the Poisson-Erlang distribution in Chapter 2 was based on 
two assumptions First, the distribution of the distraction time is an expo­
nential distribution with rate parameter 6 Second, the number of distractions 
Is a Poisson distributed random variable with parameter Τ This entire process 
can be seen as a compound Poisson process (Cox and МіЧег, 1968) 
The Poisson-Erlang process arises as follows Suppose a random variable D 
Is generated according to a Poisson process with rate parameter 6 Then the 
Inter event times D have a probability density function 
f( DJ = 5 e " " fi > 0, t > 0 
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Using the theory on moment generating functions it is easily shown that the 
probability density function of 
Dk = D! + D 2 * ... * Dk 
1s the Erlang distribution 
fn = lit)k'h e~6t/[k-1}l. uk 
Now, let к be the realisation of a random variable К with distribution func­
tion 
P(K = к) = 1ке'Г/к!, 
then the cumulative d i s t r i b u t i o n function of D, Fn(t) may be wr i t ten as 
FDlt) = PID <. t) 
PID & t \ К =01 PIK =01 * Σ P(D < t I K=k1 P{K=k1 
к=1 
= e'Z • Σ е~гхкІк! Í {6x1k~h e'6"'/[k-ÍJ! dx 
k=1 0 
= e"1 • e'zl 1k+1/k! lk+1)! Т.Лк*1) 
0 " 
where r6 tdenotes the incomplete Gamma-function defined as 
" -x к 
ГхЛк+11 = J e xxK dx 
" О 
Using the function 
ζ ( ρ , χ ) = ƒ e r t p ' dt p>0 
0 
and the fact that if ρ is an Integer (Gradstejn, 1963) 
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φ*η,χ) = η! (1 - e* l хтІтП 




(t) = 1 - β"(ϊ * 5 t ) Σ %k*1 Цк+1)! I [St)'//! t i О 
υ
 к=0 /=0 
A more general distribution function can be found using a transformation to a 
new random variable, Г, which is defined by 
Τ = D * a 
The cumulative d i s t r i b u t i o n function of Γ is given by 
• к 
FT[t) = 1 - e " { ï + 6(t o ) ) Σ %kt1 Цк+1)! I (Ht-a»'//' t >a 
' k=0 i=0 
This distribution function may be recognized as the probability that a random 
Poisson variable with parameter ï will not exceed a random Poisson variable 
with parameter 5(t-o) (Pieters, 1931) Using the relation between the noncen-
tral χ 1 distribution and the distribution of a sum of independent Poisson 
variables (Johnson and Kotz, 1970) we get 
FT{t) = 1 - />(x2'2(26(t-<i)) < 21) 
where χ 2 1 (ξ) denotes a non-central chi square variable with υ degrees of 
freedom and non-centrality parameter ξ The probability density function of 
the total response time T, f j i t ) , is given by 
fTW = AlàZ)/(t-aìì expl Ll!+S(t-am / ^ / ( б Ш α))) 
where /ι(·) denotes the modified Bessel function of the first kind of order 
one, which is defined as 
/i(v) = Σ [х/.г) 2" + 7/(л'(л'П') 
л=0 
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The moments of this distribution are easily obtained, using 
f(tr) = Ek(E(tr\k» 
where к denotes the number of distraction processes. Using the relation be­
tween the conditional and unconditional expectation, the expectation of the 
total response time Г, E(7"), the variance o2(7") and the third central moment 
VilT), can be written as 
E(T) = a * ϊ/δ 
o
2(T) = 2Z/&2 
У Л Г ) = 6ϊ/δ3 
These moment-equations can be used to derive moment-estimators for the parame­
ters of the Poisson-Erlang model. 
5.2.1. Estimation of the parameters 
In this section two parameter estimation methods are considered: the method 
of moments and maximum likelihood estimation. Maximum likelihood estimators 
for the parameters are obtained by maximizing the likelihood function, L, de­
fined as 
i=1 ' ' 
where f-j-ltt) is given by 
fTCti = /fajr/ft-o» expf-Cmft-a)}) li(2Vl6ì[t-aìn 
where / ι(·) denotes the modified Bessel function of the first kind of order 
one, which is defined as 
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with respect to the model parameters, α, 6 and Ï. The maximum likelihood esti-
mators a', d' and g' satisfy the following equations 
¿(d'g'i l {tra1)'1'2 /.(u.J/Mu.) - nd1 - I [t.-a')'1 = 0 
1=1 ' ' ' !=1 ' 
Î t,- na' - Vlg'/d') I (t.-a')'1/2 /.(u,)//,(u(.] = 0 
/=0 ' ¡=1 ' ' ' 
η - Hd'lgn 1 It ¡-a1)112 /.fuJ/Zifu.·) = 0 
where /. (·) denotes the Modified Bessel function of the first kind of order 
к and u, stands for 
Using simple algebraic manipulations, these equations reduce to 
η η η 
g' = Un l 1/1 t.-a') * l //( t,-o'J/ Σ f t.-a') - η 
¡=1 ' ¡=1 ' /=7 ' 
η η 
d' = £ 7/( t.-a')/ Ζ ( t,-o'J - η 
1=7 ' ;=7 ' 
η 
1/n l t. = a' * g'/d' 
1=1 ' 
The variance-covariance matrix of the maximum likelihood is the inverse of the 
Hessian matrix of second order partial derivatives of -log L with respect to 
the parameters. Evaluation of the variances and covariances of these estima­
tors would lead to very complex equations of hardly any practical use. Fur­
thermore, Monte Carlo studies showed that the estimators obtained from the set 
of equations given above, are highly unstable. 
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The second parameter estimation procedure which will be considered, is the 
method of moments. Although maximum likelihood estimators have some nice sta­
tistical properties, method-of-moment estimators are widely used because of 
the ease in computation. The moment estimators a, d and g off α, δ and Τ are 
found by solving the moment equations with respect to the parameters, and sub­
stitution of sample moments for population moments. This leads to 
d = IMt/M, 
g = 9M32/ 2M23 
a = M1 - 9M
2
2I 6M3 
Using standard methods from probability theory (Kendall and Stuart, 1963) it 
can be shown after straightforward but tedious calculations that approxima­
tions (to order 1/n ) for the variances and covariances of these estimators 
are given by the matrix Σ 
4 , " f У3 - 12 Ύ 2 - 5 γ 
δ
2





 ( f Y + f • "J δ ( - | γ 2 - 18 γ - 8 ) 
16 γ' * 252 γ 2 * 240 γ ^ 
Υ 
J Υ1 + 17 γ 2 22 γ 
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The large sampling variances of these estimators are partly explained by 
noting that the sampling variances of higher order central moments may become 
substantial In addition, Monte Carlo studies showed that the moment estimator 
for α may become greater than the mean RT which is absurd 
Considering the fact that the shape of the distribution is determined by 
the distraction parameters, δ and ϊ , and the fact that parameter α only re­
flects a shift in origin of the distribution, a modified method-of-moments es­
timation procedure may be developed Given a fixed value for parameter α , the 
method-of-moments estimators for ϊ and δ are defined by 
g = 2(М1-аУ/М2 
d = 2lM1-a-)/M2 
Combining these moment estimators with a minimum distance estimator for a 
(Mood et al , 1974) which 1s obtained by minimizing the distance function 
Dn = sup \C[X) - F[X)\ 
where CfXJ denotes the sample cumulative distribution function, yields an es­
timation procedure which combines the simplicity of moment estimation with an 
estimator for α which reflects the basic assumptions of the process model 
S 2 2 Properties of the estimators 
In this section we will derive some properties of the maximum likelihood esti­
mators and the method of moments estimators that were derived in the preceding 
section First we will consider a simplified version of the Poisson-Erlang 
model namely the case for which α 1s equal to zero In this case the maximum 
likelihood estimators satisfy 
Σ t - Slg'/d') I t ' 1 1 2 /.Cu.J/'ifu.) = 0 
i=0 ' i=1 ' ' ' 
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7/2 
η - Jld'lg') I t,'" /.(u.J/Uu.) = 0 
where u. stands for 
2S(d'g't.h 
It can be shown that the determinant of the Hessian matrix of second order 
partial derivatives is equal to 
^
( и ; )
. / -Bi D-¿S- Σ t. 
V T i-1 1 i? CV 
Using this equation, the variance of the maximum likelihood estimators d' and 
g' of δ and Τ can be shown to be equal to 
}/D 
var(d') 
. η ÍI2(u.) 
{ Ì E t . U — ^ - 1 
Ύ
 i-l l I?(u.) 
Гт2 
ог[дЧ = f I t 
І?("·) 
i-1 ^ifCu.) 





Ν ί І-1 
Using some properties of the Bessel function it can be shown that 
Itlu¡)/1Ли¡) '* 1 for u, •+ ». Since the maximum likelihood estimators satisfy 
the moment equations 
£(t; = к/б 
and 
o
2(t) = 2ϊ/δ2 
it can be shown that the variances of the maximum likelihood estimators satis­
fy the following inequalities 
0 < var[d') < {(л-7)5/6}/{л(2лГ-2Г-/6)} 
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0 i varlg·) < {л(п-ПІГ 2 }/{/5Г2л!Г-2!Г-/6)} 
Solving the moment equations for the parameters we obtain moment estimators 
for 6 and T. Using the Equations 10.1-10.17 given by Kendall and Stuart (1963) 
1t can be shown after straightforward but tedious calculations that approxima­






Using the same procedure as in the two parameter case we would arrive at 
the variances of the maximum likelihoo. estimators in the three parameter 
case. However, evaluation of the variane is and covarlances of the estimators 
would lead to very complex equations of hardly any practical use. Approxima­
tions of the variances and covariances of the moment estimators were given in 
the previous section. 
5.3. The Poisson-Erlang counter distribution 
In the preceding section we derived the Poisson-Erlang distribution as a spe­
cial case of the general class of compound Poisson processes. In this section 
we will discuss the distribution that arises if we do not observe waiting 
times between successive events as In the case of the Poisson-Erlang distribu­
tion but instead observe the number of events in a given time interval. 
Suppose we define a new random variable D as 
Dr = d1 * dt + ... • dr 
where each d. has the Poisson-Erlang distribution. Since each d. is defined as 
a Poisson sum of independent random variables with probability density func-
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tion the exponential distribution, D Is a sum of Poisson sums of exponen­
tially distributed random variables Using the well known fact that a sum of 
independent Poisson variables is again Poisson distributed, it is easily shown 
that the distribution function of D is given by 
FD (t] = ; - P(xl,2L2b[t-ra» < 2ri) 
In the deriving the d i s t r i b u t i o n function of D we assumed that each d is 
generated by a Poisson-Erlang process Given t h i s d e f i n i t i o n D is defined as 
t h 
the time at which the r event occurs Consider Nt the number of these 
events in ( 0 , t ] Then the d i s t r i b u t i o n of /V( is related to the d i s t r i b u t i o n 
of D. since N. < r i f and only i f D > t Hence 
г t г 
P(Nt < r) = P[Dr > t) 
= Í - FlDrl 
So 
PlNt = r) = F(Dri - F[Dr.7) 
Substitution leads to 
P(Nt = r) = P (x 2 ' 2 (26 ( t - ( r*7 )a J ) < 2( r*7) ï ) 
- P f x 2 ' 2 ( 2 6 ( t - r a j ) < 2nS) 
The probabi l i ty generating function Yfz. t ) of P{.Nt - r] is given by 
Tfz.tJ = I zr P(Nt = r ) 
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k
 r-1 
= 1 * (.1-1) I Zr ' (1 - />(χ*'2(2δ(ί-Γα)) i 2rt» 
where к denotes the entier of t/a. By differentiating f(z,t) π times with re­
spect to ζ and evaluating the derivative in the point z=7 we get the к fac­
torial moment of N.. Using the relation between factorial moments and mo­
ments around zero or central moments, we can derive the expectation and 
variance of Nf. However, these equations are expressed in terms of sums of 
the distribution function FID) and are hardly of practical use. 
Instead, using the theory on Laplace transforms It can be shown (Cox, 1962) 
that for fairly large t, these equations reduce to 
E(Nt) = ί/μ'. • (μ,- vii/2 W'i+ oí') 
varlNtì = vit/ u'î * (5μΐ/«μ'Ί-2μ,/3μ'Ν?/'2) • of/) 
where μ' , μι and μΐ denote the first raw moment and the first two central mo­
ments, respectively. As before, o(7) denotes the order function, that is, it 
is a function of t, tending exponentially fast to zero for t •* -. Substitu­
tion of the moment equations from the preceding section gives approximations 
for the expectation and variance of Λ/(. which can be expressed as 
ffWj) = (6ί(6ο*ϊ)+ϊ-7/2(δο*ϊ)Ι)/((6α+Ι)2) 
var[Mtì = (2δη(5ιι+ϊ) + 7/72(δο+ϊ)*+5Τ2-4ϊ(δο+ϊ))/((δα+ϊΓ) 
Сох (1962) has shown that the asymptotic distribution of N.. for large f is the 
normal distribution with expectation ί/μΊ and variance μ2ί/μ'
3
ι Using these 





its variance, vorfAM, can be shown to be equal to 
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25П 
vor(Nf) = 




5 3 7 Estimation of the parameters 
In the preceding section we derived the distribution of the number of events 
1n a given time interval if these events are generated by a Poisson-Erlang 
process which is shown to be a special case of the general class of compound 
Poisson processes In this section we will derive maximum likelihood estima­
tors for the model parameters 
It was shown that the distribution function of Ν( is given by 
P(Nt = r) = Ρ(χ2'2[2δ(ί-(Γ+?)α)} S 2(r+»)IJ 
- P(x1,I[2&(t-ran S 2rï) 
Now, let Xi , , X be random sample from a population with distribution 
function F^Cx.Q] where Θ is vector valued, that is 0 = (θι , , θ ), and let 
л Ρ 
"j ι ι ". be a partition of the range of X Then, the probability Ρ (0) 
κ
 ι 





Now l e t the random variable N. be defined as the number of observations f a l l ­
ing in Rdi, then the j o i n t probabi l i ty density function P[Ni=nl , , 
Nk =nk ) is given by 
к п. 
Π ΡΙΟ) κ 
1=1 > 
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Substitution leads to the l ikel ihood function 
к п. 
L = Π Pf/V, = ri * 
i-1 ' 
The maximum likelihood estimators a', d' and g' of о, 6 and ϊ are obtained by 
maximizing L with respect to these parameters Now maximizing L with respect 
to the parameters is equivalent to minimizing -log L with respect to the pa­
rameters It can be shown, that the maximum likelihood estimators satisfy the 
following likelihood equations 
k
 \ ' r ^ '~ ( , H , ) l. « ^ - <*»'> JÏ^ÏTÏ e " ( v + x ) l . ( г ^ » 
ι 
r-0 P(N t - r) 
k B [Vv(t-(^l)a)e-(v^) ^ .^uÇt-rel.-iu^j ( 2 V u w )j 
_ Г 0 ' о 1 
Ζ 
r-0 P(Nt » r) 
к η [re- ( u + w )I (2 >ЛЯ7) - (r
+
l)e- ( v + x )I (2 V ^ ) ] 
Σ -I ! 2 0 
r-0 P(N - r) 
where и=гІ, w=&[t-ra), =(г+7)У, and x=6(t-(r+7JoJ} Preliminary estimates 
for these parameters can be used by solving the asymptotic moment equations 
for the parameters These estimators provide reasonable starting values in the 
minimization procedure 
Contrary to the Poisson-Erlang model that was described in one of the pre­
vious sections, the Poisson-Erlang counter model has not yet been used on real 
testdata It is merely included to enable its use for example in a situation 
where group testing might be more appropriate than the individual testing of 
subjects As such, it may have a wider application than the Poisson-Erlang 
model which is only suited for the latter approach 
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Abstract 
A general model for choice reaction time (RT) is presented which 
is based on a theory that describes the operational characteris­
tics of a problem solving subject 1 6 The model is not a stage mod­
el neither in the way envisioned by Donders nor 1n the sense pro­
posed by Sternberg Rather, it is based on the assumption that RT 
is the result of an underlying process that continually switches 
between two states a state of processing and a state of non-pro­
cessing In the state of processing the subject executes the so-
called operations that are needed to solve a problem However, 
from time to time the subject enters a state of non-processing 
During the latter state, the subject either processes tnose opera­
tions that are not directly related to the execution of the task 
or uses this time to recover in order to prevent the system from 
becoming overloaded It 1s shown that the model succesfully de­
scribes the RT data of three different tasks a simple choice 
task, a mental addition task and a mental rotation task The model 
provides a means to study individual differences not only in cog­
nitive psychology but also in the realm of mental testing Spe­
cial attention is given to the problem of parameter estimation and 
the statistical properties of the estimators 
6 1 Introduction 
The reaction time (RT) paradigm has a long and continuous history in experi­
mental psychology Since its introduction by Donders (1868/1969) as a method 
to study mental processes, it has fulfilled that role throughout the history 
of experimental psychology until today Donders' theory was based on the as­
sumption that RT experiments fall into one of three classes, the a-reaction, 
the b-reaction and the с reaction The a-reaction is required in simple de­
tection tasks in which the subject is instructed to respond as quickly as pos­
sible at stimulus onset The b-reaction is required in a choice task in which 
Accepted for publication in Acta Psychologica 
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a subject has to make one response to one of two stimuli and another response 
to the other The c-react1on is observed in tasks in which a subject is in-
structed to respond to only one of two stimuli Donders devised the so-called 
method of subtraction to study the hierarchical relations between these types 
of reactions Although it presented a unified approach to RT, Donders' method 
was discredited for many years for a variety of reasons (see, e g , Smith, 
1968) Recently however, there is renewed interest in the work of Donders 
(see, e g , Ashby and Townsend, 1980, Grice, Nullmeyer and Spiker, 1982, Ka-
dane, Larkin and Mayer, 1981) 
The second major contribution to the decomposition of RT was due to Stern-
berg (1966, 1969) Instead of relying on the so-called postulate of pure in-
sertion (Ashby and Townsend, 1980), Sternberg's method is based on the so-
called postulate of selective influence The reasoning behind Sternberg's 
method is that the process that interven s between stimulus and response con-
sists of a number of serial stages that perform different functions These 
functions are called upon by different aspects of the stimulus and/or re-
sponse By varying those conditions in experiments RT may be influenced addi-
tively or non-add1t1vely If RT is influenced additively, it is assumed that 
the experimental condition invokes a specific aspect of the stimulus-response 
process If an experimental condition or factor invokes two stages simultane-
ously, it is assumed that this is reflected in the total RT as a non-additive 
effect The method that is used to study the effects of experimental variables 
1s called the additive factor method Although the approach has a merit in 
providing a taxonomy of experimental variables that are relevant for the task, 
it has been severely criticized as a decisive method to study psychological 
processes (see, e g , Pieters, 1983a, Theios, 1973, Taylor, 1976, Stanovitch 
and Pachella, 1974) 
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Instead of using the stage analysis approach advocated by Donders and 
Sternberg, several authors advocate the use of the so-called structuralist or 
model approach (see, e.g.. Pi eters, 1983a). The main difference between the 
two approaches lies in the degree to which the underlying process that is as-
sumed to intervene between stimulus and response is specified. Although this 
difference may seem superficial on first hand, its implications as to the 
questions one asks about the data and the experiments that will be designed to 
answer those questions are profound (Pieters, 1983a). The stage analysis ap-
proach asks essentially: Which variables have an effect and do they interact 
?, whereas the model approach asks: What are the psychological processes in-
volved, and how do experimental variables affect these processes ? (Thelos, 
1973). In the sequel we will present a general approach to RT that uses the 
latter methodology. 
The goal of this paper 1s to develop a general theory on the execution of 
simple mental tasks and to derive a RT model from this theory, the Po1sson-Er-
lang model. Special attention is given to the problem of parameter estimation 
and the properties of the estimators. In addition, the paper deals with pre-
dictions of the Polsson-Erlang model regarding the effects of various experi-
mental factors on the parameters of the model using two different tasks: (1) a 
mental addition task, and (2) a mental rotation task. These effects are also 
studied using alternative models viz. the three parameter Gamma model (see, 
e.g., Christie, 1952; Bush and Mosteller, 1955; Luce, 1960; Restie, 1961) and 
a three parameter model proposed by Hohle (1965, 1967) and Ratcliff (1978, 
1979). 
6.2. The Poisson-Erlang model 
Recently, Pieters and Van der Ven (1982) presented a general RT model that is 
based on assumptions regarding the underlying operational characteristics of a 
problem solving subject: the Poisson-Erlang model. This model is based on the 
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assumption that the solution of a problem requires a serial process that in­
volves solving a number of subproblems, called operations (see, e g , Suppes, 
1973, 1977, Newell and Simon, 1972, Spada, 1976) It is assumed, that the ex­
ecution of each operation requires some time, which need not be the same for 
each operation Within a subject, however, the same operation will always take 
the same amount of time, provided that learning effects, shifts in motivation 
or fatigue are absent (see also, Meredith, 1971) Hence, given the working 
speed of a subject, the total response time is fixed 
Human performance, however, is not only determined by working speed, but 
also by other factors It is assumed, then, that the subject having executed 
an operation does not necessarily continue with the execution of the next op­
eration but may enter in a state of non processing, called distraction The 
total response time or total RT is a coriosite score which is the sum of the 
total processing time, 1 e the time required to evecute the necessary opera­
tions, and the total distraction time, ι e the time spent in the state of dis­
traction 
Suppose a subject is confronted with a number of equally difficult items 
which appeal to operations that are overlearned, for example a simple choice 
task or simple addition problems Then, for the kind of tasks we are concerned 
with, the variation in the total processing time will be negligible compared 
with the variation in the total distraction time, provided the conditions 
which reflect the general psychological state of the subject are met For all 
practical purposes it is assumed that the total processing time is a fixed, 
unknown constant Hence, the distribution of the total RT is determined by 
the distribution of the total distraction time This distribution function is 
derived using the following assumptions 
(i) Each distraction time D, /=7,2, ,k has an Exponential distribution 
with parameter 6, defined by 
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fD m * «e
 0 
(11) The number of distraction times, K, has a Poisson distribution with pa­
rameter 
P(K=k] = гке'Г/к! k=0,U2, 
Using standard results from probabi l i ty theory, i t is easily shown that the 
d i s t r i b u t i o n of the t o t a l d ist ract ion time, D, is a compound Gamma d i s t r i b u ­
t i o n , called the Polsson-Erlang d i s t r i b u t i o n , which is defined by 
F
n
(t) = 1 - e " ( I * δ t , Ι τ1**1 llk+l)! I (St)'//.' f>0 
u
 k=0 1=0 
Noting that the total processing time, a, Is assumed to be fixed, the distri­
bution of the total response time, T, 1s obtained using the transformation 
Τ = D + о 
Usuig this transformation, the distribution of the total response time, 7", 
can be written as 
» к 
F-rlt) = ; - e " ( m ( t " a ^ Σ Χ**1 Цк+1)! l Wt-a))'//' t > a 
' k=0 i=0 
For a more detailed derivation and a comparison with other, related, distribu­
tion functions the reader 1s referred to Chapter 5 
A preliminary test of the Poisson-Erlang model using a Dutch concentration 
test called the Bourdon-Wiersma test (see, e g , Oehrn, 1896, Boeke, 1963) 
showed that the model can account for the observed RT distributions generated 
by the subjects In addition, Pieters and Van der Ven (1982) compared the 
Polsson-Erlang model with two other RT models a three parameter Gamma distri­
bution (see, e g , Christie, 1952, Bush and Mosteller, 1955, Luce, 1960, Res­
tie, 1961) and a model proposed by Hohle (1965, 1967) and Ratel ι ff (1978, 
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1979) They found that the Poisson-Erlang model gave a better fit than the 
other models 
It should be noted that the Poisson-Erlang model was originally developed 
to account for RT distributions In so-called concentration tests. Initially, 
then, the psychological interpretation of the stochastic processes that gener-
ate the RT distribution relied heavily on this fact Since irental concentra-
tion is assumed to be a function of the proportion of time taken by operations 
that are necessary to solve items 1n these tests and of the proportion of time 
taken by other processes, the division of the total RT into a processing com-
ponent and a non-processing component 1s obvious As the latter component can 
be considered resulting from externally and internally generated interruptions 
(distractors), we chose to call the non-processing time distraction time 
Pi eters and Van der Ven (1982) already proposed to define mental concentra-
tion as the ratio of the total processing time, parameter a 1n the Poisson-Er-
lang model, to the total distraction time, ïxdelta This implies that men-
tal concentration could be defined as a theoretical construct within the 
Poisson-Erlang model as the total distraction time per uiit processing time A 
tentative support for this hypothesis can be found in the expenrrents of 
Thackray, Bailey and Touchstone (1977) Thackray et al studied the perform-
ance of subjects in a simulated radar control task and correlated RT perform-
ance with various physiological measures such as heart rate variability In 
addition, RT performance was related to the reported boredom and monotony of 
the task In summary the results were as follows Two extreme groups of eight 
subjects were formed on the basis of their rated boredom and monotony in the 
task period RT measures and physiological measures were computed for these 
groups for the first and second half hours of the task period Because of the 
fact that the authors not only reported the usual RT statistics (mean and SD) 
but also the mean shortest response latencies, we were able to compute the 
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Poisson-Erlang parameters α, Τ and δ over subjects within the two extreme 
groups. Using these estimates we computed the concentration measure for the 
low and high boredom groups for the two measurement periods. These measures 
Table 6.1 
Measures of Concentration (C) and 
Heart 
Rate Variability [H] for the Low and 




Low С ГО 3.83 
Group Η 8.35 7.09 
High С 1.07 0.75 
Group Η 7.78 8.62 
Note: Results are based on data from 
Thackray et al. (1977). 
are shown in Table 6.1. 
The results in Table 6.1 show that mental concentration as defined within the 
Poisson-Erlang model increases in the low boredom group while the high boredom 
group shows the reversed effect. The direction of these effect is in accor­
dance with the effect found on the level of heart rate variability in these 
groups. Heart rate variability is generally accepted as a measure of concen­
tration, that is, an increase in heart rate variability is interpreted as a 
decrease in concentration (see e.g. Thackray et al., 1977). 
Although these results have to be interpreted with some care since no meas­
ure of fit of the Poisson-Erlang model for the individual RT data is avail­
able, they can, combined with the results reported by Pieters and Van der Ven 
(1982), be considered as a tentative support for the theory underlying the 
Poisscn-Erlang model and the psychological interpretation of the parameters of 
the model. The main issue in this Chapter will be to investigate whether the 
Poisson-Erlang model can account for RT data in a variety of tasks, especially 
those tasks that can be considered standard tasks in experimental psychology. 
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6.3. Application of the model to RT data 
As noted earlier by Pieters and Var der Ven (1982), the assumptions used in 
developing the Poisson-Erlang model pose a number of restrictions as to the 
applicability of this model to RT data. 
First, the assumption that the processing time is constant Implies that the 
number and kind of operations in the task should remain constant over trials. 
In addition this assumption reflects the idea that the steps which are neces­
sary to arrive at the solution, the algorithm, are known to the subject. 
Secondly, the assumption of a constant processing time implies that all 
stochastic components are interpreted as distraction. Hence, the experimental 
procedure used to test the model should be devised such that irrelevant sto­
chastic processes induced by the experimental procedure are minimized. That 
is, this procedure should be devised sue τ that all random variations can in­
deed be Interpreted as distraction. 
Thirdly, in as far as stochastic elements inherent in the task cannot be 
completely excluded, their variance should be small relative to that of the 
total response time. 
The latter two restrictions are related to the experimental procedure used 
to test the model, while the former restriction is related to one of the basic 
assumptions of the Poisson-Erlang model. We noted earlier that the assumption 
of constant processing times requires the absence of learning effects, shifts 
in motivation or fatigue. The question arises, then, as to the effects of a 
violation of this assumption and its testability. A test for these violations 
can be found if we look at the equations for the mean and variance of the to­
tal response time, T, (see Chapter 5) 
5(7") = α • Ϊ/6 
130 
Components of response latency in simple mental tasks 
ο
2 ( Π = 21/6* 
It is clear from these equations that trend effects in the total processing 
time, e.g. due to fatigue, will result in a trend in the mean reaction time. 
Trend effects in the distraction parameters, e.g. due to fatigue or shifts in 
motivation, will result in trend effects 1n the mean reaction time but also in 
the variance of the reaction times. The presence of such effects is easily 
tested by common statistical tests for trend. 
The Poisson-Erlang model is based on the assumption that the total response 
time is a composite score consisting of the total processing time and the to­
tal distraction time. It is assumed that operations are executed serially. 
Hence, increasing the difficulty level of the task should lead to an increase 
in the number of operations that have to be executed and thus to an increase 
in the total processing time, as expressed by parameter a. In addition to 
the overall trend effects within experimental conditions that reflect a viola­
tion of the assumption of a constant processing time, one would expect signif­
icant trend effects in parameter α over experimental conditions within the 
same subject if the initial algorithm to solve the task is not the most opti­
mal one. However, such a trend would not be plausible if the task used, re­
quires an algorithm consisting of overlearned operations. 
As to distraction, two interpretations of the model, yielding the same dis­
tribution function, are possible. First, we might assume that at any time 
during processing a distraction may occur. Under this assumption an increase 
In the total processing time should lead to an increase in the mean number of 
distractions, as expressed by parameter У, while the mean distraction time, as 
expressed by parameter δ , should remain constant. An alternative Interpre­
tation is that distractions may occur at any time during processing on an in­
terrupt basis, but the handling of interrupts is delayed depending on the op­
eration which is or has to be executed. For example in simple addition 
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problems it is plausible to assume that distractions are handled before or af­
ter storing or retrieving intermediate results from memory. Under this assump­
tion, an increase in the total processing time should not always lead to an 
increase 1n the mean number of distractions Such an Increase is only pre­
dicted if the tasks differ in those operations which allow for distractions to 
occur, e g if a task simply consists of more of the same operations of which 
another task consists It is plausible to assume, however, that an increase 
in the total processing time combined with a constant number of distractions 
should lead to an increase in the mean distraction time, in order to prevent 
an overload in the system 
As to speed-accuracy trade-off the model predicts the following results 
Emphasis on accuracy should lead to an increase in the total processing time 
since an increase in accuracy can only bs attained through prolonged execution 
of processes that are necessary to solv the task An instruction stressing 
accuracy, would thus lead to an increase in the number of checking and/or re-
checking operations, or, alternatively, in a prolonged duration of such proce­
dures Since these operations are directly task related, an increase in accu­
racy should lead to an increase in the total processing time α An increase in 
the total distraction time would imply that the subject devotes more time to 
operations that are not related to the problem solving process at hand Hence, 
an increase in the total distraction time could not lead to a higher level of 
accuracy 
Emphasis on speed, while the subject is encouraged to retain a previously 
achieved accuracy level, should only affect the total distraction time, pro­
vided that the subject works on the limits of his/her capacity That 1s, sub­
jects are instructed to work faster while maintaining a preset level of accu­
racy If the experimental conditions are setup in such a way that the subject 
cannot improve upon the total processing time, because of the fact that a de-
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crease in the processing time would lead to a higher probability of errors, a 
reduction in the total RT can only be obtained by a decrease in the total dis­
traction time Emphasis on speed alone would probably generate different 
trade-off functions over subjects as speed can be influenced in several ways 
depending on a subject's strategy This is easy to see if one takes a closer 
look at the meaning of a speed instruction Such an instruction is likely to 
be interpreted as a requirement to decrease the total RT It is clear from the 
decomposition of the total RT in a processing component and a non-processing 
component, that such a reduction can be obtained in a number of ways depending 
on the particular speed-accuracy function used by the subject Hence, a pure 
speed instruction would, at least from the present point of view, be consid­
ered as a useless instruction 
The preceding hypotheses are based on some tentative psychological inter­
pretations of the parameters of the model based upon the results reported by 
Pleters and Van der Ven (1982) The purpose of the experiments that are re­
ported in the following sections, is to study whether experimental conditions 
that reflect an increase in the difficulty level of the task and speed-accura­
cy instructions have the predicted effect on the parameters of the model, and 
so validate the psychological interpretation of the parameters of the model 
Finally, to strengthen the plausibility of the present approach, we will con­
trast and compare the proposed theory on the execution of simple mental tasks 
with two alternative theories A better fit and confirmation of substantive 
hypotheses concerning experimental effects, will lend further support to our 
model and theory relative to competing models and theories 
In summary, the purposes with respect to experiment 1 are 
• To test the hypothesis that an increase in difficulty level of tasks leads 
to an increase in parameter α 
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• To test the hypothesis that emphasis on accuracy should affect parameter 
a. 
• To investigate the conditions under which a subject cannot improve his 
processing speed, when urged to work faster while attaining a certain lev-
el of accuracy. 
• To decide which interpretation of the process that generates distractions 
is plausible. 
• To contrast the Poisson-Erlang model with alternative models. 
This set of hypotheses and the predictions derived from the Poisson-Erlang 
model regarding these hypotheses, constitute a crucial test for the basic as-
sumptions used in the derivation of the model. As the major purpose of this 
thesis is to show that the model applies in a variety of tasks, especially 
those tasks that are widely used throughout experimental psychology, we will 
present two preliminary tests of the model using a mental arithmetic task and 
a task that requires the rotation of mental images. If the model is to be con-
sidered as an alternative approach to RT, it should at least survive these 
initial tests. In addition, the proposed approach should perform better in 
predicting effects of experimental variables than competing models. Future re-
search should be performed to explore, test, evaluate, and expand these hy-
potheses. The crucial tests for the Poisson-Erlang model that are discussed in 
the following sections are directed at testing (1) the effects of an increase 
in the difficulty level of tasks, (2) the effects of an accuracy instruction, 
and, (3) the effects of a combined speed-accuracy instruction. The experimen-
tal variables that are used in the experiments that follow are chosen to re-
flect these issues. 
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6 3 1 Experiment 1 
6 3 11 Method 
6 3 12 Subjects 
Forty students enrolled at the Catholic University of Nijmegen participated 
6 3 13 Stimuli 
The stimuli consisted of 105 addition problems The subject was instructed to 
add two numbers each consisting of two digits, multiply the digits in the sum 
and report whether the extreme left digit in the result was even or odd Pre-
cautions were taken that even and odd results were equally probable In addi-
tion, the problems were constructed in such a way that the result was a two 
digit number and that the digits in the addends were greater than zero Fur-
thermore, the addends consisted columnwise of different digits, e g 
16 68 
32 89 
6 3 14 Apparatus 
The stimuli were computer generated and displayed on a 30x30 cm screen approx-
imately 80 cm from the subject Subjects responded by depressing one of two 
buttons (odd/even) located 1n a panel directly in front of them RTs were re-
corded online by the computer Depression of either button resulted in the 
presentation of the next stimulus 
6 3 15 Procedure 
All subjects were tested in a special laboratory room in groups of four sub-
jects at a time Subjects were seperated by a sound reducing screen Instruc-
tions were presented to a subject by the computer depending on the specific 
experimental condition 
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Distributions of RT were collected under all combinations of the following 
conditions 
• Carry - the carry condition consisted of stimuli for which each column-
wise addition resulted in a number greater than ten, whereas the noncarry-
condition consisted of stimuli for which each columnwise addition resulted 
in a number less than ten, 
• Payoff - the payoff condition emphasized accuracy Each subject was grant-
ed a reward of f 2,50 In addition subjects won f 0,05 for each correct 
response and lost f 0,15 for each incorrect response, 
• Bonus - in the bonus condition the subjects were urged to work faster 
than in the base condition, consistirq of simple additions without payoff, 
but at least retain the accuracy levt of that condition 
Each subject was observed under eight experimental conditions However, in 
addition, each subject was tested first under the base condition (no carry, no 
payoff, no bonus), to enable a complete randomization of experimental condi-
tions, since the bonus condition requires a previously attained mean RT and a 
previously attained level of accuracy The results of this base condition are 
not Included in the ensuing statistical analyses Before each condition the 
subject received ten stimuli for practice During practice trials, subjects 
received feedback on errors If a sjbject made more than three errors during 
these practice trials, the subject received an additional set of practice tri-
als 
In the payoff condition subjects were given feedback concerning their re-
ward after each trial In the bonus condition subjects were informed whether 
the mean RT including the present RT exceeded the mean RT in the base condi-
tion After three experimental conditions the subject was instructed to take 
a rest period of fifteen minutes 
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In order to control for learning effects and sequence effects a special set 
of latin squares was used which were constructed such that each sequence of 
experimental conditions of any length was Included together with the reverse 
sequence A random sample of five squares was picked from the population of 
squares which satisfied these conditions Subjects were randomly assigned to 
squares and to rows within a square 
6 3 2 Results and Discussion 
The overall error rate 1n a total of 33,600 RT observations was 2 72% Before 
estimation of the parameters the data were inspected for long term trend ef­
fects and periodicities As these tests are sensitive to outliers in the data, 
extreme scores were identified using Doornbos' slippage test (Doornbos, 1966) 
The mean number of statistical outliers (per subject/per condition) thus de­
termined was 4 064 (/V = 105, S D = 2 737) In the ensuing statistical analy­
ses, RTs associated with Incorrect responses and statistical outliers have 
been excluded Estimates for the parameters were obtained for each subject, 
under each of the eight experimental conditions, by using the modified method-
of-moments procedure outlined in Chapter 5 The effects of the various exper­
imental conditions on the parameters of the model are shown in Figure 6 1 A 
summary of the analysis of variance using a latin-squares design with repeated 
measures (Winer, 1971, pp 711), using parameter estimates, a, 1/6 and Γ per 
subject per condition as dependent variables in the ANOVA's, is shown in Table 
6 2 Although Cochran's test for the homogeneity of within cell variances 
proved significant for parameter l/δ, analyses of variance based on trans­
formed parameters using a square-root and a logarithmic transformation, led to 
the same results as those displayed in Table 6 2 The analysis of variance, 



































no carry carry no carry carry 
no bonus bonus 
Figure 6 1 f-itted parameter values of the Po1s-
son-Erlang model under the experimental conditions 
carry, payoff and bonus In a mental addition task 
6 3 2 1 Hypothesis I 
It was predicted that an increase in difficulty level of the items should af­
fect the total processing time, expressed by parameter α The mean value of 
parameter a in the noncarry condition was 1 6 {SD = 0 43, M = 160) whereas 
the mean value in the carry condition was 2 02 (5D = 0 85, N = 160) The 
analysis of variance revealed a significant carry effect on parameter a, F 
(1,210) = 38 217 (ρ < 0 001), MS
e
 = 0 3663 
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A n a l y s i s o f V a r i a n c e Summary Table 
o f Po ι s s o n - E r l o n g Model PeramPters 
Source of Variation 
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Note ( * * ) ρ < 0 001 
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Since the stimuli appeal to overlearned operations, there should be no 
learning effect in parameter α This hypothesis was tested using the appropri­
ate orthogonal contrast for a linear trend, F(l,210) = 1 474 (p = 0 2261), 
M S = 0 366 The test for deviation of linear trend proved also non-sign1f1-
cant F(6,210) = 1 704 (p = 0 1215), MSe = 0 366 
6 3 2 2 Hypothesis II 
As to the speed-accuracy trade-off (payoff vs no-payoff), the model predicts 
an effect on parameter α while the distraction parameters, 6 and Ϊ, should 
remain constant Thus, we expect that there will be no significant effect of 
the payoff condition on these parameters nor a significant effect on the total 
distraction time ϊ/δ 
The mean value of parameter α 1r the no-payoff condition was 1 74 (SD = 
0 66, /V = 160), in the payoff condition .э found a value of 1 88 (SO = 0 63, 
N = 160) The analysis of variance revealed a significant payoff effect on 
parameter o, F (1,210) = 4 2587 (ρ < 0 05), MSe = 0 3663 There was no sig­
nificant payoff effect on the distraction parameters The means of these pa­
rameters under no-payoff and payoff were respectively 0 43 (SD = 0 27), 0 44 
(SD = 0 28), 6 59 (SD = 3 79) and 6 19 (SD = 3 08) (see also Figure 6 1) 
6 3 2 3 Hypothesis III 
One of the purposes of Experiment 1 was to investigate how subjects can im­
prove their speed while already working on the limits of their capacity As 
we have seen before, a subject can chose between three alternatives to improve 
on response time (1) decrease the processing time by increasing the process­
ing speed or allowing for a decrease in accuracy, (2) decrease the number of 
distractions, and, (3) decrease the mean distraction time However, if the 
subject is already working at a maximum processing speed, an improvement in 
the total response time can only be attained through (2) and (3), provided no 
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loss in accuracy 1s accepted This was achieved by instructing subjects to 
work faster than they did in the base condition while maintaining the accuracy 
attained in that condition The analysis of variance revealed the following 
results The mean values of parameter 6 under no-bonus and bonus were 0 47 
(SD = 0 32), 0 40 (SD = 0 23) The corresponding F-test showed a significant 
bonus effect, F (1,210) = 9 6580 (ρ < 0 05), M S
e
 = 0 0495 There was no 
significant effect of the bonus condition on the other parameters (see Figure 
6 1) 
6 3 2 4 Hypothesis IV 
Regarding the distraction process we considered two rival hypotheses The 
first approach predicts that an increase in the total processing time (carry 
effect) should lead to an increase in the mean number of distractions while 
the mean distraction time should remain constant The second approach pre­
dicts that an increase in the total processing time combined with a constant 
number of distractions, should lead to a significant (positive) effect on the 
mean distraction time In addition, given that approach, it is plausible to 
assume that a subject can learn to control the duration of distractions during 
the experiment Thus, we should find a significant (negative) trend over tri­
als in parameter 6 
The first hypothesis had to be rejected due to the fact that there was no 
significant effect of any of the experimental conditions on parameter Ϊ (see 
Figure 6 1) 
In Figure 6 1 we can see an increase in parameter δ from no-carry to car­
ry The means under the no-carry and carry conditions were 0 31 (SD = 0 17) 
and 0 56 (SD = 0 38) The analysis of variance showed a significant (posi­
tive) effect on parameter б - 1, F (1,210) = 98 283 (ρ < 0 001), MS = 0 0495 
In addition we found a significant (negative) linear trend in parameter 6 
over trials, F(l,210) = 21 17 (p < 0 001), MSe = 0 0495 The deviation from 
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linear trend proved non-significant ^(6,210) = 1.065 (p = 0.3845), MSe = 
0.0495. Combining these results with the results described under hypothesis 
III, we may tentatively conclude that the second alternative regarding the 
mechanism that generates the distractions is more plausible than the first al-
ternative. 
Although the overall results of the ANOVA's support the hypotheses derived 
from the theory underlying the Poisson-Erlang model and thus present at least 
preliminary evidence as to the plausibility of the model and the psychological 
interpretation of the parameters of the model, a more detailed insight into 
the effects of experimental conditions on these parameters is obtained if we 
Table 6.3 
Simple Effects Analysis for Poisson-Erlang Parameters 
Experiment 1 
Simple E f f e c t 
Carry ÍBonus) 
Carry (No-Bonus) 
Payof f (Bonus) 
Payoff (No-Bonus) 
Carry χ Payoff (Bo 
Carry χ Payoff (No 
Residual 
Note: ( **) ρ < 0. 
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study the a p p r o p r i a t e simple e f f e c t s In the ANOVA's (see Table 6 . 3 ) . 
The n o t a t i o n Carry (bonus) i s used t o i n d i c a t e t h a t the Carry e f f e c t i s t e s t e d 
w i t h i n the Bonus c o n d i t i o n . The r e s u l t s of the simple e f f e c t s AN0VA c l e a r l y 
support the conclus ions of the o v e r a l l ANOVA. As p r e d i c t e d , c a r r y should have 
an e f f e c t on parameter α (Hypothesis I ) and an e f f e c t on parameter 1/6 (Hy-
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pothesis IV). With regard to payoff (accuracy) we predicted an effect on the 
total processing time (a) and no effect on the other parameters (Hypothesis 
II). The simple effects analysis confirms these hypotheses but also reveals an 
effect that is also apparent in Figure 6.1. As might be expected, the payoff 
effect on parameter a is only significant under the no-bonus condition. This 
effect can be explained by noting that the payoff condition is in fact an ac­
curacy condition, while the bonus condition represents a combined speed-accu­
racy condition. Apparently, the extra emphasis on accuracy in the combined 
payoff-bonus condition has no effect on parameter a. Indeed, the extra empha­
sis on accuracy should have no effect if the bonus instruction is to be obeyed 
by the subject. Also consistent with the finding that there are no significant 
overall interactions is the fact that all simple effects carry χ payoff prove 
non-significant. 
6.3.3. Alternative Models 
One of the purposes of Experiment 1 was to compare and contrast the Poisson-
Erl-ang model with two alternative models: the three parameter Gamma distribu­
tion (see, e.g., Christie, 1952; Bush and Mosteller, 1955; Luce, 1960; Restie, 
1961) and a model proposed by Hohle (1965, 1967) and Ratei iff (1978, 1979). 
The reasons for choosing these models were: (1) these models are based on as­
sumptions regarding the characteristics of a problem solving subject that 
might apply to mental addition, (2) these models have been shown to apply in a 
variety of tasks, and, (3) these models depend on the same number of parame­
ters as the Poisson-Erlang model. Apart from a choice of models, a choice has 
to be made regarding the aspects on which to evaluate the different models. 
These aspects are first, the goodness of fit of the model, and second, the 
predictions regarding effects of experimental variables on the parameters of 
the model which can be deduced from the theory that underlies these models. 
Before discussing the results a short outline of the basic characteristics of 
the two models is given. 
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6.3.3.1. The Camma Model 
The Gamma model can be derived on the basis of a theory of the execution of 
mental tasks which is closely related to the theory that underlies the Pois-
son-Erlang model. The only difference between the two lies in the fact that 
the former approach assumes that the number of distractions is constant, while 
the latter approach assumes that the number of distractions is a random vari­
able. Hence, the Gamma model can be seen as a special case of the Poisson-Er-
lang model (see Chapter 5). Formally, the Poisson-Erlang model is a compound 
Gamma model. It arises if we assume that the Gamma parameter which stands for 
the number of exponential variables, is itself a random variable. In case of 
the Poisson-Erlang model we assume that this parameter has a Poisson distribu­
tion. 
Apart from the number of distractions, the Gamma model is based on the same 
assumptions as the Poisson-Erlang model. ,lat is, the total processing time is 
assumed to be fixed and the distraction times have an exponential distribution 
with constant rate parameter. Let a denote the total processing time, η de­
note the number of distractions and X denote the rate parameter of the dis­
traction process, then the distribution of the total response time, T, is de­
fined as 
F-rlt) = S \n/T(n) (x-o^'V^*"") dx \,n > 0. 
1
 0 
The expectation of T, 5(7), and the first two central moments can be written 
as 
5(7) = a * nl\ 
σ
2(7) = π/λ 2 
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μ,(Γ) = 2nl\-' 
These moment equations can be used to derive estimators of the parameters 
However, the sampling variance of these estimators is large, due to the large 
variances of higher order sample moments Therefore, we used the same estima­
tion procedure for the parameters as for the parameters in the Poisson-Erlang 
model 
As to the effects of experimental variables on the parameters, the Gamma 
model predicts the same results as the Poisson-Erlang model 
6 3 3 2 The Decision Model 
The decision model proposed by Hohle (1965, 1967) and Ratcliff (1978, 1979) is 
based on the following theory on the execution of mental tasks It is assumed 
that the process between stimulus presentation and stimulus response consists 
of a large number of processes, some operating in parallel, others operating 
serially (Hohle, 1965, 1967) One of these processes can be interpreted as a 
decision phase 1n which the information that is gathered is evaluated and a 
choice 1s made regarding the response The duration of the decision phase is 
an exponentially distributed random variable with rate parameter τ It is as­
sumed that this rate parameter is larger than any of the rate parameters of 
the other processes In addition, the simplifying assumption is made that the 
rate parameters of the other processes are equal The total reaction time, 
then, consists of an exponentially dist-ibuted decision component and a resi­
dual component which may be approximated by a normal distribution, /V(y,o2), 
(see, e g , Ratcliff, 1978) Assuming independence of these components, the 
distribution of the total response time is given by 
FT (t) - e
l ( t , Л
 °
 П л
 VIVAIT χ 1 e y '2 dy 
Using the independence of the decision component and the residual component, 
the expectation of Τ and the first two central moments can be shoivn to equal 
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£(Γ) = τ + μ, 
аг[Т] = τ 2 + σ2, 
and 
Р э ( П = ^ τ 1 
The moment equations can be used to estimate the parameters As this model 
lacks a shift parameter in the sense of the total processing time in the Gamma 
model and the Poisson-Erlang model, a modified estimation procedure which 
makes use of this property is not possible In order to reduce the sampling 
variance of τ, a correction formula was used in computing the sample third 
central moment (Kendall and Stuart, 1963) 
As to the effect of the manipulation о the experimental variables the de­
cision model predicts the following results It is assumed that the decision 
component evaluates the collected information (Hohle, 1967) Therefore, the 
decision component can be influenced by a variation in signal-to-noise ratio 
of the input signal or a variation in a subject's decision criterion, the re­
lation between speed and accuracy Apart from these variables, the decision 
component might be influenced by the number of response alternatives Regard­
ing the experimental variables that were manipulated in this experiment the 
decision model predicts the following effects An increase in the difficulty 
level of tasks should only affect the parameters of the residual component, 
provided that the number of response alternatives and the signal-to-noise ra­
tio of the stimuli remains constant Emphasis on accuracy should affect the 
parameter of the decision component Emphasis on accuracy combined with extra 
emphasis on speed, should not only affect the parameter of the decision compo­
nent but also the parameters of the residual component 
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6 3 3 3 Results and Discussion 
The parameters of all three models were estimated according to the procedures 
outlined above for all subjects under each of the eight experimental condi-
tions Following the estimation of the parameters the goodness of fit of the 
three models was computed As a measure of the goodness of fit we used the 
Kolmogorov-Smirnov statistic (see, e g , Mood, Graybill and Boes, 1974) One 
of the problems with goodness of fit statistics is that the derivation of the 
distribution of these statistics is rather complex if the population distribu-
tion is not completely specified (see, e g , Mood et al , 1974), especially 1f 
moment estimators are used Therefore the absolute value of the Kolmogorov-
Smirnov statistic was used as a measure in the evaluation of the fit of the 
three models The result of this evaluation can be seen in Figure 6 2 Be-
sides the distribution of the goodness of fit statistic which is shown in this 
figure, rank ordenngs of these statistics were computed for each subject and 
condition seperately, leading to 320 measures of fit In 291 cases the fit of 
the Poisson-Erlang model was the best, followed by the fit of the decision 
model In 29 cases the fit of the decision model was better than the fit of 
the Poisson-Erlang model In all cases the fit of the Gamma model was worse 
than the fit of the other models The latter result could be explained by com-
paring the observed third central moment of the reaction times for each sub-
ject with the expected third central moment that can be computed using the mo-
ment equations given in Chapter 5 The mean-squared error of the third 
central moment thus computed was 8 84 for the Gamma model compared with 4 38 
for the Poisson-Erlang model 
Although the difference in fit between the Poisson-Erlang model and the de-
cision model 1s small, we may tentatively conclude that, as to fit, the Pois-
son-Erlang model is superior to the ether nodels Due to the apparent lack of 
fit of the Gamma model, the latter model was excluded from further analysis 
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Figure 6.2. Frequency distribution of the Kolmogorov-Smi r-
nov goodness of fit statistic D for the Poisson-Erlang mod-
el, the Gamma model and the Decision model in a mental addi-
tion task. 
The effects of the various experimental conditions on the parameters of the 
decision model are shown in Figure 6.3. A summary of the analysis of variance 
using the parameters of the model τ, ν and α is given in Table 6.4. The anal­
ysis of variance revealed the following results with respect to the hypotheses 
formulated above. 
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no carry carry 
no bonus 
Figure 6 3 F i t t e d parameter values of the Dec i -
sion model under the experimental cond i t i ons ca r -
r y · payof f and bonus In a mental a d d i t i o n task 
6 3 3 3 1 Carry 
The decision model is based on the assumption that the underlying process 
which generates the reaction time data can be represented as a process con-
sisting of two functionally independent stages or components The first stage 
1s assumed to contain all processes associated with preparatory work, process-
ing of the collected information and execution and control of the motor pro-
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Table 6.1t 
Analysis or Variance Summary Table 
of Decision Model I'arameters 
Source or Variation 
s ι gma 
SS 
BElWEfN SUDJECIS 39 
sqnnros 1| 10.819 2.396 12.068 2.271 5.592 2.169 
s u b j e c t s w i t h i n squares 35 39.508 — 1 6 . Ί 9 8 — 22.557 
WlIMIN SUDJECIS 280 
t r i a l s 7 6.185 5.108 (»*) 15 991 9 71l7 I*») 5.261» 10.694 ( * * I 
c c i d i t i o n s 7 30.230 2ІІ.969 (*«) 103.236 62.930 (*») 20.985 ІІ2.615 ( » * ) 
c a r r y 1 26.559 153.560 (**) 107 .0 Í0 435.530 ( * * ) 20.272 288.300 ( » * ) 
p a y o f f 1 0.138 0 . / 9 / 1.030 M.39M ( * ) 0.031 О.ИЗЗ 
bonus 1 1.928 11.I' lH " , 0.006 0.026 0.302 l t .296 (•) 
c a r r y χ p a y o f f 1 0.218 1.261 O.UHl 0.061 0.030 0.U25 
c a r r y χ bonus 1 0.827 H./BI (») O.OVj 0.233 0.OT5 0.501 
payol f χ bonus 1 0.102 0.592 O.OllO 0 . 1 / 1 0. KUl 2.616 
c a r r y χ p a y o f f χ bonus 1 0.1(59 2.655 0.022 0.093 0.132 1.878 
t r i a l s χ squares 28 5.279 1.090 6.7';li 1.029 2.'168 1.25ІІ 
c o n d i t i o n s χ squares 28 5.261 1.086 6.860 1.015 2.757 1.ВД0 
r e s i d u a l 210 36.322 - - '19.216 - - 111.766 
Note: ( » · ) ρ < 0.001 
(*) ρ < 0.01 
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cesses Involved This component contains processes such as stimulus prepro­
cessing, feature extraction, Identification, response programming and motor 
adjustment The evaluation which takes part in the first phase is used in the 
second phase to arrive at a selection of response alternatives This second 
phase, then, can be influenced by factors as the number of response alterna­
tives from which a response has to be chooser and the distinctiveness (uncer­
tainty or signal/noise ratio) of the input If these components are held con­
stant from one experimental condition to the other and the subject has only 
"more processing to do", the model predicts that the second phase is not 
changed To summarize, the decision model predicts that an increase in the 
difficulty level of tasks should have an effect on the parameters of the resi­
dual component, μ and a The mean value of paraneter μ under nocarry was 2 49 
(SD = 0 46) and 3 63 (SD = 0 80) under carry The mean value of parameter σ 
under nocarry was 0 65 (SD = 0 27) and 1 15 (SÛ = 0 51) under carry There 
was a significant effect of carry on parameter μ, F (1,210) = 435 5 (ρ < 
0 001), M S
e
 = 0 234, and also a significant effect on parameter σ, F (1,210) 
= 288 3 (ρ < 0 001), MSe = 0 070 However, besides an effect on the paraire-
ters of the residual component there was a significant carry effect on the pa­
rameter of the decision component, F (1,210) = 153 56 (ρ < 0 001), M S = 
0 173 This effect is not readily explained from the theory that underlies the 
decision model 
6 3 3 3 2 Speed-Accuracy 
Regarding speed-accuracy the model predicted the following effects Emphasis 
on accuracy, the payoff condition, should have an effect on the parameter of 
the decision component τ This effect is predicted because accuracy can be im­
proved by prolonged processing Yet, prolonged processing is only effective if 
the process in which the correct response alternative has to be choosen, makes 
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an adequate use of the first phase. The mean value of τ under nopayoff was 
1.01 (SD = 0.51), under payoff 1.05 (SD = 0.56). There was no significant 
effect of payoff on parameter τ, F (1,210) = 0.797 (ρ > 0.30), M S
e
 = 0.173. 
As to effects of payoff on the parameters of the residual component the analy­
sis of variance revealed a small effect on parameter y. Under nopayoff μ was 
equal to 3.01 (SD = 0.66), compared with 3.12 (SD = 0.61) under nopayoff, F 
(1,210) = 4.394 (ρ = 0.0373), M S
e
 = 0.234. Recapitulating, the purpose of 
the bonus condition was to urge subjects to improve the mean RT of the base 
condition (nopayoff, nocarry). Yet, the increase in speed should not be 
reached at the cost of a decrease in accuracy. In terms of the decision model 
this would mean that the bonus condition should have a (negative) effect on 
the parameters of the residual component combined with a small (negative) ef­
fect on the parameter of the decision cc iponent. Emphasis on accuracy com­
bined with extra emphasis on speed, then, ,hould have effects on parameters of 
both components. The mean value of parameter τ under bonus was 0.95 (SO = 
0.46), compared with 1.11 (SD = 0.60) under nobonus. The mean value of param­
eter μ under bonus was 3.06 (SD = 0.65), under nobonus 3.07 (SD = 0.62). The 
mean value of a under bonus was 0.87 (SO = 0.38), under nobonus 0.93 (SD = 
0.40). There was a significant bonus effect on parameter τ, F (1,210) = 
11.144 (ρ < 0.001), W S
e
 = 0.173, and a small effect on parameter o, F 
(1,210) = 4.2961 (ρ = 0.039), M S
e
 = 0.070. 
These effects are clearly inconsistent with the interpretation of the deci­
sion model given above. The decision model predicts a small effect on the pa­
rameter of the decision component combined with a rather large effect on the 
parameters of the residual component. The latter effect is predicted because a 
significant increase in speed can only be achieved by an improvement in the 
processing of information and an increase in the speed of motor processes. The 
former effect, a small decrease in the parameter of the decision component, is 
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predicted because of the fact that an Increase in speed should not entail a 
decrease 1n accuracy. The lack of an effect on parameter μ combined with a 
small effect on parameter σ can be explained from the stochastic mechanism 
which underlies the residual component. The latter component arises as a sum 
of a large number of exponential processes with different rate parameters. One 
of the properties of an exponential random variable is that the mean is equal 
to the standard deviation. Hence, a small effect on the rate parameters of the 
exponential subprocesses will probably not show up in the mean RT but will 
produce a small effect in the variance, parameter σ of the residual component. 
As to the effects of the experimental variables on the parameters of the model 
the conclusion is justified that the predictions of the decision model are in­
consistent with the effects found. The most important discrepancy between the 
predictions and the results is found in the decision component of the model. 
Where effects are predicted, they can not be found. Where no effects are pre­
dicted, they do show up. Combined with the results found in comparing the 
goodness of fit statistics, we may tentatively conclude that the Poisson-Er-
lang model applies to mental addition. The model is not only superior regard­
ing fit, but also in predicting effects of experimental variables on the pa­
rameters of the model. 
6.ЗА. Experiment 2 
Although the Poisson-Erlang model proved succesful in accounting for the RT 
distributions in mental addition and in predicting the effects of the experi­
mental variables Carry, Payoff and Bonus, the plausibility and the theoretical 
basis of this approach would be strengthened if these effects proved consis­
tent over experimental tasks. In addition, the theoretical basis of the model 
would be strenghtened if the finding that the models performs better than com­
peting models, would be consistent over tasks. Therefore we tested the Pois-
son-Erlang model using a second task popular in experimental psychology, the 
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mental rotation of images. The results of this experiment will be discussed in 
the following section. 
6.3.1.1. Method 
6.3.1.2. Subjects 
Twentyfour students enrolled at the University of Nijmegen participated in the 
experiment. None had participated in Experiment 1. 
6.3.1.3. Stimuli 
The stimuli consisted of 100 perspective projections of pairs of 3-dimensional 
Figure 6.1. Perspective projection of 
3-dimensional rigid bodies, including a pair dif-
fering by a rotation (A) and a pair differing by a 
rotation and a reflection (B). 
rigid bodies like those used by Shepard and Metzler (1971) (see Figure 6.4). 
In half of the trials, the objects could be rotated into congruence with each 
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other ("same" or "yes" condition), In the other half, the objects differed not 
only by a rotation but also by a reflection and could not be rotated into con-
gruence ("different" or "no" condition) In addition, the stimuli varied in 
angular discrepancy and whether a rotation was required in the picture plane 
or in depth (see, also, Shepard and Metzler, 1971) Stimuli were generated ac-
cording to the procedure described by Metzler and Shepard (1974) 
6 3 14 Apparatus 
The stimuli were computer generated using a line-by-line algorithm (Petty and 
Kervyn, 1977) and displayed on a graphic display at a viewing distance of ap-
proximately 80 cm Subjects responded by depressing one of two buttons (same/ 
different) located in a panel directly in front of them RTs were recorded on-
line and depression of either button resulted in the presentation of the next 
stimulus pair 
6 3 15 Design and Procedure 
Each subject participated in three experimental conditions consisting of 100 
trials Half of the trials required a "same" response and the other half re-
quired a "different" response Same and different trials were completely ran-
domized within subjects Angular difference had three levels 20, 100 and 180 
degrees The sequence of conditions was controlled over subjects using a 3x3 
Latin Square design Subjects were randomly assigned to the "picture plane" 
condition or the "depth" condition and within these conditions to rows of the 
Latin Square 
Prior to the first session, the subject was verbally Instructed as to the 
nature of the task Each subject received 40 practice trials consisting of 
stimulus pairs varying in angular difference to familiarize the subject with 
the stimuli and the general procedure During these practice trials the sub-
ject received feedback on errors If more than 10 errors were made during 
practice trials the subject received an additional set of practice trials 
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Stimuli presented during practice trials were sampled from a spedai set and 
did not reappear during experimental trials During experimental trials sub­
jects received no feedback At the beginning of each experimental condition 
subjects were Instructed to work as fast as possible without making errors 
Subjects were allowed to take a restperiod of approximately five minutes be­
tween conditions Sessions lasted approximately 45 minutes 
6 3 4 6 Results and Discussion 
The overall error rate was 7 38% in the matrix of 7,200 RT observations As 
in Experiment 1, data were inspected for trend effects and statistical outli­
ers In the ensuing graphical plots, tables and statistical analyses, RTs as­
sociated with incorrect responses and statistical outliers have been excluded 
Estimates for the parameters were computed according to the procedures out­
lined above 
Figure 6 5 presents the group mean RTs, computed for "same" and "different" 
(yes/no) responses at the three levels of angular difference The data are 
displayed separately for the "depth" and "picture plane" condition The anal­
ysis of variance which was performed on the mean RTs revealed results which 
are in accordance with earlier results obtained by Shepard and Metzler (1971) 
and Metzler and Shepard (1974) The summary of the analysis of variance is 
displayed in Table 6 5 
The analysis reveals the following results First, mean RT increases signifi­
cantly as a function of angular rotation An additional polynomial trend anal­
ysis revealed only a significant (positive) linear effect F (1,105) = 
142 88, M S = 1 559, ρ < 0 001 Apart from a positive relation between mean 
RT and angular difference, the analysis shows a significant negative relation 
between trials and mean RT, F (1,105) = 34 33, ρ < 0 001 This result can be 
explained by assuming that subjects improve their performance during the ex­
periment due to additional practice and learning effects Second, there ap-
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CONDITION 
PHI THETA 
20 100 180 20 100 
ANGLE OF ROTATION 
180 
Figure 6 5 Overall mean RTs to deter­
mine whether two 3-dimensional objects 
can be rotated into congruence as a 
function of angular difference, plotted 
separately for pairs requiring a rota­
tion in depth" and pairs requiring a 
rotation in the "picture plane" 
Table 6 5 
Analysis of Variance Summary Table 
With Mean RT as Dependent Variable 
Source of Variation DF SS 
Depth/Picture Plane 
Rows 
Depth/Picture χ Rows 
Subjects within Depth/Picture χ Rows 
Angular Difference (A) 
Trial Sequence (B) 
Angular Difference χ Trial Sequence 
Same/Different (C) 
Same/Different χ Rows 
Angular Difference χ Same/Different 
Trial Sequence χ Same/Different 
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pears to be no difference between a rotation in depth and/or in the 
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plane Third, "same" responses are significantly faster than "different" re­
sponses The latter result is explained by Metzler and Shepard (1974) by as­
suming that a subject first tests for a match between the (rotated) internal 
representation and the probe On a mismatch an additional, fixed, amount of 
time is needed to switch to the other response Similar results to those found 
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Figure 6 6 Overall variance of RTs to determine 
whether two 3-dimensional objects can be rotated 
into congruence as a function of angular differ­
ence, plotted separately for pairs requiring a ro­
tation in "depth" (theta) and pairs requiring a 
rotation in the "picture plan" (phi) 
ance (see Figure 6 6) Based on a review of the literature, Pellegrino and 
Kail (1982) proposed a stage model for mental rotation The model consists of 
four stages (1) stimulus encoding, (2) rotation of the comparison stimulus, 
(3) stimulus comparison, and (4) response decision and execution The execu-
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tion of the stages Is assumed to be a serial process that operates as follows. 
After stimulus encoding, the subject enters the stimulus comparison stage. 
Thereafter, the subject either decides for a match or a mismatch (same/differ-
ent response). However, besides a match or a mismatch the subject has a third 
option available. Depending on the evaluation of the two stimuli, the subject 
may decide to perform additional transformations on the comparison stimulus. 
Whether those transformations are executed depends upon the time left. After 
these additional transformations the subject enters the stimulus comparison 
stage once again. Thus, the intercept of the regression of mean RT upon e.g. 
angular difference is determined by the duration of the stages (1), (2) and 
(4). The slope of this regression line is determined by the duration of the 
stimulus comparison stage, the time consumed by additional transformations and 
the time that passes while the subject determines whether some posed deadline 
is met or not. This model supposedly accounts for the reported effects on 
mean RT that have been reported by several authors, including the effects 
found in Experiment 2. It is based on the observation that some variables 
(e.g. depth vs. picture plane rotation) have an effect on the slope of the re-
gression line, while other variables (e.g. "same" vs. "different") have an ef-
fect on the intercept of the regression line. However, we have argued else-
where (Pieters, 1983a, 1983b) that a discrimination between models based on 
(multiple-) regression analysis of RT with other predictor variables is ex-
tremely sensitive to artifacts. The ensuing analysis of the RT data using dif-
ferent RT models shows that several effects on the level of the mean RT and 
the variance of RTs may be produced by trade-off relations between the parame-
ters of the underlying process. Hence, the interpretation of the effects of 
experimental variables on the mean RT or the variance of the RTs using Pelle-
grino' s stage model, may lead to incorrect conclusions regarding the underly-
ing processes. 
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6 3 4 7 The Poisson-Erlang model 
Before discussing the results of the analysis of the RT data of Experiment 2 
using the Poisson-Erlang model, we will briefly summarize the results of Ex­
periment 1 First, an increase in difficulty level had a positive effect on 
the total processing time, parameter a, and a positive effect on the mean dis­
traction time, parameter δ Second, since the task, appeals to overlearned 
operations we predicted (and found) no learning effect on parameter α Third, 
the interpretation of the process that generates distractions leads to the 
prediction of a learning effect in the mean distraction time combined with a 
constant number of distractions, parameter Τ These predictions were confirmed 
In the analysis of variance of the parameters 
The effects of the experimental conditions of Experiment 2 on the parame­
ters of the model are presented in Figur 6 7 A summary of the analysis of 
variance table using a latin square desljn with repeated measures using the 
fitted parameters of the Poisson-Erlang model as the dependent variable in the 
ANOVA 1s are shown 1n Table 6 6 Clearly, the results are in accordance with 
the predictions of the Poisson-Erlang model and support the conclusions of Ex­
periment 1 In short, these p-edictions were (1) an increase in difficulty 
level of the task, represented by the experimental var'able angular differ­
ence, should have a positive effect on the total processing time о and a posi­
tive effect on the mean distraction time 1/6, (2) due to adaptation and learn­
ing there should be a negative effect of trial sequence on the mean 
distraction time 1/δ 
In addition, these results falsify the stage model proposed by Pellegrino 
and Kail (1982) It 1s assumed in this model that subjects use a different 
procedure in "same" and "different" conditions The present results show that 
subjects use the same algorithm both in the "same" as in the "different" con­
dition Mean values of the parameter estimates under the conditions 
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Figure 6 7 Fitted parameter values of the Pois-
son-Erlang model In a mental rotation task under 
the experimental conditions angular difference, 
and rotation in "depth" (theta) or in the "picture 
plane" (phi) 
"same'V'different" vs rotation in "depth" and rotation in the "picture 
plane", are shown in Table 6 7 
The (spurious) effect found on the level of the mean RT is produced by a 
trade-off between the parameters of the model within subjects Small differ­
ences in the parameters of the model from "same" to "different" condition 
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T a b l e 6 . 6 
A n a l y s i s o f V a r i a n c e Summary T a b l e 
o f P o i s s o n - E r l a n g M o d a l P a r a m e t e r s 
S o u r c e o f V a r i a t i o n 
ncpth/Piciure Plane 
Hows 
Ü r p t h / P i с t u r c χ Rows 
S u b j e c t s w i t h i n D e p t h / P i c t u r e χ Rows 
A n q u l H r Π ι Г Г г г е п с е ( A ) 
1 г u i I S e q u e n c e ( B ) 
A n g u l a r О і Г Г е і с п с е χ T r i n i S e q u e n c e 
S a m e / D i f i e r o n t ( С ) 
S a m e / D i f f e r o n t κ Rows 
A n g u l a r D i f l c r e n c s χ S a m e / D i f f o r e n t 
T r i a l S e q u e n c e χ S a m e / D i f f e r e n t 
Α χ Β χ С 
Poo I eri E r r o r 
N o t e : ( * * ) μ < 0 . 0 0 1 
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Table 6.7 
Mean Values and Standard Deviations of the Poisson-Erlang 
Parameters Under the Experimental Conditions 














Same 1.30 1.40 0.58 0.64 5.37 5.11 
(0.84) (0.93) (0.38) (0.45) (2.62) (3.63) 
Different 1.51 1.36 0.62 0.77 5.80 5.32 
(0.95) (0.91) (0.36) (0.50) (2.40) (2.86) 
Note: Standard deviations of the parameters are shown in parentheses (N = 
36). 
produce a significant effect on the level of the mean RT. These results show 
once more that an analysis of mean RTs or for that matter the variance of RTs 
to get evidence concerning the underlying process that generates the RT data 
1s sensitive to various kinds of artifacts. It supports the suggestion of var­
ious authors (see, e.g., Pieters, 1983ab; Theios, 1973) that decisive evidence 
regarding underlying psychological processes should be gathered using the so-
called structural or model approach. 
6.3.5. Alternative Models 
As in Experiment 1 we contrasted and compared the results obtained using the 
Poisson-Erlang model with two alternative models, (1) the three parameter Gam­
ma model and (2) the Decision model. The first aspect on which these models 
were compared, was the absolute value of the Kolmogorov-Smirnov goodness of 
fit statistic. The results of this evaluation are shown in Figure 6.8. The 
frequency distribution of the fit statistics is in accordance with the results 
obtained in Experiment 1. The fit of the Poisson-Erlang model is slightly bet-
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Figure 6.8. Frequency distribution of the Kolmo-
gorov-Smirnov goodness of fit statistic D for the 
Poisson-Erlang model, the Gamma model and the De­
cision model using a mental rotation task. 
ter than the fit of the Decision model. The Gamma model gave the worst fit of 
the three models and is excluded from the ensuing discussion. 
Using the procedure outlined above we estimated the parameters of the Deci­
sion model. The ANOVA design that was used to analyze effects of the experi­
mental variables on the parameters of the Decision model was equivalent to the 
design discussed in the previous section. The analysis of variance was used to 
evaluate the effects of the experimental variables on the estimated parameters 
and to compare these effects with the predicted effects derived from the theo­
ry underlying the Decision model. A summary table of the analysis of variance 
using the fitted parameters of the model Is shown in Table 6.8. A graphic 
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Table β.β 
A n a l y s i s οΓ V a r i a n c e Summnry Table 
o f D e c i s i o n Model Parameters 
Source o f V a r i a t i o n 
t a u mu sigma 
SS F SS F SS 
D e p t h / P i c t u r e Plane 1 2.869 3.06 10.699 2.U6 2.P87 2.1(7 
Rows 2 1.729 0.92 5.062 0Л9 0.1)81 0.21 
B e p t h / P i c t u r e y Row-! 2 1.506 0.80 13.1ll2 1.27 1.276 0.57 
S u b j e c t s w i t h i n D e p t h / P i c t u r e χ Rows 18 16.883 - - 93.283 - - 20.300 
A n g u l a r D i l Terence (A) 2 33.999 57.06 (**) 06.300 1)2.18 (**) 23.737 '13.29 ( * * ) 
T r i a l Sequence (B) 2 6.699 11.21) ( · · ) 1)0.572 19.83 ( * · ) 11.890 21.68 (*») 
A n g u l a r D i r r e r e n c c χ T r i a l Sequence 2 3.739 6.77 (*) 2.982 1.1)6 2.719 І1.96 (*) 
S a m e / D i f r e r e n t (C.) 1 0.059 0.20 13.635 13.33 (*») 6.823 21).89 (*») 
S a m e / D i r r e r c n t χ Rows 2 0.195 0 33 1 992 0.97 0.183 0.33 
A n g u l a r D i f f e r e n c e χ Sdnie/Di f f e r o n t 2 0 626 1.05 7.876 3.85 1.702 2.19 
T r i a l Sequence χ S a m e / D i f f e r e n t 2 0.01)3 0.07 9.135 Ί . Ί β (*) 0.446 0.81 
Α λ Β χ С 2 0.637 1.06 0.753 0.37 0.313 0.57 
Pooled C r r o r 101 30.091 - - 103.321) - - 27.689 
Note: (*«) ρ < 0.001 
( « ) ρ < 0.01 
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display of the fitted parameter under the various experimental conditions is 
20 100 180 
ANGLE OF ROTATION 
Figure 6.9 Fitted parameter values of the Deci-
sion model in a mental rotation task under the ex-
perimental conditions angular difference, and ro-
tation in "depth" or in the "picture plane". 
presented in Figure 6 9. For an in-depth discussion of the Decision model and 
a discussion of the predictions that follow from this approach to RT, the 
reader is referred to the discussion following Experiment 1. At this place, it 
suffices to note that the results of the analysis of the RT data of Experiment 
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2 using the Decision model gives the same results as the similar analysis de-
scribed following Experiment 1 
6 3 6 Discussion 
Hence, we may conclude that the Poisson-Erlang model gives an reasonable ac-
count of the performance of subjects in simple mental tasks such as mental ad-
dition and mental rotation The model not only fits the observed RT distribu-
tions but 1s also capable of giving a qualitative description and prediction 
of the effects of experimental variables on the parameters of the model In 
addition, we may conclude that this approach to RT is more promising and 
fruitful than other approaches to RT including the Decision model and the Gam-
ma model Although further experiments using different tasks are needed to es-
tablish the model as a solid and general approach to RT, we may as yet con-
clude that the evidence that supports the Poisson-Erlang model is sufficient 
to recommend its use in RT paradigms in which the primary interest lies in the 
estimation of the duration of all mental processes between stimulus and re-
sponse that are directed at problem solving As such, it serves Its goal 
clearly better than other approaches to this problem (see, e g , Pellegrino 
and Kail, 1982) 
In addition, we would like to point to another interesting feature of the 
Poisson-Erlang model We strongly feel that this approach can serve a goal in 
reestablishing the link between cognitive or experimental psychology and the 
theory of mental testing, a link that has been absent since the emergence of 
mental testing as a separate discipline around 1900 (see, e g , Berger, 1982) 
Although a few authors have tried to maintain an allegiance to cognitive psy-
chology and its methodology, the mainstream of research in the area of mental 
testing can be characterized as a-theoretical using a naive sort of operatlon-
alism to define its concepts An example of this approach 1s the measurement 
of mental speed, one of the basic issues since the emergence of mental test-
167 
Reaction time analysis of simple mental tasks: A general approach 
ing. Without a firm theoretical base, several authors tried to derive measures 
for mental speed e.g. using a factor analytic approach. As argued by Berger 
(1982): 
Mental speed has not been the subject of a careful conceptual and 
technical analysis. 
This statement is most clearly illustrated by an assertion of Spearman (1927) 
As regards the measuring of speed, there Is no great difficulty; 
for [with suitable arrangements) not much risk is run Inferring 
the duration of a person's mental processes from the time he 
takes to respond to the stimulus, [p.215) 
As argued by Berger (1982), this seemingly simple prescription of the measure-
ment of mental speed conceals a number of important problems. A paper by Peak 
and Boring (Berger, 1982) presents the only exception to this superficial ap-
proach to the problem of measuring mental speed. The assumptions expressed by 
Peak and Boring bear a remarkable resemb ance to the theory on the execution 
of mental processes that underlies the Poisson-Erlang model. Peak and Boring 
state (Berger, 1982) 
. . . the loss of time may be interstitial or It may be inherent In 
the Intelligent act 
In the interstitial case, the lost time is caused by 
irrelevant activities or by self distraction. 
Alternatively, the time loss may 
be inherent. It can be found that the constituents of the act oc-
cur more slowly in the poor subject than in the good subject. . . 
Unfortunately, neither Peak and Boring nor Berger develop this statement into 
a theory for the execution of mental processes that incoporates these ideas. 
The present paper presents such a theory that not only allows one to estimate 
the mental speed or in the present terminology the total processing time, but 
also incorporates the ideas formulated by Peak and Boring regarding so-called 
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distractions Thus, 1t presents not only a measuring device for decomposing 
the total response time into more basic components but offers a firm theoreti-
cal base for doing so This venture, in our view, presents an approach that 
reestablishes the allegiance between cognitive psychology and mental testing 
6 4 General Conclusions 
To summarize the results briefly, a new theory on the execution of simple men-
tal tasks is presented The model which can be derived from the theory, the 
Poisson-Erlang model, 1s shown to apply to mental addition and mental rotation 
problems It was shown that the model is not only superior to other models 
with regard to fit, but also in predicting effects of experimental variables 
on the parameters of the model In addition, the theory can be used in ap-
plied and remedial settings in which apart from a measure of ability a measure 
of attention or mental concentration is needed Instead of defining this con-
struct 1n a vague, operatlonalistic manner, the proposed theory allows for the 
definition of mental concentration as a theoretical construct Mental concen-
tration can be defined as the total distraction time per unit processing time 
Thus, it 1s not only possible to estimate the ability of subjects but also to 
measure the level of concentration which was sustained during execution of the 
task The proposed theory makes it possible to incorporate a subject's concen-
tration in scoring procedures used in mental testing 
Finally, we would like to point to an Interesting result of the experiments 
reported in this Chapter that has not been discussed previously The process 
approach that is used in Chapter 2, Chapter 5 and Chapter 6 to derive the 
Poisson-Erlang model suggests that there is a strong analogy between human in-
formation processing and information processing m a computer using a time-
sharing option Now it 1s a well known fact that in a time-sharing system the 
real processing time or CPU-time 1s neglible compared with the total turn-a-
round time Virtually all time is consumed by overhead (distraction) while 
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only a small portion of the time is taken by execution of the necessary opera-
tions to solve the problem (processing). The same results are found 1n the ex-
periments reported 1n section 6.3. As can be seen 1n Figure 6.1 and Figure 
6.7, the total distraction time is approximately twice the total processing 
time, pointing to the fact that the overhead in the human Information process-
ing system as compared with the real processing time is relatively large. It 
appears, then, that the human information processing system does not operate 
that efficient as is often suggested. However, in order to arrive at a more 
decisive statement concerning the efficiency of the human information process-
ing system, more detailed research is needed. To the authors knowledge, this 
aspect of the human information processing system has not yet been studied, at 
least not using relatively complex mental tasks such as the tasks used in this 
study. 
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THE POISSON-ERLANG MODEL 
In Chapter 2 and Chapter 5 we developed a reaction time model that was based 
on the following assumptions 
• the solution process can be represented by a serial process that involves 
the execution of a number of so-called operations that are necessary to 
arrive at the solution, 
• after the execution of an operation the subject nay not continue with the 
next operation but instead may enter a state of non-processing called dis­
traction 
For a discussion of the theory we refer to Chapter 2, Chapter 5 and Chapter 6 
From these assumptions, we developed a quantitative reaction time model, 
the Poisson-Erlang model In deriving the model, three additional assumptions 
were used 
• the total processing time, that is the time spent while executing the nec­
essary operations, was assumed to be constant over trials that consisted 
of items appealing to the same set of basic operations, 
• the total distraction time, that is the time spent 1n the state of non-
processing, was assumed to be determined by two parameters, the mean num­
ber of distractions T, and the mean distraction time δ , 
• the distractions were assumed to be generated by a Poisson process 
Using these additional assumptions the Polsson-Erlang model for reaction times 
was developed In addition, we derived the so-called Poisson-Erlang model for 
the number of items completed 1n a given, fixed time t 
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I t is clear, however, that these additional assumptions introduce res t r i c -
tions as to the app l icab i l i t y of the model to experimental tasks or tasks used 
in the realm of mental test ing that are rather profound F i rs t , a l l tasks are 
excluded for which the solution process is not f u l l y known in advance to the 
subject That is the solution process may not contain any stochastic compo-
nents This includes, for example, a number of tests that are commonly used 
in intel l igence tests and testbatter ies, such as, series completion tasks and 
Raven type items Second, the model can only be applied to tests or tasks that 
consist of items that are equal with respect to item d i f f i c u l t y This would 
exclude pract ica l ly a l l tests used in the realm of mental testing today, since 
one of the properties of these tests is generally that the items are chosen 
such that the variance in item d i f f i cu l t y is large The question however i s , 
whether we need tests that consist of i tei s that vary in d i f f i c u l t y i f we know 
that the main determinants of mental test performance appear to be precision, 
speed and distraction (see e g Berger, 1982, Pieters and Van der Ven, 1982) 
Eysenck (1982) takes an ejen more pronounced position when he states 
The ma/or finding is that, along several independent lines (psy-
chophysiological recording of AEP's, RT measurement, inspection 
time determination), IQ correlates very highly ( 8 and above, 
without correction for attenuation) with tests which are essentially 
so simple, or even directly physiological, that they can hardly be 
considered 'cognitive' in the accepted sense There is certainly no 
question of problem solving, only simple sense impressions are in-
volved, and simple motor movements in response There is little 
or no room either for educational, cultural, or social status ef-
fects to arise; no subject taking part in these investigations 
would have the slightest difficulty in making the appropriate re-
sponse given sufficient time Thus we arrive at the astonishing 
conclusion that the best tests of individual differences in cogni-
tive ability are non-cognitive in nature ' This conclusion is cer-
tainly counter-intuitive, but it is difficult to see how it can be 
avoided, in the light of the evidence [p 9) 
The main issue in th is Chapter w i l l be to give an outl ine for the construc-
t ion of more general models that are in accordance with the theory on the exe-
cution of simple mental tasks F i rs t , we w i l l discuss a model that resembles 
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a class of models for concept identification (see e g Atkinson et al , 1967) 
Since this approach starts from the same assumptions as the approach followed 
by Furneaux (1952, 1955, 1961), we will begin with a critical discussion of 
the models proposed by Furneaux and White (1973, 1982) Second, we will dis-
cuss how a model could be devised such that the probability of a correct re-
sponse is given by a logistic function determined by a subject parameter and 
an item parameter In other words we will sketch how the present approach can 
be linked to the approach followed by Van den Wollenberg (1979) who used this 
logistic function (the Rasch model) to describe the performance of subjects in 
so-called time-limit intelligence tests 
7 1 Furneaux's problem solving model 
As is correctly pointed out by Berger (1982), Furneaux is one of the notably 
few that developed a theoretical framework to measure mental speed Furneaux 
(1952, 1955, 1961) assumed that problem solving behavior depends as well on 
characteristics of the subject as on characteristics of the problem to be 
solved (item) Among the many possible characteristics that may Influence a 
problem solving subject, Furneaux assumes that the main determinants are (a) 
the speed at which the subject works, (b) the efficiency or accuracy of the 
subject, and (c) the persistence in continuing to search for the solution in 
the light of discouragements Regarding the problems, Furneaux assumed that 
the main factor that should be used to discriminate or differentiate between 
items was the so-called 'item difficulty' 
The problem solving device corresponding with these concepts is assumed to 
operate in the following manner If a problem 1s presented to the subject a 
search process is activated that retrieves potential solutions to the problem 
Each of these solutions is examined by a device called the 'comparator' in or-
der to determine whether the retrieved solution constitutes the solution of 
the problem As stated by Furneaux (1961) 
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A device must be postulated which carries out this examination -it 
must bring together the neural representations of the perceptual 
material embodying the problem, the rules according to which the 
problem has to be solved, and the particular organization of ele-
ments whose validity as a solution has to be examined 
If this device, the comparator, is confronted with the correct solution, it is 
assumed to recognize this solution as such with probability one Otherwise, 
if the retrieved solution does not represent the correct solution, 1t will 
nevertheless be accepted as such with a given probability that is a function 
of what is called the 'band-width' of the comparator This band-width is 
called the accuracy of the subject Persistence or continuance is definpd as a 
function of the length of time for which the comparator remains 'set' for a 
given problem during the search process It is clear, that given such a de-
vice the probability of an error is directly related to the band-width of the 
comparator Furneaux (1961) assumes tha the number of nodes in a generated 
neural pattern is proportional with item difficulty If a problem of a given 
difficulty is presented to the comparator, the system is assumed to generate a 
set containing all neural patterns with a number of nodes corresponding with 
the difficulty level of the item Since item difficulty is assumed to be re-
lated to the complexity of the neural organization corresponding with the 
problem, it is also clear that the number of neural patterns that fall within 
the band-width of the comparator increases as the item difficulty is in-
creased Thus, the probability of an error is positively correlated with item 
difficulty Last but not least, mental speed is assumed to be related to the 
time required to activate a specific neural circuit 
We cannot conclude otherwise than that the comparator, an essential part in 
Furneaux's problem solving model, is nothing but a homunculus Indeed, Fur-
neaux (1961) reaches the same conclusion when he states 
A theory of this kind should not, of course, be taken too seri-
ously It might, for example, be objected that introspection dur-
ing problem solving reveals nothing comparable to the postulated 
search process, but then neither does visual experience in any 
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way suggest the underlying complicated retinal and central 
processes A more telling argument would be that it simply re­
places the problem-solver by a litle mannikin, the comparator 
Yet, he continues to derive predictions from the model instead of rejecting it 
as a sound theory 
White (1973, 1982) has developed some models for measuring Individual dif­
ferences in speed, accuracy and persistence, that represent a refinement of 
the formalized problem solver proposed by Furneaux (1952, 1955, 1961) The 
difference between the two approaches lies in the fact that White (1982) pro­
poses a somewhat different stochastic process that is assumed to generate the 
data, especially the process that is related to the persistence or continuance 
of a subject White assumes that Furneaux's problem solving device is equipped 
with a timing device or time switch, which operates according to the following 
rules 
• the time switch will not operate for t < ti 
• for t > ti the time switch operates with certainty and the response asso­
ciated with this response time will be 'abandon', 
• for ti < t % t2 the time switch will operate on a random basis such that 
the probability of operation is uniformly distributed over the interval 
(tl.tl) 
Thus, all outcomes (correct, error, or abandonment) are associated with re­
sponse times in the interval ti < t й t2 The persistence or continuance 
characteristics of a subject are related to the parameters ti and tj The 
subject characteristics accuracy and speed in White's model are defined in the 
same manner as in Furneaux's problem solving model 
Following the definition of the formalized problem solver, White proposes 
three latent trait models that incorporate the three subject parameters mental 
speed, accuracy, and persistence or continuance, and the item parameter diffi­
culty The basic equations in the model are 
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P[correctinot abandon, completion at time T) = a 
and 
P[abandon \ completion at time 7) = β 
The three latent trait models arise if we specify the probabilities α and ft in 
terms of the Item and subject parameters. The simple version of the model re­
quires 
α 
In = a-d 
1-a 
В 
In = T-p 
and 
E[sT\correct, completion at time T) = d 
where a denotes accuracy, d denotes item difficulty, ρ denotes persistence, 
and j denotes speed. The assumption that, others things being equal, a sub­
ject that works at a higher level of speed should have a higher probability of 
giving a correct response, leads to the following set of equations 
α 
In = a*sT-d 
1-a 
3 
In = T-p 
7-13 
If we allow for the fact that the functions that relate α and β to Τ may have 
a different shape for all items and all subjects respectively, we get 
α 
In = D(a+sT-d) 
1-a 
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In = с(Г-р) 
Í-S 
The reader familiar with latent trait model may have noted that the latter ap-
proach is in fact a Birnbaum model, while the former approach is a Rasch mod-
el Given either model we can set up a system of likelihood equations that can 
be used to estimate the parameters For an in depth discussion of these equa-
tions and the numerical procedure that is used, we refer to White (1982) 
Although not stated explicitly, it is assumed that the latent trait equa-
tions that are given above are consistent with the formalized problem solving 
device that is described earlier Apart from the fact that the timing device 
introduces two points of truncation fi and tj that are neglected 1n the latent 
trait models, there are other, more profound, problems regarding the relation 
between the qualitative model and the quantification as latent trait model In 
our view, the latent trait model is inconsistent with the formalized problem 
solver that is assumed to generate the data For example, the equation that 
relates parameter Í to Τ implies in all three approaches that the probability 
of abandonment given completion at time Τ is given by the logistic function 
with parameters T-p or c[T-p) The logistic function can be derived from 
the differential equation 
dF 
— = C(Flx)-AUB-F(x» 
dx 
with A, B, and С suitably chosen Using the fact that F(x} is a cumulative 
d i s t r i b u t i o n funct ion, i t may be shown that the solution of the d i f f e r e n t i a l 
equation is given by 
Fix) = (7 + D " V W C r 7 
which is of the form given by White if we chose С = 7 and D = exp(-p) or С = 
7/c and D = exp(-cp) for the general equation In the equation A and 8 have 
to be chosen such that A - 0 and 0 = 7 The differential equation can be 
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interpreted (Johnson and Kotz, 1970) as: rate of growth - Cx(excess over 
initial value A) χ (deficiency compared with final value β ) . This is in flat 
contradiction with the assumption that the time switch operates purely random 
in the given interval such that the probability of operation is uniformly dis­
tributed over the interval. In addition, it is clear that parameter ρ is not 
Involved in the differential equation itself, but is introduced to ensure that 
the resulting distribution is a proper probability distribution. 
Apart from the problems connected with the relation between the formalized 
problem solver and the latent trait models, there are some problems with re­
spect to measurement theoretical aspects of this approach. It is implicitly 
assumed in all three models, that the subject parameters as well as the item 
parameters, i.e. a , d, s, and p, are measured on the same dimension or con­
tinuum. However, there is no justificatie ι whatsoever for such an assumption, 
especially for the compound expression sT. 
In addition, it is assumed that all processes between the presentation of 
the problem and the resulting outcome of the process are directed at problem 
solving only. It is clearly shown in the present study that the total response 
time is a composite score that consists of the time spent in execution of the 
operations necessary to arrive at the solution and the time spent in the state 
of distraction. In summary, we may conclude that the approach chosen by Fur-
neaux (1952, 1955, 1961) and White (1973, 1982) suffers a number of flaws that 
prevent it from fullfilling the goals that are set by these authors, a theo­
retically sound method for the measurement of individual differences in speed, 
accuracy and persistence. 
7.2. A generalized Poisson-Erlang model 
In the previous section we discussed a number of problem solving models pro­
posed by Furneaux (1952, 1955, 1961) and White (1973, 1982). We showed that 
these models suffer from a number of inconsistencies as well regarding the 
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derivation of distributions as regarding measurement theoretic properties. In 
this section we will present a generalized version of the Poisson-Erlang model 
that is developed from the basic ideas underlying Furneaux's approach. In ad­
dition, we will show how these models can be adapted to a latent trait ap­
proach. 
As in the case of Furneaux we will assume that when a subject is confronted 
with a problem, a search process is initiated that retrieves potential solu­
tions to the problem. More formally, we assume that 
1. Given item /', there exists a set of hypotheses 
H.=lHi,. .. ,Нг,... ,H. , } corresponding with the item, such that the 
set H. can be partitioned in two subsets H and Hi where H is assumed 
to contain the hypotheses leading to the correct response for that item, 
and, Hf is assumed to contain the hypotheses leading to the false re­
sponse for that item. 
2. On each search trial a hypothesis is randomly selected from the set such 
that the probability of selecting a hypothesis from the set H is equal 
to B. The outcome connected with the selection of a hypothesis from the 
set H is with probability one the correct response. In addition, there 
is a probability α that a subject selects a hypothesis from the set H,, 
and accepts it, thus giving a false response. Hence, parameter a can be 
interpreted as the subject's (in)accuracy. 
3. If a hypothesis is rejected, the subject retrieves a new hypothesis from 
the search set. However, we will assume that connected with the retriev­
al of a hypothesis there exists a probability π that the subject contin­
ues the retrieval process instead of abandoning the problem. Thus, pa­
rameter n is connected with a subject's persistence or continuance. 
4. The latency connected with the selection and retrieval of a hypothesis 
follows an exponential distribution with parameter λ. 
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5 If a hypothesis is selected there 1s a constant probability μ that the 
subject enters a state of non-processing, distraction The time spent in 
the state of distraction is exponentially distributed with parameter δ 
We would like to note that the structure that is assumed to direct the genera­
tion of the set of hypotheses and the selection of hypotheses from this set is 
very simple We could, for example, elaborate the process such that it incor­
porates a process that updates the set of hypotheses continuously or that the 
initial set is constructed according to a number of specified rules (see г g 
Falmagne, 1968, Millward and Wickens, 1974) This, however, 1s not attempted 
in the present study, since our main purpose is to give an outline for gener­
alized versions of the Poisson-Erlang model 
It 1s easily shown that the assumpties given above, lead to the following 
matrix of transition probabilities (see Τ ble 7 1) connected with the discrete 
state vector (C, F, Si, Si, , S , A) where С stands for a correct re­
sponse, F stands for a false response. Si, Si, and S , stand for the states 
connected with the retrieval of a hypothesis from the entire search set, and, 
A stands for abandonment of the problem The initial vector for this Markov 
process is equal to (0, 0, 1, 0, , 0) Given the matrix of transition 
probabilities we can derive the probabilities of a correct response on trial 
k+1, of a false response on trial k+1, and, of an abandonment on trial /c + 7 
The equation expressing the probability of a correct response at trial k+1 
can be shown to equal 
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Table 7.1 
Matrix of Transition Probabilities 







0 0 0 0 
0 0 0 0 
0 Citi 
0 0 ξιτ2 
0 0
 ε*η 






Note: ξ stands for ( Ι - α - ß ) . 
/ » (S , , S 2 , . . . , Sk, Ck+1) = Ρχί7-α-ΒΓ ' Π ir#. 
the equation expressing the probability of a false response at trial k+1 
be shown to equal 
k-1 *"' PISL S2, ... , Sk, Fk4) = αχ[7-σ-3)'ί . П и , 
and the equation expressing the probability of an abandonment at trial 
can be shown to equal 
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к Ь'
1 
PCSx, S 2 > , S .^, Ak.}) = (/-irfc)íí-a-pr Π π, 
Since the states Si, Sj, are not observable, we have to impose a re­
striction on the persistence parameters тгі, іг
г
. The most simple, but also 
the most restrictive assumption with respect to these parameters which ensures 
that the equations for the component latencies and the overall response laten­
cies become mathematically tractable, is to assume that they satisfy 
ir; = π, / = 7, 2, 
This assumption is the discrete analogue of the assumption that the probabili­
ty of an abandonment at time t is constant for each t, leading to an exponen­
tial function for abandonments 
Given these assumptions it 1s easily shown that the probability distribu­
tion of the number of samples, К, from ti e set of hypotheses before a correct 
response equals 
P(Si, S 2 , , Sk, Ckt1) = i W - a - f S ) ) * " 7 , к = 7,2, 
while analogously, the probabi l i ty of a ( fa lse) response associated with a hy­
pothesis retrieved from the set Ht equals 
PISX, S», , Sk, Fk4] = αΜΙ-α-Μ*'1, к = 7,2, 
Using a similar argument, it is easily shown that the probability of an aban­
donment on trial k+1 is given by 
PISi, S2, , Sk, Akt1) = (7-»)ίιι(ί-«-Η)*, к = 7,2, 
In the sequel, we will use Τ for (irCl-o-ß)) in order to avoid cumbersome ex-
pressions Combining these equations with the assumption that the time con-
nected with the retrieval of an hypothesis is exponentially distributed with 
parameter λ and using the fact that a sum of a geometrically distributed num-
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ber of independent identically distributed exponential variables is again ex­
ponentially distributed (Mood et al , 1974), it can be shown that the prob­
ability function of the total retrieval time connected with a correct response 




 S t) = x{7-exp(-Xi(r-rjJ 
c
 7-Г 
Using analogous arguments it can be shown that the distribution of the total 
retrieval time connected with false responses is given by 
aï 
FIT, й ti = x{;-exp(-Xt(7-r)) 
г
 7-Г 
Using similar arguments it can be shown that the distribution of the total re­
trieval time for an abandonment 1s given by 
fí-itjT1 
F(T <. t) = x{/-e*p(-Xt(7-r)) 
" 7-1 
Using straightforward but tedious calculations we can derive the distribution 
of the number of the distractions before correct responses, before false re-
sponses and before abandonments Using these distributions and using the as-
sumption that the individual distraction times are exponentially distributed, 
we may derive the distributions for the total distraction time for the various 
responses Following this, we can derive the distribution of the total re-
sponse time for the various responses Using the fact that the total retrieval 
time and the total distraction time are independent and applying the well 
known convolution theorem (Mood et al , 1974), we arrive at the distribution 
functions for the total response time (RT) 
In assumption 5 we assumed that the probability of entering the state of 
distraction is constant over trials and equal to μ Hence, given a fixed num­
ber of trials, the distribution of the number of distractions is given by the 
Binomial distribution It is easy to see, then, that the distribution of the 
number of distractions up to a correct response is given by 
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Σ ( )vkl1-v)m~k№m = if — )* Σ ( }[ΖΠ-ν)Γ 
m>k к 7-μ mïk к 
V . - m+k 
= β( Г Σ ( )[Ц1
 V)]m 
1 - μ m=0 m 
-i, 
Using the f a c t t h a t the T a y l o r expansion of 11-x) i s given by 
- k-1+i , 
Σ С )*•' 0 < χ < 1 
ι=0 ι 




і-ці- і [l-vUi-Ki-vìl 
Mutatis mutandis, the distribution of the number of distractions up to a false 
response can be written as 
g
 iif " fc-y 
i-t(l-v)* (ΐ-ν)(ΐ-*(ΐ-ν)ί 
Using similar arguments, the distribution of the number of distractions up to 
abandonment can be show to equal 
»f ) 
i-zd-vi (І- Ш-іІі vìi 
The d i s t r i b u t i o n s of the t o t a l d i s t r a c t i o n t ime f o r the var ious responses can 
be obtained using the approach which led to the d i s t r i b u t i o n of the t o t a l r e -
t r i e v a l t ime f o r these responsps Given these d i s t r i b u t i o n s , the d i s t r i b u t i o n s 
of the t o t a l response t ime are obtained by use of the convo lu t ion theorem 
Given two independent random va r iab les X and У the c o n v o l u t i o n theorem gives 
the d i s t r i b u t i o n o f the new random v a r i a b l e Z'X+Y as 
Pi.Z<zi =· ƒ Fv(i-xifUx} dx 
DU) Y * 
where £>(z) is the domain of the new variable Ζ 
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As was noted earlier, the model for problem solving behavior that is dis-
cussed in this section represents no more than an outline for an approach to 
the measurement of Individual differences regarding speed, accuracy, persis-
tence and distraction, that is in accordance with the theory on the execution 
of simple mental tasks presented earlier in this study This approach may 
serve a function in presenting a new line of research The models can be elab-
orated by using more sophisticated mechanisms that govern the process of hy-
pothesis selection (see e g Falmagne, 1968, Millward and Wickens, 1974), and 
the decision to abandon the problem (see e g Van der Ven and Smit, 1982) 
One of the problems with the approach to problem solving behavior that is 
sketched in this section is that it leads to probability models that are not 
easily connected with the models that are used in the psychometric literature 
More specifically, we would like to devise a stochastic mechanism for problem 
solving behavior that would lead to the well know Rasch model at least for the 
probability of correct and false responses The reason for the choice of the 
Rasch model is that this model has some measurement theoretic advantages over 
other models 1n psychometrics A tentative approach would be to devise a 
mechanism that generates hypotheses according to the theory on the search of 
associative memory proposed by Raaijmakers (1979) and Raaijmakers and Shiffrin 
(1981) A suitable choice of the relative strengths of items with retrieval 
cues in this model would lead to response probabilities that follow a logistic 
response function However, the implementation of such a model would go beyond 
the scope of this thesis Therefore we will discuss a tentative process model 
that is based on very simple assumptions regarding the problem solving behav-
ior of subjects that will lead to the logistic response function for dichoto-
mous items 
185 
Some generalizations of the Polsson-Erlang model 
7 3 A stochastic approach to the Rasch model 
In the previous sections we discussed generalized versions of the Poisson-Er-
lang model that have a wider application than the model developed for simple 
mental tasks commonly used in so-called pure-speed tests In discussing the 
models proposed by Furneaux (1952, 1955, 1961) and White (1973, 1982) we en­
countered the use of latent trait models 1n a process approach to the psycho­
logical processes that play a role in the human information processing system 
In this section, we will investigate whether one of the most popular models in 
the class of latent trait models, the unidimensional dichotomous Rasch model 
(see e g Fischer, 1974, Lord and Novick, 1968, Rasch, 1960, 1961, 1966), 
might be derived from a stochastic process that is plausible from a psycholog­
ical point of view Using this approach, the search process that was present­
ed in the previous section can be update I such that the resulting probabili­
ties for the responses are in accordance /ith the logistic testmodel or Rasch 
model Before addressing the derivation of the Rasch model we will discuss in 
short the basic properties of the unidimensional dichotomous Rasch model 
7 3 1 The dichotomous Rasch model 
One of the most popular models in the class of latent trait models is undoubt­
edly the so-called Rasch model or Rasch-Birnbaum model developed independently 
by Rasch (1960) and Birnbaum (1957) The attractivity of this approach lies 
according to a number of authors mainly in two points (a) it 1s a member of 
the class of psychometric models that are based on the so-called strong true 
score theory, and (b) the property of specific objectivity 
The basic equation 1n what is referred to as classical test theory Is the 
equation that relates the observed (test)scores to psychological concepts like 
ability or intelligence Classical test theory is based on the assumption that 
the observed score X of subject ν on Item / written as X is a composite 
score consisting of a true score τ and an error score £ such that 
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Xvl - V f v / 
It is clear, then, that the stochastic element in the observed scores is com­
pletely attributed to the error score. The true score component is assumed to 
be a fixed constant. Hence, the true score model that is assumed to underly 
the classical approach is a member of the general class of linear models, and 
thus strongly connected with techniques like regression analysis and factor 
analysis. 
If it is assumed, instead, that τ is not a fixed true score but a parame­
ter of the conditional distribution f ( . X v : \ ' l v ) , w e 9 e t what is commonly re­
ferred to as a strong true score theory. In using the strong true score ap­
proach it is assumed that the observed score is determined by latent subject 
parameters and latent item parameters. The function that relates these two 
sets of parameters is called the item characteristic function. More formally, 
we assume the existence of a function f(·) that relates the observed or mani­
fest variables and the latent variables, such that 
ПХ , = *wl'.£vî = f,Hyì-
A latent trait model that can be shown to have some very elegant mathematical 
and methodological properties can be obtained by defining the item character-
istic function as 
flKy.op = l1+exp[o.-Kv»-'. 
It has been shown by a number of authors (see e.g. Fischer, 1974; Jansen, 
1983; Rasch, 1960, 1961, 1966; Van den Wollenberg, 1979) that the logistic re-
sponse model defined above, is equivalent with the assumptions 
• Unidimensionality - that is the latent subject and item parameters are 
measured on one latent continuum; 
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• Monotonicity - the item characterist ic functions are s t r i c t l y monotone in 
the latent t r a i t ; 
• Local stochastic independence - the j o i n t probabi l i ty of a posit ive re-
sponse to item ;' and item / is equal to the product of the marginal prob-
a b i l i t i e s ; 
• Sufficiency of the simple sum statistic - the conditional d is t r ibut ion of 
the response vector given the simple sum does not depend on the parameter 
of th is d i s t r i bu t ion ; 
• Dichotomous items. 
It has been shown repeatedly in the literature (see e.g. Fischer, 1974) that 
these assumptions imply the Rasch model. In addition, it is shown that, within 
the domain of probabilistic models for d'chotomous responses, the Rasch model 
possesses an attractive methodological pr perty usually referred to as specif-
ic objectivity. 
Rasch (1961, 1966) refers to specific objectivity as the comparison of two 
arbitrary objects from the relevant universe of objects such that this compar-
ison is independent of the selection of one or more agents (measurement de-
vices, items, tests) from the relevant universe. In addition, the comparison 
of agents should be independent of the selection of objects. Rasch has shown 
that the class of unidimensional models reduces to the class of exponential 
models when the requirement of specific objectivity is introduced. It is a 
well known fact (see e.g. Mood et al., 1974) that if a giver family of prob-
ability density functions is a member of the exponential class or exponential 
family, the simple sum statistic is a minimal sufficient statistic. As we have 
seen, the axiom of unidimensionality combined with the axiom of sufficiency of 
simple sum statistics leads to specific objectivity. Hence, these sets of axi-
oms are exchangeable. The question arises, then, whether specific objectivity 
is indeed a surplus property of probabilistic models which is to be pursued, 
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or that it is nothing more than a methodological interpretation of a statisti-
cal property of a certain class of probabilistic models. The problem is that 
hitherto specific objectivity is defined in relation to the Rasch model or in 
relation to the class of exponential models. As such the two coincide. 
Recently, Roskam (1983) and Jansen (1983) (see also Roskam and Jansen, 
1984) proposed a definition of specific objectivity starting from a probabi-
listic context, a probabilistic version of Guttman's scalogram. They show that 
if an item ordering can be established such that this ordering is stochasti-
cally independent of the reference population of subjects, i.e. specific ob-
jectivity, the Rasch model is implied if the item characteristic function is 
generally differentiable and local stochastic independence applies. In fact, 
their assumption is the probabilistic counterpart of the independence axiom in 
conjoint measurement. However, as is correctly noted by Jansen (1983), the as-
sumption of a stochastically consistent item ordering for all sets of two 
items is equivalent to Luce's Choice Axiom. We have the strong impression 
that the class of probabilistic models that satisfies Luce's Choice Axiom is a 
member of the exponential family. If this assertion proves correct, we are 
back to where we started. 
7.3.2. A derivation of the Rasch model 
As we have seen, the Rasch model can be derived in a number of ways. First, 
we have what could be referred to as the 'traditional' derivation in a psycho-
metric context. Second, we have the derivation of the Rasch model as a proba-
bilistic variant of Guttman's scalogram. Third, we have the derivation of the 
Rasch model in the context of measurement theory as a special case of the 
Bradley-Terry-Luce measurement models. Last but not least, we have the deri-
vation of the logistic function in pair-comparison experiments by Yellot 
(1977). 
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However, neither of these approaches, with an exception for Yellot's ap­
proach, can be considered to be a derivation of the logistic response function 
or Rasch model from a psychologically plausible process model. The question 
is how subjects should 'behave' if the Rasch model is to apply. Yellot (1977) 
has shown that a certain class of"models that are based on what is generally 
referred to as discriminal processes, are in accordance as well with Luce's 
Choice Axiom as Thurstone's Theory of Comparative Judgement. In short, it is 
assumed that the discriminai processes corresponding to a set of objects oi, 
о
г
,... can be represented as Ui+Xi, и 3
+
Х 2,... where ui, иг,... are fixed 
constants or scale values and X ^ Xz,... are independent identically dis­
tributed random variables. Yellot shows that 1f the random variables Xi, 
Хг,... or more specifically the characteristic functions of these random 
variables satisfy a certain condition (s e Yellot, 1977), the response prob­
abilities in pair-comparison experiments ollow a logistic function. The pa­
rameters of this function can be shown to be equal to the scale values for the 
specific pair. In addition, Yellot shows how this finding can be generalized 
to complete choice experiments with three or more objects. 
Although the approach followed by Yellot describes how a subject should 
'behave' if a logistic response function is to apply, it is difficult to see 
how this approach can be used in a problem solving context. In this section 
we will propose a stochastic mechanism for problem solving behavior that will 
lead to a logistic response function if the subject is confronted with dicho-
tomous items. Although we feel that this mechanism is easily generalized to 
polychotomous items we will confine ourselves to the dichotomous case. 
Suppose a subject is confronted with a problem that 1s to be solved. Let 
A and В constitute the possible responses. Then, it is assumed that corre­
sponding to A and В the subject generates two sets of random variables 
{X=Xi, Xj ,. .. } and {V=Vi, Vj ,... 1 respectively, that constitute informa-
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tion in favor of the response alternatives Without assuming exactly to which 
parametric family the probability functions corresponding to X and Y belong, 
we will assume that the limiting distributions of the largest order statistics 
X' and V' are such that there exist constants {a } and {b } such that 
η η η η 
[Χ' -a } and ( У -b ) converge in distribution to 
eicpf-e y ] 
This means that we assume that the largest information favoring response al­
ternative A or response alternative В follows a double exponential distribu­
tion Furthermore, we assume that the cumulative distribution functions corre­
sponding to the maximum information values are identical for both response 
alternatives Then, the subject choses response alternative A iff 
((X'-aJ-CY'-bJ) > 0 
η π η η 
Gumbel (1961) has shown that the difference between two Independent identical­
ly distributed variables that follow the double exponential distribution or 
extreme value distribution is given by the logistic distribution Hence, the 
probability distribution of the random variable 
llX'n-onl-lY'n-bn» 
is given by the logistic function In order to arrive at the Rasch model we 
have to assume that the information that is generated in favor of one of the 
response alternatives depends not only on the difficulty of the presented item 
but also on the ability of the subject Furthermore we have to assume that 
the parameter which represents these relations can be additively decomposed 
into a subject parameter and an item parameter Hence we have to assume that 
the constants {σ } and {b } are rplated to these parameters such that the 
probability that 
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ax'n-cn)-(Y'n-bnn > о 
Is given by the Rasch model 
However, further analysis and experiments are needed to determine whether 
these assumptions are plausible from a psychological point of view In addi­
tion, mathematical analysis and simulation studies on process models are need­
ed in order to determine whether we can find distribution functions for which 
the constants (a } and {b } at least in probability converge to an additive 
composition of item difficulty and subject ability 
At this point we express our doubt that such an enterprise will prove succ-
esfull A review of the literature on the logistic distribution shows that 
there are a number of stochastic processes that lead to the logistic distribu­
tion However, if we consider the plausib H t y of these processes from a psy­
chological point of view, we arrive at t e conclusion that the only process 
that has some psychological plausibility is the approach leading to a set of 
extreme value distributions that was discussed above As these extreme value 
distributions arise as limit distributions of order statistics, the question 
arises as to the nature of the parent distributions of these random variables 
The problem arises then, that the general class of distributions that lead to 
the appropriate extreme value distribution for the largest order statistic, 
has a parameter structure that is incompatible with the parameter structure of 
the logistic response model This parameter structure is an additive decompo­
sition of the ability parameter of a subject and the item difficulty parame­
ter As Gumbel's theorem only applies in the case of independent indentically 
distributed extreme value distributions, it follows directly that the parame­
ter structure of these distributions should coincide with the parameter struc­
ture of the logistic response model In addition, this would also Imply that 
the parameters of the parent distributions of these random variables have an 
equivalent structure Thus, the cumulative distribution functions related to 
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the information concerning the response alternatives would have the same pa­
rameter structure. This assumption however, seems to be rather implausible. 
ΊΑ. Summary 
In this Chapter we discussed some generalizations of the Poisson-Erlang model. 
It is shown that the Poisson-Erlang model that was introduced in Chapter 2 and 
Chapter 5 can be generalized to problems for which the algorithm leading to 
the correct solution is not known in advance. In addition, we discussed simi­
lar approaches to problem solving behavior, notably the approach followed by 
Furneaux (1951, 1955, 1961) and White (1973, 1982). It is argued that the 
quantitative models that are used by these authors are not in accordance with 
the qualitative structure that is assumed to generate the data. The models 
were refuted as well from a methodological point of view as from a measurement 
theoretic point of view. Finally, we introduced a stochastic mechanism that 
describes the problem solving behavior of subjects leading to the logistic re­
sponse function or Rasch model. 
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SUMMARY 
This dissertation is concerned with a componential analysis of response laten-
cies in simple mental tasks The major issue 1s to develop a theory regarding 
the components of response latencies and to derive quantitative RT models that 
are based on this theory 
The use of RT paradigms has a long tradition in psychology It has been 
from the beginning one of the most important tools to study the speed and 
structure of mental processes Chapter 1 1s devoted to a historical review of 
the research on RT in psychometrics It discusses the various approaches in 
the study of the relation between RT or he speed of mental processes and in-
telligence In addition, Chapter 1 contains a review of the historical back-
ground of the present study It describes how the approach to RT that is pre-
sented In this thesis emerged from the study on so-called time-limit 
intelligence tests by Van der Ven 
Time-liimt intelligence tests car be considered to ly on a continuum formed 
by so-called pure speed tests on one end, and, so-called pure power tests on 
the other end The tests usually consist of a number of items that differ with 
respect to their difficulty level The number of items is chosen such that no 
subject completes all items within a given time-limit Chapter 2 discusses the 
application of the binomial error model in time-limit tests as proposed by Van 
der Ven Van der Ven showed that the binomial error model can be used to get 
estimators for precision in time-limit tests if the so-called constancy hy-
pothesis applies Reanalyzing the tests used by Van der Ven, Van den Wollen-
berg showed that the constancy hypothesis had to be rejected in these tests 
Chapter 2 discusses the Rasch model which is proposed by Van den Wollenberg as 
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a measurement theoretically sound and powerfull tool to analyse time-limit in-
telligence tests It also discusses the estimation of precision using the 
Rasch model However, the Rasch model as applied by Van den Wellenberg in the 
realm of time-limit tests can only account for the proportion of items correct 
conditional upon the number of items attempted Chapter 2 introduces a proce-
dure to analyse the number of items attempted on a basic level, that Is on the 
level of response latencies It introduces the Poisson-Erlang model that can 
be used to measure the speed of mental processes Based on a theory concerning 
the componential analysis of RT data it is derived as a powerfull quantitative 
RT model that accounts for the distribution of RT data observed in a number of 
conceptually different tasks The Poisson-Erlang model and its underlying 
theory is one of the central themes throughout this thesis It is based on the 
assumption that the response process intervening between stimulus and response 
consists of a number of serially executed basic processes called operations 
It is assumed that during execution of these operations there is a constant 
probability of an abandonment of the operation that is executed following 
which the subject enters a state called distraction If the subject enters the 
state of distraction there is assumed to be a constant probability that the 
subject leaves this state and continues with the processing of the operations 
necessary to complete the task This implies that the total response time con-
sists of two components, the so-called total processing time, that is the time 
needed for the execution of the basic operations, and, the so-called total 
distraction time, the total time spent in the state of distraction Chapter 2 
discusses the application of the Poisson-Erlang model in the field of mental 
concentration tests It is not only shown that this model can account for the 
distribution of RT data observed in such tests but also that the model gives a 
better fit to these data than alternative models for RT data proposed in the 
literature 
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Chapter 3 contains a discussion of the decomposition of RT data in the 
realm of experimental psychology The various approaches to the decomposition 
of RT data are discussed on a theoretical level that may lead to a better un-
derstanding of the assumptions that underly these approaches to RT. It concen-
trates on one of the most popular paradigms to study the structure of mental 
processes in experimental psychology, namely the Additive Factor Method pro-
posed by Sternberg Sternberg's Additive Factor Method is generally accepted 
by experimental psychologists as a decisive method for the decomposition of 
the reaction time process into stages It is presented as an alternative for 
Donders' subtraction method and the so-called structuralist or model approach 
One of the purposes of Chapter 3 is to demonstrate the theoretical differences 
between the functionalist or Sternbergian approach to reaction time and the 
structuralist or model approach The tw approaches are evaluated relative to 
their fertility in contributing to the understanding of the processes involved 
in human information processing and the systematic cumulation of knowledge re-
garding these processes The main goal of Chapter 3 is to discuss some prob-
lems related to the assumptions used in the Additive Factor Method It 1s 
shown that the relation between the mean reaction time for one subject and the 
mean reaction time over subjects, which is generally used as the dependent 
vanaole in the analysis of variance, depends on the specific distribution of 
reaction times within the stages It is pointed out that the interpretation 
of factor effects resulting from the analysis of variance is not clear In 
addition, it is shown that the Additive Factor Method cannot be used to iden-
tify or estimate the number of stages in the reaction time process 
Following the general introduction to the analysis of RT data in Chapter 3, 
Chapter 4 is devoted to a discussion of RT models used 1n the field of mental 
arithmetic The main issue in the studies on mental arithmetic is to relate 
the mean RT to several characteristics of addition, multiplication and sub-
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traction problems by means of (multiple) regression procedures. The purpose of 
the reported experiments and analyses is to obtain evidence to evaluate and 
discriminate between the prosed process models. Generally, these models are 
qualitative and the main issue in Chapter 4 is to demonstrate that regression 
techniques cannot and should not be used to evaluate and discriminate between 
rival RT models. Concentrating upon a recently proposed RT model by Ashcraft 
and Battaglia it is shown that the quantitative RT models that correspond to 
their qualitative network model fail to account for the experimentally ob-
tained RT data. In addition, it is shown that the current theories and models 
in the field of mental arithmetic are highly task-specific and extremely sen-
sitive for the specific experimental procedure used to obtain RT data. 
Resuming the discussion on the Poisson-Erlang model, Chapter 5 presents an 
abstract, formal derivation of the model using the theory on stochastic pro-
cesses. The model is derived as a special case in the general class of com-
pound Poisson processes. Special attention is given to the estimation of the 
model parameters through use of the method of moments and maximum likelihood 
estimation. Using asymptotic theory, statistical properties of the various es-
timators are derived. Following the derivation of the Poisson-Erlang model, 
the distribution of the number of events in a fixed time interval generated by 
a Poisson-Erlang process Is derived. Maximum likelihood equations for the es-
timators are derived and using some results from renewal theory asymptotic mo-
ment estimators are derived. 
Chapter 6 is devoted to an experimental test of the Poisson-Erlang model to 
strengthen the base for the tentative interpretation of the parameters given 
in Chapter 2. Using two conceptually different tasks, a mental arithmetic task 
and a mental rotation task, the effects of a variation in various task vari-
ables on the model parameters was assessed. The first experiment that is re-
ported was designed to study the effects of experimental variables such as 
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difficulty level of the task, the effects of speed-accuracy trade-off induced 
by instruction and payoff, and the presence of learning effects The effects 
of these task variables on the parameters as predicted by the underlying theo-
ry on the execution of simple mental tasks were evaluated and contrasted with 
predictions generated by two alternative RT models The resulting experiment, 
using a mental arithmetic task, and the analyses showed that the Poisson-Er-
lang model is not only superior with regard to fit but also with regard to the 
consistency of the effects found and the predictions derived from the theory 
The second experiment using a mental rotation task, was designed to experimen-
tally validate the results reported in experiment 1 and the results reported 
1n Chapter 2 The major findings in these experiments were that there is no 
significant effect of the experimental variables on the mean number of dis-
tractions, variation 1n difficulty leve has a positive effect on the total 
processing time and on the mean distraction time, an instruction stressing the 
importance of accuracy induced by a suitably chosen payoff structure affects 
only the total processing time, and a combined speed-accuracy instruction af-
fects only the mean distraction time As the tasks that were used appeal to 
overlearned operations we predicted and found no significant learning effects 
An analysis of the data using alternative RT models showed once again that the 
Poisson-Erlang model is not only superior with regard to the fit of the pre-
dicted and observed RT distributions but also with regard to the prediction of 
the effects of experimental variables on the model parameters 
The main Issue in Chapter 7, the epilogue of this thesis, is to give an 
outline of future research projects and to present more general models for RT 
data in problem solving tasks that are in accordance with the general ideas 
underlying the theory on the componential analysis of RT that led to the Pois-
sor-Erlang model Following a critical discussion of the models proposed by 
Furneaux and White, we developed a problem solving model based on a process 
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model similar to the model proposed by Furneaux However, one of the shortcom-
ings of this approach to RT is that it is not readily connected with the mod-
els that are 1n use in the realm of psychometrics One of the purposes of 
Chapter 7 Is to suggest an approach that can serve a goal in reestablishing 
the allegiance between psychometric models and the RT approach to study the 
speed of mental processes A tentative process model is proposed that leads 
to the Rasch model in the case of dichotomous items Yet, the approach fol-
lowed cannot be considered to be fully succesfull as the assumptions used in 
the derivation of the model seem rather restrictive and not that plausible 
from a mathematical point of view 
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SAMENVATTING 
Dit proefschrift handelt over de componentiele analyse van latentietijden bij 
eenvoudige mentale taken Het belangrijkste doel daarbij is het ontwikkelen 
van een theorie die handelt over de componenten van latentietijden en het 
ontwikkelen van kwantitatieve reaktietijdmodellen die gebaseerd zijn op deze 
theorie 
Het gebruik van het reaktietijd paradigma heeft een lange traditie binnen 
psychologisch onderzoek Van begin af is het een van de belangrijkste 
hulpmiddelen bij de bestudering van de snelheid en de structuur van mentale 
processen geweest Hoofdstuk 1 geeft een historisch overzicht van het 
onderzoek betreffende reaktietijden binnen het terrein van de psychometrie of 
testtheorie Het behandelt de verschillende benaderingen die gehanteerd worden 
bij de bestudering van de relatie tussen reaktietijd of de snelheid van 
mentale processen en intelligentie Bovendien wordt in Hoofdstuk 1 het 
historisch kader geschetst waarbinnen het huidige onderzoek geplaatst dient te 
worden Het beschrijft hoe de benadering van reaktietijden die gehanteerd 
wordt in dit proefschrift ontstaan 1s uit het onderzoek naar intelligentie 
tests met tijdslimiet van Van der Ven 
Intelligentie tests die afgenomen worden met een tijdslimiet hebben een 
plaats op een continuum waarvan de extremen gevormd worden door zgn 'pure 
speed' tests en zgn 'pure power' tests Zij bestaan meestal uit een aantal 
items die verschillen in moeilijkheid Het aantal items is zodanig gekozen dat 
geen enkele persoon alle items kan beantwoorden binnen de gegeven tijd 
Hoofdstuk 2 bespreekt de toepassing van het binomiale fouten model bij tests 
met tijdslimiet zoals voorgesteld door Van der Ven Van der Ven toonde aan 
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dat het binomiale fouten model gebruikt kan worden om schatters voor precisie 
te verkrijgen in dergelijke tests als aan de 'constantie hypothese' voldaan 
is. Van den Wollenberg heeft aangetoond dat de constantie hypothese die door 
Van der Ven voorondersteld werd, althans in de door hem geanalyseerde tests 
verworpen moest worden. Tevens wordt in Hoofdstuk 2 het Rasch model besproken 
dat Van den Wollenberg voorstelt als een in meettheoretisch opzicht adekwaat 
en krachtig hulpmiddel ter analyse van scores in intelligentie tests met 
tijdslimiet. Bovendien wordt aandacht besteed aan de bepaling van de precisie 
van subjecten middels het Rasch model. Het Rasch model zoals toegepast door 
Van den Wollenberg beschrijft enkel de proportie items goed gegeven een 
bepaald aantal items af. In Hoofdstuk 2 wordt een methode geïntroduceerd die 
gebruikt kan worden bij de analyse van het aantal items af althans bij de 
analyse van processen die geacht worden ten grondslag te liggen aan deze 
score. Daartoe wordt het Poisson-Erlang model geïntroduceerd dat gebruikt kan 
worden ter bepaling van de snelheid waarmee mentale processen verlopen. Het 
model is gebaseerd op een theorie omtrent de componentiele analyse van 
reaktietljden en is een krachtig kwantitatief reaktietijden model ter 
beschrijving van de verdeling van dergelijke data In een aantal conceptueel 
verschillende taken. Het Poisson-Erlang model en de eraan ten grondslag 
liggende theorie is het centrale thema in dit proefschrift. Het is gebaseerd 
op de aanname dat het process tussen stimulus en response opgebouwd is uit een 
aantal meer fundamentele processen die serieel uitgevoerd worden. Deze meer 
fundamentele processen worden operaties genoemd. Er wordt aangenomen dat 
tijdens uitvoering van deze operaties een constante kans aanwezig is dat dit 
proces afgebroken wordt, waarna de persoon in een zgn. toestand van distractie 
terecht komt. Eenmaal terecht gekomen in deze toestand bestaat er een bepaalde 
kans dat de persoon de toestand van distractie weer verlaat en verder gaat met 
de uitvoering van de operaties die nodig zijn om de gestelde opdracht uit te 
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voeren. Dit Impliceert, dat de totale responsie tijd opgebouwd is uit twee 
componenten, de totale procestijd, de tijd besteed aan de uitvoering van de 
operaties, en de totale distractietijd, de tijd doorgebracht in de toestand 
van distractie. In Hoofdstuk 2 wordt de toepassing van het Poisson-Erlang 
model M j mentale concentratie tests besproken. Aangetoond wordt dat dit model 
niet alleen past bij data van dergelijke tests maar tevens dat het model 
adekwater is dan andere, rivaliserende modellen. 
Hoofdstuk 3 bespreekt de decompositie van reaktletijden binnen de 
experimentele psychologie. De verschillende benaderingen van decompositie van 
reaktleti'jden worden besproken op een theoretisch nivo dat een betere garantie 
biedt op het verwerven van inzicht in de assumpties die ten grondslag liggen 
aan deze methoden. De discussie wordt toegespitst op een van de populairste 
paradigma's in de experimentele psychol :gie namelijk de Additieve Faktoren 
Methode van Sternberg. De Additieve Faktoren Methode van Sternberg wordt door 
experimenteel psychologen algemeen aanvaard als het instrument voor de 
decompositie van reaktletijden tot stadia. Het is voorgesteld als een 
alternatief voor de subtractieve methode van Donders en als alternatief voor 
de zogeheten structuralistische- of modelbenadering van reaktletijden. Een van 
de doelstellingen van Hoofdstuk 3 is om de theoretische verschillen aan te 
tonen tussen de benadering van Sternberg, ookwel de functionalistische 
benadering genoemd, en de structuralistische- of model benadering. Deze 
benaderingen worden geëvalueerd ten aanzien van hun vermogen een bijdrage te 
leveren in een beter begrip van processen die een rol spelen bij menselijke 
informatie verwerking en ten aanzien van de bijdrage tot een systematische 
cumulatie van kennis omtrent dergelijke processen die zij kunnen leveren. De 
belangrijkste doelstelling van Hoofdstuk 3 is de problemen te bespreken die 
kleven aan de assumpties die ten grondslag liggen aan de Additieve Faktoren 
Methode. Aangetoond wordt dat de relatie tussen de gemiddelde reaktietijd per 
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persoon per conditie en de gemiddelde reaktietljd berekend over personen, een 
vaak gebruikte afhankelijke variabele in variantle analyse, bepaald wordt door 
de specifieke verdeling van de latentietijden binnen stadia. Bovendien wordt 
aangetoond dat de Interpretatie van de effecten van faktoren middels een 
variantle analyse niet eenduidig is. Daarnaast wordt aangetoond dat de 
Additieve Faktoren Methode niet gebruikt kan worden om het aantal stadia in 
het reaktieproces te schatten of te identificeren. 
In aansluiting op de algemene introductie in het terrein van methoden ter 
analyse van reaktietijden in Hoofdstuk 3, wordt 1n Hoofdstuk 4 een overzicht 
gegeven van reaktietijd modellen toegepast op rekenopgaven. De belangrijkste 
doelstelling van dergelijk onderzoek is de relatie te bepalen die bestaat 
tussen de gemiddelde reaktietijd en bepaalde eigenschappen van rekenkundige 
problemen door gebruik te maken van (multiple) regressie technieken. Veelal 
zijn de gehanteerde modellen kwalitatief van aard en is het doel van het 
onderzoek de evaluatie van de voorgestelde modellen in vergelijking met 
alternatieve modellen. In Hoofdstuk 4 wordt aangetoond dat regressie 
technieken ten enenmale ongeschikt zijn voor dit doel. De discussie wordt 
vervolgens toegespitst op een recent model voorgesteld door Ashcraft en 
Battaglia. Er wordt aangetoond dat een aantal kwantitatieve modellen die 
corresponderen met het kwalitatieve netwerk model dat deze auteurs voorstellen 
niet adekwaat zijn ter beschrijving van reaktietijden verzameld in een 
experimentele proefopzet. Bovendien wordt In een aantal experimenten 
aangetoond dat de huidige theorieën en modellen op het terrein van het rekenen 
zeer taak specifiek zijn en dat zij zeer gevoelig zijn voor de specifieke 
experimentele opzet die gekozen is ter verzameling van gegevens. 
In aansluiting op de bespreking in Hoofdstuk 2 geeft Hoofdstuk 5 de 
afleiding weer van het Poisson-Erlang model waarbij gebruik gemaakt wordt van 
de theorie omtrent stochastische processen. Het model wordt afgeleid als 
215 
speciaal geval in de algemene klasse van samengestelde Poisson processen. In 
het bijzonder wordt aandacht besteed aan schattingsprocedures voor de model 
parameters met name aan de momenten methode en de methode van meest 
aannemelijke schatters. Gebruik makend van resultaten uit de asymptotische 
theorie betreffende dergelijke schatters worden de statistische eigenschappen 
van de afgeleide schatters besproken. Daarnaast wordt de verdeling van het 
aantal gebeurtenissen in een vast tijdsinterval afgeleid wanneer deze 
gebeurtenissen gegenereerd worden middels een Poisson-Erlang proces. De 
vergelijkingen waaruit de meest aannemelijke schatters bepaald kunnen worden, 
worden gegeven en tevens worden asymptotische momentschatters afgeleid gebruik 
makend van resultaten uit de Renewal theorie. 
Hoofdstuk 6 is gewijd aan een experimentele analyse van het Poisson-Erlang 
model met het doel de voorlopige interpr 'tatie van de model parameters zoals 
gegeven in Hoofdstuk 2 beter te funderen. Daarbij worden de effecten van 
variatie van een aantal taakvariabelen op de model parameters bestudeerd, 
waarbij gebruik gemaakt wordt van een tweetal conceptueel verschillende taken, 
een rekentaak en een mentale rotatietaak. Het eerste experiment dat 
gerapporteerd wordt, was bedoeld om de effecten te bepalen van experimenteel 
gemanipuleerde grootheden als de moeilijkheid van de taak, het effect van de 
trade-off tussen snelheid en nauwkeurigheid geïnduceerd door instructie en 
uitbetalingsstructuur, en de aanwezigheid van leereffecten. De effecten van 
deze experimentele variabelen werden afgezet tegen de voorspellingen afgeleid 
uit de theorie die ten grondslag ligt aan het Poisson-Erlang model en 
gecontrasteerd aan de voorspellingen die afgeleid kunnen worden uit 
rivaliserende modellen. De resultaten van dit eerste experiment, waarbij 
gebruik gemaakt werd van een rekentaak, tonen duidelijk aan dat het 
Poisson-Erlang model niet alleen een adekwatere beschrijving geeft van de 
geobserveerde verdeling van reaktietijden maar tevens dat de voorspellingen 
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afgeleid uit dit model op een consistentere wijze teruggevonden worden in de 
data dan het geval is bij de alternatieve modellen. Het tweede experiment, 
waarbij gebruik gemaakt werd van een mentale rotatietaak, was bedoeld om de 
resultaten beschreven in Hoofdstuk 2 en in experiment 1 experimenteel te 
valideren. De belangrijkste bevindingen waren dat geen enkele experimentele 
variabele effect had op het gemiddeld aantal distracties, dat variatie in 
moeilijkheid een positief effect had op de totale procestijd en op de 
gemiddelde distractietijd, dat een instructie die de nadruk legt op 
nauwkeurigheid, geïnduceerd door een geschikt gekozen payoff structuur, enkel 
effect heeft op de totale procestijd, en dat een gecombineerde snelheids-, 
nauwkeurigheidsinstructie enkel de gemiddelde distractietijd beïnvloedt. 
Aangezien de gebruikte taken enkel een beroep doen op overgeleerde operaties, 
werd voorspeld dat er geen leereffecten mochten optreden. Deze voorspelling 
werd in beide experimenten door de data bevestigd. Wat betreft de vergelijking 
met alternatieve modellen bleek in beide experimenten dat het Poisson-Erlang 
model op alle terreinen een adekwatere beschrijving van de data gaf. 
De belangrijkste doelstelling in Hoofdstuk 7, de epiloog van dit 
proefschrift, was een aanzet te geven tot vervolgonderzoek en een aantal 
algemenere modellen ter analyse van reaktletijden bij probleemoplossing te 
bespreken die 1n overeenstemming zijn met de uitgangspunten van de theorie die 
ten grondslag ligt aan het Poisson-Erlang model. Na een kritische bespreking 
van de modellen voorgesteld door Furneaux en White, werd een proces model 
voorgesteld waarvan de basis assumpties ontleend zijn aan het model van 
Furneaux. Een van de tekortkomingen van deze benadering is echter dat de 
aansluiting ontbreekt met modellen die gebruikt worden in de psychometrie. 
Een van de doelstellingen van Hoofdstuk 7 was een benadering voor te stellen 
die een rol kan spelen om de band tussen reaktleti jden onderzoek binnen de 
experimentele psychologie en psychometrisch onderzoek opnieuw tot stand te 
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brengen. Er wordt een aanzet gegeven voor een proces model dat in het geval 
van dichotome Items leidt tot het Rasch model. Het voorgestelde model kan 
echter niet volledig succesvol genoemd worden aangezien de assumpties die er 
aan ten grondslag liggen nogal restrictief zijn en vanuit 
mathematisch-statistisch oogpunt gezien discutabel. 
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1. Een nadere beschouwing van de geschiedenis van de psychologie leert, dat 
er slechts dan sprake is geweest van wetenschappelijke vooruitgang, wan-
neer er op een adekwate manier gebruik gemaakt werd van formele theo-
rieën en modellen. 
2. De huidige kennis omtrent de wetenschapstheoretische en mathematisch-
statistische eigenschappen van de additieve faktoren methode van Stern-
berg, lijkt alleszins de conclusie te rechtvaardigen dat deze methode 
ongeschikt is als wetenschappelijk Instrument om psychologische proces-
sen te bestuderen. 
(Dit proefschrift) 
3. Het intuïtieve idee van psychologen dat de vorm van de dispersiecurve in 
de Bourdon-Wiersma test het meest indicatief is voor concentratie, kan 
nu theoretisch gefundeerd worden. 
(DU proefschrift) 
4. De aanname van een constante procestijd die onderhavig is aan onderbre-
kingen die beschreven kunnen worden middels toevalsgrootheden, staat 
haaks op de verklaring voor de variatie in geobserveerde reaktietijden 
zoals die binnen de experimentele psychologie en de testtheorie gehan-
teerd wordt. 
(Dit proefschrift) 
5. Processen van informatieverwerking lijken niet zo efficiënt te verlopen 
als men op basis van Intuïtie apriori zou verwachten. 
(Dit proefschrift) 
6. Het gebruik van simulatie onderzoek c.q. Monte-Carlo methoden zonder 
voorafgaande mathematisch-statistische analyse van het te simuleren 
probleem, leidt in veel gevallen niet alleen tot uiterst inefficiënt en 
kostbaar onderzoek, maar zelfs tot onjuiste conclusies. 
Pieters, J.P.M. & Raaljmakers, J.G.W. 7"he analysis of covarlance: Sta-
tistical and methodological issues. (In voorbereiding) 
7. Wanneer de covariaat niet perfect betrouwbaar geneten Is, een situatie 
die binnen de sociale wetenschappen veelvuldig voorkomt, is het gebruik 
van de traditionele covariantie analyse ten sterkste af te raden. 
Pieters, J.P.M. & Raaijmakers, J.G.W. The analysis of covarlance: Sta-
tistical and methodological Issues. (In voorbereiding) 
8. De zogenaamde lineair functionele modellen hebben In tegenstelling tot 
de lineair structurele modellen, althans binnen de sociale wetenschap-
pen, tot nu toe niet die aandacht gekregen die zij verdienen. 
Anderson, T.W. Estimating linear statistical relationships. The an-
nals of Statistics, 1984, 12, 1-45. 
9. Het gemak waarmee onderzoekers middels de grote statistische software 
pakketten toegang krijgen tot de meest geavanceerde technieken, is vaak 
omgekeerd evenredig met de kwaliteit van hun onderzoek. 
10. Dat het verschil tussen "Meten" en "Weten" meer is dan één simpele rota-
tie, wordt duidelijk bij nauwkeurige beschouwing van het Rasch-model. 
11. Het perspectief voor gepromoveerden aan universitaire Instellingen doet 
vermoeden, dat het 1n de toekomst niet langer de "goede" studenten zul-
len zijn die promotleplaatsen ambiëren. 
Stellingen behorend bij het proefschrift Components of response latency In 
simple mental tasks: Theory and analysis, J.P.M. Pieters, Nijmegen, 20 sep-
tember 1984. 


