Denote by K the operator of 'time-band-time' limiting on the surface of the sphere and consider the problem of computing singular vectors of K. This problem can be reduced to a simpler task of computing eigenfunctions of a differential operator, if a differential operator, which commutes with K and has a simple spectrum, can be exhibited. In Grünbaum et al (1982 SIAM J. Appl. Math. 42 941-55) such a second-order differential operator commuting with K on the appropriate subspaces was constructed. In this paper, this algebraic property of commutativity is used to produce an efficient numerical scheme for computing a convenient basis for the space of singular vectors of K. The basis forms an extended Chebyshev system, and a generalized Gaussian quadrature rule for such a basis is presented.
successive application of the operations of time, band and time limiting. In the classical case of the real line, the computation of Slepian functions is done using the fact that the classical differential operator, resulting from the Laplacian by separation of variables in prolate spheroidal coordinates, happens to commute with the time-band-limiting integral operator. This commuting differential operator has a simple spectrum, hence its eigenfunctions form a basis for the space of eigenfunctions of the integral operator.
In the case of the surface of the sphere, it was shown in [1] , that for a polar cap as well as for two symmetrically placed caps (one at each pole), a certain second-order differential operator
defined on the interval [b, 1] commutes with K on the spaces of functions whose dependence on φ is of the form e imφ . The operator D has a simple spectrum, hence its eigenfunctions, which are also eigenfunctions of K, can serve as a basis for the space of eigenfunctions of K. The same applies to the complement, in the sphere, of one or two polar caps. If the region in question has less symmetry, then one can always consider the integral operator, but the search for a commuting local operator has proved elusive.
This algebraic property of existence of a commutative differential operator holds the key to a good algorithm. Since the object to be produced is a basis for the time-band-time-limited functions on a certain region of the sphere, one needs to expand easily in this basis, which requires an efficient quadrature rule for evaluating inner products. It is well known that for a system of functions that forms an extended Chebyshev system, a generalized Gaussian quadrature rule always exists. In [10] a method of obtaining such a quadrature rule using the appropriate continuation scheme and well-chosen starting points for Newton's method is described. The operator K happens to be a finite rank Fredholm operator, which implies that it has only a finite number of non-zero eigenvalues. There are many ways to compute the null space of the operator K, but the algebraic property discussed above makes it possible to replace the computation of the eigenfunctions of K by the computation of the eigenfunctions of D. This not only simplifies the task from the numerical point of view, but also produces orthogonal functions which form an extended Chebyshev system, assuring the existence of an efficient quadrature rule.
In order to numerically compute the eigenfunctions (of an appropriate self-adjoint extension) of D we expand them in the basis of the shifted Legendre polynomials, and reduce the problem to the computation of generalized eigenvalues and eigenvectors of certain sparse matrices. We then use the method that has been advocated recently in [10] . The object produced is a good basis for the space of the eigenfunctions of K in the case when the regions of interest are either a polar cap or a spherical belt bounded by two parallels.
Among the applications envisaged is the problem discussed in [11] involving gravity field missions. Due to launch conditions or engineering reasons, the sampling is done not on the whole surface of the earth but on one of the type of regions mentioned above. The computation of the so-called Slepian functions, in this case, has been attempted in the geodesy community without taking recourse to the mathematical and computational advantages that are derived from exploiting the results in [1] and the very recent note [12] . For other geodesy applications, see [13, 14] . In the first of these papers the region where the function is known is the surface of the oceans. This paper is organized as follows. In section 2.1 the problem of computing eigenfunctions of the integral operator K is discussed. In section 2.2 some properties of shifted Legendre polynomials are recalled. Sections 2.3 and 2.4 describe a method for computing Slepian functions using the differential operator. In section 2.5 the generalized Gaussian quadrature rule for the Slepian functions on the spherical cap is presented and concluding remarks are in section 3.
Numerical computation of the eigenproblem

Direct computation of eigenfunctions of the integral operator K
In this section, an attempt to compute eigenvalues/eigenvectors of the integral operator directly is described, and a more efficient alternative is suggested.
As discussed in [1] , denote by A the 'polar cap' 0 θ arccos(b), 0 φ 2π . Then the operator K is the 'finite convolution integral operator'. Denote
where Y lm (u) is the usual 'spherical harmonic' with
and 
To simplify the notation denote
as the kernel of K in subspace H m . The following observations can be made: Attempts to compute the eigenfunctions of the integral operator KF n (u) = µ n F n (u) directly have not been fruitful. In the experiments discussed below the integral operator with L = 3 was discretized using the Gaussian quadrature rule with N x = 21-point grid in x = cos(θ ) variable and N φ = 21-point grid in φ variable. Let T be the matrix obtained after discretization of the integral operator K. The disadvantages of this method are:
(i) The size of the matrix T is N x N φ = 441; it depends quadratically on the grid size, which makes computing its eigenvalues/eigenvectors an intensive task. In the alternative approach a grid of 10 4 points in the x variable is used, whereas in the direct approach it is computationally infeasible because of the reason just mentioned.
(ii) Only eigenfunctions corresponding to non-zero eigenvalues could be computed directly, hence a procedure that would produce an orthogonal basis for the null space of K is needed.
Below is the summary of some numerical experiments. Only the eigenfunctions of T that correspond to non-zero eigenvalues are meaningful, so only these are considered in the text below. (iii) Eigenfunctions of T corresponding to the eigenvalue 0 cannot be computed by direct discretization.
There is an efficient alternative to the procedure described above. It produces an orthonormal basis for the space of eigenfunctions of K. Consider the following second-order differential operator on the interval [b, 1]:
A look at [1] will show that this is the appropriate operator D that commutes with the K built there when acting on H m . The operator D defines a Sturm-Liouville problem, hence it has a simple spectrum and orthogonal eigenfunctions. Because it commutes with K we can say that the eigenfunctions of D are also eigenfunctions of K when acting on H m . Since we search for an orthonormal basis in the space of eigenfunctions of K, the eigenfunctions of D provide us with such a basis. In order to compute numerically the eigenfunctions (of an appropriate self-adjoint extension) of D we expand them in the basis of the shifted Legendre polynomials, and reduce the problem to (generalized) eigenproblem for some well-structured matrices.
Shifted Legendre polynomials
In this section, an overview of some facts about shifted Legendre polynomials is presented. These facts will be used to design a procedure for computing eigenvalues/eigenvectors of the differential operator D.
Define shifted Legendre polynomials to be the solutions of the following second-order differential equation:
The following properties of S n will be useful later:
(ii) derivative
Computation of the eigenproblem DF
In this section, the problem of computing the eigenfunctions of the differential operator D with m = 0 is reduced to the problem of computing eigenvectors of a certain symmetric tridiagonal matrix. Consider the following eigenproblem:
Let a n 0 , a n 1 , a n 2 , . . . be the coefficients of the expansion of F n (x) in the basis of shifted Legendre polynomials
After substituting F n (x) into (1), using properties (i), (ii) and the linear independence of S k one obtains a recursion relation
where
After rewriting (2) for the normalized polynomials using property (iii), the recursion relation can be written in the matrix form as
T are the coefficients of the expansion in the basis of the normalized shifted Legendre polynomials; 
Computation of the eigenproblem DG
In this section, the problem of computing eigenfunctions of the differential operator D with m > 0 is reduced to a generalized matrix eigenproblem.
Consider the following eigenproblem:
Introduce the following simplifying notation: 
(iv) Also,
where the symmetric tridiagonal matrix Q has entries
,
(vii) Denote I to be the identity matrix.
Since the functions F k form an orthonormal basis for L 2 [b, 1], one could expand G n in the basis of F k , i.e.
After substituting (5) into (4) and using the fact that F k satisfies (1) one obtains
Using the notation above, (6) can be written as
Since the functions S k are linearly independent, one obtains
which implies the generalized eigenproblem
Although the coefficients γ n can be computed from the elegant matrix eigenproblem (7), numerical experiments have shown that the coefficients of the expansion G n (x) = ∞ k=0 γ n kS k (x) decay slowly. However, the scheme above can be significantly improved, as we explain now. Taking into account boundary conditions, write G n = (1 − x 2 ) m/2 g n (x), for a certain function g n (x). After rewriting (4) in terms of g n (x) we arrive at the following eigenproblem:
Now, the scheme described above can be applied to the function g n (x) = ∞ k=0 c n k F k for some coefficients c n k using the differential equation (8) . In this case the derivation of the generalized matrix eigenproblem is similar to that performed at the beginning of this section. After elaborate calculations one arrives at
for k = 0, 1, 2, 3, . . . ; matrices Q and M were defined before, and Ac n = α n . Observe that
which means that while c n are coefficients of the expansion of g n (x) in the basis of 
kS k is an eigenfunction of K that corresponds to a non-zero eigenvalue, thenᾱ n p = 0 for all p > L − m. In order to observe this recall that on the subspace
Because of the very rapid decay of the coefficients α n k , eigenfunctions G n can be computed efficiently. It is very important to sort eigenvalues (along with corresponding eigenvectors) of (9) in the ascending order before computing the sum g n = N k=0ā n kS k for some appropriate finite N.
In figure 2 
Construction of generalized Gaussian quadratures for the eigenfunctions of D
In this section, an algorithm for constructing the generalized Gaussian quadrature rule for the eigenfunctions of D is described and results of some numerical experiments are presented.
Functions The eigenfunctions G n form an extended Chebyshev system, and according to the principal result of [16] , there exists a unique n-point generalized Gaussian quadrature rule with weight W : [b, 1] → R + . Nodes (x 1 , . . . , x n ) and weights (w 1 , . . . , w n ) of the quadrature satisfy a system of nonlinear equations
Newton's method for this system of equations is always quadratically convergent, since the fact that eigenfunctions form an extended Chebyshev system implies the Jacobian of the system being always nonsingular ([15, lemma 2.6]). In order to provide a good starting point for Newton's method we use the continuation scheme suggested in [15] . A numerical algorithm for obtaining weights and nodes of n-point generalized Gaussian quadrature is described below.
(i) As a starting point of the algorithm take the n roots of G n , denote them as r = (r 1 , . . . , r n ).
(ii) Use a continuation scheme, i.e. let the weight functions ω:
where δ denotes the Dirac delta function. Observe that when α = 1, the weight function is equal to the desired weight function W (x), and when α = 0 the Gaussian weights and nodes are w i = 1, x i = r i for i = 1, . . . , n. (iii) Damped Newton's method (at every iteration of Newton's method search for an appropriate step size along the direction prescribed by regular Newton's method) is used to solve the system on every step of the continuation scheme. In the numerical experiments conducted using MATLAB, the quadrature rule (10) On average, the algorithm described above performs only one step of the continuation scheme. On every step of the continuation scheme it does about seven steps of Newton's iteration with around three step-size adjustments per each iteration.
The functions G n e imφ form a complete, orthonormal basis for functions on the spherical cap, hence we need to compute double integrals in colatitudinal and longitudinal variables. The procedure described above produces the nodes and weights for the colatitudinal variable. Integration with respect to the longitudinal variable can be done by a Gaussian quadrature as well, so the final quadrature rule is Table 2 . Nodes and weights of a n = 5-, 10-, 20-point generalized Gaussian quadrature; where nodes and weights x k , w x k are products of the scheme presented before, and nodes and weights φ i , w φ i are those that correspond to the quadrature rule for longitudinal variable with n φ being the desired number of nodes.
Figures 4 and 5 show the nodes of the 40-point and 10-point quadratures on the sphere, where L = 1, m = 1, b = −1/2 and L = 5, m = 2, b = 1/2 correspondingly. The nodes tend to concentrate more at the bottom of the spherical cap rather than around the pole. A consequence of this fact is that the quadrature scheme described in this section does not produce the familiar 'north pole oversampling' problem. 
Conclusions
An efficient numerical scheme for evaluating a basis for the set of singular vectors of a timeband-time-limiting operator for certain regions on the surface has been presented. The basis functions form an orthonormal set, as well as an extended Chebyshev system, which guarantees the existence of a generalized Gaussian quadrature rule. An algorithm for computing weights and nodes for such a quadrature rule is presented. The nodes produced tend to concentrate not at the pole of the sphere, but at the bottom of the spherical cap, not exhibiting a common problematic effect called 'north pole oversampling'.
