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We review an experimental technique used to correct state preparation and measurement errors
on gate-based quantum computers, and discuss its rigorous justification. Within a specific biased
quantum measurement model, we prove that nonideal measurement of an arbitrary n-qubit state is
equivalent to ideal projective measurement followed by a classical Markov process Γ acting on the
output probability distribution. Measurement errors can be removed, with rigorous justification, if Γ
can be learned and inverted. We show how to obtain Γ from gate set tomography (R. Blume-Kohout
et al., arXiv:1310.4492) and apply the rigorous correction technique to single IBM Q superconducting
qubits.
I. INTRODUCTION
A well-known technique for mitigating state prepara-
tion and measurement (SPAM) errors is to measure the
transition (overlap-squared) matrix T between all initial
and final classical states, and minimize ‖T pcorr−pnoisy‖22
subject to constraints 0 ≤ pcorr(x) ≤ 1 and ‖pcorr‖1 = 1
to correct subsequently measured probability distribu-
tions [1–18]. Although there are practical limitations of
the method that have prevented application to large reg-
isters, in this work we address a different issue: its rigor-
ous justification. Suppose that, after a quantum compu-
tation, the probability distribution on one or more qubits
has to be accurately estimated. For example, a recent ex-
periment by Gong et al. [7] applied the T matrix method
to mitigate SPAM errors for the estimation of the fidelity
of a 12-qubit cluster state, which must exceed 12 to certify
genuine multipartite entanglement. Is correcting SPAM
this way is reliable? How can we be sure that we are not
corrupting a measured probability distribution?
We answer this question in two parts: First we define a
specific nonideal quantum measurement model for which
rigorous error correction is possible, at least in princi-
ple. Within this model, the error correction protocol is
identical to that of the T matrix method, except with
a doubly stochastic matrix Γ 6= T. Second, we discuss
how to obtain Γ. In the unlikely context that classical
states {|x〉}x∈{0,1}n can be prepared with negligible er-
ror, Γ can be directly measured experimentally (in this
case Γ=T ). Usually, however, Γ needs to be obtained by
some other means, such tomography. Here we show how
to obtain Γ from gate set tomography [19, 20] and apply
the rigorous correction technique to single IBM Q super-
conducting qubits. The results of Γ matrix measurement
correction are also compared with that of the T matrix,
highlighting some deficiencies of the latter.
II. BIASED MEASUREMENT MODEL
In this work we describe the nonideal measurement of
a register of n qubits by a set of 2n positive operator-
valued measure (POVM) elements
{Ex}x∈{0,1}n (1)
satisfying ∑
x∈{0,1}n
Ex = I, (2)
and such that, in the ideal limit,
Ex → |x〉〈x| = |x1〉〈x1| ⊗ |x2〉〈x2| ⊗ · · · ⊗ |xn〉〈xn|. (3)
More precisely, we assume that each noisy measure-
ment operator is closest in Frobenius norm to a unique
classical-state projector |x〉〈x|, and we label the measure-
ment operator by that projector. Therefore, Ex is the
noisy version of the projector |x〉〈x|.
Definition 1. Let x ∈ {0, 1}n be a classical state and
{Ex}x be a 2n-outcome POVM acting on n qubits. We
call {Ex}x a biased measurement model if every element
Ex is diagonal in the classical basis.
The biased measurement model is rich enough to in-
clude the multiqubit crosstalk errors studied in [1, 2, 18].
However it excludes measurement-frame orientation er-
rors, such as a z basis measurement with unintended tilt.
The biased measurement model is expected to be a good
approximation for dispersively measured superconduct-
ing qubits, where the dominant readout error comes from
energy relaxation (T1 decay) during qubit readout. To-
mography data presented in Table I below is consistent
with this expectation.
Theorem 1 (Biased measurement). Let {Ex}x be a bi-
ased measurement model for a register of n qubits. Then
nonideal quantum measurement (according to this model)
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2FIG. 1. Circuit identity illustrating the biased measurement
theorem. The measurement operation on the left side of the
identity is noisy. The measurement on the right side is an
ideal projective measurement. Γ is an 2n×2n stochastic matrix
acting on the output probability distribution.
of an arbitrary n-qubit state is equivalent to ideal projec-
tive measurement followed by a classical Markov process
Γ acting on the output probability distribution. The equiv-
alence is illustrated in Fig. 1.
Proof: Let ρ be the state of the n-qubit register at
the end of a circuit, just before measurement. The ex-
perimentally observed probability for observing classical
state x is
pnoisy(x) = Tr (Exρ)
=
∑
x′∈{0,1}n
〈x′|Exρ|x′〉
=
∑
x′∈{0,1}n
Γ(x|x′) pideal(x′), (4)
where pideal(x) = 〈x|ρ|x〉 is the uncorrupted probability
distribution and
Γ(x|x′) := Tr(Ex |x′〉〈x′|) (5)
are the matrix elements of the Markov process. Regard-
ing pnoisy(x) and pideal(x) as a vectors, the measurement
error therefore acts via multiplication by the 2n× 2n ma-
trix Γ:
pideal 7→ pnoisy = Γ pideal, (6)
as stated. 
III. Γ VERSUS T
The Γ matrix used for rigorous measurement correction
is defined in (5). The transition matrix can be written
similarly as
T (x|x′) = Tr(Ex ρx′), (7)
where ρx′ is the noisy implementation of the classical
state |x′〉〈x′|. Recall that the T matrix is measured on
an empty (identity) circuit. In the absence of any SPAM
errors, both T and Γ are equal to the 2n×2n identity
matrix I:
T (x|x′) = Γ(x|x′) = δxx′ . (ideal) (8)
Comparing (5) and (7), we see that Γ would equal T if
the classical states are prepared perfectly (and the biased
measurement model is valid).
The T matrix is left stochastic, consisting of columns
of nonnegative real numbers summing to one,∑
x
T (x|x′) = Tr(∑
x
Ex ρx′
)
= 1. (9)
This follows from (2). The Γ matrix is both left and right
stochastic, also having rows summing to one,∑
x
Γ(x|x′) =
∑
x′
Γ(x|x′) = 1. (10)
However the matrix inverses T−1 and Γ−1 (if they exist)
are not necessarily stochastic.
IV. MEASUREMENT ERROR CORRECTION
Within the biased measurement model, Theorem 1
shows that if Γ can be measured and inverted, the mea-
surement errors can be rigorously corrected by applying
Γ−1 to pnoisy(x). However the existence of Γ−1 is not
guaranteed by the biased measurement model. We treat
the cases of invertible and singular Γ separately.
A. Invertible Γ
If Γ is nonsingular the corrected probability distribu-
tion is
pcorr = Γ
−1 pnoisy. (11)
If the actual measurement operators are diagonal and Γ is
known precisely, then pcorr is the probability distribution
that would be observed with ideal projective measure-
ment. This means that pcorr is automatically a proper
probability distribution satisfying 0 ≤ pcorr(x) ≤ 1 and
‖pcorr‖1 = 1.
A weakness of this approach is that sampling errors in
pnoisy can lead to an unphysical pcorr, in particular, to
negative values. However ‖pcorr‖1 = 1 is guaranteed for
any normalized pnoisy because Γ is a stochastic matrix,
which conserves the 1-norm when acting on vector with
nonnegative entries (such as a probability distibution). If
negative values are obtained, an alternative to (11) must
be applied. The most direct is to calculate
pcorr = argminp ‖Γ p− pnoisy‖22 (12)
subject to the physicality constraints 0 ≤ p(x) ≤ 1 and
‖p‖1 = 1. This alternative is optimal in the sense that
any protocol returning a physical pcorr must be equivalent
to (12) or must not fit the data as well (in 2-norm).
3B. Singular Γ
In this case rigorous measurement correction is not
possible. However the optimal alternative (12) can still
be applied in this case. While not exactly reversing the
effect of the measurement error, the protocol (12) is still
likely to be a useful heuristic error mitigation technique.
V. MEASURING Γ
Although the T matrix can be directly measured exper-
imentally, the Γ matrix cannot (unless state preparation
errors are completely negligible). Here we discuss and
apply an approach for estimating Γ with gate set tomog-
raphy [19, 20] using our BQP data acquisition software
combined with pyGSTi [21]. Gate set tomography works
by measuring a large batch of circuits, designed to am-
plify errors by repeating carefully chosen germ sequences,
and then performing a maximum likelihood fit of the re-
sulting data to a set of stationary models for the prepared
state, gates, and measurement operators. We measured
589 distinct circuits up to length 16 (18 including fidu-
cials), and used the robust CPTP estimates to mitigate
non-Markovian effects such as drift and leakage. The
gate set included imperfect pi/2 rotations about x and y.
To suppress statistical errors all circuits were measured
with 32k measurement samples (each distinct circuit was
measured four times with 8k samples). The Γ matrix
was then evaluated directly from (5). Our results for the
IBM Q chip ibmq essex are summarized in Table I. In all
cases the estimated E0 and E1 are very nearly diagonal,
validating the biased measurement model.
TABLE I. Reconstructed |0〉 state and two-outcome POVM estimated by gate set tomography for the IBM Q device ibmq essex
[22]. T is the concurrently measured transition matrix (7). Γ is calculated from (5).
ibmq essex qubit ρ|0〉 E0 T Γ
Q0
(
0.9792 −0.0390
−0.0390 0.0208
) (
1.0000 −0.0020
−0.0020 0.0462
) (
0.9798 0.0606
0.0202 0.9394
) (
1.0000 0.0462
0.0000 0.9538
)
Q1
(
0.9703 −0.0518
−0.0518 0.0297
) (
1.0000 0.0028
0.0028 0.0718
) (
0.9793 0.0692
0.0207 0.9308
) (
1.0000 0.0718
0.0000 0.9282
)
Q2
(
0.9928 −0.0037
−0.0037 0.0072
) (
1.0000 −0.0005
−0.0005 0.0650
) (
0.9928 0.0801
0.0072 0.9199
) (
1.0000 0.0650
0.0000 0.9350
)
Q3
(
0.9839 −0.0548
−0.0548 0.0161
) (
1.0000 −0.0004
−0.0004 0.0413
) (
0.9837 0.0597
0.0163 0.9403
) (
1.0000 0.0413
0.0000 0.9587
)
Q4
(
0.8590 −0.0056
−0.0056 0.1410
) (
0.9539 −0.0022
−0.0022 0.0680
) (
0.8508 0.1599
0.1492 0.8401
) (
0.9539 0.0680
0.0461 0.9320
)
VI. RIGOROUS ERROR CORRECTION FOR
SINGLE QUBITS
Here we apply rigorous measurement error correction
to the single-qubit states |0〉, |1〉, and |+〉. In each case
we compute the Pauli expectation value
〈Z〉 = prob(0)− prob(1) (13)
before and after error correction. The results are shown
in Table II. In one case (the |1〉 state on qubit Q1) neg-
ative probabilities were encountered after inverting Γ,
leading to an unphysical result 〈Z〉 = −1.0056; in this
case we applied the least-squares minimization protocol
(12).
Table II also compares Γ matrix SPAM correction with
T matrix SPAM correction. The T matrix, by construc-
tion, always corrects classical states |0〉 and |1〉 to their
ideal values. Unfortunately this is a defect of the T ma-
trix method and is not physical: To demonstrate this for
the |0〉 state, we use its density matrix as estimated by
gate set tomography (the ρ|0〉 column in Table I) to calcu-
late 〈Z〉 = Tr(ρ|0〉Z). As shown in Table III, the rigorous
results are much closer to the tomographic estimates.
On the nonclassical |+〉 state, the T and Γ matrix cor-
rections are similar, but differ by 1-3%. This implies that
in current noisy devices, the T matrix, while extremely
convenient, has limited accuracy.
We have performed several simulations to assess the
accuracy of the single-qubit results: For the first simula-
tion we assume a biased measurement model with
E0 =
(
1 0
0 0.05
)
and E1 =
(
0 0
0 0.95
)
, (14)
representative of the data in Table I, and estimate the
effect of sampling errors on the accuracy of the corrected
〈Z〉 values in Table II. For a given randomly chosen pure
or mixed state ρ, we:
1. Compute the exact Pauli expectation value
〈Z〉exact = Tr(Zρ). (15)
2. Simulate the experimental estimation of the prob-
4TABLE II. Error corrected Pauli expectation value 〈Z〉 on
ibmq essex qubits {Q0, Q1, Q2, Q3, Q4} for three prepared
states. The T matrix column gives 〈Z〉 after applying stan-
dard T matrix error correction. The Γ matrix column gives
the results after rigorous measurement correction. The aster-
isk indicates that unphysical negative probabilities were en-
countered after the matrix inversion in (11), so the alternative
(12) was applied.
Q0
State Ideal Raw data T matrix Γ matrix
|0〉 1 0.9596 1.0000 0.9576
|1〉 -1 -0.8788 -1.0000 -0.9698
|+〉 0 0.1301 0.0976 0.0879
Q1
State Ideal Raw data T matrix Γ matrix
|0〉 1 0.9586 1.0000 0.9554
|1〉 -1 -0.8616 -1.0000 -1.0000∗
|+〉 0 0.1936 0.1595 0.1313
Q2
State Ideal Raw data T matrix Γ matrix
|0〉 1 0.9857 1.0000 0.9847
|1〉 -1 -0.8399 -1.0000 -0.9677
|+〉 0 0.0728 -0.0001 0.0084
Q3
State Ideal Raw data T matrix Γ matrix
|0〉 1 0.9674 1.0000 0.9660
|1〉 -1 -0.8805 -1.0000 -0.9616
|+〉 0 0.1513 0.1167 0.1147
Q4
State Ideal Raw data T matrix Γ matrix
|0〉 1 0.7017 1.0000 0.7674
|1〉 -1 -0.6802 -1.0000 -0.7924
|+〉 0 0.0356 0.0360 0.0156
TABLE III. Pauli expectation values of the |0〉 state compared
with gate set tomography (GST). The T matrix and Γ matrix
columns are copied from Table II.
ibmq essex qubit 〈Z〉 T matrix 〈Z〉 Γ matrix 〈Z〉 GST
Q0 1.0000 0.9576 0.9584
Q1 1.0000 0.9554 0.9406
Q2 1.0000 0.9847 0.9857
Q3 1.0000 0.9660 0.9677
Q4 1.0000 0.7674 0.7179
ability distribution
pnoisy(x) = Tr(Exρ) (16)
using N measurement samples and the biased mea-
surement model (14). We write the result of
the simulated estimation as pˆnoisy(x), which differs
from pnoisy(x) due to the presence of statistical fluc-
tuations.
3. Apply Γ matrix error correction to pˆnoisy(x) using
the exact Γ matrix and constrained least-squares
minimization (12).
4. Calculate the corrected Pauli expectation value
〈Z〉corr = pcorr(0)− pcorr(1). (17)
5. Calculate the magnitude of the error in the cor-
rected Pauli expectation value, defined as
∆Z =
∣∣〈Z〉corr − 〈Z〉exact∣∣. (18)
The results from this protocol, averaged over 1000 den-
sity matrices sampled uniformly from the Bloch ball, is
given in Table IV for different values of N .
TABLE IV. Accuracy of 〈Z〉 error correction versus num-
ber of measurement samples N . The errors are reported as
∆Z± (σ/√N), where ∆Z and σ are the calculated mean and
standard deviation of ∆Z averaged over 1000 random density
matrices. The IBM Q data presented in this paper was taken
with 32k measurement samples.
N ∆Z
1k 2.4×10−2 ± 6×10−4
8k 8.2×10−3 ± 2×10−4
32k 4.1×10−3 ± 1×10−4
100k 2.4×10−3 ± 6×10−5
For the second simulation we repeated the first but
with a matrix Γˆ that differs from Γ due to the presence
of statistical fluctuations. Here we assume that Γ is ob-
tained not by gate set tomography, but instead by a sim-
ulated measurement of the T matrix with perfect initial
state preparation and N measurement samples. We find
that the effect of using Γˆ instead of Γ is too small to
affect the results in Table IV.
For the third simulation we fixed N = 32000 (corre-
sponding to the data presented in Tables I-III) and al-
lowed for small departures from the biased measurement
model. In particular, we assume a family of POVMs of
the form
E0 =
(
1 η
η 0.05
)
and E1 =
(
0 −η
−η 0.95
)
, (19)
where |η|  1. The results are given in Table V.
TABLE V. Accuracy of 〈Z〉 error correction versus frame tilt
η. The error is reported here as in Table IV, again averaged
over 1000 random density matrices.
η ∆Z
±0.001 4.1×10−3 ± 1×10−4
±0.002 4.5×10−3 ± 1×10−4
±0.005 5.9×10−3 ± 1×10−4
The simulation results imply that the accuracy of 〈Z〉
error correction, as characterized by (18), is about
∆Z ≈ 0.004 (20)
for much of the data presented here. This is significantly
smaller than the 1-3% differences typically observed be-
tween Z expectation values corrected by the T and Γ
matrices.
5VII. CONCLUSION
In this work we have argued that measurement errors
can be fully corrected, with rigorous justification, if two
conditions are met:
1. The noisy 2n-outcome POVM elements are diago-
nal in the classical basis.
2. The Γ matrix, defined in (5), can be estimated and
inverted.
If these conditions are met, the Γ matrix should replace
the commonly used T matrix [1–18]. The correction pro-
tocol is given by (11). The data presented in Table II
show that the T and Γ matrices produce significantly dif-
ferent results on current superconducting qubits. It will
be interesting to apply this technique to other quantum
computing architectures as well.
We have also provided tomographic evidence that the
noisy measurement operators in single transmon qubits
are nearly diagonal, in support of the biased measure-
ment model for transmon qubits with dispersive readout.
This is expected because the dominant measurement er-
ror comes from T1 decay during qubit readout.
One approach for extending this technique to multi-
qubit circuits is to use a tensor product
Γ1 ⊗ Γ2 ⊗ · · · ⊗ Γn (21)
of the single-qubit Γ matrices calculated above. How-
ever this neglects important multiqubit measurement er-
ror correlations [18]. A better approach would be to ex-
tend the POVM estimation to two or more qubits using
gate set tomography or related techniques. This would
also determine whether the biased measurement model is
valid beyond single transmon qubits, which would require
that crosstalk errors are primarily diagonal.
After completing this work we learned that a result
equivalent to the biased measurement theorem was ob-
tained by Maciejewski, Zimbora´s, and Oszmaniec [13],
but without addressing state-preparation errors.
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