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Abstract:- In this work some topics about positively of discrete-time singular systems have been
studied. Necessary an sucient conditions guaranteeing the positively singular system are given
in terms of Drazin inverse. Positive structural properties for this kind of systems are analyzed.
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1. Introduction
Positive systems appear in the modeling of many
problems where the state variables express popula-
tion, measure, mass, etc., and these variables can
not be negative. Some structural properties of pos-
itive standard systems have been studied by Bru
et al. [2], Coxson-Shapiro [3], Rumchev-James [7],
and Valcher [9]. Positive singular systems appear
in many engineering problems such as circuit net-
works, chemical and power systems. Many results
of singular systems have been described in [4], [5],
but the study of this kind of systems is still an
interesting area of rechearch and applications, in
special the positive singular case. Some results
about positive invariant sets have been given in [6]
and [8]. In this work, we study positive discrete-
time singular systems and analyze structural prop-
erties for this kind of systems.
Consider the discrete-time singular system
Exk+1 = Axk + Buk
yk = Cxk + Duk
(1)
where E; A 2 Rnn; rank(E)  n; B 2 Rnm;
C 2 Rpn; D 2 Rpm; k 2 Z: System (1) is
denoted by (E;A;B;C;D): We suppose D = 0;
becouse of the matrix D does not aect the dy-
namic of the system and in this case the system
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(1) is denoted by (E;A;B;C): When E = I it is
called a standard system. It is well known, see [4],
[5], that if the system (1) satises the regularity
condition, that is if there exists an escalar  2 C
such that det[E   A] 6= 0, then using the ma-
trices b E = (E   A)
 1 E; b A = (E   A)
 1 A and
b B = (E   A)
 1 B; a state solution to (1) is given
by
xk =

b ED b A
k
b ED b Ex0
+
k 1 X
i=0
b ED

b ED b A
k i 1
b Bui
 

I   b ED b E
 q 1 X
i=0

b E b AD
i
b AD b Buk+i
where x0 is an admissible initial condition, q
is the smallest nonnegative integer such that
rank

b Eq

=rank

b Eq+1

, called the index of b E;
and MD denotes the Drazin inverse of matrix M
(see[1]): The set of admissible initial conditions X0
is given by
X0 = Im
h
b ED b E;H0; ;Hq 1
i
(2)
with Hi =

I   b ED b E

b E b AD
i
b AD. The solution
and the set of admissible initial conditions are in-
dependent of : Note that matrices b E and b A satisfyb E b A = b A b E, which is a based property to obtain the
above explicit solution in terms of the Drazin in-
verse of b E and b A; respectively.
If the system (1) satises the regularity condi-
tion, then it is equivalent to the canonical forward-
backward form given by
Exk+1 = Axk + Buk
yk = Cxk
(3)
with E = diag (In1;N); A = diag (A1;In2), n1 +
n2 = n;
B =

B1
B2

, C =

C1 C2

;
and N is nilpotent.
The set of nonnegative vectors of length n is
denoted by Rn
+. If x 2 Rn
+ then it is denoted by
x  0: A nonnegative matrix A = [aij] with aij  0
is denoted by A  0:
The direct sum of cones is denoted by K =
K1  K2; and the subspace K   K is denoted by
span(K):
2. Positive singular systems
Denition 1 System (E;A;B;C) is positive if,
for every admissible initial state x0  0 and for
every nonnegative control sequence, the state and
the output trajectories belong to Rn
+ , that is xk  0
and yk  0; 8k 2 Z; 8x0 2 0 \ Rn
+ and 8uj  0;
j = 0;1;:::;k + q   1:
Consider the autonomous discrete-time singular
system
Exk+1 = Axk (4)
where E; A 2 Rnn; rank(E)  n: If (E;A) sat-
ises the regularity condition then the solution of
system (4) is given by
xk =

b ED b A
k
b E b EDx0;
where x0 is an admissible initial condition.
System (E;A) is positive if xk  0, 8x0 2
Im

b E b ED

\ Rn
+ and 8k 2 Z:
In general, in what follows we suppose that ma-
trices E and A of the system commute, EA = AE;
and in this case the condition det[E   A] 6= 0 for
some  can be changed by Ker(E)\ Ker(A) = f0g:
If EED  0 and EA = AE; the trajectory of
this system is given by xk =
 
EDA
k EEDx0 with
x0 2 Im
 
EED
\ Rn
+: If EED  0 and AED  0,
then xk  0; 8k 2 Z: Conversely, if the system
(E;A) is positive, then
xk =
 
EDA
k
EEDx0  0;
8k 2 Z and 8x0 2 Im
 
EED
\ Rn
+. Because of
EED  0, then x0 = EEDei  0 is an admis-
sible initial state, i = 1;::: ;n. In this case the
nonnegative state of the trajectory at time k = 1
is
x1 =
 
EDA

EEDx0
=
 
EDA

EEDEEDei
=
 
EDA

EEDei = EDAei  0;
i = 1;::: ;n: Then, EDA  0:
We summarize the above comments in the fol-
lowing result.
Proposition 1 Consider an autonomous singular
system (E;A): If EED  0 and EA = AE; then
the system (E;A) is positive if, and only if EDA 
0:
Note that, becouse of Im
 
EED
 Rn
+ then
EED  0 in above proposition condition EED 
0; can be replaced by Im
 
EED
 Rn
+. If E is
invertible this characterization is the same charac-
terization of a positve standard linear system.
Now, consider the singular system (E;A;B). In
the next result conditions for positive systems are
given.
Proposition 2 Consider a discrete-time singu-
lar system (E;A;B): Suppose that EED  0
and EA = AE: The system (E;A;B) is posi-
tive if, and only if EDA  0;EDB  0 and  
I   EDE
 
EADi ADB  0; i = 0;1;:::;q   1;
where q is the index of E:
Proof. The trajectory of system (E;A;B)when EA = AE is given by
xk =
 
EDA
k
EDEx0
+
k 1 X
i=0
ED  
EDA
k i 1
Bui
 
 
I   EDE

q 1 X
i=0
 
EADi
ADBuk+i
with x0 2 X0\Rn
+: If EED  0; condition AED 
0, can be proved as proposition 1 taking controls
zero.
Now, taking x0 = 0; u0 = ei 2 Rn
+; uj = 0;
j = 1;::: ;q; where q is the index of E. At time
k = 1; x1 = EDBei  0; and repeat this process
for i = 1;::: ;n; we obtain EDB  0.
Choosing uk = ei; i = 1;::: ;n; and uj = 0;
j 6= k; j = 1;::: ;k + q   1;
xk =  
 
I   EDE

ADBei  0;
i = 1;::: ;n; then
 
I   EDE

ADB  0:
Choosing uk+h = ei; i = 1;::: ;n; and uj =
0;j 6= k + h; j = 1;::: ;k + q   1;
xk =  
 
I   EDE
 
EADh
ADBei  0;
with i = 1;::: ;n; and h = 1;::: ;q   1; then
 
I   EDE
 
EADh
ADB  0:
Conversely, it is easy to see that if EDA 
0;EDB  0 and
 
I   EDE
 
EADi ADB  0;
i = 0;1;:::;q   1; then the trajectory xk  0;
8k;uk  0: 
Remark 1 Consider a forward-backward system
(E;A;B) with E = diag (In1;N); A = diag
(A1;In2), n1 + n2 = n; B =

BT
1 BT
2
T. In
this case
EDE = diag(In1;O); EDA = diag(A1;O);
EDB =

BT
1 O
T
and
 
I   EDE
 
EADi
ADB =
h
0
 
NiB2
T
iT
:
Hence, a forward-backward system is positive if
and only of A1  0; B1  0 and NiB2  0;
i = 0;1;:::;q   1:
3. Reachability cones
Denition 2 Consider (E;A;B)  0 and the set
of admissible initial conditions X0 is given in (2).
A state x 2 Rn
+ is positively reachable if there ex-
ist a time k 2 Z and a control sequence uj  0;
j = 0;1;:::;k +q  1 that transfers the state of the
system from the origin at time 0 to x at time k:
The system (E;A;B)  0 is positively reachable if
every x 2 Rn
+ is positively reachable.
Denition 3 (i) A system (E;A;B)  0 is pos-
itively controllable if, any nal state xf 2 Rn
+ can
be reachable from any initial state x0 2 X0:
(ii) If xf = 0 the system (E;A;B) is positively
null-controllable.
Consider a positive discrete-time singular sys-
tem (E;A;B)  0; with EED  0 and EA = AE:
The set of positively reachable states in k steps is
the cone, Rk (E;A;B); generated by the columns
of the nonnegative matrix
h
PEDB PEDEDAB ::: PED  
EDA
k 1
B
 (I   P)Q :::   (I   P)
 
EADq 1
Q
i
where q is the index of E; P = EDE and Q =
ADB: Denote by
R1(E;A;B) =
1 [
k=1
Rk (E;A;B)
the set of all the reachable states in a nite time,
then the system (E;A;B)  0 is reachable if and
only if R1(E;A;B) = Rn
+. Dening the cones
Fk (E;A;B) =
=
D
PEDB;PEDEDAB;::: ;PED  
EDA
k 1
B
E
;
and
B(E;A;B) =
=
D
 (I   P)Q;::: ; (I   P)
 
EADq 1
Q
E
we give the following result.Proposition 3 Consider (E;A;B)  0; with
EED  0 and EA = AE: Then
(a) Rk (E;A) = Fk (E;A)  B(E;A):
(b) Rk (E;A)  Rk+1 (E;A):
Proof. (a) By construction Rk (E;A) =
Fk (E;A)+B(E;A) and span Fk (E;A)  Im(P)
and span B(E;A)  Im(I   P): As P is a pro-
jection, Im(P) \ Im(I   P) = f0g; then span
Fk (E;A)\ span B(E;A) = f0g and Rk (E;A) =
Fk (E;A)  B(E;A): (b) It is easy to see by con-
struction of these cones. 
Denoting
F1(E;A;B) =
1 [
k=1
Fk (E;A;B)
it is easy to prove the following result.
Proposition 4 Consider (E;A;B)  0; with
EED  0; rank
 
EED
= n1and EA = AE: Then
R1(E;A;B) = Rn
+ if and only if
F1(E;A;B) = Rn
+ and B(E;A;B) = (I   )Rn
+;
where  =

In1 O
O O

:
From the above propositions and the results of
positive standard systems given in [3] the following
characterization is established.
Proposition 5 Consider (E;A;B)  0; with P =
EED  0; rank(P) = n1; Q = ADB and EA =
AE: Then R1(E;A;B) = Rn
+ if and only if
h
PEDB PEDEDAB ::: PED  
EDA
k 1
B
i
has an n  n1 monomial submatrix and
h
 (I   P)Q :::   (I   P)
 
EADq 1
Q
i
has an n  (n   n1) monomial submatrix.
Remark 2 Now, we consider a positive forward-
backward system (E;A;B) with E = diag (In1;N);
A = diag (A1;In2), n1 + n2 = n; B =

BT
1 BT
2
T : Noting that Fk (E;A;B) is the
cone generated by the columns of the nonnegative
matrix

B1
O
A1B1
O
:::
:::
Ak 2
1 B1
O

and B(E;A;B) by

O
 B2
O
 NB2
:::
:::
O
 Nq 1B2

;
we can establish that Rn
+ = R1(E;A;B) if and
only if
h
B1 A1B1 ::: A
n1 1
1 B1
i
has an n1  n1 monomial submatrix and

B2 NB2 ::: Nq 1B2

has an n2  n2 monomial submatrix.
Now, we study positively controllablity prop-
erty. If the positive system (E;A;B);with EED 
0 and EA = AE; is positively null-controllable for
any x0 2 X0 there exist a time k 2 Z and a control
sequence uj  0; j = 0;1;:::;k + q   1 such that
xk = 0; then
 
 
EDA
k
EDEx0 =
=
k 1 X
i=0
ED  
EDA
k i 1
Bui
 
 
I   EDE

q 1 X
i=0
 
EADi
ADBuk+i
and
 
EDA
k EDEx0 = 0; for all x0 2 X0; in par-
ticular for x0 = EDEei: Then,
0 =
 
EDA
k
EDEEDEei
=
 
EDA
k 1
AEDEEDei
=
 
EDA
k
ei; i = 1;::: ;n:
Hence, there exist a time l 2 Z such that  
EDA
l = 0, that is EDA is a nilpotent matrix.
Using this result we give the following proposition.Proposition 6 Given (E;A;B)  0; with
EED  0 and EA = AE; then the system is posi-
tively controllable if and only if R1(E;A;B) = Rn
+
and EDA is a nilpotent matrix.
Remark 3 If the initial system is forward-
backward in the last proposition condition EDA
nilpotent is replaced by A1nilpotent.
Remark 4 If the condition EA = AE is not sat-
ised matrices E and A can be replaced in all the
previous results by b E and b A; respectively. And ma-
trix B can be replaced by b B:
4. Conclusion
The positive discrete-time singular systems have
been studied. Algebraic conditions have been
given to characterize positive singular systems in
terms of Drazin inverses. The positively reachable
and controllable properties of this kind of systems
have been analyzed. In this way, reachability cones
have been constructed. In particular, the results
have been applied to forward-backward systems.
The obtained results are a generalization of pos-
itively conditions for standard discrete-time sys-
tems.
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