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Abstract
The purpose of this paper is to construct an unconstrained optimal control problem by using a least-squares approach for the
constrained distributed optimal control problem associated with incompressible Stokes equations. The constrained equations are
reformulated to the equivalent first-order system by introducing vorticity, and then the least-squares functional corresponding to the
system is enforced via a penalty term to the objective functional. The existence of a solution of the unconstrained optimal control
problem is proved, and the convergence of this solution to that of unpenalized one is demonstrated as the penalty parameter tends
to zero. Finite element approximations with error estimates are studied, and the relevant computational experiments are presented.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently, there has been an increased interest in mathematical analyses and the computation of optimal control
problems for incompressible viscous flows, and a Lagrange multiplier approach to solving such optimal control prob-
lems has been studied extensively by many authors; see e.g. [14,15,18,20] and references therein. Also there has been
considerable attention in methods of the least-squares type for fluid flow problems by introducing physically mean-
ingful new dependent variables that reformulate the corresponding second order system into a first order system [3,
6–12,19]. Least-squares finite element methods for optimality problems have been studied in [1,2,4,5].
The rigorous analysis of a penalty/least-squares approach was first introduced by Gunzburger and Lee [16,17] and
Lee and Choi [22]. In this paper, we extend their results to an optimal control problems for incompressible Stokes
equations and perform some numerical simulations. Thus, the optimal control problem we consider is to minimize the
functional
J (u, p, f) = α
2
‖u− ud‖2s +
β
2
‖f‖2−1, (1)
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subject to the stationary Stokes equations
−ν∆u+∇ p = f in Ω , (2)
∇ · u = 0 in Ω , (3)
u = 0 on ∂Ω (4)
where ud is a given desired function, s = 0, 1. Here, Ω denotes a convex polygonal domain in R2 and u = (u1, u2)t
a candidate velocity field, p the pressure, f the distributed control, ν the viscous constant. Assume that p satisfies the
zero mean constraint, i.e.,
∫
Ω pdx = 0. The objective of this optimal control problem is to seek state variables u and
p, and a control f which minimize the L2- or H1-norm distances between u and ud and satisfy (2)–(4). The second
term in (1) is added as a means of limiting the cost of control, and the positive penalty parameters α and β can be used
to change the relative importance of the two terms appearing in the definition of the functional.
In this paper, we investigate an unconstrained optimal control problem by using a least-squares approach for
the above constrained distributed optimal control problem. The constrained equations (2)–(4) are reformulated to
the equivalent first order system by introducing the vorticity ω = ∇ × u, and then the least-squares functional
corresponding to the first order system is enforced via a penalty term being addedto the velocity tracking functional
(1). We prove the existence of a solution of the unconstrained optimal control problem, the convergence of this solution
to that of unpenalized one as the penalty parameter tends to zero, and then present the numerical experiments involving
the penalty parameter.
The plan of the paper is as follows.We introduce the notation that will be used throughout the paper in the remainder
of this section. We reformulate the Stokes equations for the first-order system and consider the solvability results for
first-order elliptic systems. In Section 2, we give a precise statement of the optimization problem and prove the
existence of an optimal solution. Then, we define an unconstrained optimal control problem using the least-squares
formulation and the convergence of the solution of the problem to that of unpenalized one is proved as the penalty
parameter tends to zero. In Section 3, we obtain the optimal error estimates for least-squares finite element method
for the penalized optimality system. Finally, we provide the numerical experiments with the analysis according to the
penalty parameter in Section 4.
1.1. Notations
In order to make precise some of the formal discussions of the previous section, we introduce some function spaces
and their norms, along with some related notation. Throughout, C will denote a positive constant whose meaning and
values change with context.
We use the standard notation and definition for the Sobolev space Hm(Ω) for m ≥ 0:
Hm(Ω) = {p ∈ L2(Ω) : Dα p ∈ L2(Ω) for 0 ≤ |α| ≤ m},
where Dα p denotes the weak (or distributional) partial derivative and α is a multi-index, |α| =∑i αi . The associated
inner product and norm are denoted by (·, ·)m and ‖ · ‖m , respectively. For m = 0, H0(Ω) coincides with L2(Ω). In
this case, the inner product and norm will be denoted by (·, ·) and ‖ · ‖, respectively. We will also make use of the
subspaces
L20(Ω) =
{
p ∈ L2(Ω) :
∫
Ω
pdx = 0
}
and
H10 (Ω) = {φ ∈ H1(Ω) : φ = 0 on ∂Ω}.
Denote by H−1(Ω) the dual space of H10 (Ω) with norm given by
‖φ‖−1 = sup
06=v∈H10 (Ω)
〈φ, v〉
‖v‖1 ,
where 〈·, ·〉 denotes the duality pairing. For vector valued functions, we define the Sobolev spaceHm(Ω) = [Hm(Ω)]2
and H10(Ω) = [H10 (Ω)]2.
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We shall also need some well-known vector identities, which are summarized below for the convenience of the
reader. For a vector function v = (v1, v2)t , we define the curl of v as the scalar function
∇ × v = ∂xv2 − ∂yv1
and denote by ∇⊥ the formal adjoint of ∇× defined by
∇⊥ p = (∂y p,−∂x p)t .
With this notation we have the following identities
∇⊥∇ × v = −∆v+ grad div v.
1.2. Least-squares method for the state equations
To use a least-squares method for our optimal control problem, we rewrite the state equations (2)–(4) to an equiv-
alent first-order system. Then, the quadratic functional for the new system is defined by summing up the H−1(Ω)- or
L2(Ω)-norms of the residuals of the corresponding first-order equations. For the velocity u, we introduce the vorticity
ω = ∇ × u. Then, we obtain the following first order velocity–vorticity–pressure formulation of Stokes equations:
ν∇⊥ω +∇ p = f in Ω , (5)
ω −∇ × u = 0 in Ω , (6)
∇ · u = 0 in Ω , (7)
u = 0 on ∂Ω . (8)
We introduce the following estimate, which will be used in Sections 3 and 4,
Proposition 1.1. Given any functions (u, p, ω) ∈ H10(Ω)× L20(Ω)× L2(Ω), the following estimate holds.
‖u‖1 + ‖ω‖ + ‖p‖ ≤ C(‖ν∇⊥ω +∇ p‖−1 + ‖ω −∇ × u‖ + ‖∇ · u‖). (9)
Proof. Let (u, p, ω) ∈ H10(Ω)× L20(Ω)× L2(Ω) be any functions. Set
f = ν∇⊥ω +∇ p, g = ω −∇ × u, h = ∇ · u,
which belongs to H−1(Ω)× L20(Ω)× L2(Ω). Then we have
−ν∆u+∇ p = f− ν∇⊥g − ν∇h, ∇ · u = h,
which belong to H−1(Ω)× L20(Ω). Applying Theorem 4.1 and Corollary 2.4 of [13], we get
‖u‖1 + ‖p‖ ≤ C1{‖f− ν∇⊥g − ν∇ · h‖−1 + ‖h‖}
≤ C2{‖f‖−1 + ‖g‖ + ‖h‖}.
Since it holds that
‖ω‖ ≤ C3{‖u‖1 + ‖g‖},
we obtain the final result
‖u‖1 + ‖ω‖ + ‖p‖ ≤ C(‖f‖−1 + ‖g‖ + ‖h‖). 
2. The optimal control problem
2.1. The constrained optimal control problem
Let u ∈ H10, p ∈ L20(Ω) and ω ∈ L2(Ω) denote the state variables, and let f ∈ H−1(Ω) denote the distributed con-
trol. The state and control variables are also constrained to satisfy the system (5)–(7), which recast into the weak form
Y. Choi et al. / Computers and Mathematics with Applications 53 (2007) 1672–1685 1675∫
Ω
(−ν∇⊥ω −∇ p + f) · ψdΩ = 0 ∀ψ ∈ H−1(Ω), (10)∫
Ω
(ω −∇ × u)ξdΩ = 0 ∀ξ ∈ L2(Ω), (11)∫
Ω
(∇ · u)ζdΩ = 0 ∀ζ ∈ L2(Ω). (12)
With J (·, ·) given by (1), the admissibility set Uad is defined by
Uad = {(u, p, f) ∈ H10(Ω)× L20(Ω)× L2(Ω) : J (u, p, f) < ∞ and (u, p, f) satisfies Eqs. (10)–(12)}. (13)
Then, (uˆ, pˆ, fˆ) is a local optimal solution if there exists a δ > 0 such that
J (uˆ, pˆ, fˆ) ≤ J (u, p, f)
for all (u, p, f) ∈ Uad satisfying
‖u− uˆ‖1 + ‖p − pˆ‖ + ‖f− fˆ‖−1 ≤ δ.
The optimal control problem can now be formulated as a constrained minimization problem in a Hilbert space:
min
(u,p,f)∈Uad
J (u, p, f). (14)
In the following theorem, we prove the existence of solutions for the optimal control problem.
Theorem 2.1. Given ud , there exists a unique solution (uˆ, pˆ, fˆ) ∈ Uad .
Proof. We first note that Uad is clearly not empty. Let {(u(n), p(n), f(n))} be a minimizing sequence, i.e.,
(u(n), p(n), f(n)) ∈ Uad for all n and satisfies
lim
n→∞J (u
(n), p(n), f(n)) = inf
(u,p,f)∈Uad
J (u, p, f)
along with∫
Ω
(−ν∇⊥ω(n) −∇ p(n) + f(n)) · ψdΩ = 0 ∀ψ ∈ H−1(Ω), (15)∫
Ω
(ω(n) −∇ × u(n))ξdΩ = 0 ∀ξ ∈ L2(Ω), (16)∫
Ω
(∇ · u(n))ζdΩ = 0 ∀ζ ∈ L2(Ω). (17)
By the definition of Uad and (9) and (15)–(17), we deduce that the sequences {‖u(n)‖1} and {‖p(n)‖} and {‖f‖−1} are
uniformly bounded. So, we may then extract subsequences such that
f(ni ) ⇀ fˆ in H−1(Ω),
p(ni ) ⇀ pˆ in L20(Ω),
u(ni ) ⇀ uˆ in H10(Ω),
u(ni ) → uˆ in L2(Ω),
for some (uˆ, pˆ, fˆ) ∈ H10(Ω) × L20(Ω) × H−1(Ω). The last convergence results above follow from the compact
embeddingH10(Ω) ↪→↪→ L2(Ω). We may then easily pass to the limit in (15)–(17) to determine that (uˆ, pˆ, fˆ) satisfies
(10)–(12). Now, by the weak lower semi-continuity of J (·, ·.·), we conclude that (uˆ, pˆ, fˆ) is an optimal solution, i.e.,
inf
(u,p,f)∈Uad
J (u, p, f) = lim
i→∞ infJ (u
(ni ), p(ni ), f(ni )) = J (uˆ, pˆ, fˆ).
Thus, we have shown that an optimal solution belonging to Uad exists. Finally, the uniqueness of the optimal solution
follows from the convexity of the functional and the linearity of the constraint equations. 
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2.2. The unconstrained optimal control problem
We reformulate the optimal control problem of minimizing the functional (1) subject to (5)–(7) as an unconstrained
minimization problem by using a penalty method to enforce some of the constraint equation.
The optimal control problem with penalty is defined as follows. Given a target function ud , find the control f and
the state variables u, p and ω such that the cost functional
J(ω,u, p, f) = J (u, p, f)+ 12 {‖ν∇
⊥ω +∇ p − f‖2−1 + ‖ω −∇ × u‖2 + ‖∇ · u‖2}. (18)
is minimized where  is a positive penalty parameter. With J(·, ·, ·) given by (18), the admissibility set Uad is defined
by
Uad = {(ω,u, p, f) ∈ L2(Ω)×H10(Ω)× L20(Ω)×H−1(Ω) : J(ω,u, p, f) < ∞}.
Now the optimal control problem can be formulated as an unconstrained minimization problem in a Hilbert space;
min
(ω,u,p,f)∈Uad 
J(ω,u, p, f). (19)
Theorem 2.2. Given ∀ > 0, there exists a unique solution (ωˆ, uˆ, pˆ, fˆ).
Proof. We first note that Uad is clearly not empty. Let {(ω(k),u(k), p(k), f(k) )} be a minimizing sequence, i.e.,
(ω
(k)
 ,u
(k)
 , p(k), f(k) ) ∈ Uad for all k and satisfying
lim
k→∞J(ω
(k)
 ,u
(k)
 , p
(k)
 , f
(k)
 ) = inf
(ω,u,p,f)∈U ad
J(ω,u, p, f).
By the definition of Uad and (9), we deduce that {‖ω(k) ‖} and {‖u(k) ‖} and {‖p(k) ‖} and {‖f(k) ‖−1} are uniformly
bounded. We may then extract subsequences such that
f(k) ⇀ fˆ in H
−1(Ω),
ω(k) ⇀ ωˆ in L
2(Ω),
p(k) ⇀ pˆ in L
2
0(Ω),
u(k) ⇀ uˆ in H
1
0(Ω),
u(k) → uˆ in L2(Ω),
for some (ωˆ, uˆ, pˆ, fˆ) ∈ L2(Ω)×H10(Ω)× L20(Ω)×H−1(Ω). The last convergence result above follows from the
compact embedding H10(Ω) ↪→↪→ L2(Ω). Since
J(ω,u, p, f) = J (u, p, f)+ 12 {‖ν∇
⊥ω +∇ p − f‖2−1 + ‖ω −∇ × u‖2 + ‖∇ · u‖2}
< ∞,
the (ωˆ, uˆ, pˆ, fˆ) belongs to Uad . Now, by the weak lower semi-continuity of J(·, ·, ·, ·), we conclude that
(ωˆ, uˆ, pˆ, fˆ) is an optimal solution, i.e.,
J(ωˆ, uˆ, pˆ, fˆ) = inf
(ω,u,p,f)∈U ad
J(ω,u, p, f).
Thus, we have shown that an optimal solution belonging to Uad exists. Finally, the uniqueness of the optimal solution
follows from the convexity of the functional. 
Now, let we show that as  → 0, solutions of (19) converge to the solution of (14).
Theorem 2.3. For each  > 0, let (ωˆ, uˆ, pˆ, fˆ) denote the solution of (19). Let (ωˆ, uˆ, pˆ, fˆ) denote the solution of
(14). Then (ωˆ, uˆ, pˆ, fˆ) → (ωˆ, uˆ, pˆ, fˆ), i.e.,
‖ωˆ − ωˆ‖ → 0, ‖uˆ − uˆ‖1 → 0, ‖ pˆ − pˆ‖ → 0 and ‖fˆ − fˆ‖−1 → 0 as  → 0.
Y. Choi et al. / Computers and Mathematics with Applications 53 (2007) 1672–1685 1677
Proof. Suppose that {(ωˆ, uˆ, pˆ, fˆ)} is a sequence of optimal solutions and  → 0. Then we have that
J(ωˆ, uˆ, pˆ, fˆ) ≤ J(ωˆ, uˆ, pˆ, fˆ) = J (uˆ, pˆ, fˆ)
since (ωˆ, uˆ, pˆ, fˆ) ∈ Uad . Thus, {‖ωˆ‖} and {‖uˆ‖1} and {‖ pˆ‖} and {‖fˆ‖} are uniformly bounded. Hence, as  → 0,
there exists a subsequence such that
(ωˆ, uˆ, pˆ, fˆ) ⇀ (ω˜, u˜, p˜, f˜) in L2(Ω)×H10(Ω)× L20(Ω)×H−1(Ω),
for some (ω˜, u˜, p˜, f˜) ∈ L2(Ω)×H10(Ω)× L20(Ω)×H−1(Ω). Then, the inequality
lim
→+0J(ωˆ, uˆ, pˆ, fˆ) ≤ J (uˆ, pˆ, fˆ)
implies that (ω˜, u˜, p˜, f˜) is a solution of the optimal control problem (14). From the uniqueness of the solution of (14),
we have that (ω˜, u˜, p˜, f˜) = (ωˆ, uˆ, pˆ, fˆ). Hence, we have that
(ωˆ, uˆ, pˆ, fˆ) → (ωˆ, uˆ, pˆ, fˆ) in L2(Ω)×H10(Ω)× L20(Ω)×H−1(Ω).
The proof is thus completed. 
3. Finite element approximations
Let
V = L2(Ω)×H10(Ω)× L20(Ω)
and define a norm ||| · ||| over V as
|||(σ, v, q)||| = (‖σ‖2 + ‖v‖21 + ‖q‖2)
1
2 .
By using the calculus of variations, we have the following first-order necessary conditions dJ/dϕ = 0, i.e.,
Euler–Lagrange equations, where ϕ = ω,u, p or f
α(u− ud , v)s + 1

(ν∇⊥ω +∇ p − f, ν∇⊥σ +∇q)−1
+ 1

(ω −∇ × u, σ −∇ × v)+ 1

(∇ · u,∇ · v) = 0, ∀(σ, v, q) ∈ V (20)
and
(f, g)−1 = 11+ β (ν∇
⊥ω +∇ p, g)−1, ∀g ∈ H−1(Ω) (21)
where s = 0 or 1. Substituting the Eq. (21) into the Eq. (20), i.e., eliminating f, we have the following variational
problem:
Find (ω,u, p) ∈ V such that
B(ω,u, p; σ, v, q) = F(σ, v, q), ∀(σ, v, q) ∈ V (22)
where
B(ω,u, p; σ, v, q) = α(u, v)s + β1+ β (ν∇
⊥ω +∇ p, ν∇⊥σ +∇q)−1
+ 1

(ω −∇ × u, σ −∇ × v)+ 1

(∇ · u,∇ · v)
and
F(σ, v, q) = α(ud , v)s .
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Lemma 3.1. For fixed α, β,  > 0, and s = 0, 1, there exist positive constants C1 and C2 such that
C1|||(σ, v, q)|||2 ≤ B(σ, v, q; σ, v, q) ≤ C2|||(σ, v, q)|||2, ∀(σ, v, q) ∈ V. (23)
Proof. Since
B(σ, v, q; σ, v, q) = β1+ β ‖ν∇
⊥ω +∇ p‖2−1 +
1

(‖ω −∇ × u‖2 + ‖∇ · u‖2)+ α‖v‖2s .
We can easily show from Proposition 1.1 that the lower bound of (23) holds. The upper bound of (23) is straightforward
from the triangle and Cauchy Schwarz inequalities, together with the definition of negative norm ‖ · ‖−1. 
The theorem shows that the bilinear form B(·; ·) is elliptical and continuous with respect to the norm ||| · ||| in
V , where both C1 and C2 depend on α and , and the linear form F(·) is apparently continuous. Thus, by the Lax-
Milgram lemma, there exists a unique solution (ω,u, p) ∈ V to the problem (22), and then one may obtain the control
f by the Eq. (21) if it is needed. However, since the constant C2 can be so much bigger than C1 as  approaches to 0,
we need to tune α and β according to  to let C1 balance with C2.
For the finite element approximation, let Th be a partition of Ω into finite elements Ω = ∪K∈Th K with
h = max{diam(K ) : K ∈ Th}. Assume that the triangulation Th is regular and satisfies the inverse assumption.
Let Vh := S1 × S2 × S3 be a finite element subspace of V with the following properties: there exist a constant C and
an integer r such that for all (ω,u, p) ∈ V ∩ (H r (Ω)× ∩Hr+1(Ω)× ∩H r (Ω)),
inf
σ∈S1
(‖ω − σ‖ + h‖ω − σ‖1) ≤ Chr‖ω‖r , (24)
inf
v∈S2
(‖u− v‖ + h‖u− v‖1) ≤ Chr+1‖u‖r+1 (25)
and
inf
q∈S3
(‖p − q‖ + h‖p − q‖1) ≤ Chr‖p‖r . (26)
Note that typical finite element spaces consisting of continuous piecewise polynomials with respect to quasi-uniform
triangulations satisfy (24)–(26). Then, the finite element approximation to (22) becomes:
Ffind (ωh,uh, ph) ∈ Vh such that
B(ωh,uh, ph; σ, v, q) = F(σ, v, q), ∀(σ, v, q) ∈ Vh . (27)
If we use continuous piecewise quadratic polynomials for the approximation of the velocity and continuous piecewise
linear polynomials for the approximations of the vorticity and pressure, i.e., r = 2, then we get the following error
estimate
|||(ω − ωh,u− uh, p − ph)||| ≤ Ch2(‖ω‖2 + ‖u‖3 + ‖p‖2),
which is optimal with respect to the finite element functions used. Note that the use of continuous piecewise
polynomials of degree r ≥ 1 for all unknowns yields the error estimate O(hr ), but it does not give optimal error
estimates for the vorticity ω and pressure p. However, the use of a single approximating space for all variables
simplifies the programming of the finite element methods.
Although the bilinear form B(·; ·) appears attractive from the point of view of stability and accuracy, its
computation is not feasible because of the evaluation of the H−1(Ω) inner product. Following the ideas suggested
in Bramble, Lazarov and Pasciak [9], we can compute the discreteH−1(Ω) inner product using a computable operator
Th . Let A˜h : H−1(Ω) → S2 be the discrete solution operator w = A˜hg ∈ S2 for the Dirichlet problem defined by
(∇w,∇v)+ (w, v) = (g, v), v ∈ S2. (28)
Assume that there is a preconditioner Ah : H−1(Ω) → S2 for A˜h that is a symmetric positive definite operator with
respect to the L2(Ω)2-inner product, and spectrally equivalent to A˜h , i.e., there exist positive constants c and C not
depending on the mesh size h such that
c(Ahv, v) ≤ ( A˜hv, v) ≤ C(Ahv, v), v ∈ S2. (29)
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For a fixed positive constants γ , define
Th = h2 Ih + γ Ah (30)
where Ih denotes the identity operator on S2. The positive parameter γ could be used to tune the iterative convergence
rate. Then, the H−1(Ω) inner product (·, ·)−1 can be replaced by the equivalent discrete inner product (·, ·)−1,h :=
(Th ·, ·) (see [9]). The associating discrete H−1(Ω)-norm is given by
‖v‖−1,h = (v, v)1/2−1,h .
Now, let us define the discrete counterpart of the bilinear form B(·; ·) such that
B,γ (ω,u, p; σ, v, q) = α(u, v)s + β1+ β (Th(ν∇
⊥ω +∇ p), ν∇⊥σ +∇q)
+ 1

(ω −∇ × u, σ −∇ × v)+ 1

(∇ · u,∇ · v). (31)
Then, the discrete variational problem corresponding to (22) becomes:
Find (ωh,uh, ph) ∈ Vh such that
B,γ (ωh,uh, ph; σ, v, q) = F(σ, v, q), ∀(σ, v, q) ∈ Vh . (32)
Lemma 3.2. If Vh satisfies an inverse inequality of the form
‖∇ × σ‖ ≤ Ch−1‖σ‖ and ‖∇q‖ ≤ Ch−1‖q‖ for all (σ, , v, q) ∈ Vh,
then, for fixed α, β,  > 0, and s = 0, 1, there exist positive constants C1 and C2 such that
C1|||(σ, v, q)|||2 ≤ B,γ (σ, v, q; σ, v, q) ≤ C2|||(σ, v, q)|||2, ∀(σ, v, q) ∈ Vh . (33)
Proof. Define
F(σ, v, q) = B,γ (σ, v, q; σ, v, q)− α‖v‖2s .
Using a similar argument to that in [11], one may easily show that there exist C1 and C2 such that
C1|||(σ, v, q)|||2 ≤ F(σ, v, q) ≤ C2|||(σ, v, q)|||2, ∀(σ, v, q) ∈ Vh .
Since, for s = 0, 1,
α‖v‖2s ≤ C |||(σ, v, q)|||2,
we have the conclusion. 
Theorem 3.1. Let (ω,u, p) ∈ V ∩ (H r (Ω)× ∩Hr+1(Ω)× ∩H r (Ω)) be the solution of the problem (22), and let
(ωh,uh, ph) ∈ Vh be the solution of the problem (27). Then we have
|||(ω − ωh,u− uh, p − ph)||| ≤ Chr (‖ω‖r + ‖u‖r+1 + ‖p‖r ). (34)
Proof. It is easy to show that the error (ω−ωh,u− uh, p− ph) is orthogonal to Vh with respect to the bilinear form
B(·; ·). Then, the approximation properties (24)–(26) and (23) yield the conclusion. 
A simpler approach to compute the H−1(Ω) inner product is to use a scale argument which replaces ‖ν∇⊥ω +
∇ p‖2−1 by the weighted L2-norm h2‖ν∇⊥ω+∇ p‖2 instead of the discrete negative norm (Th(ν∇⊥ω+∇ p), ν∇⊥ω+
∇ p) (see Bochev and Gunzburger [6]). This is nothing but aking γ = 0 in the problem (32), i.e.; we take Th = h2 Ih .
Then, we have
B,0(ω,u, p; σ, v, q) = α(u, v)+ h
2β
1+ β (ν∇
⊥ω +∇ p, ν∇⊥σ +∇q)
+ 1

(ω −∇ × u, σ −∇ × v)+ 1

(∇ · u,∇ · v). (35)
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Table 1
L2 and H1-distances and approximate errors with convergence rates for α = 1/h4,  = h2 and k = 1 (γ = 1)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 1.0653e−02 1.2372e−01 1.0173e−01
1
8 6.3249e−04 4.07 1.6201e−02 2.93 3.1187e−02 1.70
1
16 3.5677e−05 4.14 1.9927e−03 3.02 8.1914e−03 1.93
1
32 1.8754e−06 4.24 2.3242e−04 3.09 2.0681e−03 1.99
1
64 1.5362e−07 3.60 4.2359e−05 2.45 5.1828e−04 2.00
Table 2
L2 and H1-distances and approximate errors with convergence rates for α = 1/h4,  = h2 and k = 1 (γ = 0)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 7.2268e−02 5.7528e−01 1.3896e−01
1
8 3.6928e−03 4.29 5.5138e−02 3.38 3.9270e−02 1.82
1
16 1.6922e−04 4.44 6.4638e−03 3.09 8.5693e−03 2.19
1
32 8.3246e−06 4.34 6.9030e−04 3.22 2.0854e−03 2.03
1
64 3.8672e−07 4.42 6.8268e−05 3.33 5.1908e−04 2.00
4. Numerical experiments
Let Ω be the unit square. The domain Ω is triangulized uniformly with the grid interval h ranging from 2−2 to
2−6 for each direction. We use the single approximating space of continuous piecewise quadratic polynomials for
the approximations of all unknowns. In this section, the norms are all discrete norms measured by the three-points
quadrature rule in each triangle based on the triangulation Th . We first present numerical experiments in Table 1 based
on the bilinear form B,γ with γ = 1, i.e., Th = h2 Ih + Ah . One may refer to [21] for an implementation of a discrete
negative norm least-squares for the case of γ > 0. For the case of γ = 1 which is given in Table 1, we have very
similar results as in the case of γ = 0, which are given in Table 2. But the computational cost for the case of γ > 0 is
much more expensive than that of the case γ = 0. The other numerical results were based on the bilinear form B,0,
i.e., Th = h2 Ih . Throughout this section, we set the parameter β = h4.
We tested with the following desired state ud = (u1, u2)t ,
u1(x, y) = θ(x)θ ′(y) and u2(x, y) = −θ ′(x)θ(y)
where
θ(t) = (1− t)2(1− cos(kpi t)) for k = 1 or 3. (36)
For convenience, we recall the unconstrained minimization functional
J(ω,u, p, f) = J (u, p, f)+ 1

G(ω,u, p; f)
where
G(ω,u, p; f) = 1
2
{‖ν∇⊥ω +∇ p − f‖2−1,h + ‖ω −∇ × u‖2 + ‖∇ · u‖2}.
Let (ωh,uh, ph) ∈ Vh be the approximate solution to the unconstrained optimal control problem (32), and let
fh = 11+β (ν∇⊥ωh +∇ ph) be its control.
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Table 3
L2 and H1-distances and approximate errors with convergence rates for α = 1/h4,  = h4 and k = 1 (γ = 0)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 1.0672e−01 8.1718e−01 3.8194e−02
1
8 1.6948e−02 2.65 2.1102e−01 1.95 2.3571e−02 0.69
1
16 2.7800e−03 2.60 6.8408e−02 1.62 7.3105e−03 1.68
1
32 4.7798e−04 2.54 2.3920e−02 1.51 1.9594e−03 1.89
1
64 8.5160e−05 2.48 8.5992e−03 1.47 5.0427e−04 1.95
Table 4
L2 and H1-distances and approximate errors with convergence rates for α = 1/h3,  = h4 and k = 1 (γ = 0)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 1.5339e−01 1.1465e+00 1.4004e−02
1
8 5.5288e−02 1.47 5.0290e−01 1.18 1.4891e−02 −0.08
1
16 1.5825e−02 1.80 2.2042e−01 1.19 5.8181e−03 1.35
1
32 4.1702e−03 1.92 9.2688e−02 1.24 1.7519e−03 1.73
1
64 1.0813e−03 1.94 4.0376e−02 1.19 4.7411e−04 1.88
Table 5
L2 and H1-distances and approximate errors with convergence rates for α = 1/h2,  = h4 and k = 1 (γ = 0)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 1.7347e−01 1.2892e+00 3.9782e−03
1
8 1.2959e−01 0.42 9.9466e−01 0.37 5.3024e−03 −0.41
1
16 6.6694e−02 0.95 6.1224e−01 0.70 3.0796e−03 7.80
1
32 3.3680e−02 0.98 3.8398e−01 0.67 1.1413e−03 1.43
1
64 1.5489e−02 1.12 2.2204e−01 0.79 3.6229e−04 1.65
Example 1. We first consider the following cost functional
J (u, p, f) = α
2
‖u− ud‖2 + β2 ‖f‖
2−1,h .
Tables 2 through 5 show the discrete L2(Ω)- and H1(Ω)-norm distances between the desired states ud and controlled
states uh , and the approximate errors including the relative convergence rates for k = 1. The approximate error√
2G(ωh,uh, ph; fh) is equivalent to the total error |||(ω−ωh,u− uh, p− ph)||| where (ω,u, p) is the exact solution
to the problem (5)–(8) with the right hand side f = 11+ (ν∇⊥ωh+∇ ph). Then, we have that the theoretically predicted
discretization error bound of
√
2G(ωh,uh, ph; fh) is O(h2). For the case of α = 1/h4 and  = h2, Table 1 shows
that the discretization approximate error bounds are like O(h2), which are the same as the predicted error bounds,
but the error bounds of ‖uh − ud‖ and ‖uh − ud‖1 are like O(h4) and O(h3), respectively. In order to try to reduce
the approximate errors, we take a smaller  = h4 than that of Table 2, and we report the numerical results along
with α = 1/h4, 1/h3, 1/h2 in Tables 3 through 5, respectively. However, we cannot reduce the approximate error
significantly; on the contrary the L2 and H1 distances of uh − ud grow worse than ever. Hence, the case of α = 1/h4
and  = h2 in Table 2 seems to be the best choice in our numerical tests. Table 6 reports the results for α = 1/h4 and
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Fig. 1. Desired velocity vs. controlled velocity (α = 1
h4
,  = h2, k = 3).
Fig. 2. (α = 1
h4
,  = h4, k = 3) vs. (α = 1
h2
,  = h4, k = 3).
Table 6
L2 and H1-distances and approximate errors with convergence rates for α = 1/h4,  = h2 and k = 3 (γ = 0)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 1.3218e+00 1.6357e+01 2.5356e+00
1
8 1.1642e−01 3.50 2.4842e+00 2.71 1.6447e+00 0.62
1
16 5.5192e−03 4.39 2.8990e−01 3.09 4.8111e−01 1.77
1
32 2.8484e−04 4.27 3.4790e−02 3.05 1.2283e−01 1.96
1
64 1.5366e−05 4.21 4.1720e−03 3.05 3.0821e−02 1.99
 = h2 with different desired states of k = 3 in (36), which are more oscillatory states than that of k = 1. All of the
resulting data are bigger than those of Table 2, but the rates of convergence are almost the same as those of Table 2.
Finally we show the figures for the desired velocity and the controlled velocities along with the different parameters
α and  in Figs. 1 and 2.
Y. Choi et al. / Computers and Mathematics with Applications 53 (2007) 1672–1685 1683
Fig. 3. Desired velocity vs. controlled velocity (α = 1
h4
,  = h2, k = 1).
Table 7
L2 and H1-distances and approximate errors with convergence rates for α = 1/h4,  = h2 and k = 1 (γ = 0)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 1.5482e−03 1.2567e−02 2.4757e−01
1
8 3.0479e−05 5.66 3.1068e−04 5.33 4.2057e−02 2.55
1
16 4.8045e−07 5.98 7.4485e−06 5.38 8.7180e−03 2.27
1
32 7.4779e−09 6.00 2.0857e−07 5.15 2.0946e−03 2.05
1
64 1.1665e−10 6.00 6.2448e−09 5.06 5.1966e−04 2.01
Table 8
L2 and H1-distances and approximate errors with convergence rates for α = 1/h4,  = h2 and k = 3 (γ = 0)
h ‖uh − ud‖ ‖uh − ud‖1
√
2G(ωh ,uh , ph; f)
1
4 5.0735e−02 6.2409e−01 1.0914e+01
1
8 1.3684e−03 5.21 2.2414e−02 4.79 2.4693e+00 2.14
1
16 2.1787e−05 5.97 6.3299e−04 5.14 5.2580e−01 2.23
1
32 3.3918e−07 6.00 2.0943e−05 4.91 1.2538e−01 2.06
1
64 5.3021e−09 5.99 6.7937e−07 4.94 3.0975e−02 2.01
Example 2. Now we take another cost functional
J (u, p, f) = α
2
‖u− ud‖21 +
β
2
‖f‖2.
For α = 1/h4 and  = h2, we report the numerical results in Table 7 for k = 1, and in Table 8 for k = 3. Both
Tables 7 and 8 show that the discretization errors are very close to those of Tables 2 and 6, respectively, and the rates
of convergence are like O(h2). On the other hand, the distances between uh and ud are very much improved, in which
the convergence rates are given by ‖uh − ud‖ ≈ O(h6) and ‖uh − ud‖1 ≈ O(h5). Figs. 3 and 4 show the desired
velocity and the controlled velocities for k = 1 and k = 3, respectively, when α = 1h4 and  = h2.
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Fig. 4. Desired velocity vs. controlled velocity (α = 1
h4
,  = h2, k = 3).
Acknowledgements
The second author was supported by grant No. R01-2006-000-10472-0 from KOSEF. The third author was
supported by the research fund of KOSEF-R14-2003-019-01001.
References
[1] D. Bedivan, G. Fix, Least-squares methods for optimal shape design problems, Comput. Math. Appl. 30 (1995) 17–25.
[2] P. Bochev, D. Bedivan, Least-squares methods for Navier–Stokes boundary control problems, Int. J. Comput. Fluid Dyn. 9 (1997) 43–58.
[3] P. Bochev, M.D. Gunzburger, Analysis of least-squares finite element methods for the Stokes equations, Math. Comput. 63 (1994) 479–506.
[4] P. Bochev, M.D. Gunzburger, Least-squres finite-element methods for optimization and control problems for the stokes equations, Comput.
Math. Appl. 48 (2004) 1035–1057.
[5] P. Bochev, M.D. Gunzburger, Least-squares finite element methods for optimality systems arising in optimization and control problems,
SIAM J. Numer. Anal. 43 (6) (2006) 2517–2543.
[6] P.B. Bochev, M.D. Gunzburger, Finite element methods of least-squares type, SIAM Rev. 40 (1998) 789–837.
[7] P.B. Bochev, T.A. Manteuffel, S.F. McCormick, Analysis of velocity–flux least-squares principles for the Navier-Stokes equations. Part I,
SIAM J. Numer. Anal. 35 (1998) 990–1009.
[8] P.B. Bochev, T.A. Manteuffel, S.F. McCormick, Analysis of velocity-flux least-squares principles for the Navier-Stokes equations. Part II,
SIAM J. Numer. Anal. 36 (1999) 1125–1144.
[9] J.H. Bramble, R.D. Lazarov, J.E. Pasciak, A least-squares approach based on a discrete minus one inner product for first order system, Math.
Comput. 66 (1997) 935–955.
[10] C. Chang, M. Gunzburger, A finite element method for first order elliptic systems in three dimensions, Appl. Math. Comput. 23 (1987)
171–184.
[11] Z. Cai, T. Manteuffel, S. McCormick, First-order system least squares for velocity–vorticity–pressure form of the Stokes equations, with
application to linear elasticity, Electron. Trans. Numer. Anal. 3 (1995) 150–159.
[12] Z. Cai, T. Manteuffel, S. McCormick, First-order system least squares for the Stokes equations, with application to linear elasticity, SIAM J.
Numer. Anal. 34 (1997) 1727–1741.
[13] V. Girault, P.A. Raviart, Finite Element Methods for Navier-Stokes Equations: Theory and Algorithms, Springer-Verlag, New York, 1986.
[14] R. Glowinski, J. He, On shape optimization and related issues, Computational methods for optimal design and control Arlington, VA, 1997,
pp. 151–179.
[15] M.D. Gunzburger, Perspective in Flow Control and Optimization, SIAM, Philadelphia, 2002.
[16] M.D. Gunzburger, H.-C. Lee, Analysis and approximation of optimal control problems for first-order elliptic systems in three dimensions,
Appl. Math. Comput. 100 (1999) 47–70.
[17] M.D. Gunzburger, H.-C. Lee, A penalty/least-squares method for optimal control problems for first-order elliptic system, Appl. Math. Comput.
107 (2000) 57–75.
[18] J.-W. He, M. Chevalier, R. Glowinski, R. Metcalfe, A. Nordlander, J. Periaux, Drag reduction by active control for flow past cylinders,
in: Computational Mathematics Driven by Industrial Problems, Martina Franca, 1999, in: Lecture Notes in Math., vol. 1739, Springer, Berlin,
2000, pp. 287–363.
[19] B.-N. Jiang, L.A. Povinelli, Optimal Least-Squares Finite Element Method for Elliptic Problems, Comput. Methods Appl. Mech. Eng. 102
(1993) 199–212.
Y. Choi et al. / Computers and Mathematics with Applications 53 (2007) 1672–1685 1685
[20] J.-W. He, R. Glowinski, R. Metcalfe, A. Nordlander, J. Periaux, Active control and drag optimization for flow past a circular cylinder, J.
Comput. Phys. 163 (1) (2000) 83–117.
[21] S.D. Kim, B.C. Shin, H−1 least-squares method for the velocity–pressure–stress formulation of Stokes equations, Appl. Numer. Math. 40
(2002) 451–465.
[22] H.-C. Lee, Y. Choi, A least-squares method for optimal control problems for a second-order elliptic systems in two dimensions, J. Math. Anal.
Appl. 242 (2000) 105–128.
