In this article, we construct a categorification of some Fourier matrices associated to complex reflections groups by Malle [Mal95]. To any spetsial imprimitive complex reflection group W , he attached a set of unipotent characters, which is in bijection with the set of unipotent characters of the correnponding finite reductive group when W is a Weyl group. He also defined a partition of these characters into families, the analogue of Lusztig's non abelian Fourier transform and eigenvalues of the Frobenius. In [Cun07], Cuntz showed that for each family, this defines a so-called -modular datum. Therefore, one can associate a -algebra, free of finite rank over . If the stucture constants of such an algebra R are positive, it is a classical problem to find a tensor category, with some extra structure, whose Grothendieck ring is precisely R . However, these structure constants belong in general to and the categorification is more involved.
Quantum double of Borel algebras
In this section, we recall the construction of the quantum enveloping algebra q (g) associated to a simple complex Lie algebra g. Our main object of study will be the quantum double of a Borel algebra b of g, which will be denoted by q (g).
1.1. Notations. -Let g be a simple complex Lie algebra of rank n. We fix a Cartan subalgebra h of g. Let Φ ⊆ h * be the set of roots of g relative to h, Π = {α 1 , . . ., α n } be a basis of Φ, Φ Let Q be the root lattice, P the weight lattice, P + the cone of dominant weights, Q ∨ the coroot lattice and P ∨ the coweight lattice P = {λ ∈ h * | 〈λ, α ∨ 〉 ∈ , ∀α ∈ Π} P + = {λ ∈ h * | 〈λ, α ∨ 〉 ∈ , ∀α ∈ Π} p ∨ = {λ ∈ h * | 〈λ, α〉 ∈ , ∀α ∈ Π} Let (̟ i ) 1≤i ≤n be the dual basis of (α ∨ i ) 1≤i ≤n with respect to the form 〈·, ·〉 and ρ be the half sum of positive roots. We call the ̟ i 's the fundamental weights. The element ρ is in P and is equal to the sum of fundamental weights [Bou68, VI.1.10 Proposition 29].
We denote by Q + the monoid spanned by Π. We denote by ≤ the usual partial order on P : λ ≤ µ if and only if µ − λ ∈ Q + . For any α ∈ Φ, denote by s α the reflection in the hyperplane orthogonal to α
For 1 ≤ i ≤ n denote by s i the reflection s α i . All these reflections generate the Weyl group W of g and for any w ∈ W , w (Φ) = Φ. The form 〈·, ·〉 is then invariant with respect to W . We denote by l (w ) the length of w ∈ W relative to the generating set (s i ) 1≤i ≤n .
For q an indeterminate, define the following elements of [q , q
We denote by [n] ξ (resp.
[n] ξ !, resp. n k ξ ) the evaluation of [n] q (resp.
[n] q !, resp.
at an invertible element ξ of a ring. Let L be the smallest integer such that L〈λ, µ〉 ∈ for any λ, µ ∈ P . Let s be an indeterminate and let q = s L . We will work over the field (s ) and the ring = [s , s
−1 ]. We define q i = q 〈α i ,α i 〉 2 .
1.2. Positive and negative parts of the usual quantum enveloping algebra. -We start by defining the usual positive and negative part of the quantum group q (g). i , E i , 1 ≤ i ≤ n, and defining relations There exist several Hopf algebra structures on q (b + ), and we choose the following comultiplication ∆, counit ǫ and antipode S : 
There exist severals Hopf algebra structures on q (b − ), and we choose the following comultiplication ∆, counit ǫ and antipode S :
For λ = n i =1 λ i α i , we denote by K λ (resp. L λ ) the element
1.3. A Hopf pairing between q (b + ) and q (b − ). -The following is due to Drinfeld [Dri87, Section 13] and has been studied by Tanisaki [Tan92] . 
i , E i and F i , 1 ≤ i ≤ n and defining relations Denote by q (g)
<0
(resp. q (g) 0 , resp. q (g)
>0
) the subalgebra of q (g) generated by (E i ) 1≤i ≤n (resp. (F i ) 1≤i ≤n , resp. (K i , L i ) 1≤i ≤n ). Multiplication yields an isomorphism
It is worth mentioning that the coproduct and antipode of q (g) do not restrict to q (g) <0 or q (g) >0 .
The square of the antipode is given by the conjugation by any element of the form L λ K 2ρ−λ , λ ∈ Q as it is easily checked on the generators.
Graduation. -There exists a
For λ ∈ Q , we denote by q (g) λ the homogeneous elements of degree λ. We have
The coproduct, the counit and the antipode respect the grading. Moreover, the same lemma as [Jan96, lemma 4.12] shows that for µ ∈ Q , µ ≥ 0
Therefore, for x ∈ q (g) >0 µ , there are elements r i (x ) and r
Similarly, we can define ρ i (y ) and ρ
The values of r i , r 
2. For all y ∈ q (g)
<0
−µ and y
These elements can also be used to compute some commutators.
Proof. -We only show the first formula, the second one is proven similarly. If x = 1 or x = E i , the formula is satisfied. Now, supposing that it is true for x and x ′ , we show it for x x ′ :
where we used Lemma 1.5 in the last equality.
1.5. Some properties of the pairing. -We gather here some well known properties of the pairing.
Proof. -For the first equality, it suffices to show it for x and y homogeneous. It then follows easily from (1), (2) and the fact that (K λ , y
For the second assertion, we proceed by induction on ht(λ) = n i =1 λ i , where λ = n i =1 λ i α i . We can suppose that x is a product of the generators E i . The case ht(λ) = 1, i.e. λ ∈ Π is easily proved by induction on ht(µ). Then, writing x = E i x ′ and
).
As λ = µ, the two terms can not be simultaneously non-zero.
Using these two facts and an easy induction, one can show that, for 1 ≤ i ≤ n, and r ∈ ,
We now turn to the compatibility between the pairing and the r i , r
Proof. -It follows easily from (1), (2) and Proposition 1.7.
We end this section with [Tan92, Proposition 2.1.4] Proposition 1.9. -The restriction of the pairing to q (g)
is non-degenerate.
Basis for
The following is the analogue of [Lus90, Theorem 3.1] for q (g).
Proposition 1.10. -For all 1 ≤ i ≤ n, there exists a unique (s )-algebra isomorphism T i such that:
and, for 1 ≤ j ≤ n, setting r = −〈α j , α
otherwise,
We also have the analogue of [Lus90, Theorem 3.2] for q (g). Proposition 1.11. -The (T i ) 1≤i ≤n satisfy the braid relations and therefore define a morphism from the braid group of W to the algebra automorphisms of q (g).
Choose now a reduced decomposition w 0 = s i 1 s i 2 · · · s i r of the longest element w 0 of W . The positive roots are then
Note that E α (resp F α ) is homogeneous of degree α (resp. −α). The choice of a reduced decomposition of w 0 gives an order on Φ
for every k . All products will be ordered with this order. 
The elements
We compute now the dual basis of q (g)
>0
with respect to (·, ·). The following can be found in [Jan96, 8.29] .
Therefore, the dual basis of
1.7. Quasi-R -matrix. -The algebra q (g) is not quasi-triangular. Nevertheless, we construct a quasi-R -matrix which will endow the usual category of modules with a braiding (see section 2.3). We adapt the exposition of Jantzen [Jan96, Chapter 7] to the case of q (g).
Note that this does not depend on the choice of the basis of q (g) µ . A homogeneous basis of q (g)
and its dual with respect to D have already been computed above. Following [Ros90, A.1], we define an algebra automorphism Ψ of q (g) ⊗ q (g) by
Proof. -We follow closely the proof of [Jan96, Lemma 7.1]. The first two equations are trivial. We will use the following fact: for any µ ∈ Q , µ ≥ 0, and any x ∈ q (g)
µ and
We set c i = (q i − q
, and we have
by Lemma 1.6
A similar calculation show the fourth formula.
Define, as in [Lus10, Chapter 4], the completion q (g)⊗ q (g) of q (g) ⊗ q (g) with respect to the descending sequence of spaces
The morphism Ψ extends by continuity to q (g)⊗ q (g) and we consider the following element of q (g)⊗ q (g)
Then we can rewrite Proposition 1.14 as
We also have the analogue of [Jan96, Lemma 7.4].
and
Proof. -First, note that for any x ∈ q (g)
The proof of the other formula is similar.
We can translate this last lemma as equalities in q (g)⊗ q (g). Note that for any x ∈ q (g) >0 µ and y ∈ q (g) <0 −µ , we have
Therefore, we have
Similarly, we have
We now show that the element Θ is invertible. Set
Proof. -We show that for all µ ≥ 0,
We start with the first formula. We may and will suppose that µ > 0. As
so the antipode axiom gives
For the second equality, we again apply id ⊗(x , ·) to show that
The antipode axiom also gives
which is, after multiplication by K µ , the result expected.
We therefore have proven:
Finally, we give an explicit form of Θ (compare with [CP94, 10.1.D])
Representation theory at q generic
We now turn to the representation theory of the quantum group q (g), which is quite similar to the one of q (g). We work over the field (s ).
Representations of q (g). -
We will consider the category q of finite dimensional
where M (λ,µ) denote the weight space of M associated to (λ, µ) ∈ P × P :
As q (g) is a Hopf algebra, q is a monoidal rigid abelian category. For (λ, µ) ∈ P × P and (λ
Proposition 2.1. -A simple module M in q is a highest weight module.
Proof. -Let M be a simple module in q . Then, there exists a weight (λ, µ) of M such that for all other weight
is not a weight of M for any i , we have E i m = 0 for ay i . Hence v is a highest weight vector.
Consider now the q (g)-module of M generated by v . As M is simple and v = 0, it is the entire module M : M is a highest weight module.
Proof. -Let M be a module in q and m ∈ M a highest weight vector of weight (λ, µ). Let 1 ≤ i ≤ n and consider the family (F
Let k be the smallest of these integers. As
For any λ ∈ P , there exists a one-dimensional q (g)-module with unique (hence highest) weight (λ, −λ), which we denote by L(λ, −λ). The elements E and F necessarily acts by 0 and the action of
We denote byP the subset of P × P such that the sum of the two components is in 2P . These are precisely the weights which appear as weights of objects of the category q . Proposition 2.3. -For any (λ, µ) ∈ P × P such that λ + µ ∈ 2P + , there exists a simple module of highest weight (λ, µ). Therefore, simple objects in q are classified by (λ, µ) ∈ P × P such that λ + µ ∈ 2P + . We denoteP + this set of weights and by L(λ, µ) the simple module of highest weight (λ, µ). Note that we also have a construction of simple modules "à la Verma". in order to obtain an exact sequence of q (g)-modules. As the category of finite dimensional
There exists a faithful P -grading on the category q given by the action of the central elements
where q ,ν is additively generated by simple objects L(λ, µ) with λ−µ = 2ν, i.e. the simple objects on which the action of the central elements (z i ) 1≤i ≤n acts by 2ν. Each component q ,ν is equivalent to the category of finite dimensional q (g)-modules: it is clear for the trivial component q ,0 and tensoring by L(ν, −ν) gives an equivalence between q ,0 and q ,ν .
Character formula. -
We now write a character formula, which we obtain easily using Weyl character formula (see [Hum78, 24.3] ). We define an action of the Weyl group W onP as follows
for any 1 ≤ i ≤ n. It is easily shown, by induction on the length of w ∈ W that
We denote by e (λ,µ) ∈ [P ×P ] the element of the group ring of P ×P over corresponding to (λ, µ). The character of a module M in q is
Almost every term of the sum are zero and the support of χ M is included inP . The usual Weyl character formula gives the character of all simple modules in q of the form L(λ, λ) with λ ∈ P + :
, which is therefore equal to
We rewrite this formula by introducing the dot action w
2.3.
Braiding. -Using the quasi-R -matrix of section 1.7, we endow the tensor category q with a braiding. First, as any element of q has a finite number of weights, we see that for N sufficiently large and any µ ∈ Q , µ ≥ 0 and ht(µ) ≥ N , the element Θ µ of section 1.7 acts by 0 on any tensor product of two elements of q . Therefore, for any M and M ′ in q , the action of Θ defines a linear map
Note that this map is not q (g)-linear but satisfies for any u ∈ q (g)
. This follows immediately from Proposition 1.14. To construct the braiding, we need one more ingredient. For M and M ′ two objects of q , we introduce a linear map
where we write q r = s L r for any r ∈ 1 L (recall that s in a L-th root of q , see Section 1.1).
Lemma 2.5. -For any u ∈ q (g) ⊗ q (g), we have the following equality as linear endomor-
Proof. -It suffices to show it on the generators of
We now verify it for E i ⊗ 1. On the one hand,
On the other hand,
which concludes the proof for E i ⊗ 1. The other cases are similar.
Denote by τ the twist of vector spaces and define
Proposition 2.6. -The morphisms c defined above endow q with a braiding: the hexagon axioms are satisfied.
Proof.
It follows from the following calculations, where we denote by τ 1,23 :
The other hexagon axiom is shown similarly.
2.4. Duality and pivotal structure. -The algebra q (g) being a Hopf algebra, for any q (g)-module M in q , the space of linear forms has naturally a structure of left (resp. right) dual denoted by M * (resp. * M ), where the action of u µ) ), which also follows from the pivotal structure given below.
As for any u ∈ q (g) we have S
2ρ , we have for any λ ∈ Q a pivotal structure given by
We will consider only the pivotal structure given by λ = 2ρ, i.e. we choose L 2ρ as pivotal element. This pivotal structure allows us to compute left and right quantum dimensions of modules. It follows from the Weyl character formula that
As the actions of L 2ρ and K 2ρ coincide on any q (g)-module, the quantum dimensions of L q (κ, κ) viewed as a q (g)-module coincide with the quantum dimensions of L q (κ, κ) viewed as a q (g)-module.
Specialization at a root of unity and tilting modules
The goal to this section is to construct a fusion category using the representations of q (g). But the category q has an infinite number of simple objects. We adapt the construction of the fusion categories attached to quantum groups at roots of unity to q (g). Recall the notation
3.1. Lusztig's integral form. -We introduce a -subalgebra of q (g) which we will use to specialize q (g) at a root of unity. Consider the following elements of q (g):
for 1 ≤ i ≤ n, c ∈ and t ∈ .
We define res q (g) as the -subalgebra generated by E
, for 1 ≤ i ≤ n, c ∈ and t ∈ . The coproduct, the counit and the antipode of q (g) restrict to res q (g) and endow res q (g) with a structure of a Hopf algebra.
The quotient of res q (g) by the Hopf ideal generated by z i − 1,
The element of the form
appears naturally in the following identity, proved by induction
The following formulas for the coproduct will be useful.
Proposition 3.1. -Let 1 ≤ i ≤ n and t ∈ . Then
We denote by res q (g) >0 (resp. res q (g) 0 , resp. res q (g) <0 ) the intersection of res q (g) with
). It is not hard to show that for any 1 ≤ i ≤ n, the automorphism T i restricts to res q (g). As in Section 1.6, we have:
Note that the quasi-R -matrix at the end of Section 1.7 belongs in fact in res q (g) and the formula for its inverse show that it also belongs to res q (g). We still denote by Θ this element. Moreover, the algebra endomorphism Ψ of q (g) ⊗ q (g) restricts to an algebra endomorphism of res q (g) ⊗ res q (g), which we still denote by Ψ. Therefore, we still have the relations The algebra ξ (g) is generated by elements of the form
for 1 ≤ i ≤ n, r, t ∈ and c ∈ given by the images in ξ (g) of the corresponding elements of res q (g). There exist some relations in ξ (g) related to the order of the root of the ξ i 's as
We denote by Θ ξ the specialization of Θ. It is still an invertible element of some completion of ξ (g)⊗ ξ (g), and we have an algebra endomorphism Ψ ξ which is the specialization of Ψ. They satisfy the usual relations
3.3. Representations at a root of unity. -The representation theory of ξ (g), as well the one of ξ (g), is more involved. As explained in [CP94, 11.2.A], defining the weight space of weight (λ, µ) of a res q (g)-module M as
is rather unsatisfactory: one can not distinguish the weight (λ, µ) form the weight (λ + l i ̟ i , µ) for example. The weight space of weight (λ, µ) of M is then defined as
Proof. -We show that for ζ a root of unity of order d and with
if d is even, and r ∈ , we can recover r knowing only 
Proof. -We start with the following equality, valid for any m ∈ and X an indeterminate
As {ζ
th-roots of 1 and
we have
On the one hand we have
and on the other hand
Comparing the coefficient of X b gives us
which, using the fact that ζ
, leads to the desired formula.
Therefore, for r ∈ , we have 
The formula for the coproduct given in the Proposition 3.1 shows that the tensor product of two weight vectors of weight (λ, µ) and (λ ′ , µ ′ ) is again a weight vector, of weight
We consider the category ξ of finite dimensional ξ (g)-modules M such that
As in the generic case we have E
Contrary to the generic case, it may happen that λ + µ ∈ 2P , for example if one of the l i 's is odd.
One way to construct ξ (g)-modules is specialization. Let (λ, µ) ∈P + . We have defined a simple highest weight q (g)-module L(λ, µ) and we consider a sub-
L res (λ, µ) generated by a chosen highest weight vector. Define the Weyl module by
This is a highest weight ξ (g)-module with highest weight (λ, µ), but it is not always a simple module. As specialization does not change the weight spaces, it is clear that the character of W ξ (λ, µ) is still given by the Weyl character formula given in section 2.2. The Weyl module is a quotient of the Verma module and it has simple head L ξ (λ, µ).
Similarly to the case of q generic, we braid the category of representations as in section 2.3.
3.4. Tilting modules. -As for ξ (g), we consider the tilting modules, which have been studied for quantum groups at roots of unity by Andersen in [And92] . We refer to [Saw06] for more details in the case of ξ (g). We remark that weights (λ, µ) of Weyl modules always satisfy λ + µ ∈ 2P ; hence only these weights can appear in a tilting module. µ) and T (λ, µ) λ,µ is of dimension one. Moreover, any indecomposable tilting module is isomorphic to some T (λ, µ).
Proof. -The existence of such tilting modules follows easily from the existence for ξ (g). Indeed, there exists a tilting module for ξ (g) with a maximal vector of weight gives an indecomposable tilting module for ξ (g), which is isomorphic to T (κ, κ) for some κ ∈ P + .
As a direct summand of a tilting module is again a tilting module, every tilting module is a direct sum of indecomposable tilting modules. Using the fact that the tensor product of two tilting modules for ξ (g) is again a tilting module, we easily show that the tensor product of two tilting modules for ξ (g) is again a tilting module.
The full subcategory of ξ with objects the tilting modules is far from being a fusion category: it is not abelian, nor semisimple. We want to semisimplify this category; hence we must understand which indecomposable tilting modules are of non-zero quantum dimension. As any indecomposable tilting is isomorphic to some T (λ, µ) ≃ T 
Theorem 3.7. -We suppose that l
) is of non-zero positive and negative quantum dimension if and only if
3.5. The semisimple category of non-negligible tilting modules. -From now on, we keep the assumption on l of Theorem 3.7. We construct a fusion category using a semisimplification of pivotal categories. As the category of tilting modules is neither abelian, nor spherical, we use the version of semisimplification of pivotal Karoubian categories as in [EO18, 2.3]. The hypothesis of [EO18, Theorem 2.6] are satisfied since 1. the category of tilting modules is a subcategory of an abelian category, 2. up to an invertible element, the positive and negative quantum dimensions of an indecomposable tilting module are equal.
We then denote by ξ the semisimplification of the category of tilting ξ (g)-modules. This is a semisimple braided pivotal tensor category and the simple objects are the indecomposable tilting modules T (λ, µ) such that λ+µ 2 ∈ C . This category admits a faithful P -grading
where ξ,ν is additively generated by simple objects L ξ (λ, µ) with λ + µ = 2ν. As in the case of q generic, each component ξ,ν is equivalent to the category of tilting modules for ξ (g).
We now compute explicitly the S -matrix and the twist for ξ . The S -matrix is the matrix indexed by Irr( ξ ) given by
The twist θ and the pivotal structure a are related using the Drinfeld morphism u (see [EGNO15, 8.35 ]): a = uθ . The latter is given by the composition
We recall the expression of the quasi-R -matrix Θ of ξ (g)
Recall also that we have chosen the pivotal structure given by the element L 2ρ so that positive and negative quantum traces of any linear map f : M → M are given by
Then the S -matrix is given by
, and the twist is
Proof. -Let L ξ (λ, µ) be a simple object in ξ . For any other simple object M in ξ the map
is an endomorphism of the simple object L ξ (λ, µ) hence is a scalar. We compute it on the highest weight
as v λ,µ is a vector of highest weight. Now, we take the partial trace of this expression and are interested only in the component on v λ,µ . As F (n ) α v λ,µ is not of weight (λ, µ), this shows that only the term 1 ⊗ 1 in Θ contributes on this component. Therefore
Finally, the S -matrix is given by
Using the Weyl character formula, we have
.
Note that the assumption on l ensures that the denominators are non-zero. As we have 〈2ρ + λ + µ, w • 0〉 = 〈2ρ, (w −1 • (λ, µ)) 2 〉 − 〈µ, 2ρ〉 the formula for the S -matrix becomes
We now turn to the twist. Unrolling the definition of the Drinfeld morphism, one can show that for v λ,µ the highest weight vector of
3.6. A partial modularization. -Contrary to the category of tilting modules for ξ (g), ξ is infinite, since it has an infinite number of non-isomorphic simple objects. Following Müger [Mü00], we first find some objects in the symmetric center of ξ , and we add isomorphism between these objects and the unit object.
Proposition 3.9. -Let ν ∈ (l ′ Q ∨ ) ∩ P . Then the invertible simple object L ξ (ν, −ν) lies in the symmetric center of ξ . Its positive and negative quantum dimension is 1 and its twist is 1 or −1.
is a simple object, the double braiding is the multiplication by a scalar. By a computation on the highest weight vector, the double braiding is ξ
, so that the double braiding is the identity.
The positive quantum dimension of L ξ (ν, −ν) is given by the action of L 2ρ , so is equal to ξ −〈2ρ,ν〉 = 1 because ρ ∈ P . The twist is given by ξ 〈ν+2ρ,−ν〉 which is obviously equal to ±1 since ν ∈ l
Let be the tensor subcategory of ξ generated by the L ξ (ν, −ν) (which we will denote by S (ν)), with ν ∈ (l ′ Q ∨ ) ∩ P and of twist 1. We recall the construction of the category ξ ⋊ of [Mü00, Definition 3.12], which is simpler in our case since the objects in are all of dimension 1. We choose for any ν, ν
To do so, choose in any
We consider the category ξ ⋊ 0 with the same objects as ξ and with space of morphisms between two objects X and Y
Due to the compatibility of the maps ϕ, it is easy to check that this defines an associative composition. This category has tensor products: on objects the tensor product is the same as the one in ξ and if f ∈ Hom ξ (X ,S (ν) ⊗ Y ) and g ∈ Hom ξ (X
, their tensor product is defined as the composition
Again, the compatibility of ϕ ensures that this tensor product endows ξ ⋊ 0 with a structure of a semisimple tensor category, see [Mü00, Section 3.2] for further details.
The duality on ξ extends to a duality on ξ ⋊ 0 . One may check that the pivotal structure in ξ induces a pivotal structure on ξ ⋊ 0 . It is crucial that the objects in are of twist 1.
Finally, the category ξ ⋊ 0 is braided because is a subcategory of the symmetric center of ξ (see [Mü00, Lemma 3.10]). Now, in the general case, it can happen that the category constructed above is not idempotent complete. This happens exactly when tensoring by a non-trivial simple object of has a fixed point on the set of simple objects of ξ . But the object S (ν) is in the component ξ,ν of the grading, thus tensoring by this object has no fixed points on the set of simples, provided that ν = 0. Therefore the idempotent completion ξ ⋊ of ξ ⋊ 0 is ξ ⋊ 0 itself. Proof. -Indeed, denoting by G the quotient of P by {v ∈ (l
is a G -graded category, with each homogeneous component equivalent to the category of tilting modules for ξ (g)
Therefore, ξ ⋊ has |C ||G | simple objects. Note that G is indeed finite since P /((l Q ∨ )∩P ) surjects on G .
3.
7. An integral subcategory. -We consider the full subcategory of ξ additively generated by the L ξ (λ, µ) with λ + µ ∈ 2C and µ ∈ Q . This subcategory is stable by tensor product: we can easily see this at the level of ξ (g)-modules. We denote this category by ξ . In the case of the tilting category for ξ (sl n +1 ), Masbaum and Wenzl [MW98] show that an analogue of this subcategory is a modular category provided that l is even and l ′ and n + 1 are relatively prime.
As for the category ξ , there are an infinite number of simple objects. But the objects of the form S (ν) with ν ∈ (l In type B , let α 1 , . . ., α n −1 be the long roots of ∆ and α n the short one. We have α
and as 〈α n , α n 〉 = 4, we have 〈ν, ν〉 ≡ 0 mod l
′2
. As l ′ is even, we have l = 2l ′ and 〈ν, ν〉 ≡ 0 mod l .
In type F 4 , let α 1 and α 2 the long simple roots and α 3 and α 4 the short simple roots. We have α
and therefore 〈ν, ν〉 ≡ 0 mod l . Finally, in type G 2 , let α 1 be the short simple root and α 2 the long one. We have α
and therefore 〈ν, ν〉 ≡ 0 mod 2l
Hence, we have shown that for any ν ∈ (l ′ Q ∨ )∩Q , S (ν) is of quantum dimension 1 and of twist 1. We again construct the category ( ξ ) ⋊ and we obtain a P /((l ′ Q ∨ ) ∩Q )-graded category
Note that we do not have an equivalence of category between ( ξ ) ν and ( ξ ) 0 if ν ∈ Q . But we have an equivalence between ( ξ ) ν and Proof. -If we choose some representatives ν 1 , . . .,
We end this part with some notation. Denote byC the following set of weights
This set parametrizes the simple objects of ( ξ ) and the group l
parametrizes the simple objects of ( ξ ) ⋊ . Proof. -Using the proof of [BK01, Theorem 3.3.20], we show that the square of the Smatrix of ξ ⋊ is invertible. as for any w ∈ W and (λ, µ) ∈P we have
Non-degeneracy of
we can rewrite the S -matrix of ξ ⋊ as 
where κ is a non-zero constant. As µ ∈ P /D d Q ∨ , the matrix S 2 is, up to a non-zero constant, the invertible permutation matrix
The square of the S -matrix is not given by the duality: this is due to the fact that ξ ⋊ is not spherical, but only pivotal. Now we turn to the category ( ) ξ ⋊ which is degenerate in general.
Theorem 3.14. -The symmetric center of ( ) ξ ⋊ contains |P /Q | simple objects. Therefore, the category ( ) ξ ⋊ is non-degenerate if and only if g is of type F 4 , G 2 or E 8 .
Proof. -Using [EGNO15, Lemma 8.20.9], the simple object L ξ (λ, µ) is in the symmetric center of ( ) ξ ⋊ if and only if
As in the proof of Proposition 3.13, we let 2η = λ+µ and 2η
, which are elements in C . We then have
Proof. 
where κ is a non-zero constant.
As γ ∈ D d P ∨ the stabilizer of γ for the dot action is trivial, and there exist a uniqueγ
and therefore, using Lemma 3.15, w (η + ρ) + w
But this is possible if and only if η = −w 0 (γ) and w = w ′w w 0 and therefore
Therefore, the simple objects in the symmetric center of ( ) ξ ⋊ are indexed by 
The type A
In this section, we investigate in details the category ( ξ ) ⋊ for sl n at an even root of unity.
Notations. In this section g = sl n +1 and ξ is a primitive 2d -th root of unity, where d ≥ n + 1. To be consistent with the notation of Section 3 we set l = 2d and l ′ = d . We use the conventions of [Bou68, Planche I] for the labelling of roots.
The category
n |C | simple objects. From the description of C given in Section 3.4, we have
n . Recall the notationsC and C at the end of Section 3.7. The category ( ξ ) ⋊ is not modular by Theorem 3.14. To compute the n + 1 simple objects in the symmetric center of ( ξ ) ⋊ , we follow the proof of Theorem 3.14: for every γ ∈ d P ∨ /d Q ∨ , we find a representativeγ ∈ C of γ for the dot action of the affine Weyl group W a . The group d P ∨ /d Q ∨ is generated by the image of d ̟ n and we have
But s n s n −1 · · · s n +2−i (α n +1−i ) = n j =n +1−i α j and therefore
which is indeed an element of C . Therefore the element
is in the symmetric center of ( ξ ) ⋊ . As
Proposition 4.1. -The symmetric center of ( ξ ) ⋊ is generated by I as a tensor category. The object I is of positive and negative quantum dimension (−1) n and of twist 1. Moreover, tensorisation by I has no fixed points on the set of simple objects of ( ξ ) ⋊ .
Proof. -First, the object I is invertible because the object 
From this, we see that the objects I ⊗k for 0 ≤ k ≤ n are non-isomorphic. Since I is in the symmetric center of ( ξ ) ⋊ , which contains |P /Q | = n + 1 simple objects, all the simple objects in this symmetric center are given by the powers of I .
We can compute the quantum dimension directly in ξ . As a ξ (sl n +1 )-module, the quantum dimension of L ξ ((d − (n + 1))̟ 1 , (d − (n + 1))̟ 1 ) is 1: this object is invertible and its quantum dimension is positive [BK01, Theorem 3.3.9]. Therefore, the positive quantum dimension of I is the one of
The twist is given by ξ
Dimension of ( ξ ) ⋊
and renormalization. -Thanks to the decomposition
the squared norm of L ξ (λ, µ) is the same as the
where N is the dimension of the fusion category of tilting modules for ξ (sl n +1 ), which is well known (see [BK01, Theorem 3.3 .20], except our N is their
The Weyl character formula gives
Now, as the category ( ξ ) ⋊ is degenerate, we construct a non-degenerate category from it. If n is even, all elements in the symmetric center are of quantum dimension 1 and of twist 1: adding an isomorphism between I and 1 as in Sections 3.6 and 3.7 yields a non-degenerate category of dimension
If n is odd, one half of the objects of the symmetric center are of quantum dimension 1 and of twist 1 and the other half is of quantum dimension −1 and of twist 1. We first add an isomorphism between I ⊗ I and 1 and we obtain a slightly degenerate category of superdimension
, see [Lac18] for more details. By adding an isomorphism of odd degree between I and 1, we obtain a braided pivotal superfusion category, as in [Lac18, Section 3]. In both cases, the category obtained is not spherical and we renormalize the S -matrix by a factor involving the dimension on a certain object1 introduced in [Lac18] : it is an object X such that the character induced by X on Gr( ( ξ )⋊ ) is the negative quantum dimension. If such an object exists, it is not unique as tensorization by the symmetric center leaves invariant the character induced at the level of the Grothendieck group. Therfore, if n is even,1 is well defined in the modularization of ( ξ ) ⋊ , and if n is odd, it is well defined in the super category associated to ( ξ ) ⋊ . Proof. -We show that the character of Gr( , 2ρ) is the negative quantum dimension. Denote by χ the character of Gr( ( ξ ) ⋊ ) defined by −2ρ, 2ρ) ) .
The formula for the S -matrix, together with dim
It is easy to check that w • (−2ρ, 2ρ) = w • (0, 0) + (−2ρ, 2ρ) and therefore
as stated.
Finally, we renormalize S with a square root of
, which is
up to a sign. We choose for each orbit of simple objects of ( ξ ) ⋊ a representative of the orbit under tensorisation by the symmetric center, such that 1 is the representative of the orbit of 1 and I ⊗ L ξ (−2ρ, 2ρ) is the representative of the orbit of L ξ (−2ρ, 2ρ). This choice will be explained in Section 5.4. Theorem 4.3. -If n is even, the category ( ξ ) ⋊ gives rise to a non-degenerate braided pivotal fusion category. If n is odd, the category ( ξ ) ⋊ gives rise to a non-degenerate braided pivotal superfusion category. In both cases the renormalized S -matrix is given bỹ
and the twist by θ λ,µ = ξ 〈λ+2ρ,µ〉 .
Malle -modular datum
We refer to [Mal95] and [Cun07] for most of the materials of this section. Let ζ be a primitive d -th of unity. 
Let V be a -vector space of dimension d with basis (v i ) 0≤i ≤d −1 . We denote by the square matrix (ζ i j ) 0≤i , j ≤d −1 and we will view it as an endomorphism of V . We set
We consider the automorphism of the vector space
⊗n . This space has a basis given by
The following lemma follows immediately from [BR17, Lemma 6.2].
Lemma 5.1. We now turn to the formula for . Since
Fix σ ∈ S n +1 and let h = σ · g . Then
Hence, taking the sum on σ ∈ S n +1 , we obtain the second formula. 
f ( j ) and η i = f (i + 1) − f (i ) − 1.
As f takes its values in {0, . . ., d − 1} and is strictly increasing on {1, . . ., n + 1} we have n i =1 η i ≤ d − 1 − n and therefore λ + µ ∈ 2C . We then obtain a map we have f λ,µ = f ι( (f )) . As the fibres of the map (λ, µ) → f λ,µ are exactly the orbits under tensorisation by the symmetric center on the set of simple objects of ( ξ )⋊ , there exists
-modular data associated to exceptional complex reflection groups
The notion of "unipotent characters" has been defined for some exceptional complex reflection group by Broué, Malle and Michel [BMM99] , [BMM14] , which are called spetsial. The notion of families of such characters, as well as of Fourier transform and eigenvalues of the Frobenius exists, and are available in the package CHEVIE of GAP [GHL + 96], [Mic15] . In this section, we categorify some of these -modular data using subcategories of ( ξ ) ⋊ , for a well suited simple complex Lie algebra g and ξ a well chosen root of unity. The unipotent characters of a complex reflection group G are obtained in CHEVIE and displayed with the following command (we do the example of G 4 ): One can access to a family, to its Fourier matrix and to the eignevalues of the Frobenius as follows (continuing the same example): 6.1. Two families attached to G 27 . -We consider the complex reflection group denoted by G 27 in the classification of Shephard-Todd [ST54] . Two families of unipotent characters are of cardinal 18, the second one and the last but one. The -modular datum they define are complex conjugate to each other, hence we will only consider the second family of unipotent characters of G 27 . The -modular datum is in fact the tensor product of amodular datum of cardinal 3 and of a -modular datum of cardinal 6. 6.1.1. The -modular datum of cardinal 3. -The Fourier matrix and the eigenvalues of the Frobenius are objects of grading in {0, 7̟ 1 , 14̟ 1 , 21̟ 1 }. This category is then stable by tensor product. The fundamental chamber C is C = {λ 1 ̟ 1 + λ 2 ̟ 2 + λ 3 ̟ 3 ∈ P + |λ 1 + 2λ 2 + λ 3 < 3} = {0, ̟ 1 , ̟ 2 , ̟ 3 , 2̟ 1 , 2̟ 3 , ̟ 1 + ̟ 3 }.
Therefore, there are 14 simple objects in which are labelled by:
-in degree 0: (0, 0), (̟ 2 , ̟ 2 ), (̟ 3 , ̟ 3 ), (2̟ 1 , 2̟ 1 ) and (2̟ 3 , 2̟ 3 ), -in degree 7̟ 1 : (8̟ 1 , −6̟ 1 ) and (8̟ 1 + ̟ 3 , −6̟ 1 + ̟ 3 ), -in degree 14̟ 1 : (14̟ 1 , −14̟ 1 ), (14̟ 1 + ̟ 2 , −14̟ 1 + ̟ 2 ), (14̟ 1 + ̟ 3 , −14̟ 1 + ̟ 3 ), (16̟ 1 , −12̟ 1 ) and (14̟ 1 + 2̟ 3 , −14̟ 1 + 2̟ 3 ) -in degree 21̟ 1 : (22̟ 1 , −20̟ 1 ) and (22̟ 1 + ̟ 3 , −20̟ 1 + ̟ 1 ).
