Abstract. Nowadays there is a clear trend towards using methods and tools that can help the development of Simulation Systems. In this regard, Multiagent System (MAS) is a key technology that allows simulating user behavior. When the user is the focus of the simulation, Ambient Intelligent (AmI) increases in importance. AmI is an emerging multidisciplinary area based on ubiquitous computing that aims to adapt the environment to the needs of the user. Moreover, Cloud Computing is revolutionizing the services provided through the Internet, continually adapting itself in order to maintain the quality of its services. This study presents a multiagent based middleware for the simulation of agent behavior in cloud environments, and uses this information to adapt to the environment as AmI proposed. The main challenge of this work is the design and development of a new middleware that makes possible the communication between the technology in charge of the development of MAS and the technology in charge of the simulation, visualization and analysis of the behavior of the agents using the potential of cloud computing. The platform makes the computation and communication possible by following the principles proposed by AmI.
Introduction
Many new technical systems are distributed systems involving complex interaction between humans and machines, which notably reduces their usability. Ambient Intelligence (AmI) is an emerging multidisciplinary area based on ubiquitous computing. It influences the design of protocols, communications, systems, devices and so on, proposing new ways of interaction between people and technology, adapting them to the needs of individuals and their environment. Nowadays, these systems are evolving into a new paradigm known as Cloud Computing, which has emerged as a key compo- 30 the use of another [16] . Current research lines that attempt to determine which technique is best for different purposes of simulation are gaining importance. ABS (Agent Based Simulation) is a new paradigm for the simulation of complex systems that require a high level of interaction between the entities of the system, including humans. The benefits of agent based computing for computer simulation include various methods for evaluating multi agent systems or for training future users of the system [16] . The properties of ABS make it especially suitable for simulating this kind of system. The idea is to model the behavior of the human users in terms of software agents. Within this context, MAS are adequate for developing applications in dynamic and flexible environments. This is primarily due to their capabilities, which can be modeled in different ways and with different tools [46] . Moreover, the use of both Cloud Computing and AmI technologies in the context of user behavior simulation is an advantage because it makes it possible to anticipate the reallocation of the resources. Open MAS should allow the participation of heterogeneous agents with different architectures and even different languages [13, 47] . However, it is necessary to define new solutions that allow the connection on ABS simulation software.
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This study describes the results achieved by a multiagent-based middleware for the simulation of agent behavior. The middleware allows the simulation, visualization and analysis of the agents' behavior. The main contribution of this paper is the design of a new infrastructure that makes it possible to provide these capabilities, see Figure 1 . The simulation middleware makes use of technologies for the development of widely used MAS, and combines them so that it is possible to use their capabilities to build highly complex and dynamic systems. This includes, for example, JADE [23] that is the most widely used platform for software agents middleware, and Repast (Recursive Porous Agent Simulation Toolkit) [34] , a free and open-source agent-based modeling and simulation toolkit. This middleware and its dependent component were deployed into a Cloud Infrastructure in order to provide the system as a cloud service.
The next contribution is the reformulation of the FIPA protocol used in JADE [23] This has achieved several advantages: (i) development of a new framework that provides independence between the model and visualization components; (ii) improvement of the visualization component that makes it possible to use the concept of "time", essential for the simulation and analysis of the behavior of agents; (iii) and improvements to the user capabilities to which several tools were added, including message visualization. A 3D tool was developed in order to provide a graphical representation of the information provided by the simulation through the visualization messages. This tool provides an interface to model buildings and visualization of the simulation.
Smart environments must take context information into account, which can be collected by sensor networks [4] . To do so, the system is complemented with a module that permits the actuation in the environment, adapting itself to the needs of the end user. In this regard, the simulation makes it possible to know the user's needs in advance.
This study simulates a work environment where there are disabled people with special needs in their workstation. As a result of the information provided by the simulation, user needs can be prepared in advance so that the disabled people do not have to wait to work.
All contributions resulted in what is, to the best of our knowledge, the first middleware infrastructure to simulate intelligent agents with 3D visualization, simulation and analysis capabilities in a cloud platform.
The article is structured as follows: Section 2 reviews the state of art of agent-based simulation and cloud computing technology. Section 3 introduces a description of the infrastructure specifically adapted to the simulation of multiagent systems within dynamic environments. Finally, some results and conclusions are given in Sections 4.
Background

Agent-based simulation
The main characteristics of agents and MAS are autonomy, learning and reasoning. These capabilities can be implemented with different tools [46] . Open MAS should allow the participation of heterogeneous agents with different architectures and even different languages [13, 47] . The development of open MAS is still a recent field of the MAS paradigm and its development will allow applying the agent technology in new and more complex application domains. There are existing studies on agent simulation using commercial off-the-shelf-simulation packages with built-in agentbased modeling and BDI (Belief-Desire-Intention) behavior architecture [38] , modeling detailed complex human behaviors.
There are mainly two ways to visualize MAS simulation: the agent's interaction protocol, and the agent entity. With the former, it is possible to visualize a sequence of messages between agents and the constraints on the content of those messages. The latter method visualizes the entity agent and its iteration with the environment. Most software programs, such as JADE platform [6, 23] and Zeus toolkit [12] , provide graphical tools that allow the visualization of the messages exchanged between agents.
The MASON [27] , Repast [31, 34] There are also other studies such as Vizzari et al. [43] which have developed a framework supporting the development of MAS-based simulations based on the Multilayered Multiagent Situated System model provided with a 3D visualization. We did not adopt this framework because it would add a non-desired complexity to our system. We chose the Repast toolkit because, when the project first started, it was one of the few to offer a 3D visualization feature, as well as being simple and having good documentation. Moreover, the Repast system, which includes the source code, is available directly from the web. Repast seeks to support the development of extremely flexible models of living social agents, but is not limited to modelling living social entities alone. Repast is differentiated from other systems since it has multiple pure implementations in several languages and built-in adaptive features such as genetic algorithms and regression [30] .
Cloud computing paradigm
The technology industry is presently making great strides in the development of the Cloud Computing paradigm. As a result, the number of both closed and open source platforms has been rapidly increasing.
They all have a similar architecture. From an external point of view, the three most widely known services are Software, Platform and Infrastructure. From an internal point of view, the services generally offered are considered elastic services due to the high number of underlying technologies (virtualization, server farms, web services, web portals, among others) which have reached their prime.
NIST [29] propose the following definition, which comes very close to what is understood today by Cloud Computing: Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. This cloud model is composed of five essential characteristics, three service models, and four deployment models.
While at first sight it may be considered a merely technological paradigm, reality demonstrates that its rapid progress is primarily motivated by the economic interests that surround its purely computational or technological characteristics. This type of platform will allow Cloud Computing providers to offer computational services following a model comparable to the concept proposed by Utility Computing [36] in that computational services are offered in a way similar to how traditional public utilities (e.g. electricity, telephone, water, etc.) are offered. As a result, the service providers will be able to offer their demanded services through the Internet with a pay-per-use model [9, 19] . Cloud service users, on the other hand, will not be required to adopt additional computational resources to handle peak demand of their products or services, nor will they be required to have the infrastructure needed to provide them, thus turning their capital expenses into operational expenses [5] .
There are many cloud providers such as VMWare [44] , Citrix [11] , Amazon [3] and so on. Furthermore, from an academic and research scope, Cordeiro et al. [15] propose the Euronet platform to interconnect multiple virtual laboratories using a Cloud environment. Nurmin et al. [32] present EUCALYPTUS, an open source framework for cloud computing that implements IaaS functions. Another proposal is provided in [28] , which presents a 3C model (Cooperative Cloud Computing) for research centers and universities. This model is based on the Virtual Cloud model and expects to generate a vast repository of computational resources for research centers. Given that the majority of Cloud platforms are proprietary, the underlying infrastructure is invisible to researchers.
+Cloud platform
For the deployment of the simulation middleware and its associated software components, our own cloudbased platform, +Cloud [22] , was used. +Cloud is a platform based on the Cloud Computing paradigm. This platform allows services to be offered at the PaaS (Platform as a Service) and SaaS (Software as a Service) levels. The SaaS services are offered to end users in terms of web applications, while the PaaS services are offered as web services. Both PaaS and SaaS layers are deployed using an internal layer, which provides a virtual hosting service with automatic scaling and functions for balancing workload. Therefore, this platform does not offer an IaaS (Infrastructure as a Service) layer.
This platform is multipurpose and allows the deployment not only of components specially developed for cloud environment, but also of software components that are not originally designed to use within a cloud infrastructure, such as with our case. As a result, it is possible to take advantage of Cloud computing and, at the same time, to continue using the traditional serverside components.
The internal layer of +Cloud is formed by the physical environment which allows the abstraction of resources shaped as virtual machines. Thus, since this layer is internal to the system, +Cloud does not offer this kind of service to its users. A more detailed description of each layer is provided below: -SaaS Layer. This layer hosts a wide set of Cloud applications. It offers a set of native applications to manage the complete Cloud environment, where users have a personalized virtual desktop from which they can access their applications in the Cloud environment, and other more general third party applications. -PaaS Layer. This layer is oriented to offer services to the upper layer, and is supported by the internal infrastructure layer. The PaaS layer provides services through RESTful web services [33] in an API format. The components of this layer are: (i) the IdentityManager, which is the module in charge of offering authentication services to clients and applications; (ii) the File Storage Service (FSS), which provides an interface for a container of files, emulating a directory structure in which the files are stored; and, finally, (iii) the Object Storage Service (OSS), which provides a simple and flexible schema-less database service oriented towards documents.
The virtual and physical resources are managed dynamically. To this end, a virtual organization of intelligent agents that monitor and manage the platform resources is used [22] . In +Cloud, the elastic management of the available resources is performed by a MAS based on VO, which eases the design of the overall system [20] . In the +Cloud VO there is a set of agents that are especially involved in the adaptation of the system resources in view of the changing demand of the offered services. In addition, one of the most innovative aspects of the +Cloud framework is its ability to provide the possibility of reaching agreements at two different levels: at the external level, whereby +Cloud allows temporal SLA's parameter negotiation between the system and its customers using multiagent interaction protocols; and at the internal level, whereby +Cloud includes a computational case-based argumentation framework that agents can use to engage in an agreement process to make a decision about the best resource redistribution to meet a SLA during peak service demand.
Agent-based cloud computing and simulations
There are only a limited number of studies on the state of the art that relate Cloud Computing with agent technology [41] . In general terms, a Cloud system may use MAS applications in a Cloud environment for deployment; there are also Cloud environments that use agent technology to manage their resources. Some of those applications include: -Agents using Cloud. Within this group, the main state of the art applications use computational resources from the Cloud environment. -Cloud using Agents. Within this subgroup, the range of possibilities is even further extended. Mong Sim [39] highlights three subgroups of applications: (i) combination of resources among Cloud providers; (ii) planning and coordination of shared resources; (iii) establishing contracts between users and Cloud service providers.
Obviously, a simulation using Cloud and MAS would correspond to the first application, Agents using Cloud. The research in this group is based on the use of computation resources (storage and computation) that the Cloud environment provides. With regards to the computational capacity of the cloud, there are more examples [10, 17] that use the computational strength of the environment to perform simulations in different fields. All of them use the computing environment as a grid environment [8] .
The approach of this paper is different; the simulation not only uses the computational resources of the cloud platform, but also offers a specific cloud service of simulation to the end users. It is also important to note that the simulation does not use any kind of algorithm to distribute the complexity of the simulation over the cloud (such as previous examples that use a Grid computing approach). In the case of this paper, the middleware only grants control to the +Cloud platform that is in charge of providing the resources depending on the needs of the simulation.
Ambient intelligent
Ambient Intelligence offers a great potential to improve quality of life and to simplify the use of technology by offering a wider range of personalized services and providing users with easier and more efficient ways to communicate and interact with other people and systems [14] .
The characteristics of the agents make them appropriate for developing dynamic and distributed systems based on AmI, as they possess the capability of adapting themselves to the users and environmental characteristics [24] .
The integration and interoperability of agents and MAS with SOA. Web services approaches has been explored in order to provide an intelligent environment. Some developments are centered on communication between these models, while others are centered on the integration of distributed services into the structure of the agents [7, 25, 26, 35, 37, 45] .
Cloud Computing facilitates integration due to the ease of use of services that it provides, besides the large range of them (communication, computational service and simulation) and the simulation makes possible to advance the adaption of the system to the user needs.
Infrastructure to simulate environments
The most well-known agent platforms (like Jade [23]) offer basic functionalities for the agents, such as AMS (Agent Management System) and DF (Directory. Facilitator) services; but designers must implement nearly all organizational features, such as simulation constraints imposed by the MAS topology, by themselves. In order to model open and adaptive simulated systems, it becomes necessary to have an infrastructure than can use agent technology in the development of simulation environments. To this end, this study presents a middleware infrastructure that allows modeling JADE MAS with the possibility of being represented in Repast.
In order to better understand the overall operation, it is necessary to bear in mind the following idea: it is necessary to synchronize JADE to work simultaneously to Repast. The main concept introduced in this environment is the notion of time in JADE, which means it is possible to render the events into Repast in real time. One of the main differences between JADE and Repast is that in JADE, there does not exist a concept of time as such; the agents interact with each other based on changes or events that occur in the execution environment. However, Repast has a time unit, the tick, which is what sets the pace and allows simulations. Agents in the JADE context are implemented based on FIPA standards. This allows creating MAS in open environments, which is not possible within Repast. These differences are what this middleware has been able to resolve, integrating the two environments and achieving a working environment for the creation and simulation of a more powerful and versatile MAS and Middleware components.
Furthermore, the deployment of this new middleware and its related components in a Cloud platform makes it easier to underlay the infrastructure management. With this approach, the responsibilities are clearly defined; the middleware only has to manage the simulation process, while the cloud takes care of the computational resources.
The middleware consists of three principle components or layers as shown in Fig. 2 
Notion of time in JADE
The adaptation of JADE to support the notion of time is the most important and complex feature of our proposal. It was necessary to redefine a series of classes of JADE agents. The new capacity autonomously manages the receipt of ticks and maintains synchronism with Repast, so that it abstracts all these aspects and provides flexibility to the final programmer who uses this framework. Broadly, the sequence of steps that occurs for a tick is, as it is shown in Figure 3: -The occurrence of a tick is generated on Repast, as it is the platform that has this ability. Context is notified of this and, through Coordinator, can notify Synchronizer of its tasks. -When Synchronizer receives the notice from Context, it alerts all Agents about the new tick. As Synchronizer is an agent, it can communicate with MiddlewareAgent through TickACLMessage messages. That is how it notifies them about the new tick, sending a message with special semantics to each agent. -Once Synchronizer has sent all the special messages notifications of tick, it must wait until all MiddlewareAgents answer, to ensure that all have received 36 the notification. Moreover, it sends an ACK message to maintain strong synchronism between both sides. -When a MiddlewareAgent receives a tick by Synchronizer, it carries out various actions. First, it sends the message that it has to ship in this tick. MiddlewareAgents have a special queue for sending messages. Below is a comparative picture of how shipping is performed in JADE, and what change was made in the framework for adaptation over time.
F. De la Prieta et al. / Infrastructure to simulate intelligent agents in cloud environments
In JADE, sending a message is instant, the programmer gives the order, and the message is sent ipso facto. MiddlewareAgent agent functions differently. It has a messaging queue, TickACLMessage, so that when a programmer gives the order to send a message, the message is automatically inserted in the scheduled queue with the associated(?)tick, which must also be sent. Thus, when a tick goes by, MiddlewareAgent immediately sends messages that are queued and labeled with the current tick. Subsequently, it adds to the agent the protocols needed in this tick. This idea will be further detailed in the following subsection. After performing this task, MiddlewareAgent executes a method designed to overwrite the final program. The aim of this method is to have a function similar to step () of the Repast method in JADE, which is automatically executed when a tick goes by. This function is very convenient for developers, because by calling on every tick, it is possible to separate the actions of the agent in order to carry out them on a specific tick. Finally, after performing all tasks, MiddlewareAgent notifies its agent Repast counterpart, RepastAgent, to make the necessary changes in the simulation environment. Once all RepastAgent agents have been updated in the context of the simulation, the tick goes by, and Repast proceeds with the change to the next tick. 
Redefinition of FIPA protocols
JADE has a number of implemented FIPA protocols, which help the programmer. With these protocols, it encapsulates the developer from having to prepare messages to be sent, sending the messages, or managing their reception, among other things. The FIPA protocols defined in JADE have been re-implemented in this framework to support the notion of time.
It is possible to observe the presence of two roles in the FIPA protocols implemented in Jade To implement any of these protocols in the Middleware, it is necessary to use AchieveREInitiator (Jade class) and MiddlewareAchieveREResponder, the adapted class of the Responder role. MiddlewareAchieveREResponder is intended to replace AchieveREResponder (Jade class). It provides two handling methods, manageRequest, to send the first message in response, and manageResultRequestRequest, to send a second message to the agent with the Initiator role. In addition, it implements the exceptions, to try to provide the same Jade interface. These exceptions are important because Jade uses them to send messages of the rejection or not understanding of a task (i.e. if Responder role sends a message of acceptation for a task, the execution flow does not diverge in exception).
The messages of refuse, failure and notUnderstood will diverge in exceptions, which are also adapted to the notion of time to send these messages in the desired tick. The equivalence between Jade classes (and methods) and the middleware is shown in Table 1 .
The communication protocols of JADE defines two roles, one which starts the conversation (Initiator role), and the other which evolves in the conversation (Responder role). The Initiator agent role will begin the conversation by sending a message to the recipient. In doing so, it follows the logic developed with the message queue. When a MiddlewareAgent agent wishes to follow a communication protocol in a given tick, it is simply necessary to add the protocol of communication to the agent in the tick established. Therefore, one of the functions of MiddlewareAgent agent after receiving a tick is to add communication protocols. The rest of the communication for sending and receiving messages involves re-implementing and recording different behaviors that make the different functions of the protocols. The novelty is that these new behaviors support middleware modules redefined for JADE, such as support TickACLMessage messages or the ability to respond to a message in a certain tick, without being immediately.
In the case of the Responder role must be sent two messages, as discussed above. So, the middleware provides the programmers with two handles, as in JADE: one to send the first message, and another to send the second one, abstracting from all the system logic that is managing ticks.
Deploying infrastructure in a Cloud
Both the middleware (including JADE and Repast) have been deployed in +Cloud system. The simulation environment is offered as a service in the Cloud, so that end users can configure their own simulations, and access a 3D simulation environment that will get the results of the simulation.
The main components of the middleware have been deployed in the infrastructure layer of the cloud platform. These are:
The JADE platform is deployed as a service within the cloud. It is not possible to create a highly available service from the basic platform. However, thanks to the +Cloud platform, it is possible to deploy non-cloud services in the platform.
Repast, as with JADE, is deployed as a service. But the version used in the present study is Repast HPC (High Performance Computing), so the simulation service can use all the features offered in the Cloud infrastructure.
Finally, the middleware is deployed as an additional computing service, which interacts with JADE and Repast. This service provides high availability because its information is stored in the OSS and FSS services, provided by the +Cloud environment.
Moreover, within the software layer there is a set of applications deployed as services that provide a set of tools. For example, we can highlight the configuration and visualization environment, as well as a thin client that allows 3D modeling and simulation environments.
Experimental results and conclusions
A case study was developed using this middleware to create a MAS aimed at facilitating the employment of people with disabilities. Since it is possible to simulate the behavior of the agents in the work environment and observe the agents actions graphically in Repast, we propose a case study developing an intelligent environment for disabled people. This is a simple example that defines four jobs, which are occupied by four people with specific disabilities. Every job is composed of a series of tasks. Agents representing the workers have to carry out the jobs and, according to their capabilities, carry out the assignment with varying degrees of success. After performing various simulations and seeing the evolution in time, the results can be assessed to determine what would be the most suitable job for each employee.
The middleware is deployed into a +Cloud platform. This platform has several virtual nodes that provide computational resources to the middleware. +Cloud automatically allocates the resources to the components of the infrastructure taking instant demands into account during the simulation. As a result, the middleware does not need to take care of the computational needs. Figure 4 shows two examples of the 3D simulation environment. It is possible to observe the entities representing worker agents through their 3D avatar. The scene has the option of hiding different components to facilitate visualization during a simulation. Figure 5 shows a messaging visualization in Repast. Above each agent is its name, for identification. The red spheres correspond to workers. The cylinders correspond to the jobs of the workers, who are also actors in the simulation. The different colors indicate the type of job: dark blue represents an administrative assistant; yellow represents a customer service representative; green represents a workplace ordinance, the purple cones represent the agents belonging to the quality control department, and the orange cubes represent the agents belonging to the human resources department. Figure 6 shows an example of the execution of this case study. There are two ways of visualizing MAS simulation: the agent interaction protocol, and the agent entity.
The middleware provides the capability to visualize the sequence of messages between agents and the entity agent, and its iteration with the environment as shown in Fig. 6 . The union of these two platforms requires, firstly, a highly efficient environment for the creation of MAS, incorporating the benefits of JADE to create the systems, as is the use of FIPA standards; and secondly, the visual representation and extraction of simulation data to different applications provided by Repast. In this study we have presented a new infrastructure to facilitate the development of simulation and visualization environments. The platform is innovative, as it integrates multiagent systems and cloud computing technologies to take advantage of both the distributed and adaptive capacities of multiagent systems and the storage and elasticity capabilities of cloud computing environments. The use of multiagent systems demonstrates a high capacity and efficiency to develop virtual environments and to provide new alternatives for social simulation. The proposed approach provides the JADE platform with new time simulation algorithms, which make it very appropriated for agent-based simulation and prediction. Additionally, the integration with the +Cloud platform facilitates a flexible and adaptive repository that can be accessed in a ubiquitous manner and provides dynamic and ubiquitous computation.
The proposed approach provides an innovative framework to design, develop and evaluate intelligent environments. In this sense, the work contributes to improve the state of the art of Ambient Intelligence and to provide a new and effective approach for labor integration of people with disabilities.
The middleware was tested within the framework of two national Spanish projects to develop simulation environments aimed at facilitating the integration of handicapped people into the workforce. The results have shown that the proposed approach is appropriate for simulating intelligent environments using a social perspective. The new infrastructure allows the design and development of adaptive social environments as well as the simulation and prediction of potential situations in such environments. Domain experts and end users participated in the design of the infrastructures and in the experiments, and have remarked on the usability of the infrastructure, paying special attention to the flexibility to define virtual environments and to the prediction and analysis capabilities of the infrastructure.
The goal is to improve the interactivity by allowing specialists to interact with the live execution of basic functionalities such as play, pause, stop and increase/decrease the speed, by means of putting some substances in the position and observing the emergent behavior. It would optimize self-organization and the proposal of new hypotheses. Moreover, it would allow the generation of reports about the information visualized during the simulation process in several levels of detail, which could increase the comprehension of the process.
This simulation middleware was joined with a proximity detection system that is used by people with disabilities to facilitate their integration in the workplace [48] . When the proximity system detects an individual person, different actions can be performed on the computer in order to facilitate workplace integration; for example, automatically switching on/off the computer, identifying user profile, launching applications, and adapting the workplace to the specific needs of the user. Many of these tasks are time consuming because of the computation time required for the simulation system to predict the position where the worker is going to be. The system can advance these tasks in order to have the workplace ready on time for the worker. Finally, the main goal of the system is to detect the proximity of a person to a computer using Zigbee technology [48] and then activate the workplace instantly. More information about this information system can be seen here [42] .
It is also important to note that, thanks to the underlying Cloud Computing environment, it is possible to be aware about the consumption of resources. For example, +Cloud resources can be optimized by displaying the graph of used, maximum available and cached memory. It is necessary to remark that this approach facilitates the use of cloud computing technologies to develop Ambient Intelligence environments in and easy and useful manner, which is very important given the growing relevance that cloud computing is acquiring in computational technologies.
Our further work focuses on testing the proposed infrastructure on a wide variety of environments and evaluating the obtained results with more domain experts and end users. This will help us to have a more realistic evaluation of the adaptability and usability of the proposed infrastructure. Furthermore, we are working on a more general multiagent architecture that incorporates adaptive mechanisms to develop open virtual organization-based environments. This way, we are exploring new communication protocols and new adaptation and re-organization algorithms. Finally, we are exploring new possibilities to improve the +cloud platform, such as advanced negotiation technologies. These are our next challenges.
