Abstract. We analyze the mock modular behavior ofPω(q), a partition function introduced by Andrews, Dixit, Schultz, and Yee. This function arose in a study of smallest parts functions related to classical third order mock theta functions, one of which is ω(q). We find that the modular completion ofPω(q) is not simply a harmonic Maass form, but is instead the derivative of a linear combination of products of various harmonic Maass forms and theta functions. We precisely describe its behavior under modular transformations and find that the image under the Maass lowering operator lies in a relatively simpler space.
Introduction and statement of results
Andrews introduced the smallest parts partition function spt(n) in [1] , which enumerates the partitions of n weighted by the multiplicity of their smallest parts. In the following years, a large volume of subsequent work has established its importance as a rich source for study, with many interesting examples of combinatorial and algebraic results [12, 18] , connections to modular forms [11] , as well as generalized families of spt-functions [9, 13] . A particularly striking feature of the smallest parts function is found in the automorphic properties of its generating function [5] . Indeed, the generating function provides a natural example of a mock theta function, in the modern sense; i.e., the holomorphic part of a harmonic Maass form [8, 23] . The classical notion of a mock theta function was based on Ramanujan's last letter to Hardy [22] , and these functions are now understood in the framework of real-analytic modular forms thanks to Zwegers' seminal Ph.D. thesis [24] . In particular, in Theorem 4 of [1] , Andrews showed that n≥1 spt(n)q n = 1 (q; q) ∞ n≥1 nq n 1 − q n + 1 (q; q) ∞ n≥1 (−1) n q n(3n+1) 2
where throughout the paper we use the standard q-factorial notation (a) n = (a; q) n := n−1 j=0 1 − aq j for n ∈ N 0 ∪ {∞}. The key feature of (1.1) is that (up to rational powers of q) it expresses the generating function as a derivative of a linear combination of theta functions and Appell-Lerch sums, which are the main components of Zwegers' work [24] (see Section 2 below). In a recent paper [4] , Andrews, Dixit, and Yee considered the question of constructing smallest parts partition functions directly from mock theta functions, and proved new results arising from ; in Theorem 3.1 of [4] , they proved the new representation P ω (q) := qω(q) = n≥1 q n (1 − q n ) (q n+1 ; q) n (q 2n+2 ; q 2 ) ∞ .
Basic combinatorial arguments show that the series (1.2) is the generating function for p ω (n), which enumerates the partitions of n in which the odd parts are less than twice the smallest part. Furthermore, this naturally gives a corresponding smallest parts function, which is a weighted count of each partition by the multiplicity of its smallest part:
2 (q n+1 ; q) n (q 2n+2 ; q 2 ) ∞ .
We note that this spt-function first appeared in the literature as spt + o (n) in [19] , where Patkowski studied two Bailey pair identities that are directly related to Andrews' original smallest parts function. It also appears as spt C1 (n) in [14] , where many examples of spt-functions were derived from Slater's extensive list of partition identities arising from Bailey pairs [21] .
One of the main results arising from these various studies of spt ω (n) states that its generating function has a representation in terms of Appell-Lerch sums. Specifically, Theorem 1 in [19] and Lemma 6.1 in [4] provide two different proofs of the identity
(1.3)
As discussed further below, this is essentially a mock modular form of weight 3 2 ; note that this also yields a Hecke-type (indefinite) theta series representation by expanding the denominators using geometric series.
In [3] , Andrews, Dixit, Schultz, and Yee considered an overpartition analog of p ω (n) and spt ω (n). In particular, they definedp ω (n) to be the number of overpartitions of n such that all odd parts are less than twice the smallest part, and in which the smallest part is always overlined. The generating function in this case is 4) with corresponding smallest parts function
The generating function in (1.5) previously appeared in [16] , where several additional families of spt-functions arising from Bailey pairs were studied systematically. Indeed, one of the functions defined in [16] is
, and a short calculation shows that this is (termwise) equivalent to (1.5).
2
Theorem 5.1 of [3] shows that, just like (1.1) and (1.3), the overpartition analog also has a representation in terms of Appell-Lerch sums (and hence well-understood modularity properties), namely
However, there is a significant difference betweenP ω (q) and P ω (q), as the modularity properties of P ω (q) come directly from the mock theta function ω(q) in (1.2). Indeed, Andrews, Dixit, Schultz, and Yee commented on the difficulty of relatingP ω (q) to modular forms in [3] , and raised the question of whether this is even possible as Problem 1.
The main result of the present paper provides an affirmative answer to the question of Andrews, Dixit, Schultz, and Yee on the modularity properties ofP ω . n≥1 (1 − q n ) (q := e 2πiτ throughout) is Dedekind's η-function, can be completed to P ω (τ ), which transforms like a weight 1 modular form.
Remark. We recall that a mock modular form f of weight k has a modular completion f with the property that
is a weakly holomorphic modular form of weight 2 − k (the "shadow" of f ). In contrast, here ξ 1 ( P ω ) is not a weakly holomorphic modular form. However, L( P ω (τ )) := −2iv 2 ∂ ∂τ P ω (τ ) lies in the space
For this reason we call the functionP ω (q) +
η(2τ ) 2 a higher depth mock modular form, as L( P ω ) is in a relatively simple space. Although we use the term somewhat informally in this article, we say that higher depth mock modular forms are automorphic functions that are characterized and inductively defined by the key property that their images under "lowering operators" essentially lie in lower depth spaces. For example, the classical mock modular forms have "depth 1", since the Maass lowering operator essentially yields a classical modular form. Similarly, the main result of this paper shows thatP ω (q) + The remainder of the paper is organized as follows. In Section 2 we give a review of harmonic Maass forms, classical and mock Jacobi forms, and state two q-series identities which we require below. In Section 3 we rewriteP ω as an indefinite theta function in the form of a triple sum. In Section 4 we use the results of Section 3 to expressP ω in terms of known mock modular forms, from which Theorem 1.1 follows after a series of calculations.
is any smooth function f : H → C satisfying the following conditions:
(1) For all a b c d ∈ Γ, we have
is the generalized Legendre symbol in the sense of Shimura [20] and
as v → ∞ for some ε > 0. Analogous conditions are required at all cusps.
Remark. Similarly one can define harmonic Maass forms of weight k on Γ with multiplier.
Denote the space of such harmonic Maass forms of weight k on Γ by
with the holomorphic part having a q-expansion
and the non-holomorphic part having an expansion of the form
Here Γ(s, v) is the incomplete gamma function defined, for v > 0, as the integral
The function f + is called a mock modular form. The non-holomorphic part of a harmonic Mass form may be written as a non-holomorphic Eichler integral of a classical modular form, the socalled shadow of the mock modular form. Indeed, if f is a harmonic Maass form of weight k, then the shadow of its holomorphic part can be recovered as ξ k (f ), where ξ k is definied in (1.6). This operator maps harmonic Maass forms of weight k to weakly holomorphic modular forms of dual weight 2− k and conjugated multipliers. It is related to the Maass lowering operator L := −2iv 2 ∂ ∂τ , via ξ k = v k−2 L. Harmonic Maass forms for which f − = 0 are weakly holomorphic modular forms and we denote the corresponding space by M ! k (Γ). Additionally we denote the space of cusp forms by S k (Γ). For forms with multiplier, we use the notation 
Note that Γ * = Γ for the congruence subgroups Γ 0 (N ). 2.2. Jacobi forms and Zwegers' µ-function. In this section, we recall certain automorphic forms that we encounter in this paper. We start with classical Jacobi forms, following Eichler and Zagier's seminal work [10] .
cτ +d ϕ(z; τ ), (2) ϕ(z + λτ + µ; τ ) = e −2πim(λ 2 τ +2λz) ϕ(z; τ ), (3) ϕ(z; τ ) has a Fourier expansion of the form n,r c(n, r)q n ζ r (ζ := e 2πiz throughout) with c(n, r) = 0 unless n ≥ r 2 /4m.
Jacobi forms with multipliers and of half integral weight, meromorphic Jacobi forms, and weak Jacobi forms are defined similarly with obvious modifications made.
Remark. When specializing Jacobi forms to torsion points (i.e., z ∈ Q + Qτ ) one obtains classical modular forms (with respect to some congruence subgroup of SL 2 (Z)).
A special Jacobi form used in this paper is Jacobi's theta function, defined by
where here and throughout, we may omit the dependence of various functions on the variable τ if the context is clear. This function is odd and well known to satisfy the following transformation law [17] .
where ψ is the multiplier of η, i.e., η(
Zwegers' mock Jacobi forms do not quite satisfy the elliptic and modular transformations given in (1) and (2) in the above definition of holomorphic Jacobi forms, but instead must be completed by adding a certain non-holomorphic function in order to satisfy suitable transformation laws. To describe the simplest case, we define for z 1 , z 2 ∈ C \ (Z + Zτ ) and τ ∈ H the function
1 − e 2πiz 1 q n and its completion
Here the non-holomorphic part is given by (τ = u + iv, z = x + iy) the even function
For real arguments w, this can be expressed in terms of the incomplete gamma function, as
We also note that for certain values of z, τ → R(z; τ ) is in fact (weakly) holomorphic. We have the following transformation laws.
Lemma 2.2 (Zwegers [24] ). We have the symmetry relations
For a b c d ∈ SL 2 (Z) and r 1 , r 2 , s 1 , s 2 ∈ Z, we have
Moreover R satisfies the elliptic shifts
We note that when restricting z 1 and z 2 to torsion points, µ gives rise to a harmonic Maass form of weight 1 2 (see Corollary 8.15 in [6] ). The corresponding shadow is obtained from
Thus the shadow of µ(z 1 , z 2 ; τ ), for z j specialized to torsion points, may be written in terms of the weight 3/2 unary theta function (a, b ∈ Q)
There is a similar identity for derivatives of R.
To be more precise, we compute
Combinatorial results. In our initial identities forP ω , we need two standard q-series identities. The first one is a finite version of the Jacobi triple product identity [2, p. 49 ex. 1].
Lemma 2.3. For n ∈ N 0 , we have that 
Representation in terms of indefinite theta functions
In this section we prove a fundamental identity forP ω that provides a representation in terms of indefinite theta functions. In fact, we find a new representation for a 1-parameter generalization ofP ω . DefineP
this also appeared in [16] . It is not hard to see, comparing termwise to (1.4), that
We prove a double series representation forP ω (ζ; q) that ultimately helps us identify the modularity properties ofP ω (q).
Theorem 3.1. We havē
.
Proof: To prove this identity, we isolate the coefficient of ζ j in
transform this coefficient with standard q-series techniques, and then sum over j. For convenience we use the notation that [ζ j ]F (ζ) is the coefficient of ζ j in a series F (ζ). Noting that P * ω (ζ; q) is symmetric in ζ and ζ −1 q, we have [ζ −j ]P * ω (ζ; q) = q j [ζ j ]P * ω (ζ; q), and so we only need to determine the coefficients of the non-negative powers of ζ.
By Lemma 2.3, we have that
From the above we see that the calculation of the coefficients of ζ slightly differs depending on whether j ≥ 1 or j = 0. For j ≥ 1, we have that
where in the penultimate equality we apply Lemma 2.4 with ζ = q, a = iq
, and c = q 2j+1 .
For j = 0, we instead have that
Here the final equality follows by observing that the sum is exactly the j = 0 case from (3.1). Summing over j then gives that
However, we note that P * ω (1; q) = 0 and so
Factoring gives the claim.
Theorem 3.1 immediately leads to the following indefinite theta series representation ofP ω (q).
Corollary 3.2. We havē
Proof: Taking ζ → 1 in Theorem 3.1 and using that
gives thatP
Note that throughout the following calculations we frequently also include the j = 0 term if it gives a more convenient representation.
Expanding the geometric series then gives
Changing (n, ℓ) → (ℓ, n), one sees that the contribution from n ≡ ℓ + 1 (mod 2) vanishes. Splitting the sum according to the parity on n and ℓ and then changing (j, n, ℓ) → (−j, −n, −ℓ) in the second sum gives
This yields the claim.
4. Proof of Theorem 1.1
where (recall q = e 2πiτ and ζ = e 2πiz )
In this section, we prove that this function is a (non-holomorphic) modular form for
However, first we introduce a few auxiliary functions and determine their modular properties. As we see below, these functions are related toP ω (q) and P ω (τ ). Set
where throughout this section we write ζ j := e 2πiz j for the Jacobi parameters z j . It is not hard to see that (recall that we drop τ -dependencies whenever they are clear from the context)
It is shown in Theorem 1.3 of [7] that
Below we plug in z 1 = 0, and it is important to note that F has a removable singularity at this value, even though the individual terms in (4.3) may have poles. Indeed, this follows from the evaluations
Recalling (2.1), we define the modular completion of this function F by
With Lemmas 2.1 and 2.2, we find the following Jacobi transformation laws hold.
Lemma 4.1. For a b c d ∈ SL 2 (Z) and n j , m j , α, β ∈ Z, we have
The modular completion of G is now naturally defined as
We see below that modular completions introduce additional terms that can be either holomorphic or non-holomorphic, which need to be identified separately. By applying (4.5) and then (4.6), we find modular transformations for G. We also use (4.6) to obtain elliptic transformations for G. The proofs are nothing more than lengthy, but straightforward calculations reducing exponents and roots of unity, and as such are omitted.
For m 1 , n 1 ∈ Z, m 2 , n 2 , m 3 , n 3 ∈ 2Z, and n 1 ≡ n 2 2 ≡ n 3 2 (mod 2), we have
Additionally, we require the following shifted G-functions
Using (4.8) and (4.9), we determine the modular transformation of H in the following lemma. Again, we omit the proof.
(4.10)
Before finally returning to P ω , we additionally define the functions
We note that v 
ii) The holomorphic part of P ω (by which we mean the part that can be expressed as a q-series n≥0 a(n)q n ) isP
iii) The Maass lowering operator acts as
Furthermore, the function f 2 is a harmonic Maass form of weight 1 2 with multiplier χ 2 on Γ and shadow 2 √ 2e
We first relateP ω to a Jacobi-derivative of the indefinite theta-function G(z 1 , z 2 , z 3 ) defined in (4.2). Using the representation from Corollary 3.2, we obtain
By the definition of H(z; τ ), (4.11) can be rewritten as
and the modular completion of (4.11), which we show below is P ω (τ ), becomes
Below we determine its holomorphic part. Indeed, we see below that if z is fixed, τ → H(z; τ ) − H(z; τ ) may be a mix of holomorphic and non-holomorphic functions. We now regroup the terms from (4.13), first noting that, for a function f : C → C, we have
Thus the second term in (4.13) can be expanded as
We can now combine terms that satisfy the same modular transformations. For this, we set
where
14)
We see below that H 1 and H 2 , respectively, satisfy modular transformations of weights . In a similar fashion, we define the functions
We note that in this notation (4.12) becomesP ω = i 4η 3 (H 1 + H 2 ), and its modular completion is given by i 4η 3 ( H 1 + H 2 ) . Again, we must show that this modular completion is in fact P ω . We next prove modularity of H 1 and H 2 . Firstly, from Lemma 4.3, we have for a b c d ∈ Γ
The other two functions from (4.14) also satisfy modular transformations, which we see by rewriting them. A direct calculation, with (4.7) and (4.6), yields
One can verify the transformation formulas for q Using (2.1), the modular completion of F requires the additional terms in F − F , which equal
We use this to help identify the excess terms in the modular completion H 1 . In particular, plugging into the definition of H as well as (4.17), we have
Recalling (4.4), we compute that
Similarly, a calculation with Lemmas 2.1 and 2.2 yields
We now determine whether H 1 − H 1 adds any additional holomorphic terms toP ω . The first term of (4.21) combined with (4.20) contributes the following to (4.19) 0≤α,β≤1
Noting that
we obtain that the previous expression equals
The second and third terms from (4.21) contribute (after switching the roles of α and β in the third term)
For the final term of (4.21), we note that ϑ(τ + 
where we use (4.22) to rewrite ϑ(τ + 
We next consider H 2 − H 2 , and note that
We again need to determine the holomorphic components of these terms for our specific choices of z j . We first evaluate the shifted term. Using (4.18) and Lemmas 2.1 and 2.2, and then calculating the derivative directly, we find that
After cancellation, we are left with the following terms:
(4.27)
We now evaluate the contribution of each term of (4.27) to (4.26). Recalling (4.4), we find that the fourth term of (4.27) sums to
For convenience, we define
By rewriting the second and third terms in terms of f (z j ), we find that they also cancel completely, as
0≤α,β≤1
The fifth term of (4.27) does make a contribution to H 2 − H 2 , which simplifies as
where we have the same cancellations as in (4.24) . Finally, the first term of (4.27) combines with R * (z,
where in the final equality we use the symmetry R * (z, z 1 , z 2 ) = R * (z, z 2 , z 1 ). To evaluate the above, recall that
Plugging in our specific values of z 2 and z 3 , we begin with the fourth term of (4.29). From the fact that ϑ vanishes at Z + Zτ , this term vanishes. Next we consider the third term of (4.29) when plugging into (4.28). Noting that we need to differentiate ϑ (see (4.4) ) and using our specific values of z 2 , z 3 , along with the fact that R is even, this becomes
Finally, the first and second terms of (4.29) result in 2iq 1 − ζq n .
We now determine the holomorphic terms in (4.30) and (4.31). We start with those that arise from not differentiating R. We conclude that the holomorphic contribution of (4.30) to (4.26) is
Similarly, the holomorphic components from the first two terms in (4.31) simplify as since for both summands the sums over odd integers n vanish. Thus (4.32) is purely non-holomorphic. We conclude that H 2 − H 2 has the holomorphic part − iη(τ ) 3 + 2iq 
