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Abstract-Let us consider a system of ODE’s of the form F(x.p,y’,.~“) = 0 where y and F are vector 
functions. By introducing an operator T such that Tu = F(x.u.u’.u”) we have Ty = H. Assuming that y0 is an 
approximation of the solution y(x) a generalization of Newton’s method can be applied to improve, under 
certain conditions, such approximation by the recursive algorithm Y ‘+I = y’ - T;;!, Ty(i = 0,1,2,. .). In the 
present case we use such an approach in a numerical fashion as follows. After obtaining by any method of 
integration numerical approximations y0 on a discrete set of points x,,(n = 1.2.. , N) we interpolate them 
by a convenient function R(x). By taking this interpolant as the first analytical approximation Newton’\ 
process is applied pointwise in order to correct by iterations the discrete approximations y”. This procedure 
may become rapidly convergent especially in some sitiff problems where we have obtained so fdr promis\ing 
results. 
I. INTRODUCTION 
The differential equations we are going to consider will be either of the form 
or 
Y’ = K&Y) (1.1) 
4”’ = f(x,r 1 (1.2) 
where y and f may be vector functions of M elements each. In the right hand member of (1.2) 
y’ is not present to avoid for the moment unnecessary difficulties; however it will become 
apparent in the sequel that for our present purposes the presence of y’ is rather irrelevant. 
By introducing an operator T such that Tu = d-f(~) we can write (1.1) in the form 
Ty = 0. (1.3) 
Similarily, if we put Tu = u”-f(x,y), we can also reduce (1.2) to the form (1.3). From now on 
we shall consider operator equations of the type (1.3) were original and image elements of T lie 
in some normed spaces I?, and R: being 19 the null element in R2 and our purpose will be to find 
those elements y of R, that satisfy (1.3). 
Assuming that y” is an approximation of the solution of (1.3) a gerleralization of Newton’s 
methods may be applied to improve such approximation by the iterative algorithm 
Y i+l = yi - T;,;, Ty'. (1.4) 
Of course one has to assume that T is Frtchet-differentiable and that the derivative T&I) has an 
inverse T; ;z’,. 
In the application of the algorithm (1.4) one can introduce a simplification by replacing T&Q 
approximately by the difference quotient (Ty’-’ - Ty’)/(y’-’ - y’) and (1.4) becomes 
Y !+I = yl _ ( Tyi-l _ Ty’)-l(y;-l _ yi)Tyi (1.5) 
‘Some results of this work were presented by the first author at the 1979 SIGNUM Meeting on Numerical ODE’s held at 
the University of Illinois (Urbana. IL) and at the Texas institute for Computational Mechanics (University of Texas at 
Austin). 
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or equivalently 
( I .6) 
The algorithm (1.6) represents a generalisation of the known method of false position or 
“Regula Falsi”. 
Theoretical discusssions on the applicability, convergence and accuracy of these methods 
have been held for a long time in many places. However the method has been used mainly to 
prove the existence of solutions of functional equations and exceptionally for the practical 
purpose of building up such solutions. 
Let us recall an example of application of the algorithm (1.6) given by Collatz[ 11; the 
particular problem he proposes is 
y’(x) = x - y(x), y(0) = I 
which exact solution is y(x) = 2e-” + x - 1. Adopting as initial approximations of the solution 
the functions y”(x) = 1 and y’(x) = 1 -x which satisfy the initial condition of the problem and 
performing 3 times the algorithm (1.6) he obtains as a new approximation 
yj(x) = 
x8 + x7 + 3x6 + 9x’ + 18x4 + 24x3 + 28x + 24 
x7 + 2x6 + 5.~’ + 14x4 + 32x’ + 52x’ + 52x + 24. 
This approximation istolerably accurate only when x is very close to zero or after .Y > 6. On the 
other hand it is evident that the application of this procedure on another problem somewhat 
more complicated may lead into an impracticable analytical effort after a few iterations. A 
similar type of difficulty is presented when one tries to build up an analytical solution as a 
formal expansion by Taylor’s formula which requires the successive derivatives of f(x,y). 
We have found a way to carry the iterative process in a numerical form that avoids such 
difficulties and is more accurate. In the next sections we describe the method in detail and we 
give some examples of its successful application. 
It is worth while to remark here that this paper is mostly dedicated to show the im- 
plementation and numerical performance of the method. Its basic theory is still under study and 
it will be the subject of future work. 
2. IMPLEMENTATION OFTHE METHOD 
Let us consider a discrete set of points x,(n = 1,2.. . . , N) and assume that by application of 
any discretization algorithm one has obtained some first numerical approximations Y:,~ of the 
true solutions y,(x) (m = 1,2,. . . , M) of the problems (1.1) or (1.2). Our main purpose is to 
obtain at each point x, successive approximations yl,(i = 1,2,. . ) until a certain degree of 
accuracy is reached. 
Our first step is to find a set of functions R;(x) that represent exactly (save for round off 
errors) the approximations &,” at the points x,. The desideratum property of these functions is 
that their derivatives R’;,(x) and R”;(x) should approximate y;(x) and y:(x) respectively to the 
same degree of accuracy of the approximations yi., (see Section 3). We have found through 
numerous numerical experiments that such conditions are reasonably fulfilled by rational 
interpolation obtained through the algorithm of reciprocal differences. This type of interpolation 
is well known; however it is worth while to recall that when the number of points to interpolate 
is even, of the form N = 2K, the interpolating function is a quotient of polynomials of K - I 
degree; if N is odd, of the form N = 2K + 1, the polynomials in the numerator and denominator 
are of K and K - I degrees respectively. In the examples of Section 4 we have interpolated 
successive sets of N = 10 points so that the interpolating functions were quotients of polynomi- 
als of 4th degree. 
Using the interpolating functions R;(x) we define the operators 
Fu; = R’;(x) -f,,,(.r,u;) (2. I) 
and 
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hi, = R”;(x)-f,,,(x,u;,) (2.2) 
for problems (1.1) and (1.2) respectively. 
Our essential idea is to solve numerically, instead of “original problem” (1.3), the “neigh- 
boring problem” 
For that purpose we may apply two different procedures that can be described as follows. 
Procedure “Newton” 
In view that the interpolating functions R;(x) depend only df x and not of Yl we have 
clearly 
T;,,,, = (iy) (2.4) 
where the right hand member is the Jacobian matrix of the functions f,,,(.~,y,,y~. . , yM). Then 
we apply systematically the iterative formula 
i+t _ 
Ym -yl- F;,,,,TyI (2.5) 
similar to (1.4) at each point from xl to x,+ 
To start a new iteration the just obtained approximations yK/ are again interpolated by the 
rational functions RZ’(x) and the process is repeated. 
Procedure “Regula Falsi” 
It is based on the iterative formula 
similar to (1.6) and implying the approximation 
(2.6) 
(2.7) 
The rest is entirely similar to the Procedure “Newton”. 
3. GLOBAL ERRORS 
The vector of the global errors of the ith approximation at the point X, is defined here as 
e’ ’ Inn. = Y,," - Y,(X,) (m = 1,2,. . . ( M). (3.1) 
It is possible to derive an approximate xpression and an upper bound for these global errors as 
follows. 
We shall consider the problem (1.1); for problem (1.2) the reasoning would be quite similar. 
By comparing the original and the neighboring problems we may write for each point X, and for 
each component of the solution 
R’h(xn) - y,Xx,) =f,n(xn,yt.n) -~,,,(x,,~(x,,)). (3.2) 
Assuming that f(x.Y) is continuous and continuously differentiable with respect to Y we may 
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apply the mean value theorem in the right hand member of (3.2) obtaining 
E;(.Y,) = J(.LY:),.~) e&,, (3.3) 
where 
an d 
(3.5) 
This is the Jacobian matrix of f(x,y) with respect to y and y:,(,,, are numbers laying in the 
respective intervals (v’ , ,.,,y,,,(x,)). From (3.3) we obtain for the global errors the expression 
ei In.” = (J(,~“,,,S~.“))~‘E:,(,~“U,). (3.6) 
Adopting finally the subordinate norms 
we obtain the upper bound 
(3.7) 
We shall give an interpretation of the expressions (3.6) and (3.7) in the context of the 
examples that follow in the next section. 
4. EXAMPLES 
We have chosen some test problems that are well known in the literature where the exact 
solutions are known so that we could check the accuracy of our results. 
Example I 
y’(x) = -2OO(y(x) - F(x)) + F’(x), y(0) = IO 
F(x)= IO-(lO+x)e-” 
Exact solution: y(x) = F(X) + 10 emzOO’ 
This is a single stiff ODE with a solution containing a rapidly decaying component. The 
integration was performed in the interval (0.0,l.O) and we made two numerical experiments as 
follows. 
(I) The problem was integrated by a pair of embedded Runge-Kutta methods of orders 7 
and 8 as given by Fehlberg[2] with a control on the stepsize in order to maintain the local 
truncation error no larger than 10e4. After integrating for 9 steps we had at 10 mesh points two 
approximations of the solution of orders 7 and 8 respectively, being the errors of the order of 
10mh. Then we applied two successive corrections by the procedure Regula Falsi. which reduced 
considerably the errors. The procedure was repeated at successive sets of 10 points each until 
reaching the end of the total interval of integration. The starting point of each set was the last 
point of the previous corrected set and it is interesting to note that the RKF process of 
integration made the errors jump immediately up to IO-” and remained so at all the following 
points; then the correcting procedure brought them down and so forth. 
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(2) The second experiment was entirely similar but to obtain the first approximations we 
used a pajr of RK methods of orders 4 and 7 and the stepsize was controlled to maintain the 
local truncation errors no larger than 10m3. 
The results obtained at 10 equidistant points of the total interval of integration are shown in 
Table I. 
In this example the method has shown to be quite efficient. This can be explained in connection 
with the results of Section 3 concerning the global errors. In fact, formulas (3.6) and (3.7) show that 
the size of the global errors depends on two factors. The factor E,,,‘(x,), given by (3.4), 
yields a measure of the accuracy of the interpolating functions R;(x) and a desideratum for 
them was stated in Section 2. On the other hand the factor (J(~~,yi,,,))-’ in the present case is 
constant and equal to -l/200: thus it can smooth the inaccuracies of both the first ap- 
proximation and those of the interpolation. From this viewpoint he more stiff is the problem 
the better should be the results of the iterative correction. 
Example 2 
.vI(x) = -5OO(y,(x) - F(x)) +490&(x) - F(x)) + F’(x) 
vi(x) = 490(?,(X) - F(x)) - 5OO(yz(x) - F(x)) + F’(x) 
v,(O) = 0, _vr(O) =2 
F(x) the same of Example I 
Exact solutions: 
y,(x) = F(x) + e-lo” - eeWX 
y?(x) = F(x) + eC’OX +emW”. 
This is a stiff system with eigenvalues A, = - 10 and AZ = -990. The problem was integrated 
by the same embedded pair RKF7(8) used in Example 1 and the stepsize was controlled to 
maintain the local truncation error under 10-6. The first approximation so obtained was 
corrected as in Example I but applying at each point just one correction by Procedure 
“Newton” (instead of “Regula Falsi”). In the solution without corrections the errors followed a 
systematic ourse oscilating periodically between -low6 and -10e9; with the corrections they 
were kept always under IO-* in absolute value. In Table 2 we give the results corresponding to 
the variable y,(x) (for v?(x) the results were quite similar). 
In this case although the method gave correct improvements of the first approximations it 
proved to be less efficient han in Example I. This can be explained again using the results of 
Section 3. In fact, the Jacobian matrix of the system is constant and equal to 
Table 1. 
Example I : 
!.‘(x) = -2OO(.v(x) - F(x)) + F’(x). p(0) = 10 
F(x)= IO-(IO+x)e~” 
Exact Solution: Y(I) = F(x) + 10 e-2ook 
Errors 
.1 
At first After 2 corr. 
Approx. by Reg. Falsi 
At first 
Approx. 
0. I +O..cE - 06 
0.2 +O.SE - 06 
0.3 +0.4E - 06 
0.4 10.4E - 06 
0.5 +0.4E - 06 
0.6 +0.3f?-06 
0.7 +0.3E - 06 
0.8 +O.iE-06 
0.9 +O.3E-06 
1.0 +O.Z,C - 06 
-O.W-09 
-0.3/C-08 
+o. 1 E - I I 
+O.lE- II 
-0.6E - I2 
+O.lE- II 
-0.X - 1 I
-0.2E - 1 I
-0. I E - I I 
-0.8E - I2 
-0.4.E - 03 
-0.4E - 03 
-0.4E - 03 
-0.4.C - 03 
-0.4E - 03 
-0.3E - 03 
-0.3.F - 03 
-0.3E - 03 
-0.3E - 03 
-0.X - 03 
After 2 corr. 
by Reg. Falsi 
+0.8E - 07 
+0.7E - 08 
-e0.2E - 07 
+0.5,E - 09 
+0.7lY - 09 
+0.6E - 09 
+0.5,!? - 09 
-tO.SE - 09 
10.4E - 09 
+0X - 09 
IS! 
and its inverse 
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Evidently the smoothering effect of the factor J-‘(x.y) is less than in Example I. 
Example 3 
Y’(O) = Q, y,(I) = Qcosl 
Y?(O) = 0, y( 1) = @in 1 
Exact solutions: 
y,(x) = Qcosx, yz(x) = Qsinx. 
This is the two-body problem in the circular case, that is, the relative motion of the bodies 
occurs in a circle of radius r = Q. This presentation of the two-body problem as a two point 
boundary value problem is rather unusual but it will serve our purposes of showing how our 
method works on different ypes of problems. 
The total interval from 0.0 to 1.0 was covered with two sets of 10 equidistant points (the 
stepsize was then h = 1119). To obtain a first approximation to the solutions on these points 
there are available many well known methods; however we have built a first approximation by 
the simple resource of adding to the known exact solution an arbitrary “error” in the sixth 
decimal at all mesh points except the boundaries. After just one correction on each set of 10 
points by the procedure “Newton” the errors were correctly brought down as it is shown in 
Table 3 for 10 selected points of the total interval and only for the unknown y,(x). 
In this case it is important o remark that after the first correction the following corrections 
tended strongly to deteriorate the solution. Let us recall again our results of Section 3. In this 
case the Jacobian matrix of the system is, taking into account hat r = Q, 
-3y,yz 
QZ _ 3y; 
Table 2. 
Example 2: v;(x) = -mob, - F(.r))+49O(.v$x)- F(x))- F'(x) 
y;(x) = 49O(.v,0) - F(I)) - YlO~~(X) - F(I)) + F’(I) 
y,(O) = 0. p?(o) = 2 
Exact solutions: 
x 
0.1 
0.2 
0.3 
0.4 
OS 
0.6 
0.7 
0.8 
0.9 
1.0 
Errors 
At first 
.Approx. 
-0.6.E - 08 
-0.9E -08 
-0.3E - 08 
-0.6/Z-07 
-0.9E -08 
-0.6E-07 
-0.8E-09 
-0.3E -07 
-0.4E-09 
-O.lE-07 
After I corr. 
by “Newton” 
+O.lE-07 
+0.4E - 08 
~0.6& - 09 
-0.4E - 09 
-0.9E - 09 
-0. I E - 09 
-0.3E -09 
-0.3G08 
-O.XE - 08 
-O.JE - 08 
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Table 3. 
Example 3: 
y,(O) = Q. y,(l) = Qcosl 
y:(O) = Q. y?(l) = Qsinl 
Exact solutions: p,(x) = QCOW. y?(x) = Q sinx 
Errors 
At ht Ah t wrr. 
x Approx. by “Newton” 
0.00 
0.10 
0.2 I 
0.:: 
0.42 
0.47 
0.52 
OS7 
0.68 
0.78 
0.89 
0.0 
-O.IE-05 
-0.X - 05 
rl,c nc 
-v.,Lz - “1 
-0.4E - 05 
-0SE - 05 
-0.5E - 05 
-0.6E - 05 
-0.7E - 05 
-0.8E - 05 
-0.9.F - 05 
- 
-0.6.E - 12 
-O.SE - 11 
OlP -v.,L: - 10 
-0.3E - IO 
-0.2E- 10 
-O.ZE - 07 
-O.IE-08 
-O.lE-09 
-0.6E - I I 
-0.4E - 08 
1.00 0.0 - 
and its inverse 
(my))- = &( Q;yI;fi _+!q. 
Q -3~1; 
Furthermore it is not difficult to find that for 0 5 x 5 7r/2 and consequently ior Q 2 y, s- 0 and 
0 5 yZ I Q the limits of variation of the norm of (J(x,y)) may be approximately stated as 
0.8 I JI(J(x, y)))‘jJ 5 1.3 
This result means that the global errors at each iteration may be larger than the inherent errors 
in E;(x) and this may be one of the causes that impairs the convergence of the process. 
5. FINAL REMARKS 
(1) The general conditions for the convergence of Newton’s iterative process are well 
discussed in the current literature; here we have limited ourselves to present some successful 
applications of our method for its numerical implementation. Besides we have found (Section 3) 
that even when the method converges till the size of the global errors depends fundamentally 
of the problem at hand (i.e. of the size of the inverse of the Jacobian matrix corresponding to 
the problem) and of the accuracy of the interpolating functions R:(x). 
(2) The computational effort demanded by the method may be analyzed as follows. 
The first approximation for the solution should be obtained through a method of integration 
of low order and using short stepsizes. This procedure has the double advantage of reducing the 
number of evaluations of f(x,y) per step and allowing to obtain more accurate interpolating 
functions R:(x); a good instance of that is given by the two numerical experiments of Example 
1. Each iterative correction involves first a recursive process to obtain the interpolating 
function Rt(x); then it is needed one evaluation of the first, or the second, derivative of R;(x) 
and one evaluation of f(x,y) per mesh point for the Regula Falsi method and an extra evaluation 
of the inverse of the Jacobian matrix for “Newton” method. 
(3) We are considering some possibilities for the future research such as the following. 
(a) To find general conditions for convergence of the method or to introduce a convenient 
relaxation factor in order to produce or optimize convergence. 
(b) To study the effects of some different kind of interpolating function chosen according to 
the nature of the problem at hand. 
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(c) Applications of the method to some problems of general interest as. for instance, systems 
of differential equations involving small perturbations terms. 
(d) Extensions of the method to improve solutions of partial differential equations. 
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