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DILATIONS OF PARTIAL REPRESENTATIONS OF HOPF
ALGEBRAS
MARCELO MUNIZ S. ALVES, ELIEZER BATISTA, AND JOOST VERCRUYSSE
Abstract. We introduce the notion of a dilation for a partial representation
(i.e. a partial module) of a Hopf algebra, which in case the partial represen-
tation origins from a partial action (i.e. a partial module algebra) coincides
with the enveloping action (or globalization). This construction leads to cat-
egorical equivalences between the category of partial H-modules, a category
of (global) H-modules endowed with a projection satisfying a suitable com-
mutation relation and the category of modules over a (global) smash product
constructed upon H, from which we deduce the structure of a Hopfish algebra
on this smash product. These equivalences are used to study the interactions
between partial and global representation theory.
1. Introduction
The importance of symmetry is undeniable in all areas of Mathematics. Sym-
metries are useful tools to reduce the complexity of systems and to find unexpected
correlations between the studied objects. However, in many situations, one is only
interested in a small portion of a larger object of which the symmetries are well-
described, but where these global symmetries do not necessarily restrict to the
considered sub-object. In such a case, it is useful to describe, at least partially,
what remains from that global symmetry. This question has lead to the theory
of partial actions. The first appearance of partial group actions occurred in the
context of operator algebras [19], in which the author investigated Z-graded C∗-
algebras which were not described as a usual crossed product. The theory of partial
actions soon became important in the theory of dynamical systems [20] and, after
the seminal paper [15], attracted the attention of pure algebraists as well. For
an overview of the historical development of the theory of partial actions see, for
example [10] and [14].
Since natural examples of partial actions result from restricting global actions,
the question arises if all partial actions emerge this way, i.e. whether it is possible
to construct a “globalization” for any given partial action. More precisely, given a
partial action of a group G on a set X is it possible to find a global action of the
same group G on another set Y , containing X , such that the original partial action
can be recovered by restricting the global action on Y to a partial action on X ?
In the case of partial group actions on sets, this question was positively answered
in [1]. In more involved settings, some additional complications can appear. For
example, when X is considered as a Hausdorff topological space, in general the
space which carries the globalized action is no longer Hausdorff. On the algebraic
side, several globalization theorems for partial group actions were proved. In [15]
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the globalization of a partial action of a group G over a unital algebra A is achieved
if, and only if, the partial domains Ag, for each g ∈ G, are unital ideals, that is,
they are ideals of A generated by a central idempotent 1g. In [17] the globalization
for twisted partial actions was obtained. In [4], it was proved that every partial
action of a group G over an algebra A, such that the ideals Ag are idempotent,
is Morita equivalent to a globalizable partial action. The globalization theorem
also enabled further developments: for instance, the Galois theory for partial group
actions, introduced in [18], strongly relies on the globalization theorem.
Partial (co)actions of Hopf algebras came on the scene in [12] and they were
motivated first by an attempt to describe Galois theory for partial group actions
into the framework of Galois corings. One of the first results obtained in the
theory of partial actions of Hopf algebras was exactly the globalization theorem,
which asserts that every partial action of a Hopf algebra H on a unital algebra A
admits a globalization [6], which however is not necessarily unital. The globalization
theorem triggered several new results. For example in [7] the authors obtained a
version of Blattner-Montgomery theorem for the case of partial actions, generalizing
a result in [21] for the group case. Globalization theorems were also obtained in
other contexts such as partial actions of Hopf algebras on k-linear categories [5]
and twisted partial actions of Hopf algebras [8].
The aim of this present article is to extend the notion of globalization to the
setting of partial H-modules. Let us first explain what these partial modules are.
A partial action of a Hopf algebraH on a unital algebraA, is linear mapH⊗A→
A satisfying suitable coherence axioms that are a weakening of the classical axioms
for an H-module algebra. However, where a (global) H-module algebra can be
understood as an H-module that is at the same time an algebra such that both
structures are compatible, the associativity axiom of a partial action H ⊗ A → A
explicitly makes use of the algebra structure onA. The basic motivation of [9] was to
restore this situation by recovering a module property for partial actions, such that
partial actions can be viewed as algebras in a suitable category of partial modules.
For this purpose, the authors introduced the notion of a partial representation of
a Hopf algebra, extending the existing notion for groups introduced in [15] and
developed in [16]. Given a Hopf algebra H , a universal Hopf algebroid Hpar was
constructed in [9], with the property that the category of partial modules coincides
with the (global) modules over Hpar, ensuring a closed monoidal structure on the
category of partial modules.
Every ordinary H-module can be viewed as a partial H-module in a trivial way.
In view of the above globalization theorems, the natural question arises whether
given a partialH-moduleM , is it possible to define in a canonical way an H-module
N such that the partialH-module structure onM could be obtained by a restriction
of theH-module structure onN . This globalized module is what we call throughout
this article a dilation of the partial representation of H on the partial H-moduleM .
The notion of a dilation for a partial representation of a groupG was first introduced
by F. Abadie in [2] (see also [3] for some unpublished recent developments in the
subject). In this present work, we define a new category T(HM), whose objects
are H-modules which admit a projection satisfying a specific commutation relation
with its H-module structure. We prove that there is a categorical equivalence
between the category of partial H-modules and this category T(HM). Moreover,
there is a monoidal structure on this category such that this equivalence is a strong
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monoidal functor. Finally, as the universal Hopf algebroid Hpar is known to be
isomorphic to a partial smash product A#H , which in turn is Morita equivalent
with the smash product A#H associated to the globalization of A. This Morita
equivalence induces the structure of a Hopfish algebra on A#H .
This article is organized as follows: In section 2, we briefly recall the definitions
and main results on partial representations of Hopf algebras as developed in [9].
Moreover, we investigate the interaction between partial and global representation
theory and illustrate the results by classifying in detail all partial representations
of the unique two-dimensional Hopf algebra and Sweedler’s four-dimensional Hopf
algebra. In section 3, we introduce a new category T(HM) of H-modules with
projections satisfying a specific commutation relation. We prove that for each
object in the category T(HM) there is a canonical way to produce a partial H-
module by using the projection; this defines a restriction functor, R, from the
category T(HM) into the category HM
par. In section 4, we introduce the concept
of a dilation of a partial H-module and show that every partial H-module admits
a standard dilation which is minimal and unique up to isomorphism. Moreover we
show that the standard dilation provides a quasi-inverse for the restriction functor
described above, and therefore the category T(HM) is equivalent to the category
of partial H-representations. Finally, in Section 5, we provide equivalent conditions
for the dilation functor to be exact, which means that it is equivalent to the functor
Hpar ⊗Hpar − and therefore, to know any dilation it is enough to understand the
dilation of the universal Hopf algebroid Hpar. Since we know moreover that Hpar
can be described as a particular partial smash product A#H , we investigate the
dilation of such smash products, which in turn is closely related to the globalization
of the partial H-module algebra A. We finish by exploring the relation between
dilations and the Morita context, constructed in [6], which relates the category of
partial modules with the category of modules over the (non-unital) global smash
product A#H . Combining the results, it then follows that the algebra A#H can
be endowed with the structure of a Hopfish algebra.
Throughout the paper, all algebras and coalgebras are supposed to be over a
fixed commutative field k (for the basic constructions, it is enough to suppose that
k is a commutative ring). Unadorned tensor products are tensor products over k,
and linear maps are k-linear maps. Given an algebra A we denote the categories of
left A-modules, right A-modules and A-bimodules respectively by AM, MA and
AMA.
2. Global modules and partial modules
In this section we recall a few results from [9] about partial representations of
Hopf algebras. For more details and the relation with the group case we refer to
[9] or the review [10] and the references therein.
A partial action of a Hopf algebra H on a unital algebra A is a linear map
· : H ⊗A → A
h⊗ a 7→ h · a
satisfying the following three axioms
(PA1) 1H · a = a, for every a ∈ A;
(PA2) h · (ab) = (h(1) · a)(h(2) · b), for every h ∈ H and a, b ∈ A;
(PA3) h · (k · a) = (h(1) · 1A)(h(2)k · a), for every h, k ∈ H and a ∈ A.
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A partial action is said to be symmetric if it also satisfies
(PA3’) h · (k · a) = (h(1)k · a)(h(2) · 1A), for every h, k ∈ H and a ∈ A.
Throughout this text, we will assume that the partial actions are symmetric. A
partial action is sometimes called a partial H-module algebra. Notice that A is not
an H-module but a partial H-module. To introduce this notion, let us first recall
that a partial representation of a Hopf algebra H is a unital algebra B endowed
with a linear map π : H → B such that
(PR1) π(1H) = 1B;
(PR2) π(h)π(k(1))π(S(k(2))) = π(hk(1))π(S(k(2)));
(PR3) π(h(1))π(S(h(2)))π(k) = π(h(1))π(S(h(2))k);
(PR4) π(h)π(S(k(1)))π(k(2)) = π(hS(k(1)))π(k(2));
(PR5) π(S(h(1)))π(h(2))π(k) = π(S(h(1)))π(h(2)k).
In case H is cocommutative (e.g. a group algebra), then the last two axioms become
redundant.
A (left) partial module over H is a pair (M,π), where M is a k-vector space and
π : H → Endk(M) is a (left) partial representation of H . If (M,π) and (M
′, π′)
are partial H-modules, then a morphism of partial H-modules is a k-linear map
f : M → M ′ satisfying f ◦ π(h) = π′(h) ◦ f for all h ∈ H . The category which
has partial H-modules as objects and morphisms between them as defined above is
denoted by HM
par.
Out of a partial action (A, ·), one can construct two examples of partial repre-
sentations: the first is (End(A), h 7→ h ·−) (which means exactly that A is a partial
H-module), the second is (A#H,h 7→ 1A#h) where A#H denotes the partial
smash product
A#H = {a#h = a(h(1) · 1)⊗ h(2)|a⊗ h ∈ A⊗H},
which is a unital algebra with product (a#h)(b#k) = a(h(1) · b)#h(2)k.
The study of partial representations and partial modules over a Hopf algebra H
is equivalent to the study of global representations and global modules over a new
algebra Hpar, which is called the partial Hopf algebra of H . (As we will explain
below, Hpar is however not a Hopf algebra, but a Hopf algebroid.) Let us recall
this construction. Consider the tensor algebra T (H) over the underlying k-module
of H , and denote by [h] ∈ T (H) the element in the tensor algebra associated to any
h ∈ H . Then Hpar is the quotient of T (H) by the ideal generated by the following
relations
(1) [1H ] = 1Hpar ;
(2) [h][k(1)][S(k(2))] = [hk(1)][S(k(2))], for all h, k ∈ H ;
(3) [h(1)][S(h(2))][k] = [h(1)][S(h(2))k], for all h, k ∈ H ;
(4) [h][S(k(1))][k(2)] = [hS(k(1))][k(2)], for all h, k ∈ H ;
(5) [S(h(1))][h(2)][k] = [S(h(1))][h(2)k], for all h, k ∈ H .
The next theorem collects the main results of [9].
Theorem 2.1. Let H be a Hopf algebra with invertible antipode, and Hpar the
associated algebra as introduced above. Moreover, denote by Apar the subalgebra
of Hpar generated by the elements of the form εh := [h(1)][S(h(2))] for all h ∈ H.
Then the following statements hold.
(i) The map · : H ⊗ Apar → Apar , h · εk = εh(1)kεh(2) defines a partial action of
H on Apar;
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(ii) Hpar ∼= Apar#H and moreover Hpar has a structure of a Hopf algebroid over
the base algebra Apar;
(iii) For any partial representation π : H → B, there is a unique algebra morphism
π˜ : Hpar → B such that π = π˜ ◦ [ ];
(iv) A partial H-module (M,π), can be endowed with an Hpar-module structure by
[h1] . . . [hn] ⊲ m = π(h1)(. . . π(hn)((m)) . . .).
Conversely, given a left Hpar-module M , one obtains a partial representation
π : H → Endk(M) by
π(h)(m) = [h] ⊲ m;
(v) The above correspondences between partial H-modules and (global) Hpar-modules
induces an isomorphism of categories between HM
par and HparM. Conse-
quently:
(a) The category HM
par has the structure of a closed monoidal category
and the forgetful functor U : HM
par → AparMApar is a strict monoidal
functor that preserves internal homs;
(b) The forgetful functor U : HM
par → AparMApar is representable, and
represented by the algebra Hpar;
(vi) The category of algebra objects in the monoidal category (HM
par,⊗Apar , Apar)
coincides with the category of partial actions (i.e. partial module algebras)
over H.
Throughout this article we will assume that the Hopf algebraH has an invertible
antipode.
Example 2.2. For H = kG, the group algebra of a group G. The partial “Hopf”
algebra (kG)par coincides with the construction of the partial group algebra kparG
given in [15].
Example 2.3. Every H-module can be viewed as a partial H-module, defining
the partial representation as the algebra morphism π : H → Endk(M) given by
π(h)(m) = h ⊲ m. On the other hand, a partial H-module (M,π) is an ordinary
H-module if, and only if, π(h(1))π(S(h(2))) = ǫ(h)IdM , for every h ∈ H .
More precisely, the category of H-modules can be seen as a subcategory of the
category of partial H-modules by means of a canonical inclusion functor i : HM→
HM
par. If M is a global H-module, then the action of Apar on i(M) = M is
trivial: ǫh ·m = ǫ(h)m. Hence, given two global H-modules upon which we apply
the inclusion functor, we find that i(M)⊗Apar i(N) =M⊗N . However the inclusion
functor is not strictly monoidal (however still monoidal), since the monoidal unit
is not preserved, as the morphism Apar → k, ǫh 7→ ǫ(h) is not bijective.
Obviously, if there is an epimorphism of partial H-modules p : N → M , where
N is any (global) H-module and M is any partial H-module, then M is global.
Henceforth, HM is the full subcategory of HM
par generated by H (or any other
generator of HM).
To further investigate the relation between partial and global modules, we intro-
duce some new definitions.
Definition 2.4. Let M be a partial H-module. The global core ofM is the biggest
global submodule of M . The global shadow is the biggest global quotient of M .
A partial H-module M is called pure if it does not contain any non-trivial global
H-module.
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Clearly, H is the global shadow of Hpar. In general, we have the following result.
Theorem 2.5. Let M be a partial H-module. Then the global core of M is given
by
c(M) = {m ∈M | g · (h ·m) = (gh) ·m, ∀h, g ∈ H}
and c is a right adjoint to the inclusion functor. The global shadow of M is given
by
s(M) =M/ < h · (g ·m)− (gh) ·m >
and s is a left adjoint to the inclusion functor.
Proof. First of all, it is easily verified that c(M) and s(M) are indeed the global
core and shadow of M .
We know (see [9]) that the map
Hpar → H, [h] 7→ h
is an algebra map. Hence, H is both an H-Hpar bimodule and an Hpar-H bi-
module. Hence, we obtain adjoint pairs (H ⊗H −,Hpar Hom(H,−)) and (H ⊗Hpar
−,H Hom(H,−)) as follows
HM
H⊗H− //
HparM
Hpar Hom(H,−)
oo HM
H Hom(H,−)
//
HparM
H⊗Hpar−
oo .
One can now easily observe that both the functors H ⊗H − and H Hom(H,−) are
exactly the inclusion functor i. On the other hand we have a canonical monomor-
phism
α : Hpar Hom(H,M)→M, f 7→ f(1),
and a canonical epimorphism
β :M → H ⊗Hpar M,m 7→ 1⊗Hpar m.
One easily checks that the image of α is exactly the global core ofM and the image
of β is the global shadow. 
Clearly, a single global H-module can be the core or shadow of many partial H-
modules. Hence, it follows from the previous proposition that the inclusion functor
and its adjoints do not allow to describe all partial modules. In the next section,
we will construct other functors between partial and global modules that will allow
such a description.
We finish this section by an explicit description of the partial modules in two
illustrative examples.
Example 2.6. Let k be a field with characteristic not equal to 2, consider the
cyclic group Z2 and consider the group algebra kZ2 with base {u0, u1}. Recall that
φ : kZ2 → (kZ2)
∗ = H given by φ(u0) = p0 + p1 and φ(u1) = p0 − p1 is a Hopf
algebra isomorphism, where {p0, p1} is the dual base for {u0, u1}. Then it was
shown in [9] that Hpar is isomorphic to the 3-dimensional algebra
k[x]/〈x(2x − 1)(x− 1)〉,
where x corresponds to the element [p0] in Hpar.
A partial module over H , can therefore be identified with a pair (V, t), where
V is a k-vector space with a fixed linear transformation t : V → V satisfying the
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constraint t ◦ (t − I) ◦ (2t − I) = 0. Indeed, V becomes this way an Hpar-module
by the action
(a0 + a1x+ a2x
2) ⊲ v = a0v + a1t(v) + a2t
2(v).
The above constraint on t leads to the conclusion that the only possible eigenvalues
of t are 0, 1 and 12 , and the vector space V is decomposed into a threefold direct
sum
V = V0 ⊕ V1 ⊕ V 1
2
.
Hence the partial representation π : H → End(V) may be presented by the block
matrices (where one numbers rows and columns by i, j = 0, 1, 1/2 and the (i, j)-
block refers to Hom(Vi,Vj))
π(p0) =

 1 0 00 0 0
0 0 12

 , π(p1) =

 0 0 00 1 0
0 0 12

 .
Since modules over (kZ2)
∗ coincide with Z2-graded modules, we call a partial H-
module a “partially Z2-graded vector space”. Notice that V0 ⊕ V1 is exactly the
global core and shadow of V.
Example 2.7. Consider the Sweedler Hopf algebra H4, which is a 4-dimensional
algebra with base {1, g, x, y}, where
g2 = 1, x2 = 0, gx = y = −xg,
∆(g) = g ⊗ g, ∆(x) = g ⊗ x+ x⊗ 1, ∆(y) = 1⊗ y + y ⊗ g,
ǫ(g) = 1, ǫ(x) = 0, ǫ(y) = 0,
S(g) = g, S(x) = −y S(y) = x.
Suppose that we work over an algebraically closed base field k of ch(k) 6= 2. A
(global) representation ofH4 on an n-dimensional vector space V , is then completely
determined by two n × n matrices [g] and [x], satisfying equations as above. In
particular, since g2 = 1, it is always possible to find a base for V such that g takes
the form of a block matrix (where the dimensions of the blocks sum up to n)(
1 0
0 −1
)
.
And as a consequence of the above equations, x needs to take the form of a block
matrix (with blocks of the same size)(
0 a
b 0
)
,
where ab = ba = 0.
On the other hand, a partial representation on the same n-dimensional vector
space V would be determined by three matrices [g], [x], [y], since the identity
[y] = [g][x] is not longer guaranteed in the partial case. Considering the axiom
(PR2) in the case h = k = g one obtains that the matrix [g] should satisfy
[g]3 = [g].
Hence, we can always find a base of V such that [g] is a block matrix of the form
 1 0 00 −1 0
0 0 0

 .
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By comparing with the global case, the partiality of the representation is encoded
by the eigenvalue 0. We want to show that moreover the partiality is also only
visible in the eigenspace associated to 0.
Let us make this more precise. In the next table some of the axioms of partial
representations are computed explicitly in terms of the matrices [x], [y], [g]
(PR3) h = x, k = g [g][y][g] = −[g][x] (1)
(PR2) h = g, k = y [g][y][g] = [x][g] (2)
(PR4) h = g, k = y [g][x][g] = [y][g] (3)
(PR5) h = x, k = g [g][x][g] = −[g][y] (4)
(PR5) h = k = x [g][x]2 = 0 (5)
(PR4) h = k = x [x][g][x] = [x][y]− [y][x] (6)
(PR2) h = k = x [x][g][y] = [x]2 − [y]2 (7)
Then from the equations (1)-(2)-(3)-(4) it follows easily that both [x] and [y] anti-
commute with [g], and hence they are block matrices of the form
[x] =

 0 a 0b 0 0
0 0 c

 , [y] =

 0 a′ 0b′ 0 0
0 0 d

 .
By equation (1), it then follows that
a = a′, b = −b′
and equation (5) moreover implies that
ab = ba = 0.
Finally, by (6) and (7) and we find that
cd = dc; c2 = d2.
Hence, any partial H4-module can be decomposed in a direct sum
V = U ⊕W,
where U is the global core (and shadow) of V consisting of the direct sum of the
eigenspaces of [g] with eigenvalues −1 and 1; and W is a purely partial H4-module
coinciding with the 0-eigenspace of [g].
Let us give a particular example of a (purely) partial H4-module. Consider an
n-dimensional k-vector space Wn with a base {w1, . . . wn} and define πn : H4 →
Endk(Wn) as
πn(1) = IdVn , πn(g)(wk) = 0, for 1 ≤ k ≤ n
πn(x)(wk) =
{
wk+1 for k < n
0 for k = n
πn(gx)(wk) =
{
wk+1 for k < n
0 for k = n
.
This means in the notation introduced above that
c = c′ =


0 0 0 · · · 0
1 0 0 · · · 0
0 1 0
. . .
. . .
. . .
0 · · · 1 0


.
Furthermore, the submodules of Wn are exactly of the form Wm with m < n.
Indeed, if w =
∑n
i=1 aiwi is in a submodule W ofWn such that a1 = . . . = ak−1 = 0
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and ak 6= 0, then we find for any ℓ < n−k that x
ℓw =
∑n
i=k+ℓ aiwi ∈W and hence
W contains Wn=k+1. Therefore Wn is a tower
W1 ⊂W2 ⊂ · · · ⊂Wn−1 ⊂Wn,
and Wn does not contain other submodules than these. It now follows that for
n > 1, Wn is not semi-simple, hence (H4)par is not semi-simple.
Clearly, if the universal Hopf algebroid Hpar is finite dimensional and semi-
simple, then also H is finite dimensional (since H is a direct summand of Hpar)
and semi-simple (since any global module is a partial module and all submodules
of a global module are again global).
Conversely, note that even though H4 is finite dimensional, its universal partial
“Hopf” algebra is infinite dimensional. Intuitively, the “potential” of a Hopf algebra
to produce partial representations is measured by the size of the subalgebra Apar ⊆
Hpar. In fact, it is expected that partial representations depend not only on the
algebra H , but also on its irreducible representations. This is supported by the
explicit description of the partial group algebra in [16].
Therefore we make the following conjecture, which we hope to prove (or disprove)
in a following paper.
Conjecture 2.8. If H is a finite dimensional semi-simple Hopf algebra, then Hpar
is also semi-simple and finite dimensional.
3. Projections and partial modules
It is known that partial actions can be constructed by restricting global actions
to suitable subalgebras. As a first result, we will now show that partial modules
of a Hopf algebra H can be constructed from ordinary H-modules by means of
projections.
Definition 3.1. Let H be a Hopf algebra, M a left H-module with the module
structure given by the map ⊲ : H ⊗M →M and T :M →M a k-linear projection
(i.e. T 2 = T ). We say that T satisfies the c-condition if for all h ∈ H we have
Th ◦ T = T ◦ Th,
in which Th = h(1) ⊲ T (S(h(2)) ⊲−) for h ∈ H .
Similarly, we say T satisfies the c˜-condition if for all h ∈ H we have
T˜h ◦ T = T ◦ T˜h,
in which T˜h = S(h(1)) ⊲ T (h(2) ⊲−) for h ∈ H .
Remark that Th is nothing else than h ◮ T , where ◮ denotes the left adjoint
action of H on Homk(H,M).
Lemma 3.2. For a left H-module and a projection T ∈ Endk(M), the following
statements are equivalent:
(i) T satisfies the c-condition;
(ii) T satisfies the c˜-condition;
(iii) Th ◦ T˜k = T˜k ◦ Th for all h, k ∈ H.
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Proof. (i)⇒ (iii). Consider m ∈M , then
Th ◦ T˜k(m) = h(1) ⊲ T (S(h(2))S(k(1)) ⊲ T (k(2) ⊲ m))
= h(1)S(k(1)h(2))k(2)h(3) ⊲ T (S(k(3)h(4)) ⊲ T (k(4) ⊲ m))
= h(1)S(k(1)h(2)) ⊲ (k(2)h(3) ⊲ T (S(k(3)h(4)) ⊲ T (k(4) ⊲ m)))
= S(k(1)) ⊲ (Tk(2)h ◦ T (k(3) ⊲ m))
= S(k(1)) ⊲ (T ◦ Tk(2)h(k(3) ⊲ m))
= S(k(1)) ⊲ T (k(2)h(1) ⊲ T (S(k(3)h(2))k(4)) ⊲ m)))
= S(k(1)) ⊲ T (k(2) ⊲ (h(1) ⊲ T (S(h(2)) ⊲ m)))
= T˜k ◦ Th(m).
(iii)⇒ (ii). Follows immediately by considering T = T1.
(ii)⇒ (iii)⇒ (i). Follows by applying the previous implications on the Hopf alge-
bra Hcop which has the same underlying algebra as H , but the opposite comultipli-
cation (i.e. ∆Hcop(h) = h(2) ⊗ h(1)). Observe that the antipode of H
cop is given by
the inverse of the antipode of H and that the transition from H into Hcop reverses
the roles of Th and T˜h. 
Proposition 3.3. Let H be a Hopf algebra over k, M a left H-module and T ∈
Endk(M) a k-linear projection satisfying the c-condition. Then the linear map
π : H → Endk(T (M)) given by π(h)(m) = T (h ⊲ m), in which m = T (m
′), for
some m′ ∈M , defines a partial representation of the Hopf algebra H, i.e. it endows
T (M) with the structure of a partial H-module.
Proof. In order to verify whether π is a partial representation, one needs to check
axioms (PR1) up to (PR5). Take m ∈ T (M), then T (m) = m and (PR1) reads
π(1H)(m) = T (1H ⊲ m) = T (m) = m.
For (PR2), we find
π(h)π(k(1))π(S(k(2)))(m) = T (h ⊲ T (k(1) ⊲ T (S(k(2)) ⊲ m)))
= T (h ⊲ T ◦ Tk(m)) = T (h ⊲ Tk ◦ T (m))
= T (h ⊲ Tk(m))
= T (hk(1) ⊲ T (S(k(2)) ⊲ m))
= π(hk(1))π(S(k(2)))(m).
The other items are proved in a similar way. Therefore, π : H → Endk(T (M)) is a
partial representation, which makes (T (M), π) into a partial H-module 
Example 3.4. Let M be an H-module. Then clearly idM satisfies the c-condition
and hence we recover the trivial observation that any global H-module is also a
partial H-module.
Furthermore, if some T ∈ Endk(M) satisfies the c-condition, then also T
′ =
idM − T satisfies the c-condition. Indeed, for any h ∈ H we have
T ′h(m) = h(1) ⊲ T
′(S(h(2)) ⊲ m) = h(1)S(h(2)) ⊲ m− Th(m) = ǫ(h)m− Th(m),
which clearly satisfies again the c-condition. Therefore, each projection on an H-
module M satisfying the c-condition splits M into two direct summands, each one
being a partial H-module.
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Example 3.5. Let H = kG, the group algebra of the group G. A kG-module is
given by a classical representation u : G→ GL(V). Given a projection T : V → V
which commutes with Tg = u(g)Tu(g
−1), for all g ∈ G, the mapping v : G →
Endk(V), defined as v(g) = Tu(g)|T (V) is a partial representation of the group G,
as proved in Proposition 1.2 of [2].
Example 3.6. Let B be an H-module algebra and e ∈ B be a central idempotent.
Consider the k-linear projection T : B → B, T (a) = ea = ae for all a ∈ B. Then
we find that
Th(a) = h(1) ⊲ (e(S(h(2)) ⊲ a)).
For h ∈ H and a ∈ B we have
Th(ea) = h(1) ⊲ (e(S(h(2)) ⊲ ea)) = (h(1) ⊲ e)(h(2)S(h(3)) ⊲ (ea))
= (h ⊲ e)ea = e(h ⊲ e)a
= e(h(1) ⊲ e)(h(2)S(h(3)) ⊲ a) = e(h(1) ⊲ (e(S(h(2)) ⊲ a)))
= e(Th(a)).
Therefore, T satisfies the c-condition and by Proposition 3.3, we obtain that A = eB
is a partial H-module by
π(h)(a) = e(h ⊲ a)
for every a ∈ A. In fact, A is also an algebra (with unit 1A = e) and one can observe
that with these structures, A is a partial H-module algebra, which was proven in
[6].
Example 3.7. Consider the Hopf algebra H = (kZ2) ∼= (kZ2)
∗. An H-module V
is just a Z2-graded k-vector space. Let us write
V = V0 ⊕ V1 = k
n1+t ⊕ kn2+t.
Using the notation from Example 2.6, the action of (kZ2)
∗ on V is given by assigning
p0 and p1 to the projections over the subspaces V0 and V1, respectively. For the
subspace V0, consider the basis {u1, . . . , un1} ∪ {e1, . . . et}, and for the space V1,
the basis {v1, . . . , vn2} ∪ {f1, . . . ft}. Take the k-linear transformation T : V → V
given by
T (ui) = ui; T (vj) = vj ; T (ek) = T (fk) =
1
2
(ek + fk),
for 1 ≤ i ≤ n1, 1 ≤ j ≤ n2 and 1 ≤ k ≤ t. It is easy to see that T is a projection.
Now, consider the k-linear operators
T0 = p0 ◦ T ◦ p0 + p1 ◦ T ◦ p1,
and
T1 = p0 ◦ T ◦ p1 + p1 ◦ T ◦ p0,
which, in the basis of V read
T0(ui) = ui; T0(vj) = vj ; T0(ek) =
1
2ek; T0(fk) =
1
2fk,
T1(ui) = 0; T1(vj) = 0; T1(ek) =
1
2fk; T1(fk) =
1
2ek.
A straighforward calculation shows us that T commutes with T0 and T1. By Propo-
sition 3.3, we therefore obtain that if W = T (V ) then π : (kZ2)
∗ → Endk(W) is a
partial representation of the Hopf algebra (kZ2)
∗ which is given by π(p0) = T ◦ p0
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and π(p1) = T ◦ p1. More precisely, writing the basis of W as {ui}1≤i≤n1 ∪
{vj}1≤j≤n2 ∪ {gk = ek + fk}1≤k≤t, we have
π(p0)(ui) = ui; π(p0)(vj) = 0; π(p0)(gk) =
1
2gk,
π(p1)(ui) = 0; π(p1)(vj) = vj ; π(p1)(gk) =
1
2gk.
One can easily observe that W with the linear operator t = π(p0) satisfies the
conditions of Example 2.6.
Example 3.8. Consider the four dimensional Sweedler Hopf algebra H4. As we
already observed in Example 2.7, a finite dimensional H4-module M is determined
by matrices [g], [x] ∈ Endk(M). Suppose that dimM = 2n and that the eigenspaces
for [g] with eigenvalue 1 and −1 are both of dimension n. Then we can choose a
base of M such that [g] has the form
[g] =
(
0 In
In 0
)
.
Since [g][x] = −[x][g] we then find that [x] can be written as a block matrix
[x] =
(
c −d
d −c
)
,
and since [x]2 = 0 we have cd = dc and c2 = d2. From the characterizations of
partial H4-modules in Example 2.7, it follows that an n-dimensional space can be
endowed with the structure of a partial H4-module by means of
[g] = 0, [x] = c, [gx] = d.
We aim to show that this partial module arises exactly as the restriction of the
global H4-module M by means of the projection
T =
(
In 0
0 0
)
,
i.e. the projection on the subspace W of M generated by the first n base vectors.
Indeed, consider the operators
Tg = gTg =
(
0 0
0 In
)
,
Tx = xT − gTgx =
(
c 0
0 c
)
,
Tgx = gxTg + Tx =
(
c 0
0 c
)
.
Obviously T commutes with Tg, Tx and Tgx, i.e. T satisfies the c-condition. There-
fore, by Proposition 3.3 we have that π : H4 → Endk(W ) given by
π(g)(v) = Tg
(
v
0
)
= 0,
π(x)(v) = Tx
(
v
0
)
= cv,
π(gx)(v) = Tgx
(
v
0
)
= dv,
defines a n-dimensional partial representation of the Sweedler’s Hopf algebra H4,
which is exactly a generic purely partial H4-module as described in Example 2.7.
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Definition 3.9. Let H be a Hopf k-algebra, the category of H-modules with
projections is the category T(HM) whose objects consist of pairs (M,T ), in which
M is a left H-module and T is a k-linear projection inM satisfying the c-condition.
A morphism f : (M,T )→ (N,S) in this category, is a k-linear map f : TM → SN
satisfying
f(T (h ⊲ m)) = S(h ⊲ f(m))
for all m ∈ TM .
Let M be a left H-module and N ⊂ M any k-linear subspace. Then the H-
submodule generated by N is the set
H ⊲ N = {
∑
i
hi ⊲ ni | hi ∈ H,ni ∈ N},
which is the smallest H-submodule of M containing N .
Lemma 3.10. Let (M,T ) ∈ T(HM) be an H-module with projection. Then
(M,T ) ∼= (H ⊲ TM, T ) in T(HM). Consequently, if M
′ ⊂ M is an H-submodule
such that TM ′ = 0, then (M,T ) ∼= (M/M ′, T ) in T(HM).
Proof. First observe that TM = T (H ⊲ TM). Indeed, since H ⊲ TM ⊂ M clearly
T (H ⊲ TM) ⊂ TM . On the other hand, for any T (m) ∈ TM we find that
T (m) = T 2(m) = T (1H ⊲ T (m)) ∈ T (H ⊲ TM).
Then clearly idTM is an isomorphism between (M,T ) and (H ⊲TM, T ) in T(HM).
For the second statement, remark that since TM ′ = 0 ⊂ M ′, T induces a well
defined projection M/M ′ →M/M ′ (which we will denote again by T ) and the pair
(M/M ′, T ) is again an element of T(HM). Furthermore, since H ⊲ TM = H ⊲
T (M/M ′), it follows from the first part of the Lemma that the canonical projection
M →M/M ′ defines an isomorphism (M,T ) ∼= (M/M ′, T ) in T(HM). 
As a consequence of the previous lemma, we can always consider an object
(M,T ) in T(HM) to be ‘minimal’ in the the sense that M does not contain any
H-submodules that are annihilated by T .
Proposition 3.11. With notations as above, the inclusion functor i : HM →
HM
par from Example 2.3 factors as a composition of fully faithful functors
HM
I // T(HM)
R //
HM
par
defined by I(M) = (M, idM ) and R(M,T ) = (TM, πTM ) where πTM : H →
End(TM), πTM (h)(m) = T (h ⊲m) for all h ∈ H and m ∈ TM .
The functor R will be called the restriction functor.
Proof. Obviously, I is a fully faithful functor (see also Example 3.4). We know
from Proposition 3.3 that R(M,T ) is indeed a partial H-module, and by definition
a morphism f : (M,T )→ (N,S) in T(HM) is exactly a morphism f : TM → TS
in HM
par. 
The problem of globalization, which will be discussed in the next sections consists
in constructing a left adjoint to the inclusion functor i, which moreover corestricts
to an equivalence between HM
par and T(HM).
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4. Dilations
Definition 4.1. Let H be a Hopf algebra. A dilation of a partial H-module
(M,π) is a pair ((N, T ), θ) where (N, T ) is an object of the category T(HM) and
θ : (M,π)→ R(N, T ) is an isomorphism of partial H-modules.
We say that a dilation ((N, T ), θ) is proper if N is generated by TN = θ(M)
as an H-module and we say it is minimal if N does not contain any H-submodule
that is annihilated by T .
Remarks 4.2. Notice that θ :M → TN will be a morphism of partial H-modules if
and only if θ(π(h)(m)) = T (h ⊲ θ(m)), for every m ∈M and h ∈ H . Furthermore,
another way to understand a dilation is as a quadruple (θ : M ⇆ N : ̟) where
M is a partial H-module, N is a global H-module, and θ and ̟ are linear maps
satisfying̟◦θ = idM and T = θ◦̟ satisfies the c-condition and h·m = ̟(h⊲θ(m))
for all m ∈M and h ∈ H .
Thanks to Lemma 3.10, we see that for any dilation ((N, T ), θ) the object (N, T )
is isomorphic to an object (N ′, T ′) in the category T(HM), such that ((N
′, T ′), θ)
is a proper and minimal dilation.
We will now present our first main result, which generalizes the globalization of
partial actions to dilations of partial H-modules.
Theorem 4.3. Let H be a Hopf algebra, then every partial H-module (M,π) admits
a (proper and minimal) dilation ((M,Tπ), ϕ). We call this the standard dilation of
M .
Proof. Let (M,π) be a partialH-module and consider the k-vector space Homk(H,M).
This vector space has a natural H-module structure ⊲ : H ⊗ Homk(H,M) →
Homk(H,M) given by
(h ⊲ f)(k) = f(kh).
Define the linear map ϕ : M → Homk(H,M) by
ϕ(m)(h) = π(h)(m).
It is easy to see that this map is injective. Indeed, takem ∈ Ker(ϕ), i.e. ϕ(m)(h) = 0
for all h ∈ H . Then
m = π(1H)(m) = ϕ(m)(1H) = 0.
Denote by M the H-submodule of Homk(H,M) generated by the image of ϕ, that
is M = H ⊲ ϕ(M). Writing f =
∑
i hi ⊲ ϕ(mi), a typical element of M , we obtain
for all k ∈ H
f(k) =
∑
i
ϕ(mi)(khi) =
∑
i
π(khi)(mi).(1)
Applying this twice we find furthermore that
π(k(1))f(S(k(2)))
(1)
=
∑
i
π(k(1))π(S(k(2))hi)(mi)
(PR3)
= π(k(1))π(S(k(2)))π(hi)(mi)
(1)
= π(k(1))π(S(k(2)))(f(1H)).(2)
We now define the linear map
Tπ :M →M, Tπ(f) = ϕ(f(1H))
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where, as before, f =
∑
i hi ⊲ ϕ(mi) ∈M . Let us verify that Tπ is a projection:
Tπ◦Tπ(f) = ϕ(Tπ(f)(1H)) = ϕ(ϕ(f(1H))(1H)) = ϕ(π(1H)(f(1H))) = ϕ(f(1H)) = Tπ(f).
By definition, it is obvious that Tπ(M) ⊆ ϕ(M), on the other hand, if m ∈M then
ϕ(m) = ϕ(π(1H)(m)) = ϕ(ϕ(m)(1H)) = Tπ(ϕ(m)).
Therefore ϕ(M) = Tπ(M).
To check that Tπ satisfies the c-condition, consider for each h ∈ H the linear
operator Th :M →M which is given by
Th(f) = h(1) ⊲ Tπ(S(h(2)) ⊲ f).
Then we find
Th(f)(k) =
(
h(1) ⊲ Tπ(S(h(2)) ⊲ f)
)
(k) =
(
Tπ(S(h(2)) ⊲ f)
)
(kh(1))
= ϕ((S(h(2)) ⊲ f)(1H))(kh(1)) = ϕ(f(S(h(2))))(kh(1))
= π(kh(1))(f(S(h(2)))).(3)
Take h, k ∈ H and f ∈M , then
Tπ ◦ Th(f)(k) = ϕ(Th(f)(1H))(k) = π(k)(Th(f)(1H))
(3)
= π(k)π(h(1))(f(S(h(2))))
(2)
= π(k)π(h(1))π(S(h(2)))(f(1H))
(PR2)
= π(kh(1))π(S(h(2)))(f(1H)) = π(kh(1))(ϕ(f(1H))(S(h(2))))
= π(kh(1))
(
Tπ(f)(S(h(2)))
) (3)
= Th ◦ Tπ(f)(k).
By Proposition 3.3 Tπ(M) = ϕ(M) is a partial H-module via πTpi : H →
Endk(M), given by
πTpi (h) = Tπ(h ⊲−).
Moreover
πTpi (h)ϕ(m) = Tπ(h ⊲ ϕ(m)) = ϕ((h ⊲ ϕ(m))(1H)) = ϕ(ϕ(m)(h)) = ϕ(π(h)(m)),
i.e. ϕ is a morphism of partial H-modules. Therefore, the pair ((M,Tπ), ϕ) is a
dilation. Let us verify that this dilation is minimal. Take any f =
∑
i hi ⊲ ϕ(mi) ∈
M such that Tπ(h ⊲ f) = 0 for every h ∈ H . Then we find
0 = Tπ(h ⊲ f) = ϕ((h ⊲ f)(1H)) = ϕ(f(h)).
As the map ϕ is injective, we conclude that f(h) = 0 for every h ∈ H , then f = 0.
Therefore the dilation ((M,Tπ), ϕ) is minimal. 
We now can easily prove the main result of this paper.
Theorem 4.4. The restriction functor R : T(HM)→ HM
par is an equivalence of
categories.
Proof. We already know by Proposition 3.11 that R is fully faithful. Furthermore,
by Theorem 4.3 it follows that R is essentially surjective and we can conclude that
R is an equivalence of categories. 
Note that the quasi-inverse of the restriction functor R assigns to a partial mod-
ule the H-module with projection from its standard dilation.
16 M.M.S. ALVES, E. BATISTA, AND J. VERCRUYSSE
Proposition 4.5. The construction of the standard dilation defines a functor
D : HM
par → HM, D(M) =M
that we call the dilation functor. Moreover the functor D is additive, faithful and
it preserves monomorphisms, epimorphisms and arbitrary coproducts.
Proof. First, let us verify that the construction of minimal dilations is coherent
with morphisms. Let f : (M,π)→ (N, ρ) be a morphism in the category of partial
H-modules, i.e. f ◦ π(h) = ρ(h) ◦ f for every h ∈ H . Let (M,T ), ϕ) and ((N,S), θ)
be, respectively, the dilations of (M,π) and (N, ρ) as constructed above. Define the
linear map f :M → N as
(4) f(
∑
i
hi ⊲ ϕ(mi)) =
∑
i
hi ⊲ θ(f(mi)).
Let us verify that f is well defined as a linear map. Consider a linear combination∑
i hi ⊲ ϕ(mi) = 0 in M , then we conclude that, for any h ∈ H , we have∑
i
π(hhi)(mi) = 0.
Now, take any h ∈ H , then
f(
∑
i
hi ⊲ ϕ(mi))(h) =
∑
i
hi ⊲ θ(f(mi))(h)
=
∑
i
θ(f(mi))(hhi)
=
∑
i
ρ(hhi)(f(mi))
= f(
∑
i
π(hhi)(mi)) = 0.
Therefore, f is well defined and, by construction, f is a morphism of H-modules.
Hence D : HM
par → HM, where D(M) =M and D(f) = f , is a functor.
By construction it is clear that f + g = f + g, so the functor is additive.
To see that the dilation functor is faithful, consider the diagram
M
f
//
 _
ϕM

N _
ϕN

M
f
// N
Then clearly f is zero if and only if f is zero.
Let f :M → N be an injective morphism of partial H-modules and consider the
dilated map
f :M → N, f(
∑
i
hi ⊲ ϕ(mi)) =
∑
i
hi ⊲ ϕ(f(mi)).
Suppose that f(
∑
i hi ⊲ ϕ(mi)) = 0, then we find for all k ∈ H that
0 =
∑
i
khi · f(mi)
= f(
∑
i
khi ·mi),
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and by the injectivity of f we obtain that
∑
i khi · mi = 0 for all k ∈ H , so∑
i hi ⊲ ϕ(mi) = 0 and f is injective.
The fact that D preserves epimorphisms is clear by the formula (4).
For the last statement, consider the following commutative diagram
Mi
ϕi

//
∐
i∈I Mi
ϕ

Hom(H,Mi) //
∐
i∈I Hom(H,Mi)
  // Hom(H,
∐
i∈I Mi)
Hence, although Hom(H,
∐
i∈I Mi) is bigger than
∐
i∈I Hom(H,Mi), the image
of the map ϕ :
∐
i∈I Mi → Hom(H,
∐
i∈I Mi) as well as the H-module generated
by it lies in
∐
i∈I Hom(H,Mi). Therefore, the standard dilation of
∐
i∈I Mi is
a subspace of
∐
i∈I Hom(H,Mi), and from this it follows easily that
∐
i∈I Mi =∐
i∈I Mi. 
Remark 4.6. From the previous proposition it is clear that the dilation functor is
close to being exact. We will investigate this in the next section.
The standard dilation satisfies the following universal property.
Proposition 4.7. Let H be a Hopf algebra and (M,π) be a partial H-module.
(i) For any other proper dilation ((N, T ), θ), there is a unique surjective H-linear
map Φ : N →M such that Tπ ◦Φ = Φ ◦ T and Φ ◦ θ = ϕ;
(ii) The morphism Φ is a injective (hence bijective) if, and only if the dilation
((N, T ), θ) is minimal.
Proof. (i). Since N = H ⊲ θ(M), any H-linear morphism Φ : N → M satisfying
Φ ◦ θ = ϕ should be given by
Φ(x) =
∑
i
hi ⊲ ϕ(mi),
where x =
∑
i hi ⊲ θ(mi) ∈ N = H ⊲ θ(M). Let us verify that this formula is well
defined, i.e. Φ exists and is unique. To this end, consider x =
∑
i hi ⊲ θ(mi) = 0 .
Then we find for all h ∈ H (we use that θ is a partial H-module map in the fourth
equality)
θ(Φ(x)(h)) =
∑
i
θ
(
(hi ⊲ ϕ(mi))(h)
)
=
∑
i
θ
(
ϕ(mi)(hhi)
)
=
∑
i
θ
(
π(hhi)(mi)
)
= T (
∑
i
hhi ⊲ θ(mi)) = T (h ⊲ x) = 0
and since θ is injective, it follows that Φ(x)(h) = 0, hence Φ(x) = 0.
By construction, we have found that Φ is a surjective H-module morphism and
Φ ◦ θ = ϕ. Finally, for any x =
∑
i hi ⊲ θ(mi) ∈ N ,
Φ(T (x)) = Φ(T (
∑
i
hi ⊲ θ(mi))) = Φ(θ(
∑
i
π(hi)(mi)))
= ϕ(
∑
i
π(hi)(mi)) = Tπ(
∑
i
hi ⊲ ϕ(mi))
= Tπ(Φ(x)).
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Hence Φ ◦ T = Tπ ◦Φ.
(ii). Consider an element x =
∑
i hi ⊲ θ(mi) ∈ N = H ⊲ θ(M). Then we have that
T (h ⊲ x) = T (
∑
i
hhi ⊲ θ(mi)) = θ(
∑
i
π(hhi)(mi)).
Hence by the injectivity of θ, we have T (H ⊲ x) = 0 if and only if
0 =
∑
i
π(hhi)(mi) =
∑
i
ϕ(mi)(hhi) =
∑
i
(hi ⊲ ϕ(mi))(h) = Φ(x)(h),
for all h ∈ H . In other words, x ∈ kerΦ if and only if T (H ⊲ x) = 0. Hence the
injectivity of Φ is equivalent to the minimality of N . 
As a corollary, we find now that the category of partial H-modules can also be
described in an alternative way. Consider a category D(HM) whose objects are
pairs (M,T ) where M is a global H-module, T is a projection satisfying the c-
condition and ((M,T ), ϕ), with ϕ : TM → M the canonical inclusion, is a proper
minimal dilation (of the partial module TM). A morphisms f : (M,T ) → (N,S)
is an H-linear map f :M → N such that S ◦ f = f ◦ T .
Corollary 4.8. The categories HM
par and T(HM) are equivalent to D(HM).
Proof. Let us check that the construction of the standard dilation yields a well-
defined functor F : HM
par → D(HM). It already follows from Proposition 4.5 that
this functor is well-defined on objects and sends a morphism f : (M,π) → (N, ρ)
in HM
par to an H-linear map f : M → N , where ((M,T ), ϕ) and ((N,S), θ) are
the standard dilations. It remains to verify that f ◦ T = S ◦ f . Take an element
x =
∑
i hi ⊲ ϕ(mi) ∈M , then
f(T (x)) = f(ϕ(
∑
i
(hi ⊲ ϕ(mi))(1H))) = f(ϕ(
∑
i
ϕ(mi)(hi)))
= f(ϕ(
∑
i
π(hi)(mi))) = θ(
∑
i
f(π(hi)(mi)))
= θ(
∑
i
ρ(hi)(f(mi))) = θ(
∑
i
θ(f(mi))(hi))
= θ(
∑
i
(hi ⊲ θ(f(mi)))(1H)) = θ(f(
∑
i
hi ⊲ ϕ(mi))(1H))
= S(f(x)).
On the other hand, there is an obvious functor G : D(HM) → T(HM) which is
the identity on objects. Finally the composition G ◦ F : HM
par → T(HM) is
clearly the quasi-inverse of the restriction functor as described after Theorem 4.4.
Conversely, because of Proposition 4.7, the functor F ◦G is again the identity. 
Remark 4.9. It is well-known that by transfer of structure, any equivalence F :
C ⇄ D : G between a monoidal category C and any category D induces a monoidal
structure onD turning F,G into a monoidal equivalence. Hence, using the monoidal
structure of HM
par, one can introduce a monoidal structure on T(HM) (and on
D(HM)) such that the restriction functor becomes strictly monoidal. Explicitly,
for two objects (M,TM ) and (N, TN ) in T(HM), we define
(M,TM ) • (N, TN ) = (M •N, TM,N),
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in which
((M •N, TM,N), ϕM,N ) =
((
TM (M)⊗Apar TN (N), TπTM⊗πTN
)
, ϕT (M)⊗AparT (N)
)
is the standard globalization of the partial H-module(
TM (M)⊗Apar TN(N), πTM ⊗ πTN
)
∈ HM
par.
The monoidal unit is given by the standard globalization ((Apar , Tα), ϕApar) of the
unit object (Apar , α) ∈ HM
par.
In the next proposition we show that global modules can be characterized among
partial modules by means of their dilation.
Proposition 4.10. Let (M,π) be a partial H-module and ((M,Tπ), ϕ) its standard
dilation. Then the following statements are equivalent.
(i) M is a (global) H-module, that is, π : H → Endk(M) is a morphism of
algebras;
(ii) ϕ has a right inverse partial H-module morphism ϕ :M →M ;
(iii) ϕ is bijective.
In this case ϕ :M →M is an isomorphism of H-modules and Tπ = IdM .
Proof. (ii)⇔ (iii). Since we ϕ is injective by construction, ϕ is bijective if and only
if it has a right inverse. Clearly, if ϕ is bijective, its inverse will also be H-linear.
(ii)⇒ (i). SinceM is a global H-module and ϕ :M →M is morphism of partial
modules, it follows that M is a global H-module (see Example 2.3).
(i)⇒ (iii). If M is a global module, then ((M, id), id) is a dilation of M which
is clearly minimal. Hence by Proposition 4.7 we find that ϕ = Φ : M → M is an
isomorphism of H-modules and it satisfies Tπ ◦ ϕ = ϕ, hence Tπ = id. 
We finish this section by illustrating our results by means of the examples (kZ2)
∗
and H4.
Example 4.11. We consider the Hopf algebra H = (kZ2)
∗ and use the same
notation as in Example 2.6 and Example 3.7; in particular, write {p0, p1} for the
canonical base of H , consisting of orthogonal idempotents. Recall that a partial
H-module (i.e. a partially Z2-graded vector space) is a vector space that allows a
direct sum decomposition
V = V0 ⊕ V1 ⊕ V 1
2
,
where the partial representation π : H → End(V) under this ordered direct sum
decomposition is presented by the block matrices
π(p0) =

 1 0 00 0 0
0 0 12

 , π(p1) =

 0 0 00 1 0
0 0 12

 .
Recall that H = kp0⊕kp1. Since Homk(kpi, Vj) ∼= Vj , we can identify Homk(H,V)
with the vector space of 3 × 2 block matrices, where an (i, j) block with i ∈ {0, 1}
and j ∈ {0, 1, 1/2} corresponds to Hom(kpi, Vj) ∼= Vj . The linear map ϕ : V →
Homk(H,V), ϕ(v)(h) = π(h)(v) is understood as
ϕ(v0) =

 v0 00 0
0 0

 ; ϕ(v1) =

 0 00 v1
0 0

 ; ϕ(v1/2) =

 0 00 0
1
2v1/2
1
2v1/2

 ,
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for any v0 ∈ V0, v1 ∈ V1 and v1/2 ∈ V1/2. In order to determine the dilated H-
module V, we have to determine the values of pi⊲ϕ(vj), for i = 0, 1 and j = 0, 1, 1/2:
p0 ⊲ ϕ(v0) =

 v0 00 0
0 0

 ; p0 ⊲ ϕ(v1) =

 0 00 0
0 0

 ; p0 ⊲ ϕ(v1/2) =

 0 00 0
1
2v1/2 0

 ;
p1 ⊲ ϕ(v0) =

 0 00 0
0 0

 ; p1 ⊲ ϕ(v1) =

 0 00 v1
0 0

 ; p1 ⊲ ϕ(v1/2) =

 0 00 0
0 12v1/2

 .
Then, the dilated H-module is a subspace of the space of 3 × 2 block matrices
generated by the elements p0 ⊲ ϕ(v0), p0 ⊲ ϕ(v1/2), p1 ⊲ ϕ(v1) and p1 ⊲ ϕ(v1/2), i.e.
V =

 V0 00 V1
V1/2 V1/2

 ∼= (V0 ⊕ V1/2)⊕ (V0 ⊕ V1/2),
which is a Z2-graded vector space by V0 = V0 ⊕V1/2 and V1 = V1 ⊕V1/2, i.e. the
partial 1/2-degree space is doubled and one copy is placed in each degree. Finally,
for any
v =

 v0 00 v1
v1/2 v
′
1/2

 ∈ V
we find that v(1H) = v(p0 + p1) = v0 + v1 + (v1/2 + v
′
1/2) ∈ V and therefore
T (v) = ϕ(v(1H)) =

 v0 00 v1
1
2 (v1/2 + v
′
1/2)
1
2 (v1/2 + v
′
1/2)

 .
Hence the projection map T : V → V on the ordered direct sum decomposition
V = (V0 ⊕ V1/2)⊕ (V0 ⊕ V1/2) is then described by a block matrix
T =


1 0 0 0
0 12 0
1
2
0 0 1 0
0 12 0
1
2

 .
Then the projection T coincides with the projection of the Example 3.7.
Example 4.12. Consider the Sweedler Hopf algebra H4 and consider a generic
n-dimensional pure partial H4-module W , as described in Example 2.7. I.e. we
have matrices c, d ∈ End(W ) satisfying cd = dc and c2 = d2 which define a partial
H4-module by means of the action
π(g)(w) = 0, π(x)(w) = cw, π(y)(w) = dw.
To construct the dilation of W , consider Homk(H4,W ) ∼=W
4, using the canonical
base {1, g, x, y = gx} for H4. Then we find that
ϕ :W → Homk(H4,W ), ϕ(w) = (w, 0, cw, dw),
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and W = H ⊲ ϕ(W ) is spanned by the elements of the form
ϕ(w) = (w, 0, cw, dw),
g ⊲ ϕ(w) = (0, w,−dw,−cw),
x ⊲ ϕ(w) = (cw, dw, 0, 0),
y ⊲ ϕ(w) = (dw, cw, 0, 0).
Then obviously x ⊲ ϕ(w) and y ⊲ ϕ(w) are linear combinations of elements of the
form ϕ(w) and g ⊲ϕ(w). Hence we obtain a k-linear isomorphism α :W →W ⊕W ,
given by α(ϕ(w)) = (w, 0) and α(g ⊲ ϕ(w)) = (0, w). By transfer of structure, we
find that W ⊕W can be endowed with a (global) H4-action is then given by
g ⊲ (w,w′) = (w′, w), x ⊲ (w,w′) = (cw − dw′, dw − cw′),
such that the map α above becomes an isomorphism of (global) H4-modules. In
other words, we obtain exactly a global H4-module of even dimension as described
in Example 3.8, whose restricted partial action is the pure submoduleW we started
with.
5. Dilations and globalizations
5.1. Exactness of the dilation functor.
Lemma 5.1. Let H be a Hopf algebra.
(i) Hpar is an H-Hpar bimodule via the actions
h ⊲ (hi ⊲ ϕ(xi)) ⊳ y = hhi ⊲ ϕ(xiy),
for all h, hi ∈ H and xi, y ∈ Hpar;
(ii) Let M be a partial H-module, then by part (i) Hpar ⊗Hpar M inherits a left
H-module structure from Hpar. Define
T : Hpar ⊗Hpar M → Hpar ⊗Hpar M, T (f ⊗m) = ϕ(1)⊗ f(1) ⊲ m,
φ :M → Hpar ⊗Hpar M, φ(m) = ϕ(1)⊗m.
Then ((Hpar ⊗Hpar M,T ), φ) is a proper dilation of M . We call this the
secondary dilation of M .
Proof. (i). Since we know that the dilation functor D : HM
par → HM is additive
(see Proposition 4.5) and HM
par = HparM, it follows that D(Hpar) = Hpar is an
H-Hpar bimodule with the given structure.
(ii). First remark that for any f = hi ⊲ ϕ(xi) ∈ Hpar we have that f(1) = hi · xi =
[hi]xi. Hence, for all k ∈ H we have
ϕ([h(1)][S(h(2))])(k) = [k][h(1)][S(h(2))] = [kh(1)][S(h(2))] = (h(1) ⊲ ϕ([S(h(2))]))(k),
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i.e. ϕ([h(1)][S(h(2))]) = h(1) ⊲ ϕ([S(h(2))]). Let us check that T satisfies the c-
condition.
h(1) ⊲ T
(
S(h(2)) ⊲ T (f ⊗Hpar m)
)
= h(1) ⊲ T
(
S(h(2)) ⊲ ϕ(1)⊗Hpar f(1) ⊲ m
)
= h(1) ⊲ ϕ(1)⊗Hpar [S(h(2))]f(1) ⊲ m
= h(1) ⊲ ϕ([S(h(2))])⊗Hpar f(1) ⊲ m,
T
(
h(1) ⊲ T (S(h(2)) ⊲ f ⊗Hpar m
)
= T
(
h(1) ⊲ ϕ(1)⊗Hpar [S(h(2))]f(1) ⊲ m
)
= ϕ(1)⊗Hpar [h(1)][S(h(2))]f(1) ⊲ m
= ϕ([h(1)][S(h(2))])⊗Hpar f(1) ⊲ m.
Clearly, the image of φ equals the image of T and φ is injective. Let us check that
φ is a morphism of partial modules.
φ(h ·m) = ϕ(1)⊗ h ·m = ϕ(1)⊗ [h]m
= T (h ⊲ ϕ(1)⊗m) = T (h ⊲ φ(m))
= h · φ(m).
Hence φ induces an isomorphism of partial modules φ : M → T (Hpar ⊗Hpar M).
Finally, let us verify that Hpar ⊗Hpar M is generated by the image of φ as left
H-module.∑
i
hi ⊲ ϕ(xi)⊗Hpar m =
∑
i
hi ⊲ ϕ(1)⊗Hpar xim =
∑
i
hi ⊲ φ(xim).
We can conclude that the secondary dilation is well-defined and proper. 
Proposition 5.2. Let H be a Hopf algebra. The following statements are equiva-
lent.
(1) the dilation functor is exact;
(2) the dilation functor preserves kernels;
(3) the dilation functor has a right adjoint;
(4) the dilation functor is naturally isomorphic to the functor Hpar ⊗Hpar −;
(5) for any partial module, the canonical H-module morphism between the sec-
ondary and standard dilations is bijective;
(6) for any partial module, the secondary dilation is minimal.
Under these equivalent conditions, Hpar is flat as right Hpar-module.
Proof. The equivalence of the first four items follows form the Eilenberg-Watts
theorem allong with the properties proven in Proposition 4.5. The equivalence
between the three last items follow from Proposition 4.7. The last statement follows
from the fact that under these equivalent conditions, the functor Hpar ⊗Hpar − is
exact. 
Remark 5.3. Unfortunately, we were not able to prove whether the equivalent condi-
tions in the previous proposition are satisfied for any Hopf algebraH . Nevertheless,
we also didn’t find a counter example. It follows from the explicit description of di-
lations given above of both the two-dimensional Hopf algebra (kZ2)
∗ and Sweedler’s
four dimensional Hopf algebra H4, that in these examples the dilation functor pre-
serves kernels and hence is exact.
In case the equivalent conditions of the previous proposition are satisfied, it
follows that to understand all dilations, it is enough to understand the dilation of
the regular partial moduleHpar. Since we knowmoreover thatHpar ∼= Apar#H (see
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Section 2), the previous question reduces furthermore to understand the dilation of
a partial smash product. This we will do in the following two subsections.
5.2. The dilations of a partial smash product. Recall that B is an algebra
in the monoidal category of partial H-modules if and only if the partial H-module
structure H ⊗ B → B defines a partial action of H on B. We know from [6] that
given any symmetric partial action of H on B, there exists a enveloping action
or globalization, which consists of a (possibly non-unital) H-module algebra B,
together with an injective multiplicative map θ : B → B such that the image θ is
an ideal in B that generates B as an H-module and the partial action on B can be
obtained by restricting the (global) action on B.
The next proposition relates the globalization of a partial action with the dilation
of its associated partial H-module. Recall that a (non-unital) ring R said to be
idempotent if RR = R, i.e. for any r ∈ R there exist (non-unique) elements
ri, r
′
i ∈ R such that r =
∑
i rir
′
i.
Proposition 5.4. Let · : H ⊗ B → B be a symmetric partial action of the Hopf
algebra H on a unital algebra B and let (B, π) be its associated H-module structure,
given by the partial representation π(h)(a) = h · a. Consider the standard dilation
((B, Tπ), ϕ) of (B, π). Then
(1) B is an idempotent (but not necessarily unital) H-module algebra with the
convolution product of Homk(H,B);
(2) the map ϕ : B → B is multiplicative;
(3) ϕ(B) is an ideal in B.
Consequently, B is exactly the globalization of the partial action on B.
Proof. The statements (i)-(iii) can be easily verified. In particular, to see that B is
idempotent, take any
∑
i hi ⊲ ϕ(bi) ∈ B. Then∑
i
(
(hi(1) ⊲ ϕ(bi)) ∗ (hi(2) ⊲ ϕ(1))
)
(k) =
∑
i
(hi(1) ⊲ ϕ(bi))(k(1))(hi(2) ⊲ ϕ(1))(k(2))
=
∑
i
(k(1)hi(1) · bi)(k(2)hi(2) · 1) =
∑
i
khi · bi
=
(∑
i
hi ⊲ ϕ(bi)
)
(k).
The remaining results follow by [6]. 
Lemma 5.5. If M is a partial H-module and N is a global H-module then the
tensor product M ⊗N is a partial H-module by means of the diagonal action
· : H ⊗M ⊗N →M ⊗N, h · (m⊗ n) = h(1) ·m⊗ h(2)n
Proof. For all m⊗ n ∈M and h, k ∈ H , we find
k · (S(h(1)) · (h(2) · (m⊗ n))) = k(1) · (S(h(2)) · (h(3) ·m))⊗ k(2)S(h(1))h(4)n
= k(1)S(h(2)) · (h(3) ·m)⊗ k(2)S(h(1))h(4)n
= kS(h(1)) · (h(2) · (m⊗ n))
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and
k · (h(1) · (S(h(2)) · (m⊗ n))) = k(1) · (h(1) · (S(h(4)) ·m))⊗ k(2)h(2)S(h(3))n
= k(1) · (h(1) · (S(h(2)) ·m))⊗ k(2)n
= k(1)h(1) · (S(h(2)) ·m)⊗ k(2)n
= k(1)h(1) · (S(h(4)) ·m)⊗ k(2)h(2)S(h(3))n
= kh(1) · (S(h(2)) · (m⊗ n)).
This shows two of the four associativity axioms, the other two are proven in the
same way. 
Recall that the partial smash product B#H is the direct summand of B ⊗ H
consisting of elements of the form
b#h = b(h(1) · 1)⊗ h(2),
and it becomes a unital algebra with unit 1B#1H and product
(a#h)(b#k) = a(h(1) · b)#h(2)k.
One can now easily observe that B#H is a direct summand of B ⊗ H as partial
left H-modules.
Lemma 5.6. Consider a partial H-module algebra B with globalization B. The
morphism
Hom(H,B)⊗H → Hom(H,B ⊗H), f ⊗ h 7→ (k 7→ f(k)⊗ h)
is injective. Hence an element
∑
i hi ⊲ ϕ(bi)⊗ h ∈ B ⊗H is zero if and only if for
all k ∈ H ∑
i
khi · bi ⊗ h = 0.
Proof. Write
∑
i fi ⊗ hi ∈ Hom(H,B) ⊗H with hi linearly independent. Suppose
that
∑
i fi(k) ⊗ hi = 0 for all k ∈ H . Consider any functional α ∈ B
∗. Then we
find that
∑
i α(fi(k))hi = 0 and since the hi are linearly independent it follows
that α(fi(k)) = 0 for all k, i and α. Hence we find that fi(k) = 0 for all i and k,
therefore fi = 0 for all i. Hence
∑
i fi ⊗ hi = 0 and the map is injective as stated.
The second part follows since B ⊂ Hom(H,B). 
Theorem 5.7. Let · : H ⊗ B → B be a partial action of the Hopf algebra H on a
unital algebra B and let B be the globalization of B. Then the dilation of the partial
smash product B#H is a direct summand, as an H-module, of the (global) smash
product B#H.
Proof. By Lemma 5.5, B ⊗H is a partial H-module. Let us show that B ⊗H ∼=
B ⊗H
We define the maps
ζ : B ⊗H → B ⊗H, ζ(
∑
i
hi ⊲ ϕ(b
i ⊗ hi)) =
∑
i
hi(1) ⊲ ϕ(b
i)⊗ hi(2)h
i.(5)
ξ : B ⊗H → B ⊗H, ξ((
∑
i
hi ⊲ ϕ(bi))⊗ h) =
∑
i
hi(1) ⊲ ϕ(bi ⊗ S(hi(2))h).
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Let us first check that ζ is well-defined. Suppose that
∑
i hi ⊲ ϕ(b
i ⊗ hi) = 0, i.e.
for all k, we have ∑
i
k(1)hi(1) · b
i ⊗ k(2)hi(2)h
i = 0.
Then we find for all k,∑
i
khi(1) · b
i ⊗ hi(2)h
i =
∑
i
k(1)hi(1) · b
i ⊗ S−1(k(3))k(2)hi(2)h
i = 0,
hence ∑
i
khi(1) · b
i ⊗ hi(2)h
i = 0.
By the previous lemma, we then find that
∑
i hi(1) ⊲ ϕ(b
i)⊗ hi(2)h
i = 0.
By a similar argument, we find that ξ is well-defined. First remark that B⊗H ⊂
Hom(H,B) ⊂ Hom(H,B⊗H). Hence (
∑
i hi ⊲ ϕ(bi))⊗h = 0 in B⊗H if and only
if for all k ∈ H , we have
(
∑
i
khi · bi)⊗ h = 0
in B ⊗H . But this implies that for all k ∈ H∑
i
k(1)hi(1) · bi ⊗ k(2)hi(2)S(hi(3))h =
∑
i
k(1)hi · bi ⊗ k(2)h = 0,
which means exactly that
ξ((
∑
i
khi · bi)⊗ h) =
∑
i
hi(1) ⊲ ϕ(bi ⊗ S(hi(2))h) = 0
in B ⊗H .
Let us check that ζ and ξ are mutual inverses:
ξ ◦ ζ(
∑
i
hi ⊲ ϕ(b
i ⊗ hi)) = ξ(
∑
i
hi(1) ⊲ ϕ(b
i)⊗ hi(2)h
i)
=
∑
i
hi(1) ⊲ ϕ(b
i ⊗ S(hi(2))hi(3)h
i)
=
∑
i
hi ⊲ ϕ(b
i ⊗ hi)
and
ζ ◦ ξ((
∑
i
hi ⊲ ϕ(bi))⊗ h) = ζ(
∑
i
hi(1) ⊲ ϕ(bi ⊗ S(hi(2))h))
=
∑
i
(hi(1) ⊲ ϕ(bi))⊗ hi(2)S(hi(3))h
=
∑
i
(hi ⊲ ϕ(bi))⊗ h.
Moreover B#H is a direct summand of B ⊗H as partial H-module, it follows
that B#H is a direct summand of B ⊗H ∼= B ⊗H . Since B#H is just B ⊗H as
left H-module we obtain the stated result. 
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5.3. The Morita equivalence between partial and global smash products.
Let B be a partial H-module algebra and consider the partial H-module B⊗H as
in Lemma 5.5. Combining the inclusion map ϕ : B⊗H → B ⊗H from the standard
dilation with the split monomorphism ζ : B ⊗H → B ⊗H from Theorem 5.7, we
obtain an injective map Φ : B ⊗H → B ⊗H given by
Φ(b⊗ h) = ϕB(b)⊗ h.
Restricting this map to the direct summand B#H of B⊗H , we obtain Φ : B#H →
B#H given by
Φ(b#h) = ϕB(b(h(1)·1))#h(2) = ϕB(b)(h(1)⊲ϕB(1))#h(2) = ϕB(b(h(1)·1))(h(2)⊲ϕB(1))#h(3).
To see that the three expressions for Φ(b#h) are indeed equal, consider any b ∈ B
and h, k ∈ H , then we find
ϕB(b(h · 1))(k) = k · (b(h · 1))
= (k(1) · b)(k(2) · (h · 1))
= (k(1) · b)(k(2) · 1)(k(3)h · 1)
=
(
ϕB(b)(h ⊲ ϕ(1))
)
(k) = (k(1) · b)(k(2)h · 1)
= (k(1) · b)(k(2)h(1) · 1)(k(3)h(2) · 1)
= (k(1) · b)(k(2) · 1)(k(3)h(1) · 1)(k(4)h(2) · 1)
= (k(1) · b)(k(2) · (h(1) · 1))(k(3)h(2) · 1)
= ϕB(b(h(1) · 1))(h(2) ⊲ ϕ(1))(k) = (k(1) · (b(h(1) · 1)))(k(2)h(2) · 1)
Moreover, one can easily check that Φ is an algebra map. In [6], a Morita context
with surjective Morita maps was constructed between the partial smash product
B#H and the usual smash product B#H . More explicitly, one has an B#H-B#H
bimodule P and a B#H-B#H bimodule Q given by
P = Φ(B ⊗H) =
{
n∑
i=1
ϕB(ai)⊗ hi | ai ∈ B, hi ∈ H, n ∈ N
}
⊆ B#H,
Q =
{
n∑
i=1
hi(1) ⊲ ϕB(ai)⊗ h
i
(2) | ai ∈ B, hi ∈ H, n ∈ N
}
⊆ B#H,
where the bimodule actions and Morita maps
τ : P ⊗B#H Q → B#H
µ : Q⊗B#H P → B#H
are all defined by means of the multiplication in B#H , after identifying B#H ,
P and Q with subspaces of B#H . Since ϕB(B) is an ideal in B, one can easily
check that all actions and the Morita maps are well-defined. Moreover, as proven
in [6, Theorem 4], the Morita maps are surjective. Since in general, B and hence
B#H are not unital algebras, the surjectivity of µ does not necessarily imply its
bijectivity (as it is the case for τ , by classical Morita theory). However, we can use
the results from [11] to conclude on the following result that generalizes [6]. Recall
that a firm (right) module over a non-unital ring R is a (right) moduleM such that
the multiplication map induces an isomorphism M ⊗R R ∼= M . A ring R is called
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firm if it it firm as a (left or right) module over itself. If R has a unit, then firm
modules over R are exactly the (unital) modules.
The terminology used above is due to Quillen (see e.g. [11]). In literature,
other names are in use as well (e.g. ‘unital module’ for firm module or ‘tensor
idempotent ring’ for firm ring), however we believe that this terminology causes
the least confusion.
Proposition 5.8. Let B be a partial H-module algebra. Then
(i) the categories of (unital) B#H-modules and of firm B#H-modules are equiv-
alent;
(ii) the above categories are moreover equivalent with the categories of firm mod-
ules over the firm ring B#H ⊗B#H B#H.
Proof. (i). We already know that the Morita map µ is bijective. Thanks to the
Kato-Osake theorem, in the form of [11, Lemma 1.10], we also know that τ induces
a bijective morphism
id⊗ µ :M ⊗B#H Q⊗B#H P →M ⊗B#H B#H
∼=M
for any firm B#H-module M . Hence we obtain the demanded equivalence of
categories.
(ii). We know that B is an idempotent ring (see Proposition 5.4), hence this follows
from [11, Theorem 1.1]. 
Finally, let us consider the case where B = Apar is the partial H-module algebra
satisfying Hpar = Apar#H . Since we know that Hpar is a Hopf algebroid, its cate-
gory of modules is monoidal. Hence, we can use the Morita equivalence described
above, to obtain a monoidal structure on the category of firm Apar#H-modules.
Although in general, we don’t know if Apar#H has a Hopf algebroid structure, we
can use the monoidal structure on its module category to endow it with a Hopfish
structure, in the following sense.
Definition 5.9. A k-algebraA is said to be a sesqui-unital sesqui-algebra (see [22])
if there are two bimodules ∇ ∈ AMA⊗A and E ∈ AMk satisfying
(i) ∇⊗A⊗A (∇⊗A) ∼= ∇⊗A⊗A (A⊗∇);
(ii) ∇⊗A⊗A (E ⊗A) ∼= A ∼= ∇⊗A⊗A (A⊗ E).
These isomorphism moreover satisfy appropriate coherence axioms, that make A
into a pseudo comonad in the bicategory of algebras, bimodules and bimodule
morphisms.
It is known [13, 23] that a (unital) algebra is a sesqui-unital sesqui-algebra if
and only if its category of modules is closed monoidal (without assumptions on
the existence of a monoidal fibre functor). In [22], a notion of antipode for sesqui-
unital sesqui-algebras was proposed, which was however rather rigid. In [13], an
alternative notion of antipode is developed and it is shown that this new notion is
invariant under Morita equivalence. For sake of completeness, we recall that notion
here.
Definition 5.10. A sesqui-unital sesqui-algebra A is called a Hopfish algebra (see
[13]) if there is a A-Aop bimodule Σ that is finitely generated and projective as a
right Aop module and the category of (left) A-modules that are finitely generated
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and projective is rigid with duals given by Σ⊗Aop X
∗. We call Σ the antipode of
A.
In fact, a Σ is an antipode of A if and only if there is a canonical isomorphisms
of A-Aop-bimodules
can : ∇⊗A⊗A (A⊗ Σ)→ HomA(∇1,A)
where ∇1 = ∇ as k-module and endowed with a right A-module structure
x · a = x(a⊗ 1)
for any x ∈ ∇1 = ∇. The two remaining A-module structures of ∇ are used to
endow HomA(∇1,A) with an A-A
op bimodule structure.
If H is a Hopf algebroid with base k-algebra A, then it can endow it with the
structure of a Hopfish k-algebra as follows:
• the comultiplication bimodule is H⊗H with the regular right H⊗H-action
and the left action given by
a · (b⊗ b′) = ∆(a)(b ⊗ b′);
• The counit is the base algebra A with left H-action a · 1A = ǫ(a);
• The antipode H-Hop bimodule is Hop with regular right Hop action and
left H action induced by the antipode map S : H → Hop.
At least in the case when Apar#H is a unital algebra (e.g. H is a finite group
algebra), then it follows from the discussion above that A = Apar#H , being Morita
equivalent to the Hopf algebroid Hpar, is itself a Hopfish algebra, whose structure
is given by
(1) The comultiplication A-A⊗A bimodule ∇ = Q⊗Hpar (P ⊗Apar P );
(2) The counit k-A bimodule E = Q⊗Hpar Apar;
(3) The antipode A-Aop bimodule Σ is the quotient of the k-module Q⊗Q by
its subspace generated by elements of the form
qx⊗ q′ − q ⊗ q′S(x),
where q, q′ ∈ Q and x ∈ Hpar. The A-A
op bimodule structure on Σ is given
by
a · (q ⊗ q′) · b = aq ⊗ bq′
for all a, b ∈ A.
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