Abstract. We prove that any divisor as in the title must be normal crossing.
Introduction
Free divisors occur classically as discriminants in singularity theory, for instance in the base space of versal deformations of isolated hypersurface (or complete intersection) singularities. While there is an abundance of specific situations in which certain hypersurfaces are free divisors, it is rather unclear under what geometric conditions a general hypersurface can be a free divisor. Since free divisors have purely one-codimensional singular locus, it is for instance natural to ask what singularities can occur in a free divisor in codimension one. The simplest case to look at is that of free divisors with only normal crossings in codimension one. However, besides the normal crossing divisor itself, no such object is known. This raises the following Question 1 (Faber [Fab12, Que. 60] ). Is a free divisor normal crossing if it is normal crossing in codimension one?
In a particular case this question is answered.
Theorem 2 (Granger-Schulze [GS11, Thm. 1.8]). A free divisor with smooth normalization is normal crossing if and only if it is normal crossing in codimension one.
For free divisors which are normal crossing in codimension one, we shall prove that quasihomogeneity implies smoothness of the normalization.
Theorem 3. A quasihomogeneous free divisor D is normal crossing if and only if it is normal crossing in codimension one.
Although we do not know how to remove it, the additional homogeneity hypothesis can be justified as follows: By Granger-Schulze [GS11, Thm. 1.1] and Faber [Fab12, Rmk. 54] , free divisors which are normal crossing in codimension one are Euler homogeneous. This type of homogeneity is weaker then quasihomogeneity. However the difference between the two is rather subtle and relates to approximation theorems (see [Sai71] or [HM89, §3, Thm. 4]).
There are many examples of reducible free divisors such as free hyperplane arrangements (see for example [OT92, §4] ) or free discriminants in prehomogeneous vector spaces (see [GMS11] ). On the other hand, it is empirically known that irreducible free divisors are rare objects (see [ST12] ). Our result supports this observation by deducing reducibility from local reducibility in codimension one (under the stated additional hypotheses).
The question of existence of negative degree derivations is subject to several open problems such as the Halperin conjecture (see [Hau02] ) or, for instance, a conjecture of Wahl (see [Wah83, Conj. 1.4]). In the course of the proof of Theorem 3, we show that the hypotheses imply that all irreducible components of D have a basis of homogeneous logarithmic derivations of non-positive weighted degree (see Proposition 13). This basis generates a finite-dimensional complex Lie algebra d (see (1.6)). Substituting this property for the normal crossing hypothesis, we prove the following intermediary result by studying the Lie algebra representation of d on the space of lowest weight variables (see §4).
Theorem 4. Any quasihomogeneous free divisor D admitting a basis of homogeneous logarithmic derivations of non-positive weighted degree has a smooth irreducible component.
We shall now give a summary of our approach: We first pass to the irreducible and non suspended case (see Proposition 7 and Remark 12).
In §1, we consider a free divisor germ D which is normal crossing in codimension one. Combining results from Granger-Schulze [GS11] and Mond-Pellikaan [MP89] , we prove that the ideal of submaximal minors of a Saito matrix coincides with the Jacobian ideal (see Proposition 6).
In §2, we assume moreover that D is quasihomogeneous with respect to strictly positive weights. Then a degree argument using Saito's criterion shows that there is a basis of logarithmic derivations of non-positive weighted degree (see Proposition 13). Here the irreducibility of D is needed (see Lemma 8). For all following arguments the normal crossing hypothesis in codimension one can be replaced by the existence of such a basis.
In §3 we consider the (finite-dimensional) complex Lie algebra d generated by the above basis. Dropping the Euler derivation defining the quasihomogeneity, we pass to the Lie subalgebra a ⊂ d annihilating a weighted homogeneous defining equation of D. 
Normal crossings in codimension one
Let X := (C n+1 , 0) be the germ of complex (n + 1)-space and let D be the germ of a reduced divisor in X. Recall that there are two exact sequences of O X -modules: [Bar78] ). For further properties of the logarithmic residue, we refer to [GS11] .
Let us assume that D is normal crossing in codimension one which means that, outside of an analytic subset codimension at least two, a representative of D is locally isomorphic to a normal crossing divisor. Then we know by [ Remark 5. Assume that D is a free divisor germ and let δ = (δ 1 , . . . , δ n+1 ) and (ω 1 , . . . , ω n+1 ) be bases of Der X (− log D) and Ω 1 X (log D) respectively. Then there are expansions
With this notation, the so-called Saito matrix A = (a i,j ) represents the inclusion map in (1.1) while Λ = A t = (λ i,j ) represents that in (1.3). Saito's freeness criterion (see [Sai80, (1.8 
The preceding discussion proves the following Proposition 6. Let D be a free divisor germ in X which is normal crossing in codimension one. Then the submaximal minors of any Saito matrix A generate the preimage
The following result justifies that we may assume that D is irreducible.
Proposition 7. The combination of freeness and normal crossing in codimension one descends to all irreducible components of a divisor germ.
Proof. For any free divisor germ D, the normal crossing hypothesis is equivalent to the ideal J f generated by the partial derivatives of f being radical by [GS11, Thm. 1.6, Rmk. Denote by M i,j the (n × n)-minor obtained from Λ by deleting the ith row and jth column. We shall need the following Lemma 8. Let D be an irreducible free divisor germ satisfying
Then M i,j = 0 for all i, j = 1, . . . , n + 1.
Proof. Let ω 1 , . . . , ω n+1 be a basis of Ω 1 X (log D) and denote by g i the image of ω i under the residue map ρ
in OD which is a domain by irreducibility of D. Assuming that M i,j = 0 for some i, j ∈ {1, . . . , n + 1}, this implies that M k,j g i = 0 for all k = 1, . . . , n + 1. So either M k,j or g i must be zero. Assuming first that g i = 0, ω i ∈ Ω 1 X by the residue sequence (1.3). But then duality gives 1 = δ i , ω i ∈ m X contradicting to (1.5). Therefore, we must have M k,j = 0 in O D or, in other words, f divides M k,j in O X for all k = 1, . . . , n + 1. In terms of (1.4), condition (1.5) means that λ j,i ∈ m X and hence
Remark 9. By [Sai80, (3.6) Proof], there is a product structure
for some r ∈ {0, . . . , n} such that the divisor germ
Quasihomogeneous divisors
From now we assume that D is quasihomogeneous. This means, by definition, that there is a coordinate system x 1 , . . . , x n with weights w i = deg(x i ) ∈ Q + , i = 1, . . . , n, such that D is defined by a weighted homogeneous polynomial f of degree d ∈ Q + . We shall order the weights increasingly by Indeed, for any weighted homogeneous polynomial g, we have
Due to (2.3) and (2.4), we prefer to speak of χ-weights, χ-homogeneity and the χ-degree
independently of the choice of coordinate system. For notational convenience, we set deg(0) := −∞. The f chosen above is simply a non zero χ-homogeneous element of minimal χ-degree of the ideal of D. In particular, f is uniquely determined by χ up to a constant factor. We denote by Der(− log f ) the submodule of Der(− log D) which annihilates f . Because f is uniquely determined by χ up to a constant factor, the same holds true for Der(− log f ). Note that
as O X -modules. Indeed, for any δ ∈ Der(− log D), we have δ − aχ ∈ Der(− log f ) where a = δ(f ) d·f ∈ C.
Lie algebras of logarithmic derivations
It is known [Sai80, (1.5) ii)] that Der X (− log D) is closed under the bracket operation [−, −]. In particular, χ acts on Der X (− log D) turning it into a graded O X -module. By (2.5) with g = f , the same applies to Der X (− log f ). By the Jacobi identity
if [δ, η] = 0 and hence Der X (− log D) ≤0 is a finite dimensional complex Lie algebra. On the other hand, let ∆ = (δ 1 , . . . , δ r ) be a minimal set of χ-homogeneous generators of χ-degree deg(δ i ) = d i . Then ∆ generates a (possibly infinite) complex Lie algebra
with a Lie subalgebra
of elements annihilating f . By (2.6), we have
We shall be interested in the condition
which implies in particular that d is a finite dimensional complex Lie algebra. By (3.1), (3.5) is equivalent to deg(δ i ) ≤ 0 for all i = 1, . . . , r. Let us further assume that D is a free divisor germ. By (2.3), there is a χ-homogeneous basis ∆ = (δ 1 , . . . , δ n+1 ) of Der X (− log D) such that δ 1 = χ. It follows that the χ-degree of the entry λ i,j of Λ equals
Example 11. Let D be the divisor in C 2 defined by y 2 − x 3 = 0. This divisor is free and quasihomogeneous at (0, 0) with respect to the weight deg(x) = 2, deg(y) = 3. One can choose δ 1 = 2x Proposition 13. Let D be an irreducible quasihomogeneous free divisor germ which is normal crossing in codimension one. Then Der X (− log D) admits a χ-homogeneous basis whose elements have non positive χ-degree. In other words, (3.5) holds.
Proof. By Remark 12, we may hence assume that (1.5) holds true and hence deg(M i,j ) = −∞ by Lemma 8. Using (3.6) and Saito's criterion (see Remark 5), we can therefore compute
by Proposition 6, it follows that d i ≤ 0 for all i = 1, . . . , n + 1.
Representation on lowest weight variables
From now on we assume that D is not suspended, that is, (1.5) holds true. 
For any Lie subalgebra l ⊂ d we denote by l ′ andl the image of l in gl C (m ′ ) and gl C (m) respectively.
Choose coordinates such that x 1 , . . . , x k is a basis of m ′ . Then any δ ∈ d can be written as δ = n+1 i=1 a i ∂ ∂xi where a 1 , . . . , a k must be linear functions of x 1 , . . . , x k and
by (1.5). But then the linear coefficients of δ ′ and hence δ ′ itself must be zero. This shows that
In particular, the choice of χ uniquely determines
In case D is a free divisor germ, the preceding discussion shows that d ′ corresponds to a block of the Saito matrix with linear entries. Indeed, by (4.2), ∆ can be reordered such that δ Proof.
(a) With (3.4), we also have
. By semisimplicity of a 0 /r(a 0 ) the surjection a 0 /r(a 0 ) ։ a ′ /r(a ′ ) splits. The image of s ′ under this splitting composed with a Levi splitting a 0 /r(a 0 ) ֒→ a 0 is the desired lift s.
(b) Because s is semisimple and π w is surjective, the desired splitting exists due to complete reducibility. in terms of which s acts linearly. By the structure theory of complex semisimple Lie algebras, s contains a Lie subalgebra isomorphic to sl 2 (C) and we may assume that s ∼ = sl 2 (C). Then s is then generated by an sl 2 -triple h, v + , v − ∈ a 0 . By the linearity of the action of s and since s ⊂ a 0 , h is a semisimple linear operator on x Repeatedly passing from χ toχ is the procedure announced in the beginning of the proof. By the dimension drop of m ′ , the process terminates after finite steps. In the extreme case where dim C (m ′ ) drops to 1, a ′ ⊂ gl C (m ′ ) is at most 1-dimensional and must be solvable.
