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1. Introduction
1.1. Le but de ce travail est d’étudier les corps de fractions des algèbres enveloppantes
de certaines algèbres de Lie de dimension infinie. La considération de tels objets est
motivée par les travaux de Gelfand et Kirillov concernant les algèbres de Lie de dimension
finie [4]. Ces auteurs ont en particulier formulé l’hypothèse suivante : pour une algèbre de
Lie algébrique de dimension finie g sur C, le corps enveloppant K(g) est isomorphe à un
corps de Weyl classique Dn,s(C) pour un choix convenable d’entiers n et s. En dimension
infinie, le problème se complique d’abord du fait que l’existence d’un corps enveloppant
doit être démontrée ; il convient en outre de savoir à quels corps gauches faire jouer le rôle
d’objet de référence, analogues aux corps de Weyl en dimension finie. Dans ce papier on
étudie le cas particulier d’une classe d’algèbres de Lie introduites par Yu [13], les algèbres
de type Witt et Virasoro construites à partir d’un groupe abélien libre Γ et d’un morphisme
de Γ vers le corps de base.
On introduit dans la partie 2 une série de mesures de croissances et de dimensions
relatives aux algèbres associatives ou de Lie, dues à Petrogradsky et généralisant la
dimension de Gelfand–Kirillov ; ces notions seront ici étendues au cas des algèbres de
Poisson. Ces dimensions ont un intérêt double, puisque non seulement elles fournissent
un invariant d’algèbres, mais aussi elles permettent d’établir l’existence d’un corps de
fractions pour les algèbres enveloppantes d’algèbres de Lie à croissance sous-exponentielle
(cf. [11]). Un autre invariant est ensuite défini à partir de ces dimensions, généralisant le
degré de transcendance de Gelfand–Kirillov des algèbres.
Dans la partie 3, on définit les algèbres de Lie de type Witt et Virasoro d’après Yu. On
montre ensuite que la dimension au sens de Petrogradsky de leurs algèbres enveloppantes
est égale au rang du groupe Γ . Ce résultat permet d’une part de distinguer à isomorphisme
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l’existence de corps enveloppants. On établit ensuite que le centre des corps enveloppants
étudiés est trivial, c’est-à-dire engendré par le centre des algèbres de Lie correspondantes.
À cet effet on montre d’abord que le centre des gradués associés, relativement au crochet
de Poisson, est lui-même trivial ; puis on remonte cette propriété aux algèbres filtrées
proprement dites. On démontre ensuite que les degrés de transcendance au sens de
Petrogradsky des corps enveloppants des algèbres de type Witt et Virasoro coïncident avec
le rang de Γ . Ce résultat permet en particulier de séparer les corps enveloppants de type
Witt ou Virasoro construits sur des groupes abéliens de rangs distincts. La comparaison
des différents objets de même dimension se fonde sur l’étude du spectre des éléments
ad-diagonalisables. Le critère d’isomorphisme entre algèbres enveloppantes est alors le
même que celui obtenu en [13] pour les algèbres de Lie.
La partie 4 est consacrée à l’étude des algèbres et corps enveloppants de certaines sous-
algèbres des algèbres de type Witt. On montre d’abord que le centralisateur dans l’algèbre
enveloppante d’un élément non-central est un module de type fini sur la sous-algèbre qu’il
engendre. On établit ensuite que les centralisateurs dans le corps enveloppant d’éléments
non-centraux sont commutatifs. On montre enfin que la plus grande sous-algèbre du corps
enveloppant sur laquelle un élément non-central agit de manière localement nilpotente est
réduite au centralisateur de cet élément. On en déduit notamment le fait, en contraste avec
le cas des algèbres enveloppantes d’algèbres de Lie (non-commutatives) de dimension
finie, que les corps enveloppants de ces algèbres ne contiennent pas le corps de Weyl
D1(k). En revanche, ces corps contiennent, comme le corps de Weyl D1(k), une sous-
algèbre non-commutative libre.
1.2. Dans tout ce qui suit, k va désigner un corps commutatif de caractéristique 0. Toutes
les algèbres considérées seront des algèbres sur k. Le terme « algèbre » (sans qualificatif)
désignera toujours une algèbre associative et unitaire.
2. Préliminaires
2.1. Algèbres filtrées
2.1.1. On dit qu’une k-algèbre S (associative ou de Lie) est filtrée (sur Z) s’il existe une
suite croissante de sous-espaces (Sn)n∈Z tels que :
⋃
n∈Z
Sn = S ;
⋂
n∈Z
Sn = {0} ; (∀n,m ∈ Z) SnSm ⊆ Sn+m.
On dira que S est filtrée sur N si de plus Sj = {0} pour tout j < 0. À tout élément x ∈ S on
associe sa filtration ν(x)= νS(x)= inf{n ∈ Z | x ∈ Sn} ∈ Z ∪ {−∞}. Lorsque S =R est
associative et unitaire, on imposera aussi 1R ∈R0 ; on a alors ν(1R)= 0.
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Gr(S)=
⊕
n∈Z
Sn
Sn−1
.
Les éléments homogènes de degré n sont les éléments de Sn/Sn−1. Pour x ∈ S non nul,
on appelle forme initiale de x l’élément gr(x)= x + Sν(x)−1 ; on pose aussi gr(0)= 0. On
peut alors munir Gr(S) d’une structure d’algèbre graduée (associative si S est associative,
de Lie si S est une algèbre de Lie) en posant :
(∀x, y ∈ S  {0}) : (x + Sν(x)−1)(y + Sν(y)−1)= xy + Sν(x)+ν(y)−1.
L’algèbre Gr(S) est appelée algèbre graduée associée à S. Pour tout x ∈ S, on a
deg(gr(x))= ν(x). En outre, on a gr(x)gr(y)= gr(xy) si et seulement si ν(xy)= ν(x)+
ν(y), et gr(x)gr(y)= 0 sinon.
Pour tout sous-espace vectoriel V ⊆ S, on note (Vn)n∈Z la filtration induite, donnée
par Vn = V ∩ Sn pour tout n. L’espace vectoriel gradué associé Gr(V ) s’identifie au sous-
espace de Gr(S) engendré par la famille {gr(v) | v ∈ V }. Lorsque V est de dimension finie,
Gr(V ) est de dimension finie aussi et dimk(V )= dimk(Gr(V )).
On peut canoniquement munir S d’une structure d’algèbre topologique pour laquelle
une base de voisinages de 0 est donnée par la famille {Sn}n∈Z. Cette topologie est
métrisable, la distance entre deux points distincts x et y étant donnée par exemple par
dist(x, y) = eν(x−y). Pour cette topologie, une suite (xn)n∈N converge vers x ∈ S si et
seulement si ν(x − xn) tend vers −∞ quand n tend vers l’infini. Lorsqu’on utilisera des
notions topologiques sur une algèbre filtrée il s’agira toujours de notions relatives à la
topologie canonique.
2.1.2. Algèbres de Lie filtrées et algèbres enveloppantes
Soient g une algèbre de Lie filtrée, (gα)α∈Z sa filtration et gr(g) son gradué associé.
On peut naturellement filtrer l’algèbre enveloppante universelle U(g) par la famille
{U(g)n}n∈Z, définie par
U(g)n =
∑
∑
αjn
gα1gα2 · · ·gαq ,
pour tout n ∈ Z. Supposons en outre qu’il existe une base {xi}i∈I de l’espace g telle que la
famille {gr(xi)}i∈I soit une base de gr(g) (c’est par exemple le cas si g est de dimension
finie, ou si gn = 0 pour n 0). On a alors :
Lemme. Avec les hypothèses précédentes, l’algèbre Gr(U(g)) est naturellement iso-
morphe à l’algèbre enveloppante de l’algèbre de Lie gr(g). En particulier, pour tous
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leurs filtrations dans g :
νU (y1 · · ·yp)=
p∑
j=1
νg(yj ).
Preuve. C’est une adaptation simple de la démonstration de Vergne [12, Proposi-
tion 1]. ✷
Conséquence. Supposons que g soit filtrée sur N ; soit {xi}i∈I une base de g telle que
{gr(xi)}i∈I soit une base de gr(g). On munit I d’un ordre total arbitraire. Pour tout n ∈N,
la dimension de l’espace U(g)n est égale au nombre de suites finies croissantes (i1, . . . , iq)
d’éléments de I vérifiant l’inéquation :
ν(xi1)+ · · · + ν(xiq ) n.
Remarque. Munissons une algèbre de Lie g de la filtration triviale, définie par gn = {0}
si n 0 et gn = g si n > 0. Alors gr(g) s’identifie à l’espace vectoriel g, muni du crochet
nul. Dans ce cas, l’algèbre enveloppante U(gr(g)) est isomorphe à l’algèbre symétrique
S(g). Or la filtration de U(g) induite par la filtration triviale de g n’est autre que la filtration
canonique de l’algèbre enveloppante ; et on sait que le gradué associé de U(g), relativement
à cette filtration, est isomorphe à S(g).
2.1.3. Gradués associés des algèbres associatives
On appelle algèbre de Poisson toute algèbre associative A munie d’un crochet de
Poisson, c’est-à-dire d’une application bilinéaire {. , .} :A×A→A telle que :
(1) l’espace vectoriel A, muni du crochet {. , .}, est une algèbre de Lie ;
(2) pour tout x ∈ A, l’application ad(x) :y ∈ A → {x, y} ∈ A est une dérivation de
l’algèbre associative A.
Soit R une algèbre associative filtrée non-commutative ; on munit Gr(R) d’une
structure d’algèbre de Poisson de la manière suivante. On note :
s =min{ν(x)+ ν(y)− ν([x, y]) | x, y ∈R {0}},
de sorte qu’on ait toujours [Rn,Rm] ⊆Rn+m−s . On définit une application bilinéaire sur
Gr(R) en posant :
(∀x, y ∈R {0}) {gr(x),gr(y)}= [x, y] +Rν(x)+ν(y)−s−1 ∈ Rν(x)+ν(y)−sRν(x)+ν(y)−s−1 .
L’application ainsi définie est un crochet de Poisson sur Gr(R), appelé crochet de Poisson
canonique sur Gr(R). On a notamment, pour x, y ∈ R : {gr(x),gr(y)} = gr[x, y] si et
seulement si ν([x, y]) = ν(x) + ν(y) − s, et {gr(x),gr(y)} = 0 sinon. Lorsque R est
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R, munie de la filtration induite, alors Gr(S) est une sous-algèbre associative de Gr(R)
stable par crochet de Poisson.
On suppose maintenant que R admet un corps des fractions K = Frac(R) et que
l’algèbre graduée Gr(R) est commutative et intègre. Le corps K est naturellement filtré
par la famille {Kn}n∈Z, avec :
Kn =
{
β−1α | α,β ∈R ; β = 0 ; ν(α)− ν(β) n}.
On notera encore ν l’application filtration définie sur K tout entier. On a :
Lemme. Soit H l’ensemble des éléments homogènes non nuls de Gr(R) ; l’algèbre
Gr(K) s’identifie naturellement au localisé de Gr(R) en H . De plus, l’inclusion naturelle
Gr(R) ↪→Gr(K) est un morphisme d’algèbres de Poisson.
2.1.4. Soit g une algèbre de Lie non-commutative. L’algèbre symétrique S(g) est
isomorphe au gradué associé de l’algèbre enveloppanteU(g), lorsqu’on munit celle-ci de la
filtration canonique : on peut donc munir S(g) d’un crochet de Poisson {. , .} au moyen du
procédé décrit dans la section précédente. Soit {xi}i∈I une base de g. On identifie l’algèbre
associative S(g) à l’algèbre k[Xi, i ∈ I ] des polynômes à variables indexées par I , via
Xi = gr(xi).
Lemme. Munissons I d’un ordre total. Pour f,g ∈ S(g), on a la formule :
{f,g} =
∑
i,j∈I
{Xi,Xj } ∂f
∂Xi
∂g
∂Xj
=
∑
i,j∈I
i<j
{Xi,Xj }
(
∂f
∂Xi
∂g
∂Xj
− ∂g
∂Xi
∂f
∂Xj
)
.
2.2. Croissance et dimensions
2.2.1. Soit S une algèbre associative ou de Lie ; à tout sous-ensemble X de S et tout
entier n, on attache SX(n) le sous-espace de S engendré par les monômes de longueur au
plus n en les éléments de X. On le définit par récurrence comme suit : SX(1)=∑x∈X k.x
et, pour n 1 :
SX(n+ 1)= SX(n)+
n∑
j=1
SX(j)SX(n+ 1− j).
Lorsque S est une algèbre associative, on voit que SX(n+ 1) = SX(n)+ SX(1)SX(n)
pour tout n 1. Pour une algèbre de Lie, ce résultat est encore vrai, mais il est moins clair.
Lemme. Avec les notations précédentes, si S est une algèbre de Lie, on a :
(∀n 1): SX(n+ 1)= SX(n)+
[
SX(1), SX(n)
]
.
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par définition. Supposons à présent que la relation SX(m+ 1)= SX(m)+ [SX(1), SX(m)]
est vérifiée pour m= 1, . . . , n et établissons-la pour m= n+ 1. L’inclusion SX(n+ 1)⊇
SX(n) + [SX(1), SX(n)] est évidente. Pour démontrer l’inclusion réciproque, il suffit de
voir que pour tout j = 1, . . . , n on a [SX(j), SX(n+ 1 − j)] ⊆ SX(n)+ [SX(1), SX(n)].
On a :
[
SX(j), SX(n+ 1− j)
]
⊆ [SX(j − 1)+ [SX(1), SX(j − 1)], SX(n+ 1− j)] (par récurrence)
⊆ [SX(j − 1), SX(n+ 1− j)]+ [[SX(1), SX(j − 1)], SX(n+ 1− j)]
⊆ SX(n)+
[
SX(1),
[
SX(j − 1), SX(n+ 1− j)
]]
+ [[SX(1), SX(n+ 1− j)], SX(j − 1)] (via l’identité de Jacobi)
⊆ SX(n)+
[
SX(1), SX(n)
]+ [SX(j − 1), SX(n+ 2− j)].
En remplaçant j par j − 1 dans ce qui précède, on trouve alors :[
SX(j), SX(n+ 1− j)
]⊆ SX(n)+ [SX(1), SX(n)]+ [SX(j − 2), SX(n+ 3− j)],
et on peut itérer le procédé jusqu’à obtenir[
SX(j), SX(n+ 1− j)
]⊆ SX(n)+ [SX(1), SX(n)],
qui est la relation voulue. Le lemme est démontré. ✷
Si X est fini, l’espace SX(n) est de dimension finie pour tout n 1. Dans ce cas, on peut
définir la fonction de croissance attachée à X par la formule : γX(S;n)= dimk SX(n). On
notera alors λX(S;n)= γX(S;n)− γX(S;n− 1) ; on écrira aussi γX(n) et λX(n) si S est
clair.
2.2.2. Considérons à présent une algèbre de Poisson S et X un sous-ensemble de S. On
veut définir des sous-espaces SX(n) de manière analogue, mais en tenant compte des deux
lois de composition de S, à savoir le produit et le crochet. On procède par récurrence de la
manière suivante : on pose SX(1)=∑x∈X k.x et, pour n 1 :
SX(n+ 1)= SX(n)+
n∑
j=1
SX(j)SX(n+ 1− j)+
n∑
j=1
{
SX(j), SX(n+ 1− j)
}
.
Pour tous n,p  1, on a SX(n)SX(p) ⊆ SX(n + p) et {SX(n), SX(p)} ⊆ SX(n+ p). On
dira que SX(n) est le sous-espace engendré par les monômes de Poisson de longueur au
plus n en les éléments de X. On dira que X est un système générateur de l’algèbre de
Poisson S si S = ⋃n1 SX(n). Lorsque X est un ensemble fini, chaque espace SX(n)
est de dimension finie, et on peut poser comme précédemment γX(S;n) = dimk SX(n)
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confusion sur S n’est possible.
2.2.3. Croissance des algèbres
Soient f,g :N→ R+ deux fonctions, on écrira f  g s’il existe C,N ∈ N& tels que
(∀nN), f (n) g(Cn). On notera f ∼ g si f  g et g  f : c’est une relation d’équi-
valence sur l’ensemble des fonctions N→R+.
Lemme. Soit S une algèbre associative, de Lie ou de Poisson. On suppose que S admet un
système générateur fini X. Alors la classe d’équivalence de la fonction γX modulo ∼ ne
dépend pas du choix de X.
Preuve. Le résultat est classique lorsque S est associative ou de Lie (dans le premier cas,
voir, par exemple, [7, Lemme 1.1]). Faisons la vérification pour les algèbres de Poisson :
soient X, Y deux systèmes générateurs finis de S. Il existe N > 0 tel que X soit contenu
dans SY (N). Montrons alors par récurrence que SX(n)⊆ SY (Nn) pour tout n  1. C’est
clair pour n= 1 ; si l’on suppose maintenant que SX(j)⊆ SY (Nj) pour tout j = 1, . . . , n :
on a
SX(n+ 1)= SX(n)+
n∑
j=1
SX(j)SX(n+ 1− j)+
n∑
j=1
{
SX(j), SX(n+ 1− j)
}
⊆ SY (Nn)+
n∑
j=1
SY (Nj)SY
(
N(n+ 1− j))
+
n∑
j=1
{
SY (Nj), SY
(
N(n+ 1− j))}
⊆ SY
(
N(n+ 1))
car SY (Nn), SY (Nj)SY (N(n+1− j)) et {SY (Nj), SY (N(n+1− j))} sont contenus dans
SY (N(n+ 1)) pour tout j = 1, . . . , n. Il en résulte que γX(n)  γY (Nn), d’où γX  γY ;
un argument de symétrie démontre l’inégalité inverse. ✷
Définition. Soit S une algèbre associative, de Lie ou de Poisson engendrée par un ensemble
fini X. On appelle croissance de S la classe d’équivalence de γX modulo ∼. Celle-ci ne
dépend que de S d’après le lemme précédent.
2.2.4. Mesures de croissance d’après Petrogradsky [10]
Définissons par récurrence :
ln(1) n= lnn et ln(q+1) n= ln(ln(q) n), q = 1,2, . . . .
On pose alors, pour tous α ∈]0,+∞[ et n ∈N suffisamment grand :
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(
n
α
α+1
) ;
φqα(n)= exp
(
n
(ln(q−3) n)1/α
)
, q = 4,5, . . . .
Notons que, pour q  4, les fonctions φqα(n) ne sont définies que pour n suffisamment
grand. Ceci ne posera pas de problème en pratique, car on ne s’intéresse qu’au
comportement des fonctions au voisinage de l’infini. Pour tout q  1 on appelle dimension
de niveau q de f (resp. dimension inférieure de niveau q de f ) la quantité suivante :
Dimq(f )= inf{α > 0 | f (n) φqα(n)}(
resp. Dimq(f )= sup{α > 0 | f (n) φqα(n)}).
Soit S une algèbre associative, de Lie ou de Poisson engendrée par un ensemble
fini X et γX la fonction de croissance associée. Pour q  1, les quantités Dimq(S) =
Dimq(γX) et Dimq(S)=Dimq(γX) ne dépendent que de la croissance de S et s’appellent
respectivement dimension de niveau q et dimension inférieure de niveau q de S.
2.2.5. Lemme. Soient S une algèbre (associative ou de Lie) de type fini et q  1 un entier.
(1) Soit T ⊆ S une sous-algèbre de type fini ; alors Dimq(T ) Dimq(S) et Dimq(T ) 
Dimq(S).
(2) Supposons S filtrée par une famille (Sn)n∈Z, avec d(n)= dimk(Sn) <∞ pour tout n.
Alors Dimq(S)Dimq(d).
(3) Supposons S =R associative et intègre. Si Dimq(R) <∞, alors toute sous-algèbre
de R vérifie les conditions de Ore. En particulier, R admet un corps des fractions.
Preuve. Le premier point est évident. Démontrons le deuxième. Il existe un entier N > 0
tel que SX(1) ⊆ SN ; il est facile de vérifier qu’alors SX(n) ⊆ SNn , et en particulier
γX(n) d(n). L’inégalité Dimq(S)Dimq(d) est alors immédiate.
Pour le numéro (3) on observe d’abord que R ne contient pas d’algèbre libre à deux
générateurs (la dimension de niveau q d’une algèbre non-commutative libre est infinie,
quel que soit q). En particulier, toute sous-algèbre B de R est intègre et ne contient pas
d’algèbre libre non-commutative. D’après le lemme de Jategaonkar [7, Proposition 4.13],
B vérifie les conditions de Ore à gauche et à droite. ✷
2.2.6. SoientR une algèbre filtrée non-commutative etA son algèbre graduée associée,
munie du crochet de Poisson canonique {. , .}. Soit X un sous-ensemble fini de R, on
appelle X ⊆A l’ensemble des éléments de la forme gr(x), x parcourant X. On cherche à
comparer la fonction de croissance γX(R;n) associée à X au sens associatif, et la fonction
de croissance γX(A, n) associée à X au sens des algèbres de Poisson.
Proposition. Sous les hypothèses précédentes, on a, pour tout n  1 : γX(R;n) 
γ (A;n).X
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Poisson de longueur au plus n en les éléments de X (suivant le procédé décrit en 2.2.1), et
RX(n) le sous-espace de R engendré par les monômes associatifs de longueur au plus n
en les éléments de X. Observons tout d’abord que l’espace vectoriel AX(n) est engendré
par des produits et crochets itérés d’éléments homogènes (c’est-à-dire de la forme gr(x),
avec x ∈R) : c’est donc un sous-espace gradué deA. Par suite, un élément a ∈A est dans
AX(n) si et seulement si chacune de ses composantes homogènes y est.
Démontrons maintenant, par récurrence sur n ∈N&, la relation :
AX(n)⊆Gr
(RX(n)). (1)
Pour n = 1, c’est évident : on a X ⊆ Gr(RX(1)), donc AX(1) ⊆ Gr(RX(1)). Supposons
maintenant n 1 etAX(j)⊆Gr(RX(j)), pour j = 1, . . . , n. Considérons b ∈AX(n+ 1),
et montrons que b ∈ Gr(RX(n + 1)). Par récurrence, il suffit de le voir si b est
non-nul et de la forme b = ajan+1−j (resp. b = {aj , an+1−j }), avec aj ∈ AX(j) et
an+1−j ∈ AX(n + 1 − j). Comme AX(j) et AX(n + 1 − j) sont des sous-espaces
gradués de A, on peut supposer aj et an+1−j homogènes. Par hypothèse de récurrence,
il existe xj ∈ RX(j) et xn+1−j ∈ RX(n + 1 − j) tels que aj = gr(xj ) et an+1−j =
gr(xn+1−j ). Alors gr(xj )gr(xn+1−j )= b = 0 (resp. {gr(xj ),gr(xn+1−j )} = 0), et par suite
gr(xj )gr(xn+1−j )= gr(xjxn+1−j ) (resp. {gr(xj ),gr(xn+1−j )} = gr[xj , xn+1−j ]). Dans les
deux cas, on a bien b ∈Gr(RX(n+ 1)) : c’est ce qu’on voulait.
De l’équation (1) on déduit alors que dimkAX(n)  dimk Gr(RX(n)) = dimkRX(n).
La proposition est démontrée. ✷
Corollaire. On conserve les notations de la Proposition 2.2.6. Supposons en outre R et A
de type fini. Pour tout entier q  1, on a :
Dimq(R)Dimq(A) et Dimq(R)Dimq(A).
Preuve. Soit Y un système générateur fini de l’algèbre de PoissonA. Quitte à remplacer Y
par l’ensemble de toutes les composantes homogènes de ses éléments, on peut supposer que
Y ne contient que des éléments homogènes : autrement dit, il existe un ensemble X ⊆R
tel que Y = {gr(x) | x ∈X}. D’après la proposition précédente, on a γY (A, n) γX(R, n).
Ensuite on complèteX en un système générateur X̂ deR. On a alors γX(R, n) γX̂(R, n).
Le résultat annoncé est alors immédiat. ✷
2.2.7. On conserve les notations de la partie 2.2.1.
Théorème. Soit α  1 un nombre réel.
(1) Soit g une algèbre de Lie de type fini. Si Dim2(g)= α, alors Dim3U(g) α. S’il existe
un système générateur X de g tel que Dim2 λX(g;n)= α − 1, alors Dim3U(g)= α.
(2) Soit 0→ f→ g π→ h→ 0 une suite exacte d’algèbres de Lie, avec dimk(f) <∞. Si g
ou h admet un système générateur fini Y tel que Dim2(γY )= α et Dim2(λY )= α − 1,
alors Dim3 U(g)=Dim3 U(h)= α.
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deuxième point. Montrons d’abord qu’il existe des systèmes générateurs finis X de g
et X de h tels que π(X) = X et que X ou X puisse être choisi égal au système Y de
l’énoncé (vérifiant Dim2(γY )= α  1 et Dim2(λY )= α − 1). Si X = Y , il suffit de définir
X = π(X). Inversement, si Y = X, on choisit X0 un sous-ensemble fini de g tel que
π(X0)=X, et on appelle X la réunion de X0 et d’une base de f. Alors X est un système
générateur fini de g vérifiant π(X)=X.
On suppose maintenant X et X choisis comme ci-dessus. Il existe un entier N  1 tel
que le sous-espace gX(N) contienne f. Dans ce cas, on a la suite exacte, pour nN :
0→ f→ gX(n)→ hX(n)→ 0,
parce que f = Ker(π) ⊇ Ker(π) ∩ gX(n) ⊇ Ker(π) ∩ gX(N) = f. En notant γX(g, n) et
γX(h, n) les fonctions croissances de g et h associées aux systèmes générateurs X et X,
on en déduit que γX(g, n) = γX(h, n) + dimk(f) et λX(g, n) = λX(h, n). On voit alors
facilement que Dim2 γX(g;n)= Dim2 γX(h;n) et Dim2 λX(g;n)= Dim2 λX(h;n). Mais
alors le résultat du (1) s’applique aussi bien à g et à h, d’où le résultat. ✷
2.2.8. Degré de transcendance d’une algèbre
On fixe un entier q  1. Soit R une algèbre. Pour tout sous-ensemble X de R et tout
élément b ∈R, on pose Xb = {xb | x ∈X}. Le degré de transcendance de niveau q de R
est défini par :
TrDegq(R)= sup
X
inf
b
Dimq(γXb),
X parcourant l’ensemble des parties finies et b l’ensemble des éléments réguliers de R.
Pour q = 2 on retrouve la définition du degré de transcendance de Gelfand et Kirillov [4].
Proposition. Supposons que l’algèbreR soit de type fini et admette un corps de fractions.
Alors, pour tout q  1, on a :
TrDegq(FracR)Dimq(R).
Preuve. Soit X une partie finie de Frac(R). Il existe b0 ∈R {0} tel que Xb0 ⊆R. Mais
alors Dimq(γXb0)DimqR ; il vient :
TrDegq(FracR)= sup
X
inf
b
Dimq(γXb)Dimq(R). ✷
3. Algèbres de type Witt et Virasoro
3.1. Définitions
3.1.1. Soit Γ un groupe abélien. Dans [13], R. Yu définit et classe toutes les structures
d’algèbre de Lie de type Witt sur l’espace vectoriel
⊕
α∈Γ k.eα . Une telle structure est
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f :Γ → k telle que f (0) = 0. On se propose ici d’étudier le cas particulier où Γ est un
groupe abélien libre de rang fini et w(f ) une algèbre simple.
Soient d  1 un entier, Γ = Zd et f :Γ → k un morphisme de groupes additifs.
L’algèbre de Witt (sur k) associée à f , notée w(f ), est l’algèbre de Lie définie sur l’espace
w(f )=⊕α∈Γ k.eα par le crochet [eα, eβ ] = (f (β)− f (α))eα+β , pour tous α,β dans Γ .
Celle-ci est naturellement Γ -graduée ; en appelant poids le degré associé (noté wt), on a
wt(eα)= α, pour tout α ∈ Γ .
L’algèbre w(f ) est simple si et seulement si le morphisme f est injectif [13,
Théorème 3.7]. Dans ce cas, w(f ) admet une unique extension centrale non-triviale à
isomorphisme près [13, Théorème 5.1], appelée algèbre de Virasoro associée à f , et notée
Vir(f ). Comme k-espaces vectoriels, on a Vir(f ) =⊕α∈Γ k.eα ⊕ k.z, et le crochet est
donné par :
(∀α,β ∈ Γ ): [eα, eβ ] =
(
f (β)− f (α))eα+β + δα+β,0(f (α)3 − f (α))z,
z étant central. On a alors la suite exacte :
0→ k.z→Vir(f )→w(f )→ 0, (2)
qui est une suite exacte d’algèbres de Lie Γ -graduées si on pose, dans Vir(f ), wt(eα)= α
et wt(z)= 0. Lorsque Γ = Z et f est le plongement canoniqueZ ↪→C, l’algèbre w(f ) est
isomorphe à l’algèbre de Witt DerCC[t, t−1] et son extension centrale est alors l’algèbre
de Virasoro classique.
Soient E un sous-ensemble de Γ et wE (f ) =
⊕
α∈E k.eα le sous-espace gradué de
w(f ) correspondant. On voit que wE (f ) est une sous-algèbre de w(f ) si et seulement si
la somme de deux éléments quelconques distincts de E est encore dans E . En général, si
x ∈ E , on n’a pas nécessairement x + x ∈ E . Ainsi, si f :Z ↪→ C et E = {−1,0,1,2, . . .},
wE (f ) est une sous-algèbre de w(f ) isomorphe à DerCC[t]. On vérifie que quatre cas
seulement se présentent :
(1) L’ensemble E ne contient qu’un élément : l’algèbre wE (f ) est abélienne.
(2) L’ensemble E contient exactement deux éléments. Alors il existe α ∈ Γ  {0} tel que
E = {0, α}. Dans ce cas, wE (f ) est l’algèbre de Lie résoluble de dimension 2.
(3) L’ensemble E contient exactement trois éléments. Alors il existe α ∈ Γ  {0} tel que
E = {−α,0, α}. Dans ce cas wE (f ) sl(2, k).
(4) L’ensemble E est infini.
Par exemple, supposons Γ muni d’une relation d’ordre total compatible avec la structure
de groupe et soit Γ+ = {γ ∈ Γ | γ > 0} le cône positif de Γ . Le sous-espace w+(f ) =
wΓ+(f ) est une sous-algèbre graduée de w(f ), que l’on appellera partie positive de w(f ).
3.1.2. Dans toute la suite, les morphismes f :Γ → k seront supposés injectifs.
Lorsqu’aucune confusion ne sera possible, on identifiera l’image f (Γ ) à un sous-ensemble
de k. De plus, toutes les relations d’ordre considérées sur Γ seront supposées totales et
compatibles avec la loi de groupe.
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3.2.1. Théorème. On a : Dim3U(w(f ))=Dim3U(Vir(f ))= d . En particulier, les algèb-
res enveloppantes des algèbres de type Witt et Virasoro, ainsi que de toutes leurs sous-
algèbres, admettent des corps de fractions.
Preuve. On va montrer qu’il existe un système générateur fini X de w(f ) vérifiant la
propriété suivante. Si γX(n) désigne la fonction de croissance associée à X et λX(n) =
γX(n) − γX(n − 1) (voir le paragraphe 2.2.1), alors Dim2(γX) = d et Dim2(λX) =
d − 1. Sous ces conditions, on en déduit que Dim3U(w(f )) = Dim3 U(Vir(f )) = d
(Théorème 2.2.7(2)) ; l’assertion sur les sous-algèbres provient du Lemme 2.2.5(3).
Dans la suite de la preuve, on supposera d  2 ; le cas où d = 1 se démontre de manière
analogue, mais plus simplement. On notera aussi g=w(f ), et on supposera Γ = Zd . Pour
tout α ∈ Γ , on écrit α = (α1, . . . , αd) et on pose ‖α‖ =max{|α1|, . . . , |αd |}. Soient
K1 =
{
α ∈ Γ | ‖α‖ 1} et
Kn =
{
α ∈ Γ | ‖α‖ n et ∃j ∈ {1, . . . , d} | |αj |< n
}
, n 2.
Autrement dit, Kn est un cube d’arête de longueur 2n dans Zd , privé de ses sommets
pour n  2. On définit, pour tout n, le sous-espace Vn =∑α∈Kn k.eα ⊆ g, et on pose
X = {eα | α ∈ K1}. On rappelle que pour tout n  1, gX(n) désigne le sous-espace de g
engendré par les monômes de longueur au plus n en les éléments de X. On va montrer que,
pour tout n 1, gX(n)= Vn. Il en résultera en particulier que X est un système générateur
de g, et on pourra calculer explicitement la fonction de croissance associée.
La relation gX(1) = V1 est clairement vérifiée. Or pour n  1, on a la relation
gX(n+ 1) = gX(n)+ [gX(1),gX(n)] d’après le Lemme 2.2.1. Il reste donc à démontrer
que Vn+1 = Vn+ [V1,Vn] aussi, pour n 1. Montrons d’abord que Vn+1 ⊇ Vn+ [V1,Vn].
Il suffit de voir que, pour α ∈ K1 et β ∈ Kn : [eα, eβ ] ∈ Vn+1. On a déjà ‖α + β‖ 
‖α‖+‖β‖ n+1. Ensuite, si αj +βj =±(n+1) pour tout j , on voit que nécessairement,
αj =±1 et βj =±n pour tout j . La deuxième relation est impossible si n 2 car β ∈Kn ;
on en déduit que α + β ∈Kn+1 et [eα, eβ ] = (β − α)eα+β ∈ Vn+1. Si n= 1, on a αj = βj
pour tout j , donc α = β et [eα, eβ ] = 0 ∈ Vn+1.
Montrons à présent que Vn+1 ⊆ Vn + [V1,Vn]. Soit eγ un vecteur de base de Vn+1,
autrement dit γ ∈ Kn+1. Si γ ∈Kn, on a eγ ∈ Vn. Si γ /∈ Kn, on peut écrire γ = α + β ,
avec α ∈K1 et β ∈Kn : il suffit à cet effet de définir α = (α1, . . . , αd) par :
αj =


+1 si γj  1 ;
−1 si γj −1 ;
0 sinon,
et β = γ − α. Comme γ ∈ Kn+1, on a aussi β ∈ Kn. Si α = β , on a eγ = (β −
α)−1[eα, eβ ] ∈ [V1,Vn]. Si α = β , on a γ = 2α ; les coefficients de γ sont donc +2,−2
ou 0. Comme γ ∈ Kn+1 Kn, on a nécessairement n = 1 ou 2. Si γ ∈ K2, l’une de ses
composantes est distincte de ±2 : il existe j0 tel que γj0 = 0, et par suite αj0 = βj0 = 0
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coefficient de γ n’est nul, on a γ ∈ K3 ; dans ce cas on pose α′ = (±1,0, . . . ,0) et
β ′ = (±1, γ2, . . . , γd), où «± » est le signe de γ1. Dans les deux cas, on a bien α′ = β ′,
α′ ∈K1, β ′ ∈Kn et α′ + β ′ = γ . On conclut comme précédemment que eγ ∈ [V1,Vn].
Pour finir, il reste à évaluer γX(n)= dimk gX(n) et λX(n)= γX(n)− γX(n− 1). On a
pour n 2 :
γX(n)= dimk Vn = #Kn = (2n+ 1)d − 2d,
d’où l’on déduit immédiatement Dim2 γX(n)=Dim2 γX(n)= d . En outre :
λX(n)= (2n+ 1)d − (2n− 1)d = d.2dnd−1 +O
(
nd−2
)
,
d’où Dim2 λX(n)=Dim2 λX(n)= d − 1. ✷
3.2.2. On introduit maintenant des notations que l’on conservera par la suite. On
suppose Γ ordonné. On choisit g une sous-algèbre graduée de w(f ) ou g=Vir(f ). Notons
U = U(g) et K = K(g) = Frac U(g) ; on les munit de leurs filtrations canoniques. Les
algèbres graduées associées sont notées P = Gr(U) et Q = Gr(K) ; on notera {. , .} le
crochet de Poisson associé. L’algèbre associative P s’identifie naturellement à une algèbre
de polynômes à une infinité de variables Eα = gr(eα) (α variant dans un sous-ensemble
de Γ ), et une variable supplémentaire Z = gr(z) dans le cas de l’algèbre de Virasoro.
L’algèbre Q s’identifie alors à l’algèbre des fractions rationnelles en les mêmes variables
dont les dénominateurs sont homogènes. On notera ∂α(ϕ) = ∂ϕ∂Eα , pour α ∈ Γ et ϕ ∈ Q.
On pose, pour ϕ ∈Q :
MV(ϕ)= sup{α ∈ Γ | ∂αϕ = 0} ∈ Γ ∪ {−∞}.
En particulier, si g=Vir(f ), on a MV(ϕ)=−∞ si et seulement si ϕ ∈ k[Z,Z−1]. On pose
enfin, pour γ ∈ Γ : Q(γ )= {ϕ ∈Q |MV(ϕ) γ } et Q−(γ )= {ϕ ∈Q |MV(ϕ) < γ }.
Proposition.
(1) Pour tout γ ∈ Γ , Q(γ ) est une sous-algèbre associative de Q stable par inversion
(c’est-à-dire que si ϕ ∈Q(γ ) est inversible dans Q, alors ϕ−1 ∈Q(γ ) également).
(2) Pour α,β ∈ Γ : si α,β  0, alors {Q(α),Q(β)} ⊆Q(α+ β).
(3) Soient ϕ,ψ ∈Q tels que MV(ϕ),MV(ψ) > 0. Alors MV({ϕ,ψ})=MV(ϕ)+MV(ψ)
si et seulement si MV(ϕ) =MV(ψ).
(4) Pour tout ϕ ∈Q(γ )Q−(γ ), la famille {ϕm}m0 est libre surQ−(γ ). En particulier,
si ψ ∈Q−(γ ), on a MV(ϕψ)=MV(ϕ).
Preuve. D’abord, il est facile de voir que, pour tout γ ∈ Γ , Q(γ ) est une sous-algèbre
associative de Q stable par inversion. Considérons maintenant α,β ∈ Γ+ et ϕ,ψ ∈Q tels
que MV(ϕ) α et MV(ψ) β . Le Lemme 2.1.4 permet d’écrire :
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∑
a,b∈Γ
aα, bβ
a+b<α+β
{Ea,Eb}∂aϕ∂bψ + (β − α)Eα+β∂αϕ∂βψ. (3)
Comme α,β  0 : α + β  max{α,β} ; on en déduit que ni les dérivées de ϕ et ψ , ni
les {Ea,Eb} de la somme de gauche ne dépendent de Eγ pour γ > α + β . Autrement dit,
{ϕ,ψ} ∈Q(α + β).
Pour démontrer le numéro (3), on considère encore l’équation (3), en supposant qu’on
a les égalités α = MV(ϕ) et β = MV(ψ), avec α,β > 0. Dérivons {ϕ,ψ} par rap-
port à Eα+β : comme α + β > max{α,β} on trouve ∂α+β{ϕ,ψ} = (β − α)∂αϕ∂βψ , et
∂αϕ∂βψ = 0 par définition de MV(ϕ) et MV(ψ). En particulier ∂α+β{ϕ,ψ} = 0 si et seule-
ment si α = β .
Pour démontrer l’affirmation (4), on observe d’abord que Q(γ ) ⊆ Frac(Q−(γ ))(Eγ ),
extension transcendante pure de Frac(Q−(γ )). Si ϕ ∈Q(γ )Q−(γ ), on a ∂ϕ
∂Eγ
= 0, et il
est alors clair que la famille {ϕm}m0 est libre sur Q−(γ ). ✷
3.2.3. Proposition. Soient X une partie finie de Q et N  1 un entier. Notons QX(N) le
sous-espace engendré par les monômes de Poisson de longueur au plus N en les éléments
de X. On suppose que QX(N) contient des éléments x0, . . . , xd vérifiant les propriétés
suivantes :
(1) on a les inégalités 0< MV(x0) < MV(x1) < · · ·< MV(xd) dans Γ ;
(2) la famille {MV(x1), . . . ,MV(xd)} est libre sur Z dans Γ .
Alors on a la minoration Dim3(γX) d .
Preuve. Posons µj = MV(xj ) pour j = 0, . . . , d , de sorte que µ0 < µ1 < · · · < µd .
On notera {ϕ1, . . . , ϕn} = {ϕ1, {ϕ2, . . . , {ϕn−1, ϕn} . . .}}, pour tous ϕ1, . . . , ϕn ∈ Q. On
pose enfin L = (Nµ1 + · · · + Nµd)  {0} ⊆ Γ . Pour tout λ ∈ L on peut écrire λ =
µj1 + · · ·+µjn , avec j1  · · · jn  1, de sorte que µj1  · · · µjn . On pose alors Xλ =
{xjn, . . . , xj1, x0} ∈Q. De manière équivalente, si l’on écrit λ= a1µ1 + · · · + adµd (avec
a1, . . . , ad ∈ N), on a : Xλ = (adxd)ad · · · (adx1)a1(x0). Ici, adx désigne l’application
y ∈Q → {x, y} ∈Q.
On va d’abord montrer, en utilisant la Proposition 3.2.2(3), que MV(Xλ)= µ0 + λ. Si
λ= µj1 , on a µj1 >µ0 > 0 donc MV(Xλ)=MV({xj1, x0})= µj1 +µ0. Si λ= µj1 +· · ·+
µjn et λ
′ = µj1 + · · ·+µjn−1 : on a 0 <µjn  µjn−1 <µjn−1 + · · ·+µj1 +µ0 =MV(Xλ′)
et Xλ = {xjn,Xλ′ } ; on en déduit que MV(Xλ)= µjn +MV(Xλ′)= λ+µ0.
Notons [L] l’ensemble des suites finies croissantes d’éléments de L. Si λ = (λ1, . . . ,
λq) ∈ [L], on pose X(λ)=Xλ1Xλ2 · · ·Xλq ∈Q. Montrons que la famille {X(λ) | λ ∈ [L]}
est libre sur le corps de base k. Si ce n’était pas le cas, soit
∑
λ∈I
cλX(λ)= 0 (4)
une relation de dépendance linéaire non triviale, avec cλ = 0 si λ ∈ I . Parmi toutes les
possibilités, on en choisira une telle que max{q ∈N& | λ= (λ1, . . . , λq) ∈ I } soit minimal :
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petite possible.
Appelons λmax = max{λq | λ = (λ1, . . . , λq) ∈ I }. Pour tout λ = (λ1, . . . , λq) ∈ I ,
on appelle m = m(λ) l’entier tel que λ1  · · ·  λq−m < λq−m+1 = · · · = λq = λmax.
Remarquons que m(λ) est aussi le nombre de termes égaux à λmax apparaissant dans la
suite λ. On peut avoir m= 0 (c’est le cas si λq < λmax) ; toutefois il existe λ0 ∈ I tel que
m0 =m(λ0) 1. La relation (4) devient :∑
λ∈I
cλXλ1 · · ·Xλq−m(λ) .Xm(λ)λmax = 0, (5)
et chaque cλXλ1 · · ·Xλq−m(λ) appartient à Q−(µ0 + λmax). Or la famille {Xmλmax}m0 est
libre sur Q−(µ0 + λmax) d’après la Proposition 3.2.2(4). Soit J = {λ ∈ I |m(λ)=m0}, la
nullité du coefficient en facteur de Xm0λmax s’écrit :∑
λ=(λ1,...,λq)∈J
cλXλ1 · · ·Xλq−m0 = 0. (6)
Les suites tronquées T (λ)= (λ1, . . . , λq−m0), pour λ ∈ J , sont deux à deux distinctes. En
effet, si λ,λ′ sont dans J : les suites λ et λ′ ont les mêmes m0 derniers termes (à savoir
λmax) ; donc λ et λ′ sont distinctes si et seulement si les suites tronquées T (λ) et T (λ′)
sont distinctes. L’identité (6) est alors une relation de dépendance linéaire non-triviale sur
les X(λ) qui contredit la minimalité de la plus longue suite λ apparaissant dans (4), ce qui
est absurde.
Achevons maintenant la preuve de la proposition. Pour tout élément λ=∑dj=1 ajµj ∈
L on pose s(λ) =∑dj=1 aj ∈ N&. Comme chaque xj ∈ QX(N) par hypothèse, on voit
que pour tout λ = µj1 + · · · + µjn ∈ L, Xλ = {xjn, . . . , xj1, x0} ∈ QX(N(n + 1)) =
QX(N(s(λ)+ 1)). Pour λ= (λ1, . . . , λq) ∈ [L], on trouve alors : X(λ) ∈QX(N(s(λ1)+
· · ·+ s(λq)+ q)). En particulier, comme ces éléments sont indépendants, on en déduit que
γX(Nn)= dimkQX(Nn) ρ(n)= #
{
(λ1, . . . , λq) ∈ [L] | s(λ1)+ · · · + s(λq)+ q  n
}
.
Or on a toujours γX(Nn)  γX(n) ; on en déduit que Dim3 γX(n)  Dim3 γX(Nn) 
Dim3 ρ(n).
Il reste à établir que Dim3 ρ(n) d . Choisissons à cet effet un plongement g :Zd ↪→ k,
et considérons l’algèbre de type Witt associée w(g)=⊕α∈Zd k.˜eα (on note e˜α pour ne pas
confondre avec les eα de l’algèbre de Lie g que l’on considère depuis le 3.2.2). Regardons
la sous-algèbre h=⊕α∈Nd{0} k.˜eα . Comme dans la preuve du Théorème 3.2.1, on vérifie
que Dim3 U(h) = d . Par ailleurs, on note, pour tout α ∈ Nd  {0}: |α| = α1 + · · · + αd .
On définit des sous-espaces hm de h (m variant dans N) par : hm = Vect{˜eα | α ∈
Nd  {0}, |α| + 1 m} ⊆ h. On vérifie que (hm)m0 est une filtration de h ; la filtration
induite sur U(h) est donnée par :
U(h)n =Vect
{˜
eα(1) · · · e˜α(q) | α(1), . . . , α(q) ∈Nd  {0}, |α(1)| + · · · + |α(q)| + q  n
}
,
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pour tout n. L’inégalité d = Dim3 U(h) Dim3 ρ(n) résulte alors du Lemme 2.2.5(2). La
proposition est démontrée. ✷
3.2.4. Théorème. Lorsque f :Zd ↪→ k est un morphisme injectif, on a :
TrDeg3 K
(
w(f )
)= TrDeg3 K(Vir(f ))= d.
Preuve. Soient g=w(f ) ou Vir(f ), K =K(g) et Q l’algèbre de Poisson Gr(K). On va
construire une partie finie Y de K telle que, pour tout b ∈ K  {0}, la Proposition 3.2.3
s’applique à X = {gr(yb) | y ∈ Y }. Autrement dit, on veut montrer qu’il existe un entier
N > 0 tel que le sous-espace QX(N) engendré par les monômes de Poisson de longueur
au plus N en les éléments de X contienne des éléments H0, . . . ,Hd vérifiant les conditions
suivantes :
(1) 0 < MV(H0) < MV(H1) < · · ·< MV(Hd) dans Γ ;
(2) MV(H1), . . . ,MV(Hd) sont indépendants sur Z dans Γ .
Supposons qu’un tel ensemble Y existe. Notons γYb(K;n) et γX(Q;n) les fonctions
de croissance attachées aux ensembles Yb et X comme dans la partie 2.2.1. On a,
pour tout b = 0 : Dim3 γYb(K;n)  Dim3 γX(Q;n) d’après la Proposition 2.2.6, et
Dim3 γX(Q;n)  d d’après la Proposition 3.2.3. On en déduit immédiatement que
inf{Dim3 γYb(K;n) | b = 0} d , puis que TrDeg3(K)= supZ infb Dim3 γZb(K;n) d .
L’inégalité inverse résulte de la Proposition 2.2.8, parce que K est le corps des fractions
d’une algèbre de dimension de niveau 3 égale à d .
Construisons l’ensemble Y . On munit le groupe abélien libre Γ d’un ordre archimédien
et on en choisit une base {ε1, . . . , εd} telle que 0 < ε1 < · · ·< εd . Il existe a0, . . . , ad+1 ∈
N& et γ0, . . . , γd ∈ Γ tels que :
(∀ j = 0, . . . , d) aj εd < γj < aj+1ε1.
Remarquons aussi qu’on a aj ε1 < · · ·< ajεd pour tout j . On choisit alors
Y = {1} ∪ {eaiεj , eγk | 0 i  d + 1, 1 j  d, 0 k  d}.
Soit b ∈ K  {0} ; on pose B = gr(b) ∈ Q. Il existe r ∈ {0, . . . , d} tel que la famille
{MV(B) + arε1, . . . ,MV(B) + arεd} ⊆ Γ soit libre sur Z. En effet, on remarque que
l’application t ∈ Z → det(MV(B)+ tε1, . . . ,MV(B)+ tεd) ∈ Z est polynômiale en t , de
degré d ; en particulier, celle-ci ne peut pas s’annuler simultanément en a0, a1, . . . , ad .
Deux cas se présentent maintenant. D’abord, si γr  MV(B) : alors QX(1) contient
B et Earεj B pour j = 1, . . . , d ; donc QX(2) contient les éléments Hj = {Earεj B,B} =
{Earεj ,B}B . Ces éléments vérifient MV(Hj )= MV(B)+ arεj : en effet, on a MV(B)
γr > arεj > 0, donc MV{Earεj ,B} = MV(B) + arεj (Proposition 3.2.2(3)) ; ensuite,
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On pose alors H0 = B ; on a donc :
0 < MV(H0) < MV(H1) < · · ·< MV(Hd).
Il reste à vérifier l’indépendance sur Z des éléments MV(H1), . . . ,MV(Hd) dans Γ , et
celle-ci résulte du choix de r .
Inversement, si MV(B) < γr : alors QX(1) contient H0 = EγrB et les Hj = Ear+1εj B
pour j = 1, . . . , d . Comme MV(H0) = γr et MV(Hj ) = ar+1εj pour tout j , on a bien
d’une part les inégalités 0 < MV(H0) < MV(H1) < · · · < MV(Hd) ; d’autre part, il est
clair que les MV(Hj) forment une famille libre sur Z. Les deux conditions requises sont
vérifiées. ✷
3.3. Centres
Lemme. Soit f :Γ ↪→ k un morphisme additif.
(1) Le centre de GrK(w(f )) relativement au crochet de Lie {. , .} est réduit à k.
(2) Le centre de GrK(Vir(f )) pour le crochet de Lie {. , .} est égal à la sous-algèbre
k[Z,Z−1], avec Z = gr(z).
(3) Soit x ∈K(Vir(f )). On suppose que pour tout F(z) ∈ k(z), on a gr(x−F(z)) ∈ k(Z).
Alors x ∈ k(z).
Preuve. Les preuves des numéros (1) et (2) sont similaires ; écrivons-la pour le numéro (2).
On note K =K(Vir(f )). Soit ϕ un élément central, non nul de Gr(K). Si ϕ ne dépend pas
uniquement de E0 et de Z, on peut ordonner Γ de sorte que MV(ϕ) > 0. En choisissant
γ ∈ Γ tel que γ > 0 et γ = MV(ϕ), on voit que MV{Eγ ,ϕ} = γ + MV(ϕ) d’après
la Proposition 3.2.2(3). En particulier, {Eγ ,ϕ} = 0, contradiction. Nécessairement, ϕ ne
dépend que de E0 et de Z. Soit γ ∈ Γ  {0}. On voit, grâce au Lemme 2.1.4, que
0 = {ϕ,Eγ } = {E0,Eγ }∂0(ϕ). Comme {E0,Eγ } = 0, on a ∂0(ϕ)= 0, donc ϕ ne dépend
que de Z. Comme par ailleurs ϕ est une fraction rationnelle à dénominateur homogène,
c’est un élément de k[Z,Z−1].
Démontrons le numéro (3). On note x = u−1v, avec u,v ∈ U(Vir(f )), et on suppose
que, pour tout F(z) ∈ k(z) l’élément gr(x − F(z)) ∈ k(Z). On va montrer par récurrence
sur ν(u)+ ν(v) que x ∈ k(z). Si ν(u)+ ν(v)= 0, u et v sont des scalaires et x ∈ k ⊆ k(z).
Passons à l’étape récursive. Vérifions d’abord qu’on a gr(x−1 − F(z)) ∈ k(Z) pour
tout F(z) ∈ k(z). Si F(z) = 0, on a gr(x−1) = gr(x)−1 ∈ k(Z) ; sinon, on peut écrire
x−1 − F(z) = F(z)(F (z)−1 − x)x−1, et en passant aux formes initiales on voit que
gr(x−1−F(z)) ∈ k(Z). On pourra donc, dans la suite, supposer ν(v) ν(u), en changeant
au besoin x en x−1. L’élément gr(x) est alors une fraction rationnelle homogène dans k(Z),
de degré n= ν(v)− ν(u) 0. Il existe donc λ ∈ k& tel que gr(x)= (gr(u))−1gr(v)= λZn,
en particulier gr(v) = gr(λuzn) et ν(v − λuzn) < ν(v). Posons x ′ = x − λzn = u−1(v −
λuzn). Il est clair que gr(x ′ − F(z)) ∈ k(Z) pour tout F(z) ∈ k(z) ; d’autre part on a
ν(u)+ ν(v− λuzn) < ν(u)+ ν(v). L’hypothèse de récurrence s’applique à x ′, et par suite
x = x ′ + λzn ∈ k(z). La preuve du numéro (3) est achevée. ✷
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(1) Les centres de K(w(f )) et U(w(f )) sont réduits à k.
(2) Le centre de U(Vir(f )) est égal à k[z].
(3) Le centre de K(Vir(f )) est égal à k(z).
Preuve. Démontrons d’abord le numéro (1). Notons K = K(w(f )). Pour tout élément
central non-nul ζ ∈K{0}, l’élément gr(ζ ) est encore central dans Gr(K), relativement au
crochet de Poisson. Ceci implique, d’après le lemme précédent, (1), que gr(ζ )= λ ∈ k& et
ν(ζ )= 0. Mais alors ζ −λ est encore central, et ν(ζ −λ) < 0 ; on en déduit que ζ −λ= 0,
d’où ζ ∈ k.
Considérons à présent K = K(Vir(f )) et soit C le centre de K . Alors Gr(C) est une
sous-algèbre du centre de Gr(K), donc Gr(C) ⊆ k(Z) d’après le lemme précédent, (1).
Soit ζ ∈ C ; pour tout élément F(z) ∈ k(z) on a encore ζ − F(z) ∈ C. En particulier,
gr(ζ − F(z)) ∈ k(Z). D’après le lemme précédent, (2), on a ζ ∈ k(z), d’où C = k(z). Le
centre de U(Vir(f )) est alors égal à k(z)∩ U(Vir(f ))= k[z]. ✷
3.4. Théorèmes de comparaison
Les invariants dimensionnels déterminés dans les Théorèmes 3.2.1 et 3.2.4 ne
permettent pas de distinguer par exemple les algèbres enveloppantes et les corps
enveloppants de w(f ) et w(g) lorsque f,g :Γ ↪→ k sont deux morphismes injectifs définis
sur le même groupe libre. On introduit donc d’autres méthodes pour les comparer. Dans la
partie 3.4.1, on commence par déterminer la forme de tous les éléments ad-diagonalisables
(et même ad-localement finis) de U(w(f )) ; on montre ensuite comment le spectre de la
dérivation intérieure associée à un tel élément permet de reconstruire l’algèbre w(f ). Dans
la partie 3.4.3 on modifie ces notions pour les utiliser dans le cas de corps gauches.
3.4.1. Algèbres enveloppantes de même dimension
Rappelons qu’un élément x d’une algèbre associative R est dit ad-localement nilpotent
(resp. ad-diagonalisable ) si adx :R→R est localement nilpotent (resp. diagonalisable).
On dit que x est ad-localement fini si, pour tout y ∈R, la famille {(adx)m(y)}m0 est liée.
Les éléments ad-diagonalisables et ad-localement nilpotents sont aussi ad-finis.
Lemme. Soient f :Γ ↪→ k un morphisme injectif et g = w(f ) ou g = Vir(f ). Soit
x ∈ U(g).
(1) Si x est ad-localement fini, alors il existe λ ∈ k et ζ un élément central tels que
x = λe0 + ζ .
(2) Si x est ad-diagonalisable et non-central, alors il existe λ ∈ k& tel que l’ensemble des
valeurs propres de adx soit exactement λf (Γ ).
Preuve. Rappelons d’abord le fait général suivant. Soit R une algèbre filtrée. Une famille
de vecteurs {yi}i∈I est libre dans R si la famille des formes initiales {gr(yi)}i∈I est
libre dans Gr(R) (la réciproque est fausse en général). On en déduit que si x ∈ R est
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dans Gr(R). En effet, soit Y ∈ Gr(Y ), on veut montrer que la famille {(adX)mY }m0
est liée. Il suffit de le voir si Y est de la forme Y = gr(y), pour y ∈ R. S’il existe un
entier n  1 tel que (adX)n(Y ) = 0, alors la famille {(adX)m(Y )}m0 est liée. Sinon on
a pour tout m  0 : (adX)m(Y ) = gr((adx)m(y)) (voir la Section 2.1.3) ; si la famille
{(adX)m(Y )}m0 était libre, la famille (adx)m(y) serait libre aussi et x ne serait pas ad-
localement fini.
On peut maintenant démontrer le numéro (1). On va traiter le cas où g = Vir(f ) ; la
démonstration dans le cas où g = w(f ) est tout à fait analogue et sera omise. On notera
U = U(g) et P = Gr(U). Soit x un élément ad-localement fini non-central dans U . Quitte
à changer x en x − ζ pour un élément central ζ convenablement choisi, on peut supposer
gr(x) /∈ k[Z] (on utilise le Lemme 3.3(3)). Appelons X = gr(x) ∈P la forme initiale de x .
Cet élément est aussi ad-fini sur P . Notons V(X) = {α ∈ Γ | ∂α(X) = 0} : les variables
non-centrales desquelles dépend la fraction rationnelle X sont exactement les Eα pour
α ∈ V(X). Par hypothèse, V(X) est non-vide. Si V(X) = {0}, on peut choisir un ordre
sur Γ tel que MV(X) = maxV(X) > 0. Mais alors, pour tout élément homogène Y ∈ P
tel que MV(Y ) > MV(X), on voit par récurrence (en utilisant le Lemme 3.2.2(3)) que
MV((adX)mY ) = MV(Y ) + mMV(X). Ces éléments de Γ sont deux à deux distincts ;
on en déduit facilement que les (adX)m Y sont linéairement indépendants, contradiction.
Donc V(X) = {0}, autrement dit X ne dépend que de E0 et de Z. On en déduit que
∂0(X) = ∂X∂E0 ne dépend également que de E0 et Z. La sous-algèbre engendrée par E0
et Z étant commutative relativement au crochet de Poisson, il vient {X,∂0(X)} = 0. Or
pour tout élément α ∈ Γ , on a {X,Eα} = ∂0(X).f (α)Eα . On en déduit par récurrence
que, pour tout m  0, (adX)m(Eα) = (f (α)∂0(X))mEα . Lorsque α = 0, ces éléments
sont linéairement dépendants si et seulement si la famille {∂0(X)m}m0 est liée. Ceci
implique que ∂0(X)= λ ∈ k& ; comme par ailleurs X= gr(x) est un polynôme (en E0 et Z)
homogène, on voit qu’il est de la forme X = λE0 + λ′Z. Il vient ν(x − λe0 − λ′z)  0,
d’où x − λe0 − λ′z ∈ k.
Prouvons le numéro (2). Soit x un élément ad-diagonalisable, non-central ; en particulier
x est ad-fini. Il existe λ ∈ k& et ζ central tels que x = λe0 + ζ . Remplacer x par x − ζ ne
modifie pas les valeurs propres (ni les vecteurs propres) de adx ; on se ramène à déterminer
le spectre de ad(λe0). À l’aide de la base de Poincaré–Birkhoff–Witt déduite de la base
naturelle de g, il est facile de voir que celui-ci est précisément égal à λf (Γ ). Le lemme est
démontré. ✷
Notons à présent Ld (k) l’ensemble des sous-groupes libres, de rang d du groupe
additif k ; Ld(k) est non-vide si et seulement s’il existe un plongement Γ = Zd ↪→ k. Dans
ce cas, on peut regarder l’action par homothéties du groupe multiplicatif k& sur Ld (k).
Théorème. Soient f,g deux plongements Γ ↪→ k. Les conditions suivantes sont
équivalentes :
(i) les algèbres enveloppantes U(w(f )) et U(w(g)) sont isomorphes ;
(ii) les algèbres enveloppantes U(Vir(f )) et U(Vir(g)) sont isomorphes ;
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(iv) les orbites de f (Γ ) et g(Γ ) sous l’action de k& sont égales.
Preuve. Remarquons d’abord que, pour tous plongements f,g :Γ ↪→ k les orbites de
f (Γ ) et g(Γ ) sont les mêmes si et seulement s’il existe λ ∈ k& et σ ∈ Aut(Γ ) tel que
λg = f ◦ σ . L’équivalence (iii)⇔ (iv) est alors simplement une autre formulation de
[13, Théorème 3.8]. L’implication (iii)⇒ (i) et (ii) est évidente. Montrons (i)⇒ (iv).
Si Φ :U(w(g)) ∼−→ U(w(f )) est un isomorphisme, alors ad(Φ(e0)) est un élément ad-
diagonalisable de U(w(f )) ayant le même spectre que ad(e0) ∈ Endk U(w(g)), c’est-
à-dire g(Γ ). D’après le lemme précédent, (2), il existe λ ∈ k& tel que g(Γ ) = λf (Γ ).
L’implication (ii)⇒ (iv) se démontre de même. ✷
3.4.2. Décomposition des éléments de Gr(K)
On considère toujours g=w(f ) ou Vir(f ), P =Gr(U(g)) et Q=Gr(K(g)). L’algèbre
P peut s’interpréter comme l’algèbre symétrique de l’espace vectoriel Γ -gradué g
(cf. 3.1.1). Cette graduation se prolonge donc à P , et on a wt(Eγ )= γ , pour tout γ ∈ Γ ;
le degré associé est encore appelé poids et les éléments homogènes isobares. Les éléments
isobares sont les vecteurs propres de adE0 pour le crochet de Poisson. Cette Γ -graduation
ne se prolonge pas àQ. Par exemple, si γ ∈ Γ  {0}, l’élément E0+Eγ ∈ P est homogène
au sens classique, donc inversible dans Q. Toutefois, E0 + Eγ n’étant pas isobare,
l’élément (E0 + Eγ )−1 ne peut pas s’écrire comme combinaison linéaire de fractions
rationnelles à numérateur et dénominateur isobares. On va remédier à cette situation en
montrant qu’on peut décomposer les éléments deQ en somme infinie d’éléments isobares,
en un sens que l’on précisera. SoientQiso le localisé de P en les éléments isobares et H le
sous-corps de Qiso formé par les fractions isobares, de poids nul. On identifieraQiso à une
sous-algèbre de Frac(P).
Lemme. L’algèbre Qiso est isomorphe à l’algèbre de groupe H[Γ ].
Preuve. Choisissons une base {ε1, . . . , εd} de Γ . On vérifie que l’application Ψ définie
pour h ∈H et (a1, . . . , ad) ∈ Zd par
Ψ
(
h.(a1, . . . , ad)
)= h.Ea1ε1 · · ·Eadεd
se prolonge en un isomorphisme de H[Γ ] sur Qiso. ✷
Un ordre sur le groupe Γ étant fixé, on peut plonger H[Γ ] dans un corps de séries
de Malcev–Neumann H❏Γ ❑ (voir, par exemple, [1,9]). Les éléments de H❏Γ ❑ sont des
séries formelles x =∑γ∈Γ xγ , où chaque xγ est isobare, de poids γ , et où l’ensemble{γ ∈ Γ | xγ = 0} est une partie bien-ordonnée de l’ensemble ordonné Γ . Le produit de
deux telles séries est donné par la formule :
(∑
xi
)(∑
yj
)
=
∑( ∑
xiyj
)
.i∈Γ j∈Γ γ∈Γ i+j=γ
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un sous-corps deH❏Γ ❑. A fortiori, l’algèbreQ sera identifiée à une sous-algèbre deH❏Γ ❑.
On démontre facilement :
Lemme. Conservons les notations précédentes. Soient x =∑ xγ ∈Q et h ∈Q, on note
{h,x} =∑uγ la décomposition en série de l’élément {h,x} ∈Q. Si h ∈H, alors on a :
(∀γ ∈ γ ) : uγ = {h,xγ }.
3.4.3. Corps enveloppants de mêmes degrés de transcendance
Soient D un corps gauche et x ∈ D. On dira que x est quasi-localement fini
(respectivement quasi-diagonal) s’il existe une sous-algèbre B de D contenant x telle que
(adx)|B :B→ B soit localement fini (resp. diagonalisable), et telle que D = Frac(B).
Lemme. Soient f :Γ ↪→ k un morphisme injectif et g=w(f ) ou g=Vir(f ).
(1) Soit x un élément quasi-localement fini de K(g). Il existe λ ∈ k, ζ un élément central
et x ′ ∈K(g) tels que x = λe0 + ζ + x ′ et ν(x ′) 0.
(2) Si x ∈K(g) est quasi-diagonal et non-central, il existe λ ∈ k& tel que l’ensemble des
valeurs propres de adx (agissant dans K(g)) soit contenu dans λf (Γ ).
Preuve. Commençons par une observation utile. Soit B une sous-algèbre de K(g) telle
que K(g) = Frac(B). Si Gr(B) est contenue dans une sous-algèbre Q′ ⊆ Q stable par
inversion, alors Q′ = Q. En effet, soit Y = gr(y) ∈ Q un élément homogène non-nul.
En écrivant y = u−1v avec u,v ∈ B , on a aussi Y = gr(y) = gr(u)−1gr(v). Comme
gr(u),gr(v) ∈ Gr(B) ⊆ Q′, et que Q′ est stable par inversion, on en déduit que Y ∈ Q′,
d’où le résultat. En particulier, on voit que Gr(B) n’est contenue ni dans le sous-corps H
de la partie 3.4.2, ni dans une sous-algèbre Q(γ ), avec γ ∈ Γ (définie en 3.2.2).
Démontrons le numéro (1). On va le faire dans le cas où g=Vir(f ) ; le cas où g=w(f )
se traite de manière analogue. Soit B une sous-algèbre de K(g) contenant x et telle que
FracB = K(g). On suppose (adx)|B :B → B localement fini. On peut supposer que B
contient le centre de K(g), et que l’élément x est non-central dans B (sinon x est central
dans K(g) et le résultat est évident). Quitte à changer x en x − ζ pour ζ central bien
choisi, on peut donc supposer que gr(x) /∈ k[Z,Z−1] (Lemme 3.3(3)). Cette opération
est justifiée, car adx = ad(x − ζ ), donc x − ζ ∈ B est encore quasi-localement fini.
Dans ce cas, l’élément X = gr(x) est ad-localement fini sur Gr(B). Montrons que X ne
dépend que de E0 et de Z. Supposons que ce ne soit pas le cas. On peut choisit un
ordre sur Γ tel que γ = MV(X) > 0. Comme Gr(B) ⊆ Q(γ ), il existe y ∈ B tel que
MV(gr(y)) > MV(X). Comme dans la preuve du Lemme 3.4.1, on en déduit que les
éléments {(adx)m(y)}m0 sont linéairement indépendants, contradiction. Donc X (ainsi
que ses dérivées) ne dépendent que de E0 et de Z, et ∂0(X) = 0 car X /∈ k[Z,Z−1]. Notons
aussi que, comme E0 et Z sont isobares, de poids nul, il en est de même de l’élément
∂0(X)= ∂X∂E0 .
Soit Y ∈ Gr(B). On décompose Y en série formelle Y =∑Yγ comme dans la partie
3.4.2 ; en particulier chaque Yγ est isobare, de poids γ . Comme Gr(B) ⊆ H, on peut
supposer Y /∈ H, autrement dit il existe γ0 ∈ Γ  {0} tel que Yγ0 = 0. Par récurrence
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décomposition en série de (adX)m(Y ) :
(adX)m(Y )=
∑
γ
∂0(X)
mf (γ )mYγ .
Cette famille étant liée, les familles des composantes isobares {∂0(X)mf (γ )mYγ }m0 sont
également liées, pour tout γ ∈ Γ . En particulier, pour γ = γ0, comme f (γ0)Yγ0 = 0, on
en déduit que {∂0(X)m}m0 est liée, d’où ∂0(X) = λ ∈ k&. Par suite, il existe λ′ ∈ k tel
que X = λE0 + λ′Z, en particulier ν(x − λe0 − λ′z) 0 et x a la forme annoncée dans le
numéro (1).
Démontrons le numéro (2). On peut supposer x = λe0 + x ′, avec ν(x ′)  0. En
particulier, ν(x)  1. Soit µ une valeur propre de adx . On peut supposer µ = 0, sinon
x serait central dans B , et par suite dans K(g), contrairement aux hypothèses. Il existe
y ∈ B tel que [x, y] = µy . On en déduit que ν(y) = ν[x, y]  ν(y) + ν(x)− 1  ν(y).
Toutes ces inégalités sont donc des égalités. On en déduit d’abord que ν(x)= 1, c’est-à-
dire λ = 0, d’où gr(x)= λE0 ; ensuite on voit que {gr(x),gr(y)} = gr[x, y], car ν([x, y])=
ν(y)+ ν(x)− 1. On en déduit que {λE0,gr(y)} = µgr(y), et donc µ est une valeur propre
de ad(λE0). Il vient µ ∈ λf (Γ ), d’où le numéro (2). ✷
Proposition. Soient f,g :Γ ↪→ k deux plongements. On suppose que les corps K(w(f ))
et K(w(g)) sont isomorphes, ou que les corps K(Vir(f )) et K(Vir(g)) sont isomorphes.
Alors il existe un scalaire λ ∈ k& tel que λg(Γ ) ⊆ f (Γ ). Cette condition équivaut aussi
à l’existence d’un scalaire λ ∈ k& et d’un endomorphisme injectif τ :Γ ↪→ Γ tels que
λg = f ◦ τ .
Preuve. Si Φ est un isomorphisme K(w(g)) ∼−→ K(w(f )), on voit que Φ(e0) est un
élément quasi-diagonal de K(w(f )) et le spectre de ad(Φ(e0)), agissant dans K(w(f )),
est le même que celui de ad e0 agissant dansK(w(g)), c’est-à-dire g(Γ ). D’après le lemme
précédent, (2), il existe λ ∈ k& tel que g(Γ )⊆ λf (Γ ), autrement dit λ−1g(Γ )⊆ f (Γ ).
Ensuite il est facile de vérifier que λg(Γ ) ⊆ f (Γ ) si et seulement s’il existe un
endomorphisme injectif τ :Γ ↪→ Γ tel que λg = f ◦ τ . ✷
3.4.4. On va maintenant utiliser le critère de la Proposition 3.4.3 pour donner des
exemples de corps enveloppants d’algèbres de type Witt (ou Virasoro) qui ne sont pas
isomorphes. Soient A,B ∈ Ld (k) des sous-groupes additifs libres, de rang d , de k. On
écrira A≡ B s’il existe un scalaire λ ∈ k& tel que λA⊆ B .
Lemme.
(1) La relation ≡ est une relation d’équivalence sur Ld(k).
(2) Soient A,B ∈ Ld (k) tels que A≡ B . Soient a ∈A {0}, b ∈ B  {0}. Alors a−1A et
b−1B sont des sous-groupes libres de rang d de k, contenant l’élément 1k , tels que
a−1A ≡ A≡ b−1B . De plus, les sous-corps de k engendrés par a−1A d’une part et
par b−1B d’autre part sont égaux.
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que A ≡ B entraîne aussi B ≡ A, pour tous A,B ∈ Ld (k). Il existe des plongements
f,g :Zd ↪→ k tels que f (Zd ) = A, g(Zd ) = B . L’hypothèse A ≡ B entraîne l’existence
d’un morphisme injectif τ :Zd ↪→ Zd et de λ ∈ k& tels que λf = g ◦ τ . Or on sait qu’il
existe un morphisme τ # :Zd → Zd tel que τ ◦ τ # = det(τ )Id : la matrice MatB(τ #) de τ #
dans une base B donnée est la transposée de la comatrice de MatB(τ ). On vérifie qu’alors
λf ◦ τ # = det(τ )g, et donc λ−1 det(τ )g = f ◦ τ #, d’où λ−1 det(τ )B = λ−1 det(τ )g(Zd )⊆
f (Zd)=A, d’où B ≡A. Le numéro (1) est démontré.
Démontrons le numéro (2). Soient A ∈Ld (k) un sous-groupe additif de k et a ∈A{0}.
Il est clair que a−1A est un sous-groupe libre de rang d de k, contenant l’élément 1k , tel
que a−1A≡ A. Soient B ∈ Ld(k) tel que B ≡ A et b ∈ B  {0} ; on a alors b−1B ≡ B ≡
A≡ a−1A comme annoncé. Pour la suite de la preuve, on remplace A par a−1A et B par
b−1B , de sorte qu’on supposera 1k ∈ A ∩ B . Notons Q(A) (resp. Q(B)) le sous-corps de
k engendré par A (resp. par B). Supposons A≡ B ; montrons que Q(A)=Q(B). Comme
A ≡ B , il existe λ ∈ k& tel que λA ⊆ B . On a donc A ⊆ λ−1B , d’où Q(A) ⊆ Q(λ−1B).
Or 1k ∈ A, on en déduit que λ = λ.1k ∈ B  {0}. On a donc aussi λ−1B ⊆ Q(B), d’où
Q(λ−1B) ⊆ Q(B), d’où Q(A) ⊆ Q(B). Un argument de symétrie prouve que Q(B) ⊆
Q(A) : le numéro (2) est démontré. ✷
Notation. Soient A ∈ Ld(k) et a ∈A {0}. D’après le lemme, le sous-corps de k engendré
par a−1A ne dépend pas du choix de a : on pourra donc le noter Q(A).
Corollaire. Soient f,g :Γ ↪→ k deux plongements. Si les sous-corpsQ(f (Γ )) etQ(g(Γ ))
sont différents, alors les corps enveloppantsK(w(f )) et K(w(g)) ne sont pas isomorphes ;
et il en va de même pour les corps K(Vir(f )) et K(Vir(g)).
Preuve. S’ils étaient isomorphes, on aurait f (Γ )≡ g(Γ ) d’après la Proposition 3.4.3, et
donc Q(f (Γ ))=Q(g(Γ )) d’après le lemme précédent. ✷
Exemples. Les corps enveloppants d’algèbres de Witt (ou de Virasoro) associés aux
plongements fq :Z2 ↪→C (q = 1,2,3) sont deux à deux non-isomorphes :
f1(x, y)= x + πy ; f2(x, y)= x + π2y ; f3(x, y)= x + iy.
4. Parties positives des algèbres de type Witt
4.1. Dans toute cette partie, on considère un plongement f :Γ = Zd ↪→ k par lequel on
identifie Γ à une partie de k. On suppose Γ totalement ordonné ; on pose Γ+ = {α ∈ Γ |
α > 0}. On note w+ =w+(f ) la partie positive de w(f ) (relative à cette relation d’ordre),
autrement dit w+ =⊕γ∈Γ+ k.eγ , avec le crochet [eα, eβ ] = (β−α)eα+β (pour α,β ∈ Γ+).
On reprend en outre les notations de la partie 3.2.2. En particulier on note Q =
Gr(K(w+)), que l’on munit du crochet de Poisson canonique {. , .}. Pour tout x ∈Q, on
note ad(x) l’application y ∈Q → {x, y} ∈Q. Les éléments de Q peuvent être considérés
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dérivation partielle ∂
∂Eγ
. On a aussi, pour ϕ ∈ Q: MV(ϕ) = sup{γ ∈ Γ+ | ∂γ (ϕ) = 0} ∈
Γ+ ∪ {−∞}. Pour tous ϕ,ψ ∈Q on écrira enfin {ϕ,ψ}α,β = ∂αϕ . ∂βψ − ∂βϕ . ∂αψ .
4.2. Centralisateurs dans Gr(K(w+))
Pour tout élément ϕ ∈Q on note C(ϕ;Q) le centralisateur de ϕ dansQ relativement au
crochet de Poisson. C’est une sous-algèbre de Poisson de Q ; celle-ci est graduée lorsque
ϕ est homogène.
Lemme. Soient ϕ,ψ ∈Q.
(1) On suppose ϕ /∈ k. Il y a équivalence entre :
(i) MV({ϕ,ψ})MV(ϕ) ;
(ii) {ϕ,ψ} = 0 ;
(iii) (∀α,β ∈ Γ+) : {ϕ,ψ}α,β = 0.
(2) Supposons ϕ ∈Q homogène, non-constant. Si deg(ϕ)= 0, alors C(ϕ;Q) est une sous-
algèbre graduée de Q concentrée en degré 0. Si deg(ϕ) = 0, alors il existe un élément
homogène h ∈ Q  {0} tel que C(ϕ;Q) = k[h,h−1] ; en particulier deux éléments
homogènes de même degré commutant à ϕ sont toujours proportionnels.
(3) On suppose qu’il existe N  1 tel que (adϕ)N(ψ)= 0. Alors {ϕ,ψ} = 0.
Preuve. Démontrons le (1). D’après le Lemme 2.1.4, on a
{ϕ,ψ} =
∑
β>α
(β − α)Eα+β{ϕ,ψ}α,β .
L’implication (iii)⇒ (ii) est alors évidente. L’implication (ii)⇒ (i) est claire. Il reste à
voir (i)⇒ (iii). Si ψ est constant, l’assertion (iii) est trivialement vérifiée. On suppose donc
ψ /∈ k. On a MV({ϕ,ψ}) MV(ϕ) < MV(ϕ)+MV(ψ) ; d’après la Proposition 3.2.2(3),
on en déduit MV(ψ)=MV(ϕ). Notons µ=MV(ϕ) cette valeur commune : en particulier,
pour tout γ ∈ Γ+, on a µ + γ > µ, donc les fractions rationnelles ϕ et ψ , ainsi que les
{ϕ,ψ}α,β (où α,β ∈ Γ+), ne dépendent pas de la variable Eµ+γ . En dérivant l’identité du
début de la preuve par rapport à Eµ+γ (lorsque γ ∈ Γ+), on en déduit :
(∀γ > 0) :
∑
α+β=µ+γ
β>α
(β − α){ϕ,ψ}α,β = 0. (7)
Soit V = {α ∈ Γ+ | ∂αϕ = 0 ou ∂αψ = 0} : ni ϕ ni ψ ne dépendent de Eα si α /∈ V ,
en particulier {ϕ,ψ}α,β = 0 si α ou β /∈ V . C’est un sous-ensemble fini de l’ensemble
totalement ordonné Γ+. On peut donc l’écrire sous la forme V = {α1, . . . , αN }, avec
0 < α1 < · · ·< αN = µ. Notons à présentHm l’hypothèse : (∀α,β ∈ Γ+), (α,β  αm)⇒
{ϕ,ψ}α,β = 0. Par définition de V , ceci revient encore à : (∀α,β ∈ V), (α,β  αm)⇒
{ϕ,ψ}α,β = 0. On voit que la propriété (iii) que l’on veut prouver résulte de H1. Il reste à
démontrerH1 ; à cet effet on fait une récurrence descendante.
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Hm−1. On a αm−1 > 0 ; d’après (7) il vient :∑
β+α=µ+αm−1
β>α
(β − α){ϕ,ψ}α,β = (µ− αm−1){ϕ,ψ}αm−1,µ
+
∑
β+α=µ+αm−1
µ>β>α
α,β∈V
(β − α){ϕ,ψ}α,β = 0. (8)
Or, pour tous α,β ∈ Γ+, si β+α = µ+αm−1 et µ> β > α, alors 0 <µ−β = α−αm−1 ;
il vient α,β > αm−1. Lorsque α et β sont dans V , ceci entraîne α,β  αm. L’hypothèse
Hm s’applique alors dans (8) sur la somme de droite qui s’en va. Comme en outre
m− 1 <N , on a αm−1 = αN = µ, et on trouve finalement {ϕ,ψ}αm−1,µ = ∂αm−1ϕ . ∂µψ −
∂µϕ . ∂αm−1ψ = 0. Pour tous α,β  αm−1, on a donc :
∂αϕ . (∂βψ . ∂µϕ) = ∂αϕ . (∂µψ . ∂βϕ) = (∂αϕ . ∂µψ) . ∂βϕ = (∂µϕ . ∂αψ) . ∂βϕ.
Par définition de µ = MV(ϕ), on a ∂µϕ = 0 ; en simplifiant on trouve ∂αϕ . ∂βψ =
∂βϕ . ∂αψ , prouvantHm−1. On en déduit par une récurrence descendante queH1 est vraie,
d’où (iii).
Démontrons le (2). Soit ψ ∈ C(ϕ;Q) un élément homogène, non-nul. Posons a =
deg(ϕ) et b= deg(ψ). Montrons d’abord qu’il existe un scalaire λ ∈ k& tel que ϕb = λψa .
A cet effet, on montre que ψ−aϕb est constante. Pour tout α ∈ Γ+, on a :
∂α
(
ψ−aϕb
)= bϕb−1∂α(ϕ)ψ−a − aψ−a−1∂α(ψ)ϕb
= ϕb−1ψ−a−1(b∂α(ϕ)ψ − a∂α(ψ)ϕ).
Comme ϕ est homogène, de degré a, on voit que a.ϕ =∑β Eβ ∂β(ϕ) d’après l’identité
d’Euler ; de même on a b.ψ =∑β Eβ ∂β(ψ). Il vient :
∂α
(
ψ−aϕb
)= ϕb−1ψ−a−1(∂α(ϕ)∑
β
Eβ∂β(ψ)− ∂α(ψ)
∑
β
Eβ∂β(ϕ)
)
= ϕb−1ψ−a−1.
∑
β
Eβ
(
∂α(ϕ)∂β(ψ)− ∂α(ψ)∂β(ϕ)
)
= 0 d’après le (1)(iii), parce que {ϕ,ψ} = 0.
On a donc, pour tout α ∈ Γ+, ∂∂Eα (ψ−aϕb) = 0 ; par suite, il existe λ ∈ k& tel que
ϕb = λψa .
Supposons à présent a = deg(ϕ) = 0. Alors ϕb = λψ0 = λ ∈ k& ; comme ϕ /∈ k,
nécessairement b = deg(ψ) = 0 : les éléments de C(ϕ;Q) sont homogènes, de degré 0.
Inversement, on suppose a = 0. Soient ψ1,ψ2 ∈ C(ϕ) {0}, homogènes, de même degré.
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homogène, de degré nul et ϕ est un élément de degré non-nul du centralisateur C(Φ;Q).
Ceci n’est pas possible si Φ /∈ k d’après ce qui précède ; on en déduit bien que ψ1 et
ψ2 sont proportionnels. Choisissons maintenant h ∈ C(ϕ;Q), homogène, de degré m> 0
minimal. Alors h est inversible dansQ, et k[h,h−1] ⊆ C(ϕ;Q). Montrons que C(ϕ;Q)⊆
k[h,h−1]. Soit ψ ∈ C(ϕ;Q) homogène, de degré n. Posons d = pgcd(m,n) 1. Il existe
deux entiers u,v tels que um+ vn= d . Alors huψv ∈C(ϕ;Q) est un élément homogène,
de degré d  1. On en déduit par minimalité de m que m  d ; comme d divise m on a
nécessairement m= d . Donc m divise n : il existe q ∈ Z tel que n = qm. Dans ce cas, ψ
et hq sont deux éléments de C(ϕ;Q) de même degré : ψ est donc proportionnel à hq . Ceci
prouve que C(ϕ;Q)⊆ k[h,h−1].
Démontrons le troisième point. Supposons N  2. Comme {ϕ, (adϕ)N−1(ψ)} = 0, on
a MV((adϕ)N−1(ψ))MV(ϕ) d’après le (1)(ii)⇒ (i). Cette inégalité peut aussi s’écrire
MV({ϕ, (adϕ)N−2(ψ)}) MV(ϕ) ; en appliquant cette fois le (1)(i)⇒ (ii), on en déduit
que (adϕ)N−1(ψ) = 0. De proche en proche on se ramène au cas où N = 1, c’est-à-dire
{ϕ,ψ} = 0. ✷
4.3. Centralisateurs dans l’algèbre enveloppante
4.3.1. Soient R une algèbre filtrée sur N et {Rn}n∈N sa filtration. On suppose R0 = k.
On suppose aussi Gr(R) intègre ; en particulier R est intègre et l’application filtration
ν :R→N vérifie ν(xy)= ν(x)+ ν(y), pour tous x, y ∈R {0}. Il en résulte notamment
que les éléments non-scalaires de R sont transcendants sur k.
Proposition. Soit x ∈ R tel que ν(x) > 0 et C(x;R) le commutant de x dans R. On
suppose que gr(x) ∈Gr(R) vérifie la condition suivante :
(C) pour tous u,v ∈ Gr(R) homogènes, de même degré : si {gr(x), u} = {gr(x), v} = 0,
alors u et v sont proportionnels.
On a alors :
(1) C(x;R) est un k[x]-module libre, de type fini, et son rang divise ν(x).
(2) C(x;R) est commutatif.
Preuve. On adapte la démonstration d’Amitsur [2, Théorème 1]. Commençons par deux
lemmes :
Lemme. Soient a, b ∈ C(x;R) tels que ν(a)= ν(b). Il existe λ ∈ k tel que ν(a − λb) <
ν(a).
Preuve du Lemme. Comme [a, x] = [b, x] = 0, il est clair que{
gr(a),gr(x)
}= {gr(b),gr(x)}= 0.
D’après la condition (C), gr(a) et gr(b) sont proportionnels ; il existe donc λ ∈ k tel que
gr(a)= λgr(b)= gr(λb), autrement dit ν(a − λb) < ν(a). ✷
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vectoriel de dimension finie.
Preuve du Lemme. D’abord, X0 = k ; ensuite le lemme précédent signifie exactement
que l’espace quotient Xm/Xm−1 est de dimension au plus 1 pour tout m. ✷
On peut maintenant achever la preuve de la Proposition 4.3.1. Posons N = ν(x) ; on
appelleZx = {n ∈ Z | ∃a ∈C(x;R) tq. ν(a)= n}. Il est clair queZx est une partie additive
non-vide de Z. L’ensemble Zx = {n+NZ | n ∈ Zx} est donc un sous-groupe de Z/NZ ;
l’entier ρ = #Zx est alors un diviseur de N . Appelons alors m1, m2, . . . , mρ les éléments
deZx que l’on relève enm1, . . . ,mρ ∈ Zx minimaux ; on peut choisirm1 = 0. Pour chaque
mj on fixe un élément yj ∈ C(x;R) de filtration mj ; on peut prendre y1 = 1R. Montrons
que {y1, . . . , yρ} est une k[x]-base de C(x;R).
Soient ϕ1(x), . . . , ϕρ(x) ∈ k[x] tels que ϕ1(x)y1+· · ·+ϕρ(x)yρ = 0. Si les ϕj = ϕj (x)
ne sont pas tous nuls, il existe j = k tel que ϕj ,ϕk = 0 et ν(ϕjyj ) = ν(ϕkyk). Mais
alors mj = ν(yj )+NZ= ν(ϕj )+ ν(yj )+NZ= ν(ϕjyj )+NZ= ν(ϕkyk)+NZ=mk ,
contradiction.
Soit y ∈ C(x;R), on montre par récurrence sur ν(y) que y ∈ k[x]y1 + · · · + k[x]yρ .
Reprenons la notationXm du deuxième lemme. Si ν(y)= 0 : y ∈X0 = k donc y = λ.1R =
λ.y1, λ ∈ k. Si ν(y) > 0 : il existe j ∈ {1, . . . , ρ} tel que ν(y)+NZ=mj ; autrement dit,
il existe q ∈ Z tel que ν(y)=mj +Nq . Par minimalité de mj , on a q  0. Dans ce cas, on
a ν(y)= ν(xqyj ) ; d’après le premier lemme, il existe λ ∈ k tel que ν(y − λxqyj ) < ν(y).
L’hypothèse de récurrence appliquée à y − λxqyj fournit le résultat voulu.
Établissons à présent la commutativité de C(x;R). Le groupe Zx est cyclique : on
peut trouver Y ∈ C(x;R) tel que ν(Y )+NZ engendre Zx . Il est alors facile de voir que
l’ensemble {
ν(H) |H =H(x,Y )= ϕ0(x)+ ϕ1(x)Y + · · · + ϕρ−1(x)Y ρ−1
avec ϕ0, . . . , ϕρ−1 ∈ k[x]
}
contient tous les entiers de Zx sauf au plus un nombre fini. On peut supposer que Zx
contient tous les éléments {t, t + 1, t + 2, . . .} pour un certain t ∈N.
Comme dans la première partie de la preuve, on montre que tout élément y ∈C(x;R)
peut s’écrire sous la forme y = H(x,Y ) + h, avec h ∈ C(x;R) et ν(h)  t . D’après
le second lemme, l’ensemble de tous les h ainsi construits forme un espace vectoriel
de dimension finie d . En particulier, on définit une famille linéairement dépendante
{h0, . . . , hd} par les décompositions : xjy = Hj(x,Y ) + hj , ν(hj )  t . Soit alors
(λ0, . . . , λd) ∈ kd {0} tel que∑λjhj = 0 ; on a : (∑λj xj )y =∑λjHj (x,Y ). Par suite,
on a prouvé que, pour tout y ∈ C(x;R), il existe H(x,Y ) ∈ k[x,Y ] et h(x) ∈ k[x] {0}
tels que h(x)y = H(x,Y ) ; on en déduit que C(x;R) est contenu dans k(x)[Y ], qui est
commutative. ✷
4.3.2. Théorème. Soit g une sous-algèbre de Lie de w+(f ). Soit u un élément non constant
de U(g). Le centralisateur de u dans U(g) est commutatif ; c’est de plus un sous-k[u]-
module libre dont le rang divise ν(u).
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vérifiées d’après le Lemme 4.2(2). Si g⊆w+(f ) est quelconque, l’algèbre U(g) s’identifie
à une sous-algèbre filtrée de U(w+(f )) et Gr(U(g)) à une sous-algèbre de Poisson de
Gr(U(w+(f ))). Les hypothèses de la Proposition 4.3.1 restent donc vraies dans Gr(U(g)),
d’où le résultat. ✷
4.4. Centralisateurs dans le corps enveloppant
4.4.1. On reprend les notations et hypothèses de la partie 4.3.1. On suppose en outre
que R est un domaine de Ore ; soit K son corps de fractions, muni de la filtration induite.
Les méthodes qui suivent sont inspirées de Goodearl [6].
Proposition. Soient x ∈ K et C(x;K) le commutant de x dans K . On suppose que x
vérifie l’une ou l’autre des deux conditions suivantes :
(1) ν(x) = 0 et, pour toute paire d’éléments u,v ∈Gr(K) homogènes, de même degré : si
{gr(x), u} = {gr(x), v} = 0, alors u et v sont proportionnels.
(2) ν(x)= 0 et, pour tout y ∈C(x;K), non nul, on a ν(y)= 0.
Alors C(x;K) est commutatif.
Preuve. Traitons d’abord le cas où ν(x) = 0. SoitZx = {n ∈ Z | ∃y ∈ C(x;K), ν(y)= n}.
L’ensembleZx est un sous-groupe non-nul deZ ; il existe doncm> 0 tel queZx =mZ. On
fixe alors un élément y dans C(x;K) de filtration m. On va prouver que C(x;K)= k(y),
adhérence de k(y) dans K pour la topologie canonique (cf. 2.1.1), ce qui suffira. En effet,
l’application : [. , .] : (a, b)∈K ×K → [a, b] ∈K est continue ; il vient :
[
C(x;K),C(x;K)]= [k(y), k(y)]⊆ [k(y), k(y)]= {0}.
Considérons a ∈ C(x;K). Il existe a1 ∈ k(y) tel que ν(a − a1) ν(a)− 1. En effet, il
existe n ∈ Z tel que ν(a)= nν(y)= ν(yn). Mais a et yn commutent à x dans K , donc on a
aussi {gr(a),gr(x)} = {gr(yn),gr(x)} = 0 dans Gr(K). Comme deg(gr(a))= deg(gr(yn)),
on peut appliquer l’hypothèse (1) : il existe λ ∈ k& tel que gr(a)= λgr(yn)= gr(λyn), d’où
ν(a−λyn) < ν(a). Par récurrence on construit alors une suite (an)n1 dans k(y) telle que
limn→∞ an = a, c’est ce qu’on voulait.
Traitons maintenant le cas où ν(x) = 0. On va montrer que C(x;K) s’identifie
naturellement à un sous-corps de Gr(K). Comme C(x;K)⊆K0 (l’ensemble des éléments
de K de filtration négative), on peut définir φ :C(x;K)→K0/K−1 ⊆ Gr(K) par φ(y)=
y +K−1. L’application φ est linéaire et multiplicative : c’est un morphisme d’algèbres par
lequel on peut identifier le corpsC(x;K) à son image dans Gr(K), qui est commutatif. ✷
4.4.2. Théorème. Soit R une sous-algèbre de K(w+(f )). Les centralisateurs d’éléments
non-centraux de R sont commutatifs.
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central. Si ν(x) = 0, alors gr(x) vérifie la condition (1) de la Proposition 4.4.1 d’après le
Lemme 4.2(2). Supposons maintenant ν(x)= 0. Si gr(x) = λ ∈ k&, les centralisateurs de
x et x − λ sont confondus, et ν(x − λ) < ν(x) = 0 : on est ramené au cas précédent. Si
gr(x) /∈ k, le Lemme 4.2(2), assure une fois de plus qu’on peut appliquer le résultat de la
Proposition 4.4.1. ✷
4.5. Sous-algèbres de K(w+(f ))
4.5.1. Proposition. Fixons une sous-algèbreR de K(w+(f )).
(1) Soit B une sous-algèbre de R ; il y a équivalence entre :
(i) B est une sous-algèbre commutative maximale de R ;
(ii) il existe un élément non scalaire x de R tel que B = C(x;R) ;
(iii) B = k, et, pour tout élément non scalaire y de B , on a B = C(y;R).
(2) Soient B une sous-algèbre de R distincte de k, B ′ son commutant dansR.
(a) Si B est non commutative, B ′ = k.
(b) Si B est commutative, B ′ est une sous-algèbre commutative maximale de R.
(3) Si x et y sont des éléments non scalaires permutables dans R, on a C(x;R) =
C(y;R).
(4) Soient C une sous-algèbre commutative maximale de R, y un élément de R, et
P ∈ k[t] un polynôme non scalaire. Si P(y) ∈ C, on a y ∈C.
(5) Dans R, l’intersection de deux sous-algèbres commutatives maximales distinctes est
réduite à k.
Preuve. On peut recopier mot pour mot les démonstrations de [3, Corollaires 4.3 à
4.7]. ✷
Corollaire. Les sous-algèbres commutatives maximales de U(w+) sont de degré de
transcendance 1.
Preuve. Soit B une sous-algèbre commutative maximale de R = U(w+). D’après la
proposition précédente, (1) : il existe x ∈ R  k tel que B = C(x;R) ; d’après le
Théorème 4.3.2, c’est un k[x]-module de type fini. Le résultat est alors immédiat. ✷
4.5.2. Pour tout élément x ∈ K , on appelle N(x) l’ensemble {y ∈ K | (adx)n(y)= 0,
n% 0}. C’est une sous-algèbre de K contenant le centralisateur C(x;K)= C(x) ; on peut
considérer N(x) comme un C(x)-module (à gauche, par exemple).
Lemme. Soient x, y ∈K ; on suppose que y ∈N(x). Alors {gr(x),gr(y)} = 0.
Preuve. Posons X = gr(x), Y = gr(y). Pour n suffisamment grand, on a (adx)n(y)= 0.
On en déduit que, dans Gr(K), on a aussi (adX)n(Y )= 0 pour n assez grand. D’après le
Lemme 4.2(3), on a bien {gr(x),gr(y)} = 0. ✷
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y ∈K , [x, y] ∈C(x) implique [x, y] = 0.
Preuve. On suppose d’abord N = ν(x) = 0. L’ensemble Zx = {n ∈ Z | ∃y ∈ N(x),
ν(y)= n} est un sous-groupe de Z contenant N ; on en déduit l’existence de y1, . . . , ym ∈
N(x) tels que, pour tout y ∈N(x), il existe j ∈ {1, . . . ,m} avec ν(y)≡ ν(yj ) [N].
Considérons à présent M(x) ⊆ N(x), le sous-C(x)-module engendré par y1, . . . , ym.
Montrons que M(x) est dense dans N(x) (pour la topologie canonique, cf. 2.1.1). Soit
y ∈N(x). Il existe j ∈ {1, . . . ,m} et q ∈ Z tels que ν(y)= qν(x)+ ν(yj ), et donc ν(y)=
ν(xqyj ). Or y et xqyj sont dansN(x), donc {gr(x),gr(y)} = {gr(x),gr(xqyj )} = 0 d’après
le lemme précédent. D’après le Lemme 4.2(2), il existe λ ∈ k tel que gr(y)= λgr(xqyj ),
d’où ν(y − λxqyj ) < ν(y). On peut alors construire par récurrence une suite (ηn)n∈N dans
M(x) telle que limn→∞ ν(y − ηn)=−∞, d’où le résultat.
Comme y1, . . . , ym ∈ N(x) : il existe a > 0 tel que (adx)a(yj ) = 0 pour tout j , d’où
l’on déduit que (adx)aM(x)= 0 par C(x)-linéarité. Comme ad(x) est continue, on a :
(adx)aN(x)= (adx)a(M(x))⊆ (adx)aM(x)= {0}.
Supposons à présent que N(x) = C(x) ; il existe y ∈ N(x) tel que [x, y] = 0 mais
[x, [x, y]] = 0. La deuxième équation implique par récurrence que (adx)n(yn)= n! [x, y]n
pour tout n 1 ; or cet élément est toujours non-nul, contradiction.
On suppose maintenant ν(x)= 0. Si gr(x)= λ ∈ k&, on peut remplacer x par x − λ et
on est ramené au cas précédent. On supposera donc gr(x) /∈ k. Pour tout y ∈ N(x) {0},
on a {gr(x),gr(y)} = 0, d’où ν(y)= deg(gr(y))= 0 d’après le Lemme 4.2(2). Dans ce cas,
ν([x, y]) < ν(x)+ ν(y)= 0. Mais [x, y] ∈N(x) aussi, et ν([x, y]) = 0 n’est possible que
si [x, y] = 0, c’est-à-dire y ∈C(x).
Enfin, il est facile de voir que N(x)= C(x) si et seulement si, pour tout élément y ∈K ,
[x, y] ∈C(x) implique y ∈C(x). ✷
4.5.3. Corollaire. Toute sous-algèbre de Lie de dimension finie de K(w+) est commuta-
tive.
Preuve. On peut supposer k algébriquement clos. Soit g une sous-algèbre de Lie
de K(w+) de dimension finie. Considérons x ∈ g ; soit λ une valeur propre de
l’endomorphisme adg(x) : il existe y ∈ g {0} tel que [x, y] = λy . Alors [y, [y, x]] = 0,
donc x ∈N(y)= C(y) (Théorème 4.5.2) ; on en déduit que [x, y] = 0, d’où λ= 0. Ainsi,
toutes les valeurs propres de adg(x) sont nulles : c’est donc un endomorphisme nilpotent
de g. Mais alors g ⊆ N(x) = C(x), qui est commutative (Théorème 4.4.2), donc g est
abélienne. ✷
4.5.4. Rappelons la définition des algèbres et corps de Weyl. Soient n, s  0 deux
entiers. L’algèbre de Weyl (d’indices n, s) An,s(k) est l’algèbre engendrée par 2n + s
générateurs pi , qj , zl (1 i, j  n et 1 l  s) soumis aux relations suivantes :
[pi, qj ] = δi,j ; [pi,pj ] = [qi, qj ] = [pi, zl] = [qj , zl] = 0,
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on peut considérer son corps de fractionsDn,s(k) que l’on appelle corps de Weyl (d’indices
n, s). On écrit aussi An(k)=An,0(k) et Dn(k)=Dn,0(k).
Corollaire. Pour n  1 et s  0, il n’existe aucun plongement du corps Dn,s(k) dans
K(w+).
Preuve. Deux éléments p,q ∈K(w+) vérifiant [p,q] = 1 engendreraient une algèbre de
Lie non-commutative de dimension 3, en contradiction avec le corollaire précédent. ✷
4.5.5. Remarque. Il est connu que le corps de Weyl D1(k) contient une sous-algèbre non-
commutative libre [8]. On a ici le même résultat, à savoir que le corps enveloppantK(w+)
contient une algèbre libre non-commutative. En effet, soit w =⊕n∈Z k.en l’algèbre de
Witt usuelle ; on considère la sous-algèbre w1 =⊕n1 k.en de w. Il est clair que w1 se
plonge dans w+(f ), il suffit donc de démontrer que le corps enveloppant K(w1) contient
une sous-algèbre non-commutative libre. Soit C(e1;w1) le centralisateur de e1 dans w1.
On vérifie sans difficulté que C(e1;w1) = k.e1 et [w1,w1] =⊕n3 k.en. En particulier,
on a w1 = C(e1;w1)+ [w1,w1]. D’après [5, Théorème D], le corps K(w1) contient une
algèbre non-commutative libre.
Plus précisément, la démonstration de [5] montre par exemple que les éléments e−11 et
e−11 e2 engendrent librement une sous-algèbre non-commutative libre de K(w1).
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