The topographic wetness index (TWI) has been widely used for determining the potential of each digital elevation model (DEM) grid to develop a saturated condition, which allows for the investigation of topographic control on the hydrologic response of a watershed. Many studies have evaluated TWI, its components, and the impacts of DEM resolution on its computation. However, the majority of the studies are concerned with typical dendritic watersheds, and the effectiveness of TWI computations for depression-dominated areas has been rarely evaluated. The objectives of this study are (1) to develop a modified TWI computation procedure for depression-dominated areas, (2) to examine the differences between the new and existing TWI computation procedures using different DEMs, and (3) to assess the impact of DEM resolution on the new TWI procedure. In particular, a bathymetry survey was conducted for a study area in the Prairie Pothole Region (PPR), and the DEM representing the actual surface topography was created. The statistical analyses of TWI highlighted a two-hump pattern for the depression-dominated surface, whereas a one-hump pattern was observed for the dendritic surface. It was observed that depressional DEM grids accounted for higher values of TWI than other grids. It was demonstrated that a filled DEM led to misleading quantity and distribution of TWI for depression-dominated landscapes. The modified TWI computation procedure proposed in this study can also be applied to other depression-dominated areas.
Introduction
Topographic wetness index (TWI) determines the topographic control on the hydrologic response of a watershed [1, 2] . Initially, Beven and Kirkby [1] developed a computerized procedure to calculate TWI based on gridded DEMs. Gridded DEMs are used to perform topographic analysis and investigate land surface processes from different aspects such as biodiversity and wetlands studies (e.g., [3, 4] ). TWI is calculated for each DEM grid on a surface as λ = ln(α/ tan β), in which α is the upslope contributing area per unit length of contour and tan(β) represents the slope of the water table [1] . In practice, tan(β) is usually estimated as the land surface gradient that can be calculated from gridded DEMs. Grids with higher TWI are associated with higher likelihood of saturation. This index provides a foundation to predict variable source areas (VSAs) (i.e., runoff-generating areas with varying size and location over time [5, 6] . Also, TWI allows hydrologic models to take advantage of topographic analysis [7] [8] [9] [10] . Since computation of TWI is directly associated with gridded DEMs, many studies over the course of the last two decades have addressed the impacts of DEM resolution on TWI [11] [12] [13] [14] [15] . For example, Saulnier et al. [12] showed that the mean of TWI increased for coarser resolutions. Vaze et al. [13] suggested utilizing high-resolution DEMs, instead of coarser ones. Sørensen and 1 is located within the Cottonwood Lake Study Area (CLSA) (Figure 1a ) on the Missouri Coteau in east-central North Dakota. Long-term ecologic and hydrologic studies have been performed in the CLSA by the USGS Northern Prairie Wildlife Research Center since 1967 [33] . Figure 1a outlines the selected site within CLSA that includes major depressions, as well as their possible connections. In addition to the CLSA surface, a dendritic surface near the border of Nelson and Eddy Counties in North Dakota (hereafter NE surface) was selected (Figure 1b) . The total areas of the CLSA and NE surfaces are 0.52 km 2 and 0.57 km 2 , respectively. Each selected surface has unique topographical characteristics that help to highlight and compare the changes in TWI. The CLSA surface is a typical depression-dominated surface, whereas the NE surface is a typical dendritic surface with a well-connected channel network. LiDAR data were downloaded from the USGS National Map Viewer [34] and used to generate 1-m resolution DEMs for both CLSA and NE surfaces.
connected channel network. LiDAR data were downloaded from the USGS National Map Viewer [34] and used to generate 1-m resolution DEMs for both CLSA and NE surfaces.
One of the challenges associated with DEMs is their representation of water bodies. Depending on the time when a DEM was generated, the depressional grids of the DEM could reflect water surface elevations, rather than the actual depression bed elevations. In other words, currently used DEMs may not provide an actual representation of (micro)topography of depression-dominated areas. To address this issue, we utilized the SonTek RiverSurveyor ® M9 [35] to collect elevation distribution data of the bottoms of major depressions (bathymetry data) over the CLSA site. A global positioning system (GPS) is incorporated into the RiverSurveyor that sends out a 3.0 MHz acoustic pulse every time a depth measurement is taken. This process provides accurate location and elevation for each point surveyed. For the major depressions (Figure 1a ) in the CLSA, 18,176 GPS points were surveyed to create bathymetry maps of the depressions, which were further incorporated into the original 1-m resolution LiDAR DEM, generating a corrected 1-m DEM. Additionally, to eliminate the impact of spurious pits/sinks [14] on topographic analysis, all the pits with a depth less than 20 cm were assumed to be artifacts from DEM interpolation and were filled. Finally, the corrected DEM was used to calculate TWI for all grids on the CLSA site. In addition to the mentioned limitation of DEMs, it should be noted that high-resolution LiDAR data capture small topographic anomalies (e.g., vegetation), which can impact the accuracy of the DEM, and consequently, topographic analysis. Generally, TWI is calculated based on a hydrologically-corrected DEM, implying that all sinks (including real depressions) are fully filled before TWI computations. Due to the sink-filling preprocessing, flow directions, flow accumulations, and slopes of all the grids associated with depressions are altered [19] . For example, Habtezion et al. [19] showed that these artificial alterations resulted in the generation of 13 km of artificial channels inside the area of the filled depressions. This alteration also gives rise to artificially high or low TWI values. High TWI values reflect an area that One of the challenges associated with DEMs is their representation of water bodies. Depending on the time when a DEM was generated, the depressional grids of the DEM could reflect water surface elevations, rather than the actual depression bed elevations. In other words, currently used DEMs may not provide an actual representation of (micro)topography of depression-dominated areas. To address this issue, we utilized the SonTek RiverSurveyor ® M9 [35] to collect elevation distribution data of the bottoms of major depressions (bathymetry data) over the CLSA site. A global positioning system (GPS) is incorporated into the RiverSurveyor that sends out a 3.0 MHz acoustic pulse every time a depth measurement is taken. This process provides accurate location and elevation for each point surveyed. For the major depressions (Figure 1a ) in the CLSA, 18,176 GPS points were surveyed to create bathymetry maps of the depressions, which were further incorporated into the original 1-m resolution LiDAR DEM, generating a corrected 1-m DEM. Additionally, to eliminate the impact of spurious pits/sinks [14] on topographic analysis, all the pits with a depth less than 20 cm were assumed to be artifacts from DEM interpolation and were filled. Finally, the corrected DEM was used to calculate TWI for all grids on the CLSA site. In addition to the mentioned limitation of DEMs, it should be noted that high-resolution LiDAR data capture small topographic anomalies (e.g., vegetation), which can impact the accuracy of the DEM, and consequently, topographic analysis.
Generally, TWI is calculated based on a hydrologically-corrected DEM, implying that all sinks (including real depressions) are fully filled before TWI computations. Due to the sink-filling pre-processing, flow directions, flow accumulations, and slopes of all the grids associated with depressions are altered [19] . For example, Habtezion et al. [19] showed that these artificial alterations resulted in the generation of 13 km of artificial channels inside the area of the filled depressions. This alteration also gives rise to artificially high or low TWI values. High TWI values reflect an area that is prone to saturation, whereas low TWI values reflect an area that is not prone to saturation.
In a typical dendritic watershed, it is expected that high TWI values are along channels, whereas low values reside on the top of ridges. However, the modified TWI computation procedure proposed in this study is based on the unfilled DEMs. It should be noted that the methods of computing TWI and its components, such as flow directions, have been discussed in different studies (e.g., [36] [37] [38] [39] ). This study highlights the importance of depression-dominated areas in the calculation of TWI, and it is not concerned with the superiority of different methods for computing TWI and its components.
The puddle delineation (PD) algorithm [31] is employed to analyze surface topography and identify depressions. Based on the PD algorithm, each depression possesses two main elements: center and threshold [31] . The center grid has the lowest elevation among all depressional grids whereas the threshold grid has the highest elevation among depressional grids, over which the fully-filled depression spills. To identify a depression, PD locates its center grid, adds its depressional grids, and determines its threshold grid [31] . To locate centers, PD identifies local minima on the DEM surface (Figure 2a) . It then searches for all depressional grids for each depression through a search list (Figure 2b) , until a threshold grid is located (Figure 2c ) [31] .
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DEM Modification Based on Surveyed Bathymetry Data
A comparison between the original 1-m DEM and the corrected 1-m DEM, which incorporated the pothole bathymetry for the CLSA surface, highlights the importance of depressions in topographic and hydrologic analyses. Figure 4a illustrates the distribution of these changes over the CLSA surface. It can be observed that the depths change up to 3 m (D8 in Figure 4a ). As shown in Figure 4b , the original DEM reflects a flat, whereas the corrected DEM displays the distribution of the actual bed topography of the depression. The observed flat on the original DEM implies that the DEM was generated while the depression contained water. These marked changes suggest that caution should be taken when using currently available DEMs for depression-dominated areas, as depressions exist in abundance on those surfaces. 
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DEM Modification Based on Surveyed Bathymetry Data
A comparison between the original 1-m DEM and the corrected 1-m DEM, which incorporated the pothole bathymetry for the CLSA surface, highlights the importance of depressions in topographic and hydrologic analyses. Figure 4a depicts the 3D distribution of the elevation differences between the original and corrected DEMs, and Figure 4b provides a detailed comparison of the selected cross-section a-b of depression D7 (Figure 1a) . Correcting the original DEM by the pothole bathymetry resulted in a storage difference of 1.5 × 10 5 m 3 between the two DEMs. Depression D8 had the highest change in storage (6.7 × 10 4 m 3 ), while depression D5 showed the lowest change (718.3 m 3 ). Figure 4a illustrates the distribution of these changes over the CLSA surface. It can be observed that the depths change up to 3 m (D8 in Figure 4a ). As shown in Figure 4b , the original DEM reflects a flat, whereas the corrected DEM displays the distribution of the actual bed topography of the depression. The observed flat on the original DEM implies that the DEM was generated while the depression contained water. These marked changes suggest that caution should be taken when using currently available DEMs for depression-dominated areas, as depressions exist in abundance on those surfaces. 
Results
DEM Modification Based on Surveyed Bathymetry Data
TWI Distribution for Dendritic and Depression-Dominated Surfaces
Figure 5a-c show the TWI results based on the 1-m resolution DEMs of the CLSA surface for three scenarios: (1) filled DEM; (2) original DEM; and (3) corrected DEM. Figure 5d displays the TWI computed by using the 1-m resolution DEM for the NE surface. Also, Figure 5e -h shows the frequency distribution functions of the CLSA and NE surfaces, which provide information on the distributions of TWI over different topographic surfaces in different scenarios. A visual comparison between the dendritic NE surface and the depression-dominated CLSA surface reveals the fundamental differences in TWI distributions. As expected, the highest TWI values were along channels for the NE surface (Figure 5d ), whereas depressions had the highest TWI values for the CLSA surface (Figure 5a-c) .
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Figure 5a-c show the TWI results based on the 1-m resolution DEMs of the CLSA surface for three scenarios: (1) filled DEM; (2) original DEM; and (3) corrected DEM. Figure 5d displays the TWI computed by using the 1-m resolution DEM for the NE surface. Also, Figure 5e -h shows the frequency distribution functions of the CLSA and NE surfaces, which provide information on the distributions of TWI over different topographic surfaces in different scenarios. A visual comparison between the dendritic NE surface and the depression-dominated CLSA surface reveals the fundamental differences in TWI distributions. As expected, the highest TWI values were along channels for the NE surface (Figure 5d ), whereas depressions had the highest TWI values for the CLSA surface (Figure 5a-c) . Analyses of different scenarios for the CLSA surface indicate that using the filled-DEM to compute TWI resulted in misleading values and distributions of TWI. As shown in Figure 5a , the highest TWI values were formed along the artificially-generated channels inside the filled depressions. This alteration of surface topography may facilitate hydrologic modeling by creating a well-connected drainage network, which changes the distribution of topographic indices inside the depressions. Figure 5b shows the TWI distribution computed by using the original DEM. Since the original DEM reflected depressions as flats, the TWI values for the grids inside a depression were almost the same. For example, the TWI value for the 14,569 grids in the flat over depression D6 was 21.18. Figure 5c suggests that correcting the original DEM led to an actual topography-based distribution of TWI. In other words, the depressional grids located in the centers of depressions had higher TWI values and, understandably, were more prone to saturation.
Moreover, the frequency distribution results disclose different patterns for the CLSA and NE surfaces (Figure 5e-h ). The NE surface shows a one-hump distribution pattern, like other dendritic surfaces [10] ; however, a two-hump distribution pattern can be observed for the depressiondominated CLSA surface ( Figure 5 ). These different patterns can be attributed to the microtopographic differences between the two surfaces. The first hump in the frequency distribution of the CLSA surface represents all non-depressional grids, while the second hump reflects the effect of the abundance of depressions (Figure 5e-g ).
Specifically, different scenarios for the CLSA surface led to significant changes in the distributions of TWI for the depressional grids (the second hump in Figure 5e-g ). The TWI distribution results for the filled-DEM indicate that only 17,604 grids had TWI values greater than 15 Analyses of different scenarios for the CLSA surface indicate that using the filled-DEM to compute TWI resulted in misleading values and distributions of TWI. As shown in Figure 5a , the highest TWI values were formed along the artificially-generated channels inside the filled depressions. This alteration of surface topography may facilitate hydrologic modeling by creating a well-connected drainage network, which changes the distribution of topographic indices inside the depressions. Figure 5b shows the TWI distribution computed by using the original DEM. Since the original DEM reflected depressions as flats, the TWI values for the grids inside a depression were almost the same. For example, the TWI value for the 14,569 grids in the flat over depression D6 was 21.18. Figure 5c suggests that correcting the original DEM led to an actual topography-based distribution of TWI. In other words, the depressional grids located in the centers of depressions had higher TWI values and, understandably, were more prone to saturation.
Moreover, the frequency distribution results disclose different patterns for the CLSA and NE surfaces (Figure 5e-h ). The NE surface shows a one-hump distribution pattern, like other dendritic surfaces [10] ; however, a two-hump distribution pattern can be observed for the depression-dominated CLSA surface ( Figure 5 ). These different patterns can be attributed to the microtopographic differences between the two surfaces. The first hump in the frequency distribution of the CLSA surface represents all non-depressional grids, while the second hump reflects the effect of the abundance of depressions (Figure 5e-g) .
Specifically, different scenarios for the CLSA surface led to significant changes in the distributions of TWI for the depressional grids (the second hump in Figure 5e-g ). The TWI distribution results for the filled-DEM indicate that only 17,604 grids had TWI values greater than 15 (Figure 5e ). This low frequency of higher TWI values was a direct consequence of the sink-filling preprocessing and introduction of artificially generated channels. For the original DEM, the second hump clearly shows that TWI values for the depressional grids were higher than those computed by using the filled-DEM. However, there are two sharp increases right after the second hump (Figure 5f ). These sharp changes (representing 23,443 depressional grids with TWI values greater than 21.10) are associated with the presence of flats over depressions. Correcting the original DEM by using the bathymetry data helped to remove these flats and get the real bed-elevation distribution of the depressions. Figure 5g displays that sharp increases after the second hump decreased dramatically; however, even after correcting the original DEM, some flat areas still existed (e.g., P8 in Figure 5c ). As discussed before, these flat areas are associated with vegetation in the high-resolution LiDAR data and can be eliminated by further processing.
Resolution Effects on TWI Distribution
TWI, computed by using the modified procedure, also showed variations with DEM resolution. Generally, all resolutions (1 m, 2.5 m, 5 m, 10 m, 20 m, 30 m) displayed a frequency distribution of TWI with a two-hump pattern (Figure 6a ), as previously highlighted in Figure 5 . However, a higher resolution DEM reflected a larger range of TWI values (Figure 6a,b) . As the grid size increased, the space between the first and second hump decreased (Figure 6a ). This implies that coarse resolution DEMs displayed non-depressional grids and depressional grids with intermediate TWI values, rather than extreme TWI values as computed for the 1-m resolution. In Figure 6b the range of data between the 25th and 75th percentiles decreased with increasing the DEM grid size. This supports what was observed in Figure 6a . In other words, coarse resolution DEMs had higher TWIs for non-depressional grids and lower TWIs for depressional grids when compared with fine resolution DEMs. Therefore, according to the TWI values for the resolutions selected in this study, non-depressional grids in coarse resolution DEMs were more apt to saturation, and depressional grids were less apt to saturation. Figure 6b shows the statistical summary of TWI values across the entire CLSA surface for all resolutions. The median TWI rose from 5.11 to 7.11 for the 1-m and 30-m resolutions, respectively. The mean TWI value also rose from 8.19 to 8.53 with increasing DEM grid size from 1 m to 30 m, respectively. This increase in mean TWI with increasing DEM grid size is consistent with TWI observations in the study done by Saulnier et al. [12] . Between the 25th and 75th percentiles, TWI values ranged from 3.27 to 14.77 for the 1-m DEM and from 6.16 to 11.41 for the 30-m DEM. The distributions for all resolutions, however, were skewed right, indicating that 50% of the TWI values were clustered around low TWI values, whereas the remaining 50% of the TWI values were spread out over a larger range, from 5.11 to 21.92 for the 1-m resolution and from 7.11 to 17.63 for the 30-m resolution. Figure 6c depicts the statistical summary of slope tan(β) for the entire CLSA surface for all selected resolutions. It can be observed that skewness decreased with increasing DEM grid size. In other words, the slopes became smoother with increasing grid size (smoothing effect), which is expected as shown in other studies (e.g., [19] ). However, the range of tan(β) for the 1-m DEM was almost 15 times larger than that for the 30-m DEM. As discussed in the methodology, the high-resolution LiDAR data depict the presence of vegetation that can affect the slope calculations. The median and mean of tan(β) values were almost the same with increasing grid size, which is consistent with the results of Sørensen and Seibert [14] . Figure 6d shows the statistical summary of upslope contributing area, ln(α), for the entire CLSA surface for all resolutions. Similar to the TWI range in Figure 6b , the range of contributing area decreased with increasing DEM grid size. The median and mean values increased with increasing grid size, from 2.99 and 5.54 for the 1-m resolution to 4.09 and 5.62 for the 30-m resolution, respectively. As previous studies suggested, upslope contributing area dominates the computation of TWI [2, 14] . This study also confirmed that changing DEM resolution from fine to coarse led to a decrease in TWI range, which is a direct consequence of the decreasing pattern of ln(α). To investigate the effects of the modified TWI computation procedure for depression-dominated areas, it is also important to take a closer look at TWI, tan(β), and ln(α) calculated solely for depressional grids (Figure 7a-d) . Figure 7a depicts the frequency distribution of TWI values of the depressional grids for the six different resolutions. Comparing the results from different DEM resolutions side by side demonstrated that the majority of depressional grids for coarser resolutions were less likely to be saturated, which can be attributed to the fact that the frequency peaks occurred at lower TWI values. Figure 7a (similar to Figure 6a) shows that TWI is sensitive to the changes in resolution, which is parallel with various studies on the resolution effect on TWI. However, the statistical summary of the TWI values of depressional grids for all resolutions (Figure 7b) indicates that the mean values decreased with increasing grid size. This new finding is specific to depressiondominated areas, as other studies focused on TWI in dendritic watersheds (e.g., [12] ). The median To investigate the effects of the modified TWI computation procedure for depression-dominated areas, it is also important to take a closer look at TWI, tan(β), and ln(α) calculated solely for depressional grids (Figure 7a-d) . Figure 7a depicts the frequency distribution of TWI values of the depressional grids for the six different resolutions. Comparing the results from different DEM resolutions side by side demonstrated that the majority of depressional grids for coarser resolutions were less likely to be saturated, which can be attributed to the fact that the frequency peaks occurred at lower TWI values. Figure 7a (similar to Figure 6a) shows that TWI is sensitive to the changes in resolution, which is parallel with various studies on the resolution effect on TWI. However, the statistical summary of the TWI values of depressional grids for all resolutions (Figure 7b) indicates that the mean values decreased with increasing grid size. This new finding is specific to depression-dominated areas, as other studies focused on TWI in dendritic watersheds (e.g., [12] ). The median and mean of TWI decreased with increasing DEM grid size, from 15.43 and 15.56 for the 1-m resolution to 11.77 and 11.67 for the 30-m resolution, respectively. This is opposite to what was observed for the mean and median TWI values for the entire CLSA surface (Figure 6b ). These box plots are skewed left, indicating that 50% of the data points are located on the high end of the TWI scale. This finding is in accordance with what is to be expected (i.e., high TWI values for depressional grids).
scale. This finding is in accordance with what is to be expected (i.e., high TWI values for depressional grids).
The values of tan(β) for different resolutions in Figure 7c resemble the general trend in Figure 6c . This means that the mean and median of tan(β) for different resolutions stayed almost constant for depressional grids. For example, the difference between the median values for the 1-m and 30-m resolution DEMs was only 0.01. Figure 7d depicts the upslope contributing area, ln(α), of depressional grids. The box plots indicate that 50% of the data points between the 25th and 75th percentiles had a high contributing area for depressional grids. Due to the modified procedure for calculating α, depressional grids were expected to have large contributing areas and be limited to a small range of ln(α) values between the 25th and 75th percentiles. Unlike ln(α) for the entire CLSA surface (Figure 6d ), ln(α) for depressional grids followed a decreasing pattern with increasing grid size. For example, the mean value of ln(α) fell from 12.17 to 8.41 by increasing DEM grid size from 1 m to 30 m, respectively. Similar to other studies [2, 14] , our results for the whole surface indicate that ln(α) dominates the computation of TWI, but exhibits a decreasing trend with increasing DEM grid size. The values of tan(β) for different resolutions in Figure 7c resemble the general trend in Figure 6c . This means that the mean and median of tan(β) for different resolutions stayed almost constant for depressional grids. For example, the difference between the median values for the 1-m and 30-m resolution DEMs was only 0.01. Figure 7d depicts the upslope contributing area, ln(α), of depressional grids. The box plots indicate that 50% of the data points between the 25th and 75th percentiles had a high contributing area for depressional grids. Due to the modified procedure for calculating α, depressional grids were expected to have large contributing areas and be limited to a small range of ln(α) values between the 25th and 75th percentiles. Unlike ln(α) for the entire CLSA surface (Figure 6d ), ln(α) for depressional grids followed a decreasing pattern with increasing grid size. For example, the mean value of ln(α) fell from 12.17 to 8.41 by increasing DEM grid size from 1 m to 30 m, respectively. Similar to other studies [2, 14] , our results for the whole surface indicate that ln(α) dominates the computation of TWI, but exhibits a decreasing trend with increasing DEM grid size.
Conclusions
Previous studies have focused on the computation of TWI for typical dendritic land surfaces. Due to the underlying limitations in calculating slopes and flow accumulations based on depressionless DEMs from sink-filling pre-processing, traditional TWI computation methodologies cannot depict accurate TWI values for depression-dominated areas. A modified TWI computation procedure was proposed in this study, particularly for depression-dominated areas. In addition, a corrected DEM was generated to reflect the bathymetry of potholes where the original DEM showed the water surface elevations (i.e., flats). A two-hump frequency distribution of TWI computed by using the modified procedure was identified for depression-dominated areas, whereas typical dendritic surfaces showed a one-hump distribution, as previously observed in other studies. The TWI computation based on the original DEM indicated peaks after the second hump, showing the presence of flats. However, the TWI computation for the corrected DEM led to fewer flat areas.
Changing DEM resolution also impacted TWI computations. Statistical summaries were provided for both depressional grids and all grids over the entire surface. Clear trends were observed for TWI, tan(β), and ln(α). Specifically, the mean of TWI increased from 8.19 for the 1-m DEM to 8.53 for the 30-m DEM. However, depressional grids experienced a decrease in the mean TWI values, from 15.57 to 11.67 with decreasing resolution from 1 m to 30 m. The mean values of tan(β) for the entire surface and depressional grids remained relatively constant, whereas ln(α) for the entire surface and depressional grids had an opposite trend. This finding suggests that ln(α) dominates the computations of TWI for depressional grids.
The results demonstrated that currently available DEMs failed to capture actual topography of depression-dominated areas, which could lead to misleading values of TWI, which can further impact the hydrologic modeling relating to runoff generation. Specifically, the methodology and findings from this study can also be applied to modeling the hydrologic response of surfaces in the PPR or other depression-dominated surfaces around the world.
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