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Abstract
The spontaneous activity of a neuron as well as its response to constant stimuli
is often characterized by irregular and irreproducible spike trains. This variabil-
ity is due to various sources of neuronal noise. Many statistical features of these
spike trains such as the variability of interspike intervals (ISIs) and spike counts have
been theoretically understood by means of reduced stochastic neuron models that
are amenable to a mathematical analysis. Most of these models belong to the class
of renewal models, in which the ISIs within a spike train are statistically independent.
Because of this convenient mathematical property, renewal models have proven very
successful in explaining the first-order ISI statistics. However, numerous experimen-
tal studies have reported correlations between ISIs – a higher-order statistics that
cannot be described by a renewal model. The present thesis deals with the theoreti-
cal analysis of non-renewal models. In particular, two scenarios are investigated more
closely: neurons in the presence of colored noise representing temporally correlated
inputs and neurons exhibiting spike-frequency adaptation in the presence of different
sources of noise. Using extended integrate-and-fire neuron models, approximation
techniques are put forward to analytically calculate the stationary ISI statistics in the
sub- and suprathreshold spiking regime. The analysis focuses on the serial correla-
tion coefficient (SCC).
The perfect integrate-and-fire (PIF) model, which is the canonical model for supra-
threshold periodic firing, serves as the basis for further extensions that render the
model non-renewal. In the first part, the PIF model is driven by colored noise in the
form of a multi-dimensional Ornstein-Uhlenbeck process, which represents a broad
class of possible colored noise processes. For this case, general formulas for the co-
efficient of variation, the SCC, the ISI density and the Fano factor are derived. For
the special case of exponentially-correlated noise, it is shown that colored noise with
a large correlation time can lead to strongly peaked ISI densities with a large skew-
ness and kurtosis. As another special case, a superposition of harmonic noise and
exponentially-correlated noise is considered. With such colored noise, complex serial
correlation structures that have been observed in electro-sensory neurons of paddle-
fish can be explained theoretically.
In the second part, a white-noise driven PIF model is extended by a deterministic
adaptation current that realizes an inhibitory feedback. An expression for the SCC is
derived for weak noise, which is valid for arbitrary feedback strengths and adapta-
tion time constants. The theory reproduces short-range, negative serial correlations,
which have been frequently reported for neurons with spike-frequency adaptation.
It also reveals an optimal ratio of time scales for which adjacent ISIs are most strongly
anti-correlated. Furthermore, two dynamical regimes are identified, where the SCC
is either negative at all lags or alternates in sign. By applying weak-noise approxi-
mation techniques, the stationary Fokker-Planck equation corresponding to the two-
dimensional Langevin equation can be solved, which results in explicit expressions
for the membrane potential distribution and the distribution of the adaptation vari-
able upon firing. Finally, it is shown how the ISI density, the linear response function
and the power spectrum can be computed for slow adaptation currents and arbitrary
noise strength. The theory explicitly reveals the inverse Gaussian statistics of ISIs,
the high-pass filter property of adaptation and the reduction of the power spectrum
at low frequencies due to negative serial correlations.
In the third part, the effect of a stochastic adaptation current is studied. This situation
arises when the adaptation current is mediated by a finite population of “adaptation
channels” (channel noise). By using the diffusion approximation it is shown that
slow adaptation channels introduce an intrinsic source of colored noise. The station-
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ary dynamics can be further approximated by a PIF model without adaptation but a
rescaled colored noise – a case that has been analyzed in the first part of the thesis.
As a consequence, the serial correlations are positive if the dominating noise emerges
from the slow adaptation current, which is in marked contrast to the negative corre-
lations observed for a deterministic adaptation current and fast sources of noise. The
colored noise also shapes the ISI densities towards a density that is more peaked than
an inverse Gaussian ISI density. This suggests an indirect method to determine the
time scales of the noise which underlies the response variability solely on the basis
of the ISI statistics. In particular, negative SCCs and inverse Gaussian ISI densities
hint at fast noise sources, whereas positive SCCs and peaked ISI densities indicate
the presence of slow noise. Applying this method to in vivo spiking data of locust
auditory receptor cells reveals strong evidence for two distinct sources of noise, slow
adaptation channel noise and fast channel noise.
In the fourth part, the subthreshold, excitable regime is addressed. It is assumed
that the neuron keeps a memory through an internal variable with a finite number of
discrete states. Firing events are generated by a state-dependent escape rate, whereas
the dynamics of the internal variable is given by a Markovian jump process. For
this model a general kinetic scheme is constructed that keeps track of the number
of spikes at a given time. The spike count statistics is used to derive the general
structure of the SCC. The theoretical results are first applied to a leaky integrate-
and-fire model that is driven by a dichotomous colored noise. As a result, the spike
train switches randomly between two renewal processes. The serial correlations are
positive and become maximized at an optimal ratio of the two firing rates. Further-
more, an improved non-Markovian theory is developed that also captures more reg-
ular spiking states with a small coefficient of variation including the supra-threshold
regime. Finally, it is shown by simple models with self-inhibitory feedback how the
general Markovian theory can be employed to study negative serial correlations in
excitable neuron models with discrete adaptation states.
This thesis presents a number of analytical approaches for analyzing non-renewal
models and provides explicit formulas for higher-order spiking statistics. These re-
sults are useful for a general theory of non-renewal models, for gaining further in-
sights into functional aspects of non-renewal spiking and for the interpretation of
spike train data. The results also shed light on possible sources of noise in sensory
neurons.
iii

Zusammenfassung
Die spontane Aktivität von Neuronen sowie deren Antwort auf zeitlich konstante
Reize ist oftmals gekennzeichnet durch irreguläre und nicht-reproduzierbare Abfol-
gen von elektrischen Pulsen (Spikes). Diese Variabilität von Pulszügen wird durch
verschiedene Rauschquellen verursacht. Viele statistische Eigenschaften von Pulszü-
gen wie etwa die Statistik der Interspike-Intervalle (ISIs) können durch reduzierte
stochastische Neuronenmodelle theoretisch verstanden werden. Die meisten dieser
Modelle gehören zur Klasse der Erneuerungsmodelle, in welchen die ISIs statistisch
unabhängig voneinander sind. Aufgrund dieser für die mathematische Analyse vor-
teilhaften Eigenschaft haben sich Erneurungsmodelle als sehr erfolgreich erwiesen,
die Statistiken erster Ordnung wie die ISI Varianz und die ISI Verteilung zu berech-
nen und zu erklären. Etliche experimentelle Studien haben jedoch gezeigt, dass Statis-
tiken höherer Ordnung, wie das Vorhandensein von Korrelationen zwischen ISIs,
nicht vereinbar sind mit einem Erneuerungsmodell. Die vorliegende Doktorarbeit
beschäftigt sich mit der theoretischen Untersuchung von Nicht-Erneuerungsmodellen.
Insbesondere werden zwei Szenarien eingehender studiert: Neuronen unter dem
Einfluss von farbigem Rauschens, welches zeitlich korrelierte Eingangsströme reprä-
sentiert und Neuronen mit Feuerraten-Adaption unter dem Einfluss von verschiede-
nen Arten von Rauschen. Einfache Erweiterungen von “Integrate-and-fire”-Model-
len sowie die Verwendung von Näherungsmethoden erlauben es, die ISI-Statistik
sowohl für das unter- als auch für das überschwellige Feuer-Regime analytisch zu
berechnen. Ein besonderer Schwerpunkt liegt hier auf der Berechnung des seriellen
Korrelationskoeffizienten (SCC).
Im überschwelligen Feuer-Regime dient das sogenannte “perfect integrate-and-
fire”-Modell (PIF-Modell) als Grundlage für Erweiterungen, die das PIF-Modell in
ein Nicht-Erneuerungsmodell überführen. Im ersten Teil wird ein PIF-Modell be-
trachtet, das durch farbiges Rauschen in Form eines mehrdimensionalen Ornstein-
Uhlenbeck-Prozesses getrieben wird. Solch ein Prozess realisiert eine große Modell-
Klasse von farbigen Rauschprozessen. Für diesen recht allgemeinen Fall werden an-
alytische Formeln für den Koeffizienten der Variation, den SCC, die ISI-Dichte und
den Fano-Faktor hergeleitet. Für den speziellen Fall von exponentiell-korreliertem
Rauschen wird gezeigt, dass lange Korrelationszeiten zu ausgeprägteren Maxima
in der ISI-Dichte führen. In einem weiteren Spezialfall wird eine Überlagerung von
exponentiell-korreliertem Rauschen und harmonischem Rauschen betrachtet. Mit die-
sem Modell können komplexe Korrelationsstrukturen, die in elektro-sensorischen
Neuronen des Löffelstörs beobachtet werden, theoretisch erklärt werden.
Im zweiten Teil wird ein durch weißes Rauschen getriebenes PIF-Modell durch
einen deterministischen Adaptionsstrom erweitert, der einen negativen Rückkop-
plungsmechanismus darstellt. Für dieses Modell, kann eine Formel für den seriellen
Korrelationskoeffizienten gefunden werden, die für beliebige Rückkopplungsstärken
und Adaptionszeitkonstanten gültig ist. Diese Theorie reproduziert die negativen
Korrelationen, die häufig bei Neuronen mit Feuerraten-Adaption gemessen wurden,
und offenbart ein optimales Zeitskalenverhältnis, für welches die Anti-Korrelationen
maximal sind. Weiterhin kann die zweidimensionale Fokker-Planck-Gleichung, die
dem Modell entspricht, für den stationären Fall gelöst werden, falls das Rauschen
schwach ist. Aus dieser Lösung kann die Verteilung der Adaptionsvariablen direkt
nach dem Feuern sowie die Membranpotentialverteilung abgeleitet werden. Schließ-
lich wird aufgezeigt, wie die ISI-Dichte, die lineare Antwortfunktion und das Leis-
tungsspektrum für den Fall von langsamer Adaption berechnet werden kann. Die
Theorie zeigt die inverse Gauss-Statistik für die ISIs, die typische Hochpass-Eigen-
schaft von Adaption sowie die Reduzierung des Leistungsspektrums bei tiefen Fre-
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quenzen aufgrund negativer serieller Korrelationen.
Im dritten Teil wird der Effekt eines stochastischen Adaptionsstroms untersucht.
Diese Situation tritt auf, wenn der Adaptionsstrom aus einer endlichen Anzahl von
“Adaptionskanälen” resultiert (Kanalrauschen). Unter Benutzung der Diffusionsnä-
herung wird gezeigt, dass langsame Adaptionskanäle eine intrinsische Quelle für
farbiges Rauschen darstellen. Weiterhin kann die stationäre Dynamik des Modells
durch ein PIF-Modell mit farbigem Rauschen anstelle eines Adaptionsstroms genähert
werden. Genau dieser Fall wurde im ersten Teil theoretisch untersucht. Infolgedessen
sind die Korrelationen positiv, wenn langsames Adaptionskanalrauschen dominiert,
wohingegen die Korrelationen negativ sind, wenn schnelle Fluktuationen dominieren.
Das farbige Rauschen des Adaptionsstroms beeinflusst auch die Gestalt der ISI-Dichte,
die ein ausgeprägteres Maximum besitzt als eine entsprechende inverse Gauss-Ver-
teilung. Das legt eine indirekte Methode nahe, mit der die Zeitskalen des dominieren-
den Rauschens allein aus der Statistik der Interspike-Intervalle abgeschätzt werden
können. Insbesondere, weisen negative Korrelationen und inverse Gauss-Dichten
für die ISIs auf schnelles Rauschen hin, wohingegen positive Korrelationen und ein
ausgeprägtes Maximum in den ISI-Dichten auf die Anwesenheit von langsamem
Rauschen hindeutet. Die Anwendung dieser Idee auf Pulszüge auditorischer Rezep-
torzellen von Heuschrecken erlaubt in der Tat Rückschlüsse auf das zugrundeliegende
Rauschen. Insbesondere scheint für diese Zellen langsames Rauschen zur Variabilität
der Spikes beizutragen.
Der vierte Teil wendet sich dem unterschwelligen, anregbaren Feuer-Regime zu. Es
wird zusätzlich angenommen, dass das Feuern von einer versteckten Variablen ab-
hängt, die eine endliche Anzahl diskreter Zustände annehmen kann. Spikes werden
durch eine zustandsabhängige Feuerrate generiert, und die versteckte Variable wird
als diskreter Markov-Prozess modelliert. Für dieses Modell wird ein allgemeines
Markov-Schema vorgeschlagen, welches auch die Pulszahlen explizit als Zustände
des Systems einbezieht. Die Statistik der Pulszahlen kann dann genutzt werden,
um die allgemeine Struktur des seriellen Korrelationskoeffizienten abzuleiten. Diese
Markov-Theorie wird zuerst auf ein “leaky integrate-and-fire”-Modell angewendet,
welches durch dichotomes farbiges Rauschen getrieben wird. Die seriellen Korre-
lationen sind in diesem Fall positiv und werden maximal bei einer endlichen Am-
plitude des dichotomen Rauschens. Eine alternative Nicht-Markov-Theorie liefert
bessere Übereinstimmungen im Fall von reguläreren Pulszügen. Schließlich wird
ein einfaches Modell mit negativer Rückkopplung betrachtet, welches Modellen mit
Adaptionsströmen ähnelt. Die Markov-Theorie kann negative Korrelationen in diesen
Modellen erklären.
Diese Doktorarbeit entwickelt eine Reihe analytischer Methoden zur Untersuchung
von Nicht-Erneuerungsprozessen und beinhaltet eine Vielzahl analytischer Formeln
für die Feuerstatistik höherer Ordnung. Diese Resultate sind hilfreich für die Ent-
wicklung einer allgemeinen Theorie von Nicht-Erneuerungsmodellen, für das Ver-
stehen funktionaler Aspekte von Nicht-Erneuerungsmodellen sowie für die Inter-
pretation von Spike-Daten einzelner Neuronen.
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Chapter 1.
Introduction
This thesis is concerned with the on-going activity of single neurons. Neurons, also
known as nerve cells, are fascinating types of cells that are able to communicate with
other cells by means of short electrical pulses called spikes or action potentials. The
spikes are thought to be the biophysical basis of information processing and information
transmission in the nervous system. For instance, all information that we receive from
our environment, e.g. if we see an object or hear a sound, is encoded by sensory neurons
into sequences of spikes, called spike trains, which carry the information about the light
or sound stimulus. These spikes are sent to the brain, where they are further processed
by other neurons. Thus, we may think of spike trains as being the language of neurons.
The nervous system contains a gigantic number of neurons, which are highly intercon-
nected via small junctions called synapses. For example, the human brain houses about
100 billion neurons, each of which receives spikes from thousands of other neurons and
responds with an incessant sequence of spikes. Our brain is never quiet but sustains
an inconceivably complex spiking activity – even if sensory stimuli are absent. It is a
fundamental paradigm in neuroscience that our mental functions such as perceptions,
thoughts, feelings, the control of what we say and how we move are ultimately encoded
in the complex patterns of spikes in the brain [Kandel et al., 2000] (although the neural
code is not yet known).
To understand how the brain computes with spikes, neurons are often regarded as the
basic computational units of a large network. Therefore, it is crucial to first understand
the properties of single neurons. It turns out, however, that these units are themselves
highly complex systems. In fact, nerve cells are extended, macroscopic structures that
typically consist of three main parts, dendrites, soma and axon (a schematic sketch is
shown in Fig. 1.1). A neuron is confined by a cell membrane with intricate electrical prop-
erties: small proteins called ion pumps maintain concentration gradients of different ions
between inside and outside the cell and establish an electrical potential difference across
the membrane. This causes a permanent flow of ions through thousands of ion channels –
tiny pores embedded in the cell membrane. Each channel is a macromolecule that is sub-
ject to collisions by molecules of the surrounding fluid. These permanent kicks make a
channel open and close in an irregular and unpredictable fashion, which leads to fluctua-
tions of the total membrane current. Moreover, the current through the membrane is not
simply proportional to the membrane potential but it can change in a disproportionately
large (“non-linear”) manner: in particular, if the membrane potential is excited above a
certain threshold, a strong positive feedback mechanism is initiated that generates the fa-
mous action potential [Hodgkin and Huxley, 1952]. From the spike initiation zone called
axon-hillock, the electrical impulse travels along the axon, a long nerve fiber that projects
1

models may permit a mathematical analysis, especially the derivation of analytical for-
mulas for quantities that can be measured in experiments or simulations. An analytical
formula is a (simple) functional relationship between such a quantity and the parameters
of the model, i.e. it summarizes the dependencies on all external and internal parame-
ters in a single mathematical expression. This substantially facilitates the discovery and
formulation of interesting and experimentally testable hypotheses. Moreover, analytical
calculations often involve approximations (often inspired by methods from theoretical
physics) that require a good intuition and thus understanding of the system.
Minimal models of neurons have a long tradition in theoretical neuroscience [Lapicque,
1907, FitzHugh, 1961, Gerstein and Mandelbrot, 1964, Stein, 1965, Holden, 1976, Izhike-
vich, 2005]. Most models are formulated by dynamical systems that realize generic be-
havior like excitability or oscillations. Setting up a minimal model can be considerably
facilitated by the fact that the computationally relevant information of a neuron is only
carried by the spike times. The reason for this is that spikes have a stereotypical shape
that does not convey any information. As a consequence, it is not necessary to model the
complicated feedback process of an action potential explicitly. As shown in Sec. 1.1.2, this
allows to build a minimal spiking neuron model with only a single variable, the mem-
brane potential, and a so-called fire-and-reset rule. This simplified description belongs to
the famous class of integrate-and-fire models. It has been shown that these simple models
are able to predict the spike times of real neurons remarkably well [Badel et al., 2008,
Gerstner and Naud, 2009, Mensi et al., 2011].
As mentioned above, the reduction of the complex neural dynamics might demand a
stochastic description. Modeling the membrane potential as a stochastic process entails
that the firing of action potentials is also stochastic. Indeed, experimental recordings, es-
pecially in vivo, have shown that spike patterns are often highly irregular and irreprodu-
cable, which is consistent with a stochastic description (see Sec. 1.1). Consequently, spike
patterns must be quantified by statistical measures. Of particular interest is the statistics
of the intervals between subsequent spikes, the so-called interspike intervals. Can we un-
derstand the interspike interval statistics of a real neuron? And what does the statistics
tell us about the underlying stochastic dynamics of the neuron or its input? It has been
one of the great successes of theoretical neuroscience to explain the variability and typical
distributions of interspike intervals by simple, stochastic integrate-and-fire models [Ger-
stein and Mandelbrot, 1964, Stein, 1965, Ricciardi and Sacerdote, 1979, Tuckwell, 1989,
Burkitt, 2006a]. In these models, the membrane potential is driven by so-called white
noise, either in the form of Poissonian shot noise or Gaussian white noise. Here, the
qualifier “white” means that the noise has equal power at all frequencies. It can be con-
cluded that, in many cases, noise is an essential ingredient of a minimal neuron model.
The most important sources of neural noise are discussed in Sec. 1.1 and are summarized
in Fig. 1.1.
Most of the standard neuron models, including the classical Hodgkin-Huxley model,
do not retain a noticeable memory of their dynamics that extends over two or more inter-
spike intervals (ISIs). As a consequence, most neuron models generate spike trains with
(approximately) independent interspike intervals. A spike generating model with such a
property is called a renewal model. The term “renewal” means that the state of the spike
generator is “renewed” after each spike which leaves no memory of previous ISIs. This
class of spike trains is widely employed to model neural spiking. Renewal models are
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theoretically well understood and convenient for the mathematical analysis [Cox, 1962,
Gerstner and Kistler, 2002]. The reason for this is that the statistics of a renewal model
is completely determined by the distribution of interspike intervals. In integrate-and-fire
neuron models with white noise, the ISI density amounts to the famous first-passage-
time problem, which has a long history in the theory of stochastic processes [Schrödinger,
1915, Pontryagin et al., 1933]. Once an analytical formula for the ISI density has been ob-
tained for a given renewal model, further important characteristics of the spike train such
as the power spectrum, the auto-correlation function, and the spike-count distribution
can be computed analytically [Cox and Lewis, 1966, van Vreeswijk, 2010].
Although mathematically convenient, renewal models cannot describe correlations be-
tween ISIs. Such correlations have been, however, frequently observed in real spike trains
both in peripheral and central neurons as well as across many species [for a review see
Farkhooi et al., 2009, Avila-Akerberg and Chacron, 2011]. It has been demonstrated for
certain sensory neurons that the sequential arrangement of ISIs matters: Compared to
corresponding renewal ISI sequences, in which all correlations have been eliminated by
a shuffling of ISIs, the original ISI sequences proved to be more capable of detecting
weak signals [Ratnam and Nelson, 2000, Chacron et al., 2001, Engel et al., 2009] and were
more suitable for information processing due to a reduced noise power at low frequen-
cies [Chacron et al., 2004a, 2005a]. Information carried by the sequential order of ISIs is
completely ignored by a renewal model.
In order to account for correlations in the sequence of ISIs, non-renewal models have
been proposed that keep a memory of previous ISIs. Moreover, simple extensions of the
standard renewal models such as the inclusion of synaptic dynamics, adaptation mech-
anisms or the presence of temporally-structured input currents introduces correlations
between ISIs and thus renders the model non-renewal. In contrast to renewal models,
however, the theory of non-renewal neuron models is still poorly developed. In par-
ticular, a theory for ISI correlation has been put forward only for a few special cases
[Middleton et al., 2003, Lindner, 2004a, Lindner et al., 2005a]. The most likely reason
is that these models are difficult to analyze because of their inherently non-Markovian
character [Verechtchaguina et al., 2006]. Over the last decade, researchers have started
to explore the correlation structure of non-renewal models using numerical simulations
[Wang, 1998, Chacron et al., 2000, Liu and Wang, 2001, Chacron et al., 2003, Muller et al.,
2007, Benda et al., 2010]. These studies have linked short-range negative correlations,
which are characteristic for adapting neurons, to self-inhibitory feedback mechanisms
such as adaptation currents or dynamic thresholds. However, the emergence of negative
correlations in adapting neuron models has resisted a theoretical analysis. It is one of
the main goals of the present thesis to derive analytical formulas for the ISI correlations.
Such formulas may help to understand under which conditions negative correlations can
be expected and how they depend on the system’s parameters.
Non-renewal behavior is also expected when a neuron receives an external signal with
a temporal structure. In the simplest case, the signal can be modeled by a Gaussian ran-
dom process with an exponentially decaying correlation function. Often a random input
signal with temporal correlations is referred to as colored “noise”, a term that I will also
frequently employ regardless of whether the input is meaningless noise or a meaningful
signal (or a mixture of both). The case of an exponential correlation function has been the-
oretically studied by Middleton et al. [2003], Lindner [2004a]. The authors found that the
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ISI correlations were positive and decayed exponentially at a rate that corresponds to the
decay rate of the input correlations. Thus, the ISI correlation structure of the neural out-
put strongly resembled the input correlation structure. This suggests, that non-renewal
statistics such as the ISI correlation coefficient might be the most significant statistics to
infer the (possibly unknown) correlation structure of the input. To investigate this hy-
pothesis, it is important to know how a general input stimulus with a non-exponential
correlation function translates into ISI correlations.
Organization of the thesis
In the remainder of this chapter I will review important concepts that are needed for
the present study. This includes the introduction of stochastic integrate-and-fire models
(Sec. 1.1), the theory of stationary point processes (Sec. 1.2) as well as models with col-
ored noise and spike-frequency adaptation (Sec. 1.3). In Chap. 2, I generalize the theory
of Lindner [2004a] to arbitrary Gaussian stimuli, in order to study the effect of colored
noise with a general correlation structure. Specifically, I derive the ISI statistics for a per-
fect integrate-and-fire (PIF) model (the canonical model for a tonically firing neuron) that
is driven by a weak Gaussian stimulus with an arbitrary correlation function. The gen-
eral relations between input and output statistics show that both ISI density and serial
correlations are affected by colored noise. In particular, it will be shown theoretically that
exponentially-correlated colored noise shapes the ISI density towards a more skewed and
peaked distribution. As another application, the ISI statistics of a model for electrosen-
sory afferents of paddlefish [Engel et al., 2009] is calculated, which exhibits complex spike
pattern [Neiman and Russell, 2004, 2005].
In Chap. 3, I consider a white-noise driven PIF model with an adaptation current that is
triggered by its own spikes. This model is similar in spirit to previous integrate-and-fire-
type models with a spike-triggered adaptation mechanism [Liu and Wang, 2001, Chacron
et al., 2003, Benda et al., 2010]. In particular, it shows spike-frequency adaptation to step
stimuli and exhibits negative ISI correlations. Despite the apparent simplicity of previous
models it turned out to be rather difficult to obtain explicit expressions for the ISI correla-
tion coefficient. In contrast, the adapting PIF model can be treated analytically because the
steady-state of the noiseless dynamics, which constitutes a limit cycle, can be calculated
explicitly. Using linearization techniques I will derive the weak-noise limit of the ISI cor-
relation coefficient. Furthermore, based on weak noise approximations, the stationary
Fokker-Planck equation can be solved resulting in explicit expressions for the distribu-
tion of the adaptation current upon firing and the membrane potential distribution. The
presented approach does neither rely on a weak feedback assumption [Urdapilleta, 2011]
nor does it assume a slow adaptation dynamics that averages the feedback [Wang, 1998,
La Camera et al., 2004]. It only assumes that the noise is weak. This allows us to ex-
plore the whole dynamical range including fast and strong adaptation. The chapter is
concluded by an analysis of the effect of a slow adaptation current on the dynamical re-
sponse function and the power spectrum. In summary, Chap. 3 provides an extensive
theoretical analysis of an adapting neuron model in the presence of white noise.
The analysis of Chap. 2 and 3 provides theoretical insights into how colored noise
and adaptation affect the ISI statistics. An intriguing idea is whether these insights can
be used to address the inverse problem: given experimentally measured ISI density and
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ISI correlations, what does it tell us about the underlying stochastic spike generator? I
will show in Chap. 4, how the theory together with experimental and simulation studies
can be used to make strong hypotheses about the primary sources of noise that cause ISI
variability in auditory receptor neurons of locust. For these cells, the spiking response
to pure tone stimuli have been recorded in vivo at different sound intensities by K. Fisch
[Fisch, 2011]. These cells exhibit pronounced spike-frequency adaptation and ISI vari-
ability. We hypothesize that the variability is caused by channel noise from different ion
channel populations including not only channel populations with fast channel kinetics,
but also a population that mediates a slow adaptation current. I will show by mathemat-
ical analysis that slow adaptation channel noise acts as a source of colored noise and that
an adapting PIF model with adaptation channel noise can be approximately mapped to
a non-adapting PIF model driven by colored noise. To this approximation, the theoreti-
cal results of Chap. 2 can be applied. As a result, ISI variability caused by fast channel
noise is characterized by an inverse Gaussian ISI density and negative ISI correlations
(as shown in Chap. 3), whereas slow adaptation channel noise leads to more skewed and
peaked ISI densities and positive ISI correlations. On the basis of this theoretical finding,
the experimental ISI statistics and a simulation study of channel noise suggest that both
fast channel noise and slow adaptation channel noise contribute to the ISI variability in
locust auditory receptor cells [Fisch, 2011].
The analysis of Chap. 2–4 applies quite generally to neurons that operate in the so-
called supra-threshold regime, in which the mean currents are sufficient to drive the
membrane potential periodically above the firing threshold (“mean-driven regime”). For
weak noise and constant input, these neurons fire almost periodically (also called repet-
itive or tonic spiking), which can be described by the dynamics along a limit cycle. For
such a limit-cycle dynamics the canonical model is indeed the perfect integrate-and-fire
model, which was the basis of Chap. 2–4. However, many neurons, e.g. in the cortex,
fire in a different, so-called sub-threshold regime, in which the mean currents alone are
not sufficient to reach the threshold, but current fluctuations are necessary to raise the
membrane potential above the threshold. Chap. 5 is concerned with non-renewal spik-
ing models that operate in this sub-threshold regime (also called excitable or fluctuation-
driven regime). Unfortunately, the weak-noise approximation techniques used to calcu-
late the ISI statistics in the supra-threshold cannot be carried over to the sub-threshold
regime. In fact, even for the weakest noise the spiking dynamics is not a small pertur-
bation of the deterministic limit, in which by definition of the sub-threshold regime no
spikes occur at all. Instead, the noise-induced spiking is modeled by “escape” rates that
depend on a hidden variable such as an adaptation current or a temporally correlated
signal. As a further simplification, it is assumed that the hidden variable is defined on a
discrete state space. In this framework, I derive the ISI correlation coefficient for a gen-
eral Markovian dynamics of the hidden variable. The theory is then applied to the two
standard situations: firstly, a neuron that is driven by colored noise (in the form of a
dichotomous Markov process), and secondly, a neuron with self-inhibitory feedback.
The more involved calculations are presented in the appendix separately for each chap-
ter. I hope that in this way the main ideas are laid out in a more accessible way.
6
1.1. Neural noise and simple stochastic models
Figure 1.2.: Neural response variability. A Three responses of an auditory receptor cell to the
same pure tone stimulus of 6 kHz frequency and 38 dB sound pressure level recorded intra-
cellularly from the axon. The variability is evident in the spike timings and the interspike
intervals. Figure adopted from Fisch [2011]. B The corresponding histogram of interspike
intervals over 100 trials shows a broad distribution. Values for the firing rate r and the co-
efficient of variation CV, a measure of variability (see Sec. 1.2.1), are given in the panel. The
value CV = 0.8 indicates a rather large variability, which is almost as large as for a Poisson
process (CV,Poisson = 1). The fluctuations of the histogram are due to the limited statistics of
ISIs (NISI = 464). ISI data have been provided by K. Fisch.
1.1. Neural noise and simple stochastic models
Neurons exhibit a high response variability to repeated presentations of one and the same
stimulus [van Steveninck et al., 1997, Shadlen and Newsome, 1998, Kreiman et al., 2000,
Ronacher et al., 2004], in particular if stimuli do not vary in time [Mainen and Sejnowski,
1995, Schaette et al., 2005]. Figure 1.2A shows an example of such response variability
in an auditory receptor cell of a grasshopper Fisch [2011]: applying the same pure tone
acoustic stimulus, the receptor cell responds with a variable number of spikes as well as
variable spike timings across different trials. In each single trial the occurrence of spikes
is highly irregular, which becomes particularly apparent in the broad distribution of in-
terspike intervals (Fig. 1.2B). In addition to the neural response variability, many neurons
fire spontaneously even in the absence of a sensory stimulus [Gerstein and Mandelbrot,
1964, Brenner et al., 2002]. These two examples are clear manifestations of the fact that
the firing of action potentials in vivo is a genuine stochastic process.
The stochasticity of neural spiking is due to several sources of noise at different lev-
els of the neural pathway [Faisal et al., 2008]. Figure 1.1 illustrates the most important
sources of neural noise. At the microscopic level, thermal noise caused by molecular agi-
tation gives rise to fluctuations in the potential difference across the resistive membrane.
This inevitable source of noise, also called Johnson-Nyquist noise, is small compared to
other sources of noise. However, thermal noise has important consequences for the func-
tioning of ion channels: the spontaneous changes of the conformational states (e.g. open
or closed states) of these macromolecules are essentially driven by thermal noise due to
permanent collisions with molecules in the surrounding medium. This random opening
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and closing of ion channels in turn causes fluctuations of ionic currents that result from
a finite population of channels. These fluctuations are termed channel noise and are prob-
ably the major source of noise that is intrinsic to the cell [Lecar and Nossal, 1971, White
et al., 2000, Jacobson et al., 2005]. Ion channel noise will be discussed in more detail be-
low (Sec. 1.1.1) and is the dominant source of noise in certain primary sensory neurons.
A simple model of a primary receptor cell in the auditory system of locust in the presence
of different types of channel noise will be analyzed in Chap. 4. In contrast, in central neu-
rons of the cerebral cortex the by far largest amount of noise is synaptic noise [Destexhe
and Paré, 1999]. This noise originates from the synaptic bombardment of the neuron by a
myriad of other neurons that make synaptic contact onto it. Presynaptic spikes, which ar-
rive at synapses in an irregular succession, cause small postsynaptic currents that add to
a synaptic current that drives the membrane potential. Due to the enormous number of
weakly correlated inputs, the synaptic current appears to be quasi-random, irrespective
of whether the input is random background activity or a highly complex deterministic
process that could constitute the signal. In either case, synaptic noise also includes truly
stochastic elements that arise from molecular events at the synapses (e.g. probabilistic
transmitter release). This results in amplitude fluctuations of post-synaptic currents [Bekkers
et al., 1990, Zucker and Regehr, 2002, Rosenbaum et al., 2012], hence synapses must be
regarded as unreliable devices.
The spontaneous neural activity as well as the response of neurons to stimuli cannot
be understood without taking into account these fluctuations [Knight, 1972b]. More-
over, noise can have a positive influence on neural function, e.g. by stochastic resonance
[Wiesenfeld et al., 1994, Gammaitoni et al., 1998, Anishchenko et al., 1999], gain modula-
tion [Chance et al., 2002], decorrelation of spiking activity [Knight, 1972a], enhancement
of signal detection [Engel et al., 2009], or fast transmission of noise coded signals [Lindner
and Schimansky-Geier, 2001, Silberberg et al., 2004].
1.1.1. The Langevin equation: application to channel noise
The most important concept for analyzing the effect of noise on the ISI statistics are
stochastic differential equations. In physicists’ parlance these equations are often called
Langevin equations named after Paul Langevin, who used a stochastic differential equa-
tion to describe the motion of Brownian particles. Similar equations can also be derived
for neural noise. The main assumption behind these derivations is the existence of a
small time scale ∆t which is small enough to allow a time discretization of the neural
dynamics of size ∆t (i.e. on the time scale ∆t the dynamics evolves approximately linear
in time) and large enough to accommodate a large number of stochastic events. Accord-
ing to the central limit theorem, the summed effect of a large number of independent
stochastic events can be described by a single Gaussian random variable, which dictates
the change of the dynamics on the time interval ∆t. Taking ∆t as macroscopically in-
finitesimal the discrete time description attains the form of a differential equation that
contains a stochastic term. This so-called “Langevin equation” is an approximate descrip-
tion with two important advantages: it allows very efficient simulations of the dynamics
and it is mathematically much more tractable than a detailed Markov model of the neural
dynamics. In a different context, this approach has been applied to a population of chem-
ically reacting particles by Gillespie [2000]. A practically analogous situation arises for a
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population of ion channels in the membrane of a neuron, and it is rather straightforward
to derive a “chemical Langevin equation” for ion channels. Below I will briefly outline
such a derivation using the example of channel noise in order to illustrate the emergence
of a Langevin equation and to provide the tools that are needed in Chap. 4. Because
the Langevin equation describes diffusion processes, this approach is also called diffu-
sion approximation. This approximation has been applied by many authors to study the
effect of channels on the neural dynamics [see e.g. Lecar and Nossal, 1971, Fox and Lu,
1994, Chow and White, 1996, Fox, 1997, Ochab-Marcinek et al., 2009]. A general review
of channel noise in neurons is given in [White et al., 2000].
Channel noise
Let us consider a population of N independent ion channels. The simplest model of an
ion channel is a Markovian two-state model that can reside in an open (conducting) or
in a closed (non-conducting) state. Let α(V) be the transition rate from the closed to
the open state and let β(V) be the transition rate from the open to the closed state. The
transition rates may depend on the membrane potential V, which is an important feature
of many ion channels. Hence, we have the reaction scheme
closed
α(V)−−⇀↽ −
β(V)
open (1.1)
for each channel. Let furthermore nop and ncl denote the number of open and closed
channels, respectively. It is sufficient to discuss the dynamics of nop in the following
because ncl = N − nop. The number of open channels nop is a random variable due to
the random activity of the single channels. What is the stochastic time evolution nop(t)?
To answer this question, we need to know how nop changes from time t to time t + ∆t,
where ∆t is a small time span. This change ∆n(t) = nop(t + ∆t) − nop(t) is given by
the difference of the number of opening transitions and the number of closing transitions
during the time interval ∆t. Because V can change over time, the time interval should be
small enough to ensure that the rates α(V) and β(V) do not vary strongly on this time
scale. If we further choose ∆t such that α(V)∆t  1, each of the closed channels has the
small probability α(V)∆t to open during ∆t and the probability of several openings of a
single channel is negligibly small. For the population of the N − nop(t) closed channels,
the number of opening transitions in the interval ∆t follows a Poisson distribution with
mean and variance equal to (N − nop(t))α(V)∆t. Similarly, if β(V)∆t  1, the number
of closing transitions has mean and variance nop(t)β(V)∆t. In total, the expected change
of the number of open channels is thus 〈∆n(t)〉 = (N − nop(t))α(V)∆t− nop(t)β(V)∆t
and the variance of this change is 〈∆n(t)2〉 = (N − nop(t))α(V)∆t + nop(t)β(V)∆t be-
cause the number of opening and closing transitions is independent. The distribution of
the number of transitions in ∆t is approximately Gaussian if the mean number of transi-
tions is sufficiently large. That means that the change of the number of open channels is
determined by its mean and variance. Thus, we have the representation
∆n(t) = 〈∆n(t)〉+
√
〈∆n(t)2〉Nt, (1.2)
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where Nt is a sequence of Gaussian random numbers with 〈Nt〉 = 0 and 〈NtNt′〉 = δt,t′ .
In other words, at each time stepNt is independently drawn from a Gaussian distribution
with zero mean and unit variance.
It is useful to consider the relative change of nop(t) by introducing the fraction of open
channels W(t) = nop(t)/N. Dividing Eq. (1.2) by N∆t and using the expressions for
〈∆n(t)〉 and 〈∆n(t)2〉 yields
W(t + ∆t)−W(t)
∆t
= (1−W(t))α(V)−W(t)β(V) +
√
(1−W(t))α(V) +W(t)β(V)
N∆t
Nt.
(1.3)
On a time scale much larger than ∆t this equation can be regarded as a differential equa-
tion; in this coarse-grained view ∆t is often referred to as macroscopically infinitesimal.
This means that Eq. (1.3) can be formally written as
W˙ = (1−W)α(V)−Wβ(V) +
√
(1−W)α(V) +Wβ(V)
N
ξ(t), (1.4)
where ξ(t) = Nt/
√
∆t is a so-called Gaussian white noise process with the properties
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = δ(t− t′). (1.5)
Equation (1.4) is called a Langevin equation. In the limit ∆t → 0, ξ(t) rapidly varies
between plus infinity and minus infinity. For this reason, the Langevin equation (1.4)
is somewhat formal and should be interpreted in the discretized form Eq. (1.3)1. Nev-
ertheless, stochastic differential equations of the form Eq. (1.4) are extremely useful in
applications and theory and will play a central role in this thesis. One reason is its intu-
itive representation as a continuous, deterministic dynamical system which is driven by
a highly fluctuating noise “force”. For instance, for infinitely many channels, N → ∞, the
noise term vanishes and the fraction of open channels W(t) follows a smooth determin-
istic trajectory. For finite N, however, this smooth trajectory is perturbed by fluctuations
arising from the non-vanishing noise term in Eq. (1.4) resulting in a ragged motion of
W(t). These fluctuations of the fraction of open channels, which are caused by a finite
number of ion channels, are called channel noise. An illustration of channel noise for a
model of an adaptation current, which will be used in Chap. 4, is shown in Fig. 1.3.
As can be seen from the noise term in Eq. (1.4), a smaller population of ion channels
results in a larger channel noise (cf. also Fig. 1.3A and B). However, the amount of fluc-
tuations also depends on the open probability itself. To estimate this dependence, it is
convenient to rewrite Eq. (1.4) in a slightly different form:
τw(V)W˙ = −W + w∞(V) +
√
2τw(V)σ2w(V, W)ξ(t) (1.6)
with the time constant and the steady-state open probability
τw(V) =
1
α(V) + β(V)
, w∞(V) =
α(V)
α(V) + β(V)
(1.7)
1Eq. (1.3) corresponds to the Ito interpretation of the Langevin equation (1.4), in which the prefactor of ξ(t)
is evaluated at the beginning of the time interval.
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Figure 1.3.: Channel noise in the fraction of open ion channels W and diffusion approximation.
Trajectories of W are depicted for populations of 200 (left) and 1000 (right) two-state channels
that mediate an adaptation current (see Chap. 4). A Simulation of the full channel model with
opening rates α = w∞/τw and closing rates β = (1− w∞)/τw, where w∞ is shown vs. time in
the top panels. B Trajectories of the diffusion model, Eq. (1.6), for which the diffusion approxi-
mation of the corresponding channel model has been applied. For N = 1000 the fluctuations of
W for both models are small and resemble each other. Note that w∞(t) is different for the chan-
nel model and the diffusion model because w∞ depends on W through a feedback mechanism
(cf. Chap. 4). Parameter values: τw = 100 ms.
and the strength of channel noise
σ2w(V, W) =
1
2N
[(1−W)w∞(V) +W(1− w∞(V))] . (1.8)
In the deterministic limit N → ∞, the fraction of open channels obeys τw(V)W˙ = −W +
w∞(V). Thus, if V changes only slowly, the fraction of open channels adiabatically ad-
justs to the steady-state open probability w∞(V). In this case, the noise strength becomes
roughly σ2w(V, w∞(V)) = [1− w∞(V)]w∞(V)/N. This relation clearly illustrates the fact
that the fluctuations vanish if the steady-state open probability is zero or one. In these
cases, all channels are closed or open, respectively. In particular, there is no variability in
the number of open channels. On the other hand, for an intermediate open probability
there is variability, which becomes maximal when the open probability is 12 .
How does channel noise enter into the neural dynamics? For simplicity, let me assume
that the neuron can be described by a single compartment with a single membrane po-
tential V. The insulating membrane can be regarded as a capacitor that separates ionic
charges located on the inside and outside of the membrane. Furthermore, the ion chan-
nels and ion pumps give rise to membrane conductances that are connected in parallel
to the capacitor. In such an electrical circuit the change of voltage must be balanced by
all currents that flow across the membrane. Accounting for membrane and synaptic cur-
rents as well as, in an experimental setup, an injected current the current balance equation
11
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reads
CmV˙ = −
Nm
∑
k
Ik − Isyn + Iext, (1.9)
where Cm is the membrane capacitance, Ik are membrane currents corresponding to Nm
different types of ion channels (outward currents are defined positive), Isyn is the total
synaptic current and Iext denotes an externally injected current. The capacitance Cm and
the membrane currents Ik carried by the conductances are proportional to the area A of
the membrane. To remove this dependence on A, the specific membrane capacitance
cm = Cm/A and the currents per unit area ik = Ik/A are introduced. Furthermore, the
currents ik can be related to the membrane potential through ik = gk(V − Ek) (Ohm’s
law). Here, Ek is the so-called reversal potential and gk is the conductance per unit area
that are associated with the current of type k. Using these definitions, Eq. (1.9) can be
rewritten as
cmV˙ = −
Nm
∑
k
gk(V − Ek)−
Isyn − Iext
A
. (1.10)
Channel noise associated with ion channels of type k enters this dynamics through the
conductance gk. In fact, gk is proportional to the number of open channels nop,k and the
conductance of a single channel gˆk and is inversely proportional to the membrane area.
Hence, it holds gk =
gˆknop,k
A =
gˆk Nk
A Wk, where Nk and Wk are the total number of channels
and the fraction of open channels of type k, respectively. If the ion channels of type k can
be modeled by two-state processes with transition rates αk and βk and if the diffusion
approximation is applicable, Wk(t) obeys the Langevin equation (1.4). In such a model it
is possible to vary the number of channels Nk and to study the effect of channel noise. To
this end, it is desirable that the variation is performed in such a way that only the size of
fluctuations is changed, but not the deterministic part of the current. This requires that
the maximal conductance g¯k = gˆkNk/A remains constant. For instance, channel noise
can be increased by decreasing the membrane area A while keeping a constant channel
density Nk/A.
1.1.2. Stochastic integrate-and-fire neuron models
Equation (1.10) is capable of producing highly nonlinear dynamics that can generate ac-
tion potentials, because the membrane conductances gk are itself active dynamical vari-
ables that may depend on other quantities such as the membrane potential or the in-
tracellular calcium concentration. Such neuron models are called conductance-based. For
instance, the sodium conductance is activated when V is sufficiently depolarized caus-
ing sodium ions to rush into the cell, which in turn leads to a further depolarization
and an even larger sodium conductance. This positive feedback process constitutes the
rapid upstroke of an action potential. The neuron is repolarized by the delayed activa-
tion of potassium channels that allow potassium ions to flow out of the cell and by the
additional inactivation of sodium channels. The potassium outflux even causes a hy-
perpolarization following the spike, where the membrane potential is below the resting
potential. The whole trajectory of such an action potential has a stereotypical shape that
is the same for all spikes (Fig. 1.4A). This suggests a simplification of a conductance-
based model: instead of modeling the complicated, non-linear action potential, one may
employ a model that generates only the spike times but not the action potentials them-
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Figure 1.4.: Spike train and sequence of interspike intervals. A Intracellular recording from the
axon of an auditory receptor cell of locust (adopted from [Fisch, 2011]). The recording shows
action potentials with a stereotypical shape. B This spike train can be approximated by a se-
quence of delta-functions centered at the spike times. C The intervals between subsequent
spikes form a sequence {. . . , Ti, Ti+1, Ti+2, . . . }, the interspike interval (ISI) sequence. The sta-
tistical properties of this sequence, especially correlations within the sequence, is the main topic
of the present study.
selves. In integrate-and-fire neuron models the spike times are defined as the events where
the membrane potential reaches a firing threshold Vth. In contrast to conductance-based
models, the dynamics of the membrane potential is only modeled below the threshold
(subthreshold dynamics). Thus, the suprathreshold part of the action potential is not de-
scribed explicitly, whereas the hyperpolarization part is modeled by an explicit reset of
V to some reset potential Vr < Vth.
The leaky integrate-and-fire model
A further simplification is achieved by assuming that below threshold the membrane
conductances are “passive”, i.e. that the channel kinetics (e.g. given by the rates α and β
in the two-state model) is approximately independent of V or any other dynamical vari-
able. Under this assumption, the membrane conductances can be split into a constant
mean conductance 〈gk〉 and channel noise δgk: gk = 〈gk〉+ δgk. Similarly, the total synap-
tic current can be expressed in the form Isyn = ∑Nsk gs,k A(V− Es,k), where the Ns different
synaptic conductances (per membrane area) can be represented as gs,k = 〈gs,k〉 + δgs,k.
Here, δgs,k are fluctuations due to presynaptic shot noise. For large channel popula-
tions and massive synaptic input, we can apply the diffusion approximation, according to
which δgk and δgs,k are Gaussian processes. For convenience, the membrane and synap-
tic currents can be combined into one sum comprising Nm + Ns conductances gk. Then,
Eq. (1.10) yields the passive subthreshold dynamics,
cmV˙ = −g0(V − E0)−
Nm+Ns
∑
k=1
δgk(V − Ek) + IextA , (1.11)
where g0 = ∑Nm+Nsk=1 〈gk〉 is an effective conductance and E0 = ∑Nm+Nsk=1 〈gk〉Ek/g0 is the
resting potential.
Equation (1.11) contains nonlinear terms, because the noises δgk are multiplied by the
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voltage-dependent factor (V− Ek) (multiplicative noise). In an approximation, known as
the effective-time-constant approximation [Burkitt, 2001, Steinmetz et al., 2000, Richard-
son and Gerstner, 2005], this nonlinearity is removed by setting δgkV ≈ δgkE0, which is
valid if |V − E0|  |E0 − Ek|. Dividing Eq. (1.11) by g0, we obtain
τmV˙ = −V + µ+ η(t), (1.12)
where τm = cm/g0 is the membrane time constant, µ = E0 + Iext/(g0 A) is the base “current”
(in units of voltage) and η(t) is a Gaussian noise process with zero mean and correlation
function
〈η(t)η(t′)〉 =
Nm+Ns
∑
k=1
(
E0 − Ek
g0
)2
〈δgk(t)δgk(t′)〉. (1.13)
The neuron model is completed by a fire-and-reset rule that states that if the membrane
potential reaches the threshold Vth at time t, a spike is registered at that time and the
membrane potential is reset to Vr < Vth. In formulae,
if V(t−) = Vth: V(t+)→ Vr, {ti}i∈N = {t ∈ R |V(t−) = Vth}, (1.14)
where {ti}i∈N denotes the set of spike times. The subthreshold dynamics, Eq. (1.12),
together with the fire-and-reset rule, Eq. (1.14), defines the famous leaky integrate-and-fire
model driven by Gaussian noise.
The ordered sequence of spike times {ti} with ti < tj for i < j is the actual output of
the model. Mathematically, such a sequence is a realization of a so-called point process
because the spike times can be thought of as random points on the time axis. An equiv-
alent description of the output is given by the stochastic process x(t) = ∑i δ(t− ti). This
process will be referred to as the spike train associated with the set {ti} because it exhibits
sharp δ-pulses centered at the spike times and is zero otherwise. Figure 1.4B shows an
example of a delta-spike train associated with the spike times that have been extracted
from an experimental spike train recording.
Ornstein-Uhlenbeck process and white-noise limit. Often the Gaussian noise η(t) is not
derived from an underlying biophysical model as it was done in Eq. (1.13), but is rather
postulated on a phenomenological basis or in a feasible form that allows a mathematical
analysis. One popular noise model is the Ornstein-Uhlenbeck process defined by the
Langevin equation
τη˙ = −η +
√
2Dξ(t), (1.15)
where ξ(t) is Gaussian white noise as defined in Sec. 1.1.1 and D is the noise intensity of
η(t). The stationary process exhibits an exponential correlation function
Cη(t) = 〈η(t′)η(t′ + t)〉 = D
τ
exp
(
−|t|
τ
)
. (1.16)
Thus, the time constant τ is the correlation time of the noise and σ2η = D/τ is its variance.
An equivalent description of the statistical properties of the Gaussian process η(t) can be
formulated in terms of the power spectral density, or simply called power spectrum,
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which is defined as the Fourier transform of the correlation function,
Sη(ω) =
∫ ∞
−∞
dt Cη(t)eiωt. (1.17)
For the Ornstein-Uhlenbeck process, the exponential correlation function gives rise to the
Lorentzian spectrum Sη(ω) = 2D/(1+ τ2ω2). In the limit τ → 0, the power spectrum is
equal to 2D at all frequencies. A noise process with such a flat power spectrum is called
white noise. The correlation function, being the inverse Fourier transform of the power
spectrum, becomes delta-correlated in this limit, which is consistent with our previous
definition Eq. (1.5).
Gaussian white noise is one of the simplest models to study the effect of fluctuations on
the firing statistics. In particular, using the notation ξ(t) for a Gaussian process with cor-
relation function 〈ξ(t)ξ(t′)〉 = δ(t− t′), and setting η(t) = √2Dξ(t), the leaky integrate-
and-fire (LIF) model driven by white Gaussian noise reads
τmV˙ = −V + µ+
√
2Dξ(t), if V = Vth: V → Vr. (1.18)
This model has a long history in theoretical neuroscience [Capocelli and Ricciardi, 1971,
Ricciardi, 1977, Tuckwell, 1989]. It allows to study basic statistical properties of station-
ary spike trains as well as signal transmission properties of neurons in a noisy environ-
ment [Brunel and Hakim, 1999, Lindner and Schimansky-Geier, 2001, Lindner et al., 2002,
Burkitt, 2006a,b].
The mean-driven and fluctuation-driven firing regime
Depending on the parameter µ the LIF model can operate in a mean-driven firing regime
or a fluctuation-driven firing regime (Fig. 1.5): For µ > Vth, the mean driving current µ
is strong enough to generate spikes already in the deterministic model, i.e. for D = 0.
In this so-called suprathreshold regime (also called mean-driven, oscillatory or tonically firing
regime) the deterministic dynamics generates a periodic spike pattern with interspike in-
tervals (ISIs) equal to T = τm ln[µ/(µ− Vth)]. In the presence of noise, the spike train is
not strictly periodic anymore (Fig. 1.5A) because the ISIs become random variables. This
is reflected in a finite distribution of ISIs (Fig. 1.5C). Nevertheless, if the noise is weak the
spike train is still rather regular. The regularity of a stationary spike train can be quanti-
fied by the coefficient of variation (CV) defined as the ratio of standard deviation to mean
of the ISIs. For a periodic spike train with unique ISI the CV is equal to zero, whereas for
a completely random spike train (a so-called Poisson process) the CV is equal to unity.
In the mean-driven regime with low noise, the CV is significantly smaller than one. This
regime will be considered in Chap. 2 – 4.
In contrast, the LIF model with µ < Vth is a prototypical model for the fluctuation-driven
regime (Fig. 1.5B). In this case, the deterministic model remains below the threshold and
hence does not generate spikes. However, in the presence of noise the firing threshold
can be reached due to fluctuations of the membrane potential. This regime is also called
excitable or subthreshold regime [Lindner et al., 2004]. Figure 1.5D shows that the ISIs in this
regime are approximately exponentially distributed except for small ISIs that are improb-
able due to neural refractoriness. The CV of an exponential distribution is equal to one
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Figure 1.5.: The mean-driven and the fluctuation-driven regime of the LIF model. A Trajectory
V(t) and spike train x(t) of the LIF model driven by white Gaussian noise, Eq. (1.18), for µ =
1.5 Vth (suprathreshold or mean-driven regime) and D = 0.02 V2thms. The corresponding ISI
density (C) possesses a coefficient of variation (CV) much smaller than unity. B Trajectory
V(t) and spike train x(t) for µ = 0.5 Vth (subthreshold or fluctuation-driven regime) and D =
0.05 V2thms. The corresponding ISI density (D) is close to an exponential distribution with a CV
close to unity. Parameter values in both cases: τm = 10 ms, Vth = 1.
and corresponds to a Poisson process, for which all spikes are independent. Such highly
irregular spiking with a nearly exponential ISI density and CVs close to one are typical
for cortical neurons in vivo [Softky and Koch, 1993]. This suggests that these neurons op-
erate in the fluctuation-driven regime, most probably caused by balanced excitatory and
inhibitory synaptic input. The analysis of non-renewal models that exhibit fluctuation-
driven spiking will be analyzed in Chap. 5.
It should be mentioned that the assumption of a passive membrane in the whole sub-
threshold region can be relaxed and a more realistic subthreshold voltage dynamics can
be modeled by non-linear integrate-and-fire models of the form
τmV˙ = f (V) + µ+
√
2Dξ(t), if V = Vth: V → 0. (1.19)
This model exhibits the desirable property that it is still one-dimensional, but is ca-
pable to capture realistic spike-initiation dynamics by properly choosing the function
f (V). In particular, the exponential voltage-dependence f (V) = −V + ∆T exp
(
V−Vth
∆T
)
has proven to be an accurate description of the subthreshold dynamics of real neurons
[Fourcaud-Trocmé et al., 2003, Badel et al., 2008]. This is due to the fact that close to the
threshold the activation curve of the fast sodium conductance depends approximately ex-
ponentially on the voltage. This example shows beautifully that a simple extension of the
LIF model can account for more realistic features like the non-linear, multidimensional
dynamics of fast conductances and voltage. Yet, the nonlinear integrate-and-fire model
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Figure 1.6.: The perfect integrate-and-fire model
driven by white Gaussian noise. A typical realiza-
tion V(t) for µ = 1, D = 0.125 and Vth = 1 (time in
units of the mean interspike interval). The generated
spike train is indicated on the top.
also has important limitations, one of which is related to the fact that a one-dimensional
neuron model driven by white noise cannot reproduce non-renewal spiking statistics. Be-
cause V(t) is a Markov process, any memory is erased upon spiking by the fire-and-reset
rule. Thus, all white-noise driven one-variable spiking models including the LIF model
belong to the class of renewal models.
Slow conductances or other slow processes, as e.g. adaptation processes, can keep a
memory beyond the last spike and hence induce ISI correlations. To model such non-
renewal behavior at least a second variable must be coupled to the voltage dynamics.
In the spirit of the above example, I will analyze in this thesis simple extensions of ba-
sic integrate-and-fire models that generate non-renewal spike trains. Investigations of
such minimal models may lead to an understanding of basic principles underlying non-
renewal spiking statistics. Certainly, the extension to multivariate models comes at a
price: for the sake of analytical tractability, the subthreshold dynamics will be linear in
its variables. Of particular importance will be various extensions of the perfect integrate-
and-fire model, a model in which the driving currents do not depend on the membrane
potential at all.
1.1.3. The workhorse – the perfect integrate-and-fire model
We saw that the noiseless LIF model makes a transition from a quiescent state with-
out spikes (subthreshold regime, µ < Vth) to a state of periodic spiking (suprathreshold
regime, µ > Vth). Hence, the noiseless LIF model exhibits a bifurcation at µ = Vth. In
the presence of noise, this bifurcation corresponds to a transition from the fluctuation-
driven to the mean-driven firing regime. If the mean current µ is increased even fur-
ther, the neuron will be driven so strongly that it fires like a pacemaker. In this tonically
firing regime, far beyond the bifurcation, the tonic part of the driving dominates any
voltage-dependence of the driving current. In the LIF model, Eq. (1.12), this means that
for µ  Vth the leak term −V can be neglected against the base current µ. Thus, the
subthreshold dynamics becomes V˙ = µ/τm + η/τm. Upon renormalization of the base
current and the noise by the membrane time constant, we obtain
V˙ = µ+ η(t), if V = Vth: V → Vr. (1.20)
Here, η(t) denotes again a zero-mean Gaussian noise. This model is called the perfect
integrate-and-fire model, or in short PIF model because it perfectly integrates its inputs.
A typical trajectory of the model and the associated spike train is shown in Fig. 1.6. De-
spite its simplicity, this model has been extremely successful in explaining the firing
statistics of single neurons. In their milestone paper, Gerstein and Mandelbrot [1964]
showed that the ISI distribution of certain neurons can be simply explained by a PIF
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model that is driven by white noise, i.e.
V˙ = µ+
√
2Dξ(t), if V = Vth: V → Vr. (1.21)
Specifically, let PWN(T)∆T be the probability that a given interspike interval Ti of the
white-noise driven PIF model falls between T and T + ∆T. The ISI density PWN(T) is
equivalent to the first-passage-time density of a Brownian particle with drift towards an
absorbing barrier. A classical result due to Schrödinger [1915] states that this density is
given by
PWN(T) =
Vth√
4piDT3
exp
[
− (µT −Vth)
2
4DT
]
, (1.22)
This probability density is known as the inverse Gaussian probability density. A typical
example of this distribution is shown in Fig. 1.7A(i).
The PIF model driven by white Gaussian noise is a renewal model and represents one
of the rare cases, for which the ISI density can be calculated exactly. This exactly solvable
case will serve as an important reference statistics, to which corresponding non-renewal
models will be compared. There is a deeper reason to this: in the suprathreshold regime
with constant input and sufficiently weak noise, any spiking neuron model behaves like
a PIF model because this model is the most basic description for the dynamics on a limit
cycle. In fact, the PIF model has the form of a phase oscillator for a phase V(t)Vth with
constant phase velocity µ/Vth. On the other hand, the phase dynamics of any limit cycle
oscillator can be mapped to a phase oscillator with constant velocity by a proper variable
transformation. In this sense, the PIF model can be regarded as the canonical model for
supra-threshold periodic firing and an inverse Gaussian ISI density can be expected for
sufficiently weak noise. A further reason, why the PIF model will serve as the workhorse
in a major part of this thesis (Chap. 2– 4), is that it allows non-trivial extensions that
are still analytically tractable (albeit only by means of approximations and under certain
assumption).
1.2. Renewal vs. non-renewal spike trains
The spikes generated by a stochastic neuron model like the LIF or PIF model can be
regarded as random points on the time axis (Fig. 1.4B). Therefore, the ordered sequence
of spike times ti with
−∞ < · · · < t0 < t1 < t2 < · · · < ∞ (1.23)
is also called a point process. As already mentioned, this point process can be associated
with a δ-spike train defined on the set of spike times,
x(t) =∑
i
δ(t− ti). (1.24)
In what follows, we are particularly interested in the statistical description of stationary
point processes. These are processes for which x(t) is a stationary stochastic process,
i.e. its statistics does not depend on absolute time. One can think of a stationary spike
train as being generated by a spiking neuron model that has been initiated at time t =
−∞ and that is homogeneous in time (i.e. all model parameters are constant). Because
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stationary point processes play a crucial role in the present thesis, I will briefly outline
the most important concepts and useful relations of the statistics of point processes in the
following.
What kind of statistics should we look at in order to characterize a spike train? In
general, the statistics of a point process can be described in terms of distribution functions
or generating functionals, much in the same way as for ordinary stochastic processes
[Stratonovich, 1967, van Kampen, 1992]. However, there are certain kinds of statistics
that are of particular significance for the analysis of single neuron spike data:
1. the statistics of the sequence of interspike intervals
2. the statistics of the nth-order intervals, i.e. statistics of the sum of n subsequent ISIs
3. the second order statistics of the spike train x(t) (auto-correlation, power spectrum)
4. the statistics of the number of spikes in a time window (0, t).
1.2.1. Interspike interval statistics
Because the main focus of this thesis is on the statistics of interspike intervals (ISIs), I
will elaborate on this kind of statistics, which is concerned with the times between two
subsequent spikes
Ti = ti − ti−1 (1.25)
(Fig. 1.4C). The ISIs Ti form a stochastic sequence {Ti} : . . . , T0, T1, T2, . . . , which can be
interpreted as a stochastic process with discrete time: the index i is simply regarded as
a discrete time argument2. As for stochastic processes, it is often useful to consider an
ensemble of sequences instead of a single sequence {Ti}. Then, the statistics of the ISI
sequence is completely determined by the hierarchy of distribution functions defined by
p(1)i (T) = 〈δ(T − Ti)〉, (1.26)
p(2)ij (T
(1), T(2)) = 〈δ(T(1) − Ti)δ(T(2) − Tj)〉, (1.27)
p(3)ijk (T
(1), T(2), T(3)) = 〈δ(T(1) − Ti)δ(T(2) − Tj)δ(T(3) − Tk)〉, (1.28)
. . . . . . . . . ,
where 〈·〉 denotes the ensemble average.
ISI density and joint density
For a stationary spike train, the ensemble of ISI sequences is also stationary. As a conse-
quence, the first-order distribution function, Eq. (1.26), does not depend on the index i.
In this case, p(1)i (T) is equal to the ISI density
P(T) = lim
∆t→0
Prob{T < Ti < T + ∆t}
∆t
. (1.29)
2A stochastic process {Xi} with discrete time i ∈ Z will be referred to as a stochastic sequence to emphasize
the difference to a stochastic process with continuous time. The bracket notation is used to distinguish the
sequence {Xi} from the particular random variable Xi at “time” i. A well-known example of a stochastic
sequence would be a Markov chain.
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A typical example of an ISI density is shown in Fig. 1.7A(i). It is an important charac-
teristics of the spiking statistics and can be estimated from an experimental spike train
recording by computing a normalized histogram of the ISIs (see Fig. 1.2B). A broad dis-
tribution of ISIs reflects a high irregularity of the spike train.
The second-order distribution function, Eq. (1.27), of a stationary ISI sequence only
depends on the difference |i− j| of the indices. Of particular interest is the joint density
of adjacent ISIs, p(2)i,i+1(T
(1), T(2)), which is equal to
P(T(1), T(2)) = lim
∆t→0
Prob{T(1) < Ti < T(1) + ∆t ∧ T(2) < Ti+1 < T(2) + ∆t}
∆t2
. (1.30)
Examples of joint densities are shown in Fig. 1.7A,B(iii).
An important class of point processes are renewal processes [see e.g. Cox, 1962, Cox and
Lewis, 1966, Cox and Isham, 1980]. These processes have the property that all Ti in the
sequence {Ti} are statistically independent. This means that the distribution functions
factorize into the first-order distribution function:
p(n)i1···in(T
(1), . . . , T(n)) = p(1)i1 (T
(1)) · · · p(1)in (T(n)), n ≥ 2 (renewal process). (1.31)
In particular, the joint density of adjacent ISIs factorizes into the single ISI densities,
P(T(1), T(2)) = P(T(1))P(T(2)), (renewal process). (1.32)
Figure 1.7A(iv) illustrates this equality for a white-noise driven PIF model, which gener-
ates a renewal spike train.
For a general, non-renewal process, the distribution functions of the ISI sequence do
not factorize. The statistical dependence of adjacent ISIs can be measured by the devia-
tion of the joint density P(T(1), T(2)) from the product of the single ISI densities P(T(1))P(T(2))
that would be expected for a renewal process with the same first-order statistics. Hence,
we define the “correlation map”
δP(T(1), T(2)) = P(T(1), T(2))− P(T(1))P(T(2)), (1.33)
that shows which combinations (Ti, Ti+1) are more or less likely than expected for a re-
newal process. Clearly, for a renewal process δP(T(1), T(2)) = 0, which is illustrated for
a PIF model driven by white noise in Fig. 1.7A(iv). In contrast, a non-vanishing correla-
tion map is shown in Fig. 1.7B(iv) for a PIF model that is driven by colored noise. This
reveals that colored noise induces correlations between ISIs and hence renders the model
non-renewal.
Moments of the first-order ISI statistics
Having considered various distribution functions for the ISI sequence, we now turn to
the moments and cumulants of the ISIs. For a stationary ISI sequence, the first-order ISI
statistics of Ti, which is given by the ISI density P(T), does not depend on the index i.
Thus, the k-th moment will be simply denoted by 〈Tk〉 in what follows. It is useful to
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introduce the Laplace transform
P¯(s) =
∫ ∞
0
dT e−sTP(T), (1.34)
from which the k-th ISI moment can be generated by the formula
〈Tk〉 = (−1)k d
kP¯
dsk
∣∣∣∣
s=0
. (1.35)
Hence, P¯(s) will be called ISI moment generating function. Furthermore, it is convenient
to introduce the ISI cumulants defined by
κk = (−1)k d
k ln P¯
dsk
∣∣∣∣
s=0
. (1.36)
The first four cumulants are related to the ISI moments by [see e.g. van Kampen, 1992]
κ1 = 〈T〉, (1.37)
κ2 = 〈T2〉 − 〈T〉2 = 〈∆T2〉, (1.38)
κ3 = 〈T3〉 − 3〈T〉〈T2〉+ 2〈T〉3 = 〈∆T3〉, (1.39)
κ4 = 〈T4〉 − 3〈T2〉2 − 4〈T〉〈T3〉+ 12〈T〉2〈T2〉 − 6〈T〉4 = 〈∆T4〉 − 3〈∆T2〉, (1.40)
where ∆T = T − 〈T〉.
The cumulants can be used to characterize the shape of the ISI density. An important
measure that quantifies the variability of ISIs is the coefficient of variation (CV) defined as
the ratio
CV =
√〈∆T2〉
〈T〉 =
√
κ2
κ1
. (1.41)
A CV equal to zero indicates a perfectly regular, i.e. periodic, spike train, whereas a CV
equal to 1 indicates a highly irregular spike train. For instance, the Poisson process, for
which spikes occur completely independently, exhibits a CV equal to 1. Furthermore, the
asymmetry of the ISI density can be quantified by the skewness defined as
γs =
κ3
κ3/22
. (1.42)
The skewness of ISI densities is typically positive, indicating that the right tail is longer
than the left tail of the distribution and that the bulk of the ISIs as quantified by the
median is smaller than the mean ISI. If the skewness is close to zero the left and right
tails are balanced and the median is close to the mean ISI. Finally, the ISI density can be
characterized by the excess kurtosis defined by
γe =
κ4
κ22
. (1.43)
Roughly speaking, the excess kurtosis (or in short kurtosis) indicates how much of the
variability is due to events that strongly deviate from the mean value. For instance, a uni-
modal ISI density with a heavier tail compared to another ISI density with the same CV,
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tends to exhibit a larger kurtosis. This is typically accompanied by a more pronounced
peak close to the mean value to balance the heavy tail.
Second-order ISI statistics: the serial correlation coefficient
While renewal processes are completely defined by the first-order ISI statistics given by
the ISI density P(T) (cf. Eq. (1.31)), non-renewal processes can also be characterized by
higher-order ISI statistics. In particular, the distribution function p(2)ij (Ti, Tj) can be used
to form the second-order moment
〈TiTi+n〉 =
∫∫
dTidTi+n TiTi+n p
(2)
i,i+n(Ti, Ti+n). (1.44)
Note that this quantity does not depend on the index i due to stationarity. Subtracting the
squared mean ISI yields the covariance between two ISIs that are lagged by an integer
n ≥ 1:
cov(Ti, Ti+n) = 〈TiTi+n〉 − 〈T〉2 = 〈(Ti − 〈T〉)(Ti+n − 〈T〉)〉. (1.45)
An important statistics, which quantifies the correlations among ISIs is the serial corre-
lation coefficient (SCC) [Cox and Lewis, 1966]. It is define as the covariance between Ti
and Ti+n normalized by the ISI variance:
ρn =
〈TiTi+n〉 − 〈T〉2
〈T2〉 − 〈T〉2 . (1.46)
This quantity can be regarded as the normalized auto-correlation function of the stochas-
tic sequence {Ti}. It is one of the most important measures to characterize the non-
renewal properties of a spike train because it reveals the correlation structure as a func-
tion of the distance between ISIs. In fact, it is the main goal of this thesis to derive ana-
lytical expressions for the SCC for various non-renewal neuron models.
Clearly, for a renewal process, all correlations between ISIs vanish except for the trivial
self-correlation at lag n = 0, hence ρn = δn,0. In contrast, for a general non-renewal
process the SCC at a given lag can attain values between −1 (completely anti-correlated)
and +1 (completely correlated). In particular, it has been argued by Wang [1998] that the
SCC for adjacent ISIs, ρ1, can be interpreted as the slope at Ti = 〈T〉 of the conditional
mean ISI 〈Ti+1|Ti〉 plotted as a function of Ti (Fig. 1.7A,B(iii), black line). More precisely,
let α(Ti) = 〈Ti+1|Ti〉 be the conditional mean ISI given that the preceding ISI was equal
to Ti. Then, the SCC at lag 1 is approximately given by ρ1 ≈ α′(〈T〉).3
Figure 1.7A(ii) and (iii) illustrate the vanishing correlations of a PIF model driven by
white noise as it is expected for a renewal model. On the other hand, a PIF model driven
by slow exponentially-correlated noise shows clear positive serial correlations that decay
with increasing lag (Fig. 1.7B(ii)). This is confirmed by the positive slope of the con-
3In fact, assuming α(〈T〉) ≈ 〈T〉, a Taylor expansion about Ti = 〈T〉 yields α(Ti) ≈ 〈T〉+ α′(〈T〉)(Ti − 〈T〉).
The cross-correlation can now be written as
〈TiTi+1〉 =
∫∫
dTidTi+1 TiTi+1P(Ti, Ti+1) =
∫
dTi TiP(Ti)
∫
dTi+1 Ti+1P(Ti|Ti+1)
=
∫
dTi TiP(Ti)α(Ti) ≈ 〈T〉2 + α′(〈T〉)(〈T2〉 − 〈T〉2).
Inserting this expression into the definition of ρ1 yields ρ1 ≈ α′(〈T〉).
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ditional mean ISI 〈Ti+1|Ti〉 (Fig. 1.7B(iii)). The correlation map in Fig. 1.7B(iv) reveals
that the positive correlations arise from an excess of short-short and long-long ISI pairs,
which are clearly visible in the spike train of Fig. 1.7B. Here, the correlation structure
originates from a slow modulation of the firing rate caused by the slow noise. Another
common correlation pattern are negative short-range correlations. Figure 1.14A shows
the ISI statistics of a white noise driven PIF model with an additional adaptation current.
In this case, the SCC is strongly negative at lag one and negligibly small at higher lags.
The conditional mean ISI is larger if the previous ISI was smaller and vice versa, which
confirms the negative SCC at lag one. The correlation map reveals that the negative cor-
relations are indeed caused by an excess of short-long and long-short pairs and a lack of
short-short and long-long pairs. This pattern is also apparent from a trace of the spike
train. It is one major goal of this thesis to explain these negative correlations theoretically.
Sequential average vs. ensemble average
The statistics of the ISIs has been defined on the basis of ensemble averages with respect
to a stationary ensemble of ISI sequences {Ti}. The advantage of this approach is that the
ISI statistics can be treated analogously to the standard statistics (e.g. moments and cor-
relation function) of a stationary stochastic process, albeit in discrete time. However, for
the analysis of experimental as well as simulation data the ensemble averages are rather
impractical. Furthermore, for the theoretical analysis of a non-renewal model, stationar-
ity imposes non-trivial conditions on the state of the model upon firing, which are crucial
for proper ensemble averages. I will briefly dwell on these subtle issues because they are
essential for the theory of non-renewal models.
Assume that we want to compute the stationary ISI statistics, say the second moment
〈T2〉, of some non-renewal neuron model. How can we do this using stochastic simula-
tions of the model? A naïve implementation of the ensemble average would be: initiate
the model at time t = 0, label the first ISI with the index i0 = 1, simulate the system until
the ith ISI occurs, compute T2i and repeat the procedure over many trials. As a result,
an estimate of the ensemble average 〈T2i 〉 is obtained, which converges to the stationary
value 〈T2〉 if the index i is chosen sufficiently large. Obviously, this implementation is
inefficient because in each trial one has to simulate the transient dynamics until the sys-
tem has equilibrated. There are two much more efficient ways that avoid simulating the
transients. The first method is to simulate a single long ISI sequence and to compute the
sequential average along the sequence:
〈 f1(Ti)〉 = 1N
N
∑
i=1
f1(Ti), 〈 f2(Ti, Ti+n)〉 = 1N − n
N−n
∑
i=1
f2(Ti, Ti+n), . . . (1.47)
where N is the length of the sequence (ideally, N → ∞) and f1 and f2 are some one- and
two-point functions of the random variables Ti. For large N the initial transient becomes
insignificant. This method relies on the fact that for a stationary, ergodic process the
ensemble average is equal to the temporal average. The second method is to prepare the
model at time t = 0 in a state that corresponds to the stationary ensemble conditioned on
those realizations that experienced a spike at time t = 0. This ensemble will be referred
to as the conditional ensemble. Specifically, this requires to determine the distribution of
the internal state conditioned on a firing event, which corresponds to the distribution
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Figure 1.8.: Illustration of the nth-order intervals in different ensembles. A Two representa-
tive spike train realizations (“A” and “B”) of a stationary ensemble, for which the ensemble
statistics is homogeneous in time. The position of the stationary ISI sequences {Ti} and the
n-th-order intervals Sn is completely random with respect to the absolute time t, as indicated
by the random position of the spike time t0. B Shifting each realization in time such that t0 = 0
(alignment) leads to the stationary ensemble conditioned on a spike at time t = 0 (“conditional
ensemble”). Here, Sn coincides with the n-th spike time.
of states of a long trajectory sampled at the spike times. Then, the ISI statistics can be
computed for i = 1 by averaging over many trials. In each trial the system is initialized
randomly according to the distribution upon firing. The obvious problem is that in most
cases this distribution is not exactly known.
The sequential average is preferable in simulations because the long trajectory nat-
urally samples the state space upon firing, making the complicated preparation of the
initial state superfluous. On the other hand, the sequential average is often infeasible for
analytical calculations of the ISI statistics. In this case, it is most natural to describe the
dynamics of the whole ensemble by an evolution equation for the probability distribu-
tion instead of tracking a single trajectory. For stochastic neuron models that constitute
a (possibly multi-dimensional) Markov process, the evolution of the probability distri-
bution can be described by a Fokker-Planck equation (cf. Chap. 2 and 3) or a master
equation (cf. Chap. 5). These equations require the initial distribution at time t = 0.
In the conditional ensemble (spike at t = 0) the initial distribution is given by the dis-
tribution of the state upon firing. Finding analytical expressions for this distribution or
approximations thereof will be a recurrent theme in this thesis. Having determined the
initial conditions that correspond to the conditional ensemble, the further strategy is to
relate the dynamics of the probability distribution to the ISI density, which then enables
ensemble averaging. This often amounts to solving a first-passage-time problem with
respect to the firing threshold.
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1.2.2. The statistics of the n-th-order intervals
From the ISI sequence {Ti} one can form a new random variable, termed the n-th-order
interval, by summing up n subsequent ISIs, where n = 1, 2, . . . is an integer. The first-
order statistics of these sums can be used to calculate the second-order statistics of the ISI
sequence. Specifically, let me define the n-th order intervals Sn as the sum
Sn = T1 + · · ·+ Tn = tn − t0, n ≥ 1 (1.48)
(see Fig. 1.8A). Note that using this notion, the statistics of the single ISI can also be called
first-order interval statistics. In the stationary ensemble, the spike time t0 is a random
variable, especially it is different in each realization. For the calculation of the n-th-order
interval statistics the conditional ensemble (“spike at t = 0”) is advantageous, because
with respect to this ensemble the statistics of the n-th spike time after t = 0 is equivalent
to the n-th-order interval statistics. We can construct the conditional ensemble from the
stationary one by shifting the time axis in each realization such that the origin coincides
with t0, i.e. t0 = 0 (Fig. 1.8B). It follows that in the conditional ensemble the n-th-order
interval is equal to the n-th spike time:
Sn = tn. (1.49)
Thus, the n-th-order interval will be denoted by tn in what follows.
Using the rules for the addition of (correlated) stochastic variable the mean and vari-
ance of tn are obtained as 〈tn〉 = n〈T〉 and
〈∆t2n〉 = n〈∆T2〉
[
1+ 2
n−1
∑
k=1
(
1− k
n
)
ρk
]
, (1.50)
where ρk is the serial correlation coefficient (SCC) [see e.g. Cox and Lewis, 1966]. Equa-
tion (1.50) can be inverted to yield a formula for the SCC [Lindner, 2004a, Schwalger,
2006]:
ρn =
〈∆t2n+1〉 − 2〈∆t2n〉+ 〈∆t2n−1〉
2〈∆T21 〉
(1.51)
Here, the condition 〈∆t20〉 = 〈∆t2−1〉 = 0 is imposed. The relation (1.51) will be utilized in
Chap. 2 for the calculation of the SCC by means of the n-th-order interval statistics.
Analogously to the ISI moments, the n-th-order moments can be obtained from the mo-
ment generating function P¯n(s) defined as the Laplace transformation of the n-th-order
interval density Pn(t) = 〈δ(t− tn)〉 (cf. Eq. (1.34), (1.35)). This approach will be analyzed
in detail in Chap. 2, where I will derive a perturbation expansion of the n-th-order mo-
ment generating function. For non-renewal processes, the analytical calculation of P¯n(s)
is generally a hard theoretical problem. In marked contrast, for renewal processes the
computation of the moment generating function is simple. In fact, the Laplace transform
of the distribution of the sum of independent ISIs reduces to the product of the Laplace
transforms of the ISI densities:
P¯n(s) = [P¯(s)]n. (1.52)
This simple relation is the basis of renewal theory [Cox, 1962]. Its mathematical conve-
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nience may be one reason why renewal models are so popular in theoretical neuroscience.
1.2.3. Firing rate, correlation function and power spectrum of the spike train
Let us now turn to the first- and second-order statistics of the spike train x(t) = ∑i δ(t−
ti). The ensemble average of x(t) yields the firing rate
〈x(t)〉 = r(t) = lim
∆t→0
Prob{spike in (t, t + ∆t)}
∆t
, (1.53)
i.e. the probability per unit time for the occurrence of a spike at time t. In fact, 〈δ(t −
ti)〉 can be regarded as the probability density for the i-th spike time to occur at time t;
therefore the sum over all spike times must be the probability density that some spike,
no matter which one, occurs at time t, which proves that 〈x(t)〉 = r(t). For a stationary
spike train, the ensemble average must be equal to a constant firing rate, which will be
denoted by r0.
The correlation function of a stationary spike train C(τ) = 〈x(t)x(t + τ)〉 − r20 can be
calculated in a similar way 4 resulting in
C(τ) = r0δ(τ) + r0(m(τ)− r0) (1.54)
[see also Cox and Lewis, 1966, Gabbiani and Koch, 1989]. Here, the conditional firing rate
given a spike at time t = 0,
m(τ) = lim
∆t→0
Prob{spike in (τ, τ + ∆t)|spike at t = 0}
∆t
, (1.55)
has been introduced. Put differently, m(τ) is the firing rate with respect to the conditional
ensemble. In addition to that, this conditional firing rate can also be interpreted as the
sum of the probability densities that at time τ the first, the second, and so on, spike
occurred. For τ ≥ 0, the conditional firing rate is thus equivalent to the sum of the n-th-
order interval densities, and by symmetry
m(τ) =
∞
∑
n=1
Pn(|τ|). (1.56)
This relation links the second-order spike train statistics with the n-th-order interval
statistics.
It is often more instructive to consider the second-order properties of the spike train in
the frequency domain. This is expressed by the power spectrum defined as the Fourier
4To see this, recall that the expression 〈δ(t− ti)δ(t+ τ− tj)〉 can be regarded as the joint probability density
that the i-th spike occurs at time t and the j-th spike occurs at time t + τ. Thus, one can write
〈x(t)x(t + τ)〉 =∑
i,j
〈δ(t− ti)δ(t + τ − tj)〉 =∑
i
〈δ(t− ti)δ(t + τ − ti)〉+∑
i 6=j
〈δ(t− ti)δ(t + τ − tj)〉
= r0δ(τ) +
Prob{spike in (t, t + ∆t) & spike in (t + τ, t + τ + ∆t)}
∆t2
= r0δ(τ) +
Prob{spike in (τ, τ + ∆t)|spike in (0,∆t) }
∆t
· Prob{spike in (0,∆t)}
∆t
.
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transform of the correlation function. Applying the Fourier transform to Eq. (1.54) and
using the Laplace transform of Eq. (1.56) the spike train power spectrum reads [cf. also
Cox and Lewis, 1966]
Sx(ω) = r0
{
1+
∞
∑
n=1
[P¯n(iω) + P¯∗n (−iω)]
}
− 2pir20δ(ω), (1.57)
where P¯∗n (s) denotes the complex conjugate of the moment generating function P¯n(s). For
renewal processes, the identity (1.52) can be used in Eq. (1.57), which turns the infinite
sums into geometric series. This results in the simple formula [see e.g. Stratonovich, 1967]
Sx(ω) = r0
1− |P˜(ω)|2
|1− P˜(ω)|2 , (1.58)
where P˜(ω) = P¯∗(−iω) is the one-sided Fourier transform of the ISI density. For a non-
renewal process, however, the calculation of the power spectrum is much more difficult.
Even if we were able to find expressions for the n-th-order moment generating functions
P¯n(s) (one example is provided in Chap. 2), it would be infeasible in most cases to eval-
uate the infinite sums in Eq. (1.57). To still find approximations of the power spectrum
in the case of a neuron model with feedback (adaptation), I will pursue in Chap. 3.4.3
another approach that was proposed by Lindner et al. [2005b]. This approach starts with
the following (equivalent) definition of the power spectrum [see e.g. Stratonovich, 1967]
〈x˜(ω)x˜∗(ω′)〉 = 2piSx(ω)δ(ω−ω′), (1.59)
where x˜(ω) =
∫
dt x(t)eiωt is the Fourier transform of the stochastic process x(t). Using
a linear response ansatz for x˜(ω) it is indeed possible to determine the non-renewal effect
of weak feedback on the power spectrum.
1.2.4. The count statistics
The count statistics is concerned with the statistics of the stochastic process
N(t) =
∫ t
0
dt′ x(t′). (1.60)
N(t) is called the counting process because it is equal to the number of spikes in the
interval (0, t). Averaging Eq. (1.60) yields the mean spike count 〈N(t)〉 = r0t. This entails
that the stationary firing rate equals the inverse mean ISI because for t→ ∞
r0 =
〈N(t)〉
t
' N(t)
t
' N(t)
tN(t)
=
1
1
N(t) ∑
N(t)
i=1 Ti
' 1〈T〉 . (1.61)
Thus, we conclude that 〈N(t)〉 = t/〈T〉. What is the variance of the spike count? On the
one hand, it can be shown by using the definition (1.60) that 〈∆N(t)2〉 = 2t ∫ ∞0 dτC(τ)(1−
τ/t) [Cox and Lewis, 1966, Cox and Isham, 1980], which for large t is asymptotic to
tSx(0). This reveals that for finite Sx(0) the variance grows linearly in time, i.e. the spike
count is a diffusion process on large time scales. On the other hand, the spike count vari-
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ance can be related asymptotically to the variance of the n-th-order interval as follows:
for large times, t can be approximated by a multiple of the ISI, i.e. t ' n〈T〉 for some
integer n. Let us now consider the n-th-order interval tn, which is spread about its mean
〈tn〉 = n〈T〉. Asymptotically, the variability of N(t) is completely due to the variability
of tn, which allows us to assume the deterministic relationship
N(t) ' N(tn) + 1〈T〉 (t− tn) = n +
t− tn
〈T〉 . (1.62)
From this we find the mean 〈N(t)〉 = t/〈T〉 and the variance 〈∆N(t)2〉 = 〈∆t2n〉/〈T〉2.
The n-th-order variance is given by Eq. (1.50) which for large n becomes 〈∆t2n〉 = n〈∆T2〉×
[1+ 2∑∞k=1 ρk]. It is convenient to normalize the spike count variance by the mean spike
count which has a finite asymptotic value if the spike count grows diffusively. This quan-
tity is called Fano factor and is defined by
F(t) =
〈∆N(t)2〉
〈N(t)〉 . (1.63)
It is a frequently-used measure that characterizes the variability of a spike train on a time
scale t. Using the asymptotic results for the mean and variance of N(t) we obtain
lim
t→∞ F(t) =
Sx(0)
r0
= C2V
[
1+ 2
∞
∑
k=1
ρk
]
. (1.64)
This important relation shows how ISI correlations affect the long-term count variability
and the spike-train power spectrum at zero frequency. In particular, for a renewal model,
for which the correlations vanish, Eq. (1.64) leads to F(∞) = C2V and Sx(0) = r0C
2
V. The
Fano factor will be inspected for a neuron driven by colored noise in Chap. 2.1.5. Further-
more, for an adapting neuron driven by white noise I will show in Chap. 3 how negative
serial correlations reduce the power of the spike train at low frequencies (“noise shap-
ing”), an effect that has been investigated for a simpler model in Chacron et al. [2004a],
Lindner et al. [2005a].
Finally, the count statistics offers a further method to compute higher-order ISI statis-
tics. Such a method will be put forward in Chap. 5. It is based on the following non-trivial
relationships between the count and interval statistics derived by McFadden [1962]:
〈T2〉 = 2〈T〉
∫ ∞
0
dtp(0, t), 〈TiTi+n〉 = 〈T〉
∫ ∞
0
dtp(n, t). (1.65)
Here, p(n, t) = Prob{N(t) = n} is the distribution of the spike count for a time window
t in the stationary ensemble.
1.2.5. Example: PIF model with white noise and inverse Gaussian statistics
Because the PIF model will be the starting point for further extensions, which are then
compared to the basic white-noise driven renewal case, let me briefly state the stationary
spiking statistics for the basic case. A detailed analysis of the PIF model for white vs.
exponentially-correlated colored noise, as well as analytical results for the latter case can
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Figure 1.9.: Non-renewal models with an underlying Markov process can be reduced to a
Markov chain. A The ISI sequence {T1, T2, T3, . . . } is a non-Markovian process because spiking
is subject to a hidden Markov process h(t) (solid line). Thus, the spike train is non-renewal (a
so-called Markov-renewal process). B In contrast, the sequence of values of the hidden variable
sampled at the spike times, hi ≡ h(ti), is Markovian (Markov chain). The sequence of tuples
(hi, Ti) also forms a Markov chain. The arrows indicate causal dependencies.
.
be found in [Lindner, 2004a].
A typical trajectory of the model for white or colored noise is depicted in Fig. 1.7. It is
a nice feature of the PIF model that the mean ISI and thus the firing rate do not depend
on the noise, in particular, it holds
〈T〉 ≡ 1
r
=
Vth
µ
. (1.66)
This is due to the fact that for large times the spike count can be replaced by the freely
diffusing trajectory V(t)/Vth that starts at V(0) = 0 but is not reset upon threshold cross-
ings. The mean of the free process is 〈V(t)〉/Vth = µt/Vth, hence the firing rate is µ/Vth.
For the white noise case, the coefficient of variation (CV) reads [see e.g. Tuckwell, 1988]
CV =
√
2D
Vthµ
. (1.67)
The ISI density is given by the inverse Gaussian density [Schrödinger, 1915, Gerstein and
Mandelbrot, 1964] which can be parametrized by the mean ISI and the CV:
PWN(T) =
√
〈T〉
2piC2VT3
exp
[
− (T − 〈T〉)
2
2C2V〈T〉T
]
. (1.68)
Furthermore, the skewness and kurtosis of the inverse Gaussian are given by
γs = 3CV (1.69)
and
γe = 15C2V. (1.70)
1.2.6. Non-renewal models subject to a hidden Markov process
The non-renewal models considered in this thesis retain a memory due to an underly-
ing (“hidden”) Markov process h(t). This process may be a one-dimensional (Chap. 3)
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or multidimensional process (Chap. 2) and it may be discrete (Chap. 5) or continuous.
For instance, in the above example of a colored noise driven PIF model, Eq. (1.20), the
Ornstein-Uhlenbeck process η(t) plays the role of the hidden Markov process h(t). On
the other hand, in models with adaptation (see below) h(t) assumes the role of an adap-
tation current. It is insightful to sample the hidden Markov process at the moments of
spiking, which yields the sequence {hi ≡ h(ti)} (Fig. 1.9A). In the case of an adaptation
current, h(t) has discontinuities at the spike times. To avoid ambiguity, we agree upon
the rule that hi will always be evaluated immediately after the spike, i.e. hi = h(ti+).
Now, although the ISI sequence {Ti} is non-Markovian, the sequence {hi} is Markovian.
In fact, in our models the tuple (hi, Ti) only depends on hi−1 (Fig. 1.9B):
P(hi, Ti|hi−1, Ti−1; hi−2, Ti−2; . . . ) = P(hi, Ti|hi−1). (1.71)
Processes with this property are also known as Markov-renewal processes, which are an
obvious generalization of renewal processes [Cox and Miller, 1965]. Integrating the last
equation with respect to Ti yields the Markov property of the sequence {hi}:
P(hi|hi−1, Ti−1; hi−2, Ti−2; . . . ) = ptr(hi|hi−1), (1.72)
where ptr(hi|hi−1) is the transition probability distribution of the Markov chain. Similarly,
integrating over hi shows that the statistics of the interspike interval Ti is completely
determined by the knowledge of hi−1:
P(Ti|hi−1, Ti−1; hi−2, Ti−2; . . . ) = P(Ti|hi−1), (1.73)
where P(Ti|hi−1) defines the conditional ISI statistics. The probability density Pi(h) of the
variable hi fulfills the Chapman-Kolmogorov equation in the form
Pi(h) =
∫
dh′ ptr(h|h′)Pi−1(h′). (1.74)
The equilibrium distribution of hi that is iteratively attained in the limit i → ∞ is called
the upon firing distribution and will be denoted by Pf(h) (cf. Sec. 1.2.1).
In general, the ISI statistics of the non-renewal models with a hidden Markov process,
can be explicitly expressed in terms of the transition probability distribution ptr(hi|hi−1),
the upon firing distribution Pf(h) and the conditional ISI statistics. For instance, the ISI
density and its moments are obtained by averaging the conditional statistics with respect
to Pf(h):
P(Ti) =
∫
dhi−1 P(Ti|hi−1)Pf(hi−1), 〈Tn〉 =
∫
dh 〈Tn|h〉Pf(h), (1.75)
where 〈Tn|h〉 denotes the conditional average of Tni given the initial value hi−1 = h.
Similarly, the cross moments of two ISIs with lag n ≥ 1, which enter the serial correlation
coefficient, can be written as
〈T1Tn+1〉 =
∫
dh0 Pf(h0)
∫ ( n
∏
k=1
dhk ptr(hk|hk−1)
)
〈Tn+1|hn〉〈T1|h0, h1〉. (1.76)
Eq. (1.75) and (1.76) illustrate the importance of the transition probability density and
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especially the upon firing distribution for the ISI statistics of non-renewal models.
1.2.7. Experimental evidence for non-renewal spiking
Non-renewal spiking has been frequently observed throughout the nervous system and
across different species [for a review, see Farkhooi et al., 2009, Avila-Akerberg and Chacron,
2011]. Typical examples of non-renewal statistics that have been measured in experi-
ments are presented in Fig. 1.10. In particular, three types of correlations have been re-
peatedly encountered. Firstly, a negative SCC at lag 1 and small correlations at higher
lags seem to be a typical pattern for many neurons both from primary sensory systems
[Ratnam and Nelson, 2000, Chacron et al., 2000] (Fig. 1.10A) and from the cortex [Nawrot
et al., 2007, Engel et al., 2008] (Fig. 1.10B,C). This means that a short ISI is more likely fol-
lowed by a long ISI and vice versa. This is clearly visible in Fig. 1.10A(i), which depicts
a voltage trace of an electroreceptor afferent cell of a weakly electric fish [Chacron et al.,
2005a]. A common strategy to assess the effect of correlations between ISIs on various
statistical quantities is to shuffle the sequence of ISIs. This operation eliminates all corre-
lations (Fig. 1.10A(ii)), but preserves the first-order ISI statistics: in fact, the distribution
of ISIs is invariant with respect to shuffling. Relating to this, a renewal model that pos-
sesses the same first-order ISI statistics as a given non-renewal model will be referred to
as “the corresponding renewal model” in what follows. Figure 1.10A(iii) shows that the
spike train has reduced power at low frequencies as compared to the corresponding re-
newal spike train. This effect is known as “noise shaping” and can be roughly explained
by Eq. (1.64). According to this equation the zero-frequency limit of the power spec-
trum is reduced if the sum ∑∞k ρk is negative, which is obviously the case for the data in
Fig. 1.10A.
Secondly, positive correlations have also been reported: In Lowen and Teich [1992], the
positive correlations were weak but long-range, which rendered the Fano factor a more
convenient measure to study non-renewal properties than the SCC itself (Fig. 1.10D). In
this example, the Fano factor was significantly larger than unity for large observation
times t, i.e. the long-term variability was much larger than that of a Poisson process.
Moreover, the Fano factor increased with t like a power law over at least two orders of
magnitude without saturating at large t. This has lead to the interpretation that spike
trains may exhibit fractal structures. In contrast, the shuffled ISI spike train did not show
such a large spike count variability on long time scales. In virtue of Eq. (1.64), it can be
concluded that the sum of the SCCs, ∑∞k=1 ρk, is large and positive, if not infinite. In the
latter case, which corresponds to a truly non-saturating Fano factor, the divergence of the
sum indicates that the serial correlations decay slowly and non-geometrically.
Thirdly, more complex oscillating patterns of the SCC have been observed in experi-
ments on the electrosensory system of paddlefish [Neiman and Russell, 2001, Bahar et al.,
2001, Neiman and Russell, 2004]. Figure 1.10D presents two examples of such patterns of
an afferent neuron that innervates epithelial hair cells of an electroreceptor. It has been
shown by Neiman and Russell [2005] that these patterns can be well explained by an os-
cillatory neuron (the afferent neuron) that is driven by another oscillator that resides in
the epithelial tissue. The frequency of the epithelial oscillator and the intrinsic firing fre-
quency of the afferent neuron are clearly visible in the spike train power spectrum. The
correlation pattern is essentially determined by the ratio of these two frequencies and
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Figure 1.10.: Non-renewal spiking in various neural systems. Spike train recordings often show
non-renewal statistics, especially correlations between ISIs. A Spike patterns of P-unit electrore-
ceptor afferents (i) reveal anti-correlations between adjacent ISIs (long-short combinations).
The serial correlation coefficient is indeed negative at lag 1 and vanishes at higher lags (ii).
A shuffling of the ISI sequence removes the serial correlations, but keeps the same first-order
ISI statistics. Compared to this renewal spike train the unshuffled spike train exhibits reduced
power at low frequencies as predicted by Eq. (1.64). Figures taken from Chacron et al. [2005a].
B,C Similar correlation patterns with short-range negative correlations can be found in central,
cortical neurons (B from Nawrot et al. [2007], C from Engel et al. [2008]). D The Fano factor of
an auditory fiber of a cat reveals a large long-term variability of the spike count that strongly
increases with the observation time. This has been ascribed to long-range correlations in the
spike train. According to the general relation (1.64) the large value of the Fano factor implicitly
shows the dominance of long-range positive ISI correlations, which have been indeed observed
in these fibers (from Lowen and Teich [1992]). E Complex long-range correlation patterns are
found in primary electrosensory afferents of paddlefish. These cells are driven by stochastic
oscillations generated by epithelial hair cells. The frequency of the epithelial oscillation and the
eigenfrequency of the afferent neuron are reflected by peaks in the spike train power spectrum
and their frequency ratio crucially shapes the correlation structure. Also note that a shuffling of
ISIs strongly changes the power spectrum. A theoretical expression for the SCC (cf. Chap. 2.4)
has been fitted to the data in Bauermeister [2012]. Right figure modified from Neiman and
Russell [2004].
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by the coherence of the driving oscillator. In Chap. 2.4, I will derive analytical formulas
for the ISI statistics including the SCC using a model studied by Engel et al. [2009]. The
theoretical results can be well fitted to the data (Fig. 1.10D, see also [Bauermeister, 2012]),
which may be used to infer unknown parameters like the quality factor of the epithelial
oscillator.
Besides examples from neuroscience, non-renewal behavior has been observed in many
other systems that generate sequences of discrete events. For instance, it has been re-
cently demonstrated that a laser with optical feedback exhibits intrinsic correlations of
intervals between power dropouts [Schwalger et al., 2012]. Additionally, strong positive
serial correlation can be induced by modulating the intensity of the lasers pump current.
In geophysics, memory in the sequence of earth quake recurrence times with positive
correlations have been reported in [Livina et al., 2005].
1.3. Sources of non-renewal spiking
Non-renewal spiking is expected in any more involved spiking neuron model that in-
cludes e.g. sources of colored noise (e.g. synaptically filtered shot noise or temporally
structured inputs), slow subthreshold-activated currents (possibly leading to subthresh-
old resonance), negative feedback either of self-inhibitory nature or through recurrent,
inhibitory network connections, mechanisms leading to bursting or effects due to the
spatial extension of neurons. In some of these cases, ISI correlations have been theoret-
ically predicted [e.g. Liu and Wang, 2001, Middleton et al., 2003, Lindner, 2004a, Engel
et al., 2008, 2009]. Among the potential mechanisms of non-renewal spiking, particularly
important sources of ISI correlations are temporally structured external inputs and self-
inhibitory feedback such as spike-triggered adaptation mechanisms. It should be men-
tioned that ISI correlations frequently arise in two other cases that will not be dealt with
in this thesis. Firstly, on a population level negative correlations emerge when renewal
spike trains are superimposed. The superposition of spike trains and the emergence of
correlations has been theoretically investigated by Lindner [2006], Deger et al. [2012]. Sec-
ondly, ISI correlations also arise in any non-stationary setup [Perkel et al., 1967], which
may be due to time-dependent inputs or transients. In the following, however, I will ex-
clusively consider the case of a stationary ISI sequence, i.e. I will assume that ensemble
averages can always be performed with respect to an underlying stationary ensemble or
a stationary set of experimental trials.
1.3.1. Colored noise
It has been theoretically shown for simple neuron models that noise with temporal cor-
relations (so-called “colored noise” as opposed to temporally uncorrelated white noise)
often leads to positive ISI correlations [Middleton et al., 2003, Lindner, 2004a, Schwalger
and Schimansky-Geier, 2008]. Figure 1.7B illustrates the strong effect of a slow Ornstein-
Uhlenbeck process on the ISI statistics. Colored noise can arise due to different mecha-
nisms. One source of temporal correlations is the filtering of presynaptic input through
the dynamics of the postsynaptic conductances. The time constants of this filter, which
are ultimately set by the kinetics of ion channels and other molecular processes of the
synaptic receptor, are diverse and depend on the type of synapse. The simplest model
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for synaptic filtering is a first-order low-pass filter that corresponds to an instantaneous
conductance change followed by an exponential decay with a synaptic time constant τs.
Typical synaptic time constants are of the order of 1 ms for fast excitatory (AMPA) re-
ceptors and 5 ms for inhibitory synaptic receptors, but can also become rather large (up
to τs ∼ 100 ms) for excitatory NMDA receptors. For exponential synapses, the total
conductance caused by many presynaptic events can be approximated by an Ornstein-
Uhlenbeck process with a correlation time equal to the synaptic time constant (similar
as in Sec. 1.1.2). Importantly, the effect of colored noise on ISI correlations depends on
the relative size of the correlation time compared to the mean ISI: serial correlations are
expected only if input correlations extend at least one ISI.
Apart from synaptic filtering at the postsynaptic side of the synapse, let me mention
two other reasons why synaptic input is in general a colored noise process. Firstly, on
the presynaptic side, an effect called short-term synaptic plasticity can be modelled as
amplitude modulations of the presynaptic spike trains on a time scale of the order of
100 ms Lindner et al. [2009]. It has been shown that the modulated spike trains exhibit
non-flat power spectra even if the presynaptic spike times form a Poisson process [Merkel
and Lindner, 2010]. Second, spike trains of neurons are usually not Poissonian and the
superposition of many independent spike trains is thus not Poissonian either [Lindner,
2006]. As a consequence, the total input from a large presynaptic population is non-
Poissonian, and hence colored, even before the synaptic dynamics.
Colored noise can also be employed as a model of a stimulus because natural stim-
uli are characterized by long-range temporal correlations. However, unlike purely de-
terministic stimuli colored noise has a finite correlation time like many natural stimuli.
Sometimes temporally-structured inputs are indeed noise rather than a stimulus: in the
electro-sensory system of paddlefish, primary sensory afferents are perpetually driven by
stimulus-unrelated, stochastic oscillations, i.e. a colored noise with a pronounced peak
in the power spectrum [Neiman and Russell, 2005]. It has been suggested by theoretical
analysis that in this system the presence of stochastic oscillations may be beneficial for
the detection of weak signals [Engel et al., 2009]. In all previous examples, the origin of
the colored noise can be regarded as external to the cell. It will be shown in Chap. 4, how-
ever, that intrinsic noise associated with slow ionic channels, yields a source of colored
noise that is intrinsic to the cell.
1.3.2. Spike-triggered adaptation mechanisms
The second important mechanism that generates correlated ISIs are self-inhibitory feed-
back mechanisms. The intrinsic negative feedback is triggered by the output spikes and
leads to a wide-spread phenomenon called spike-frequency adaptation. The latter refers
to the following experimental observation that has been found in many types of neurons:
in response to a current step of an injected current the neuron initially fires at a high
firing rate, which then slowly decays to some lower firing rate called the adapted state.
A typical example is shown in Fig. 1.11. Intuitively speaking, the neuron emphasizes
fast changes in the stimulus whereas it decreases the firing rate if the stimulus does not
exhibit any further changes. Eventually, the neuron reaches a stationary state (adapted
state), where all transients have declined. This stationary spiking state and its statistical
analysis is one of the main topics of this thesis. Although spike-frequency adaptation be-
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Figure 1.11.: Spike frequency adaptation Response of an auditory receptor neuron in the locust
to a pure tone sound stimulus that is switched-on as indicated in the top panel (SPL – sound
pressure level, fc – stimulus frequency). The neuron responds first vigorously but adapts to
the constant stimulus by a decay of the firing rate. The middle panel shows the spike time
for 15 representative trials, the bottom panel depicts the firing rate obtained from an ensemble
average of 70 trials. Figure modified from [Fisch, 2011].
comes most evident in the transient dynamics, it is also reflected in the stationary state. In
fact, as pointed out by several studies [Geisler and Goldberg, 1966, Wang, 1998, Ratnam
and Nelson, 2000, Chacron et al., 2000, Liu and Wang, 2001, Chacron et al., 2001], spike-
triggered adaptation mechanisms reveal themselves in the occurrence of short-range, neg-
ative serial correlations, similar to those observed in experiments (cf. Fig. 1.10A-C).
Short-range, negative serial correlations can be phenomenologically captured in gener-
alized integrate-and-fire models via introduction of a slow inhibitory feedback variable,
either acting as a dynamic threshold or as an inhibitory conductance or current [Geisler
and Goldberg, 1966, Chacron et al., 2000, Liu and Wang, 2001, Muller et al., 2007, Nesse
et al., 2010, Benda et al., 2010] (Fig. 1.12, 1.14A). The link between adaptation and nega-
tive serial correlations has been established only on the basis of numerical simulations.
A theoretical description of serial correlations in these models, however, has not been
achieved so far. In Chap. 3 and 4, I will derive explicit expression for the SCC which
reveal the conditions under which negative correlations appear. Surprisingly, it turns out
that the correlations are negative only if an adapting neuron model is driven by fast fluc-
tuations, in marked contrast to slow fluctuations that lead to positive serial correlations
(Fig. 1.14B). In fact, a closer look at previous modeling studies that reported negative
serial correlations reveals that fast fluctuations have been considered, either in the form
of Poissonian shot noise or (nearly) white gaussian noise. However, as will be shown in
Chap. 4, slow fluctuations can easily arise if the slow adaptation mechanism is noisy.
Among the potential mechanisms that have been suggested to cause spike frequency
adaptation, we consider in this thesis the important class of spike-triggered adaptation
currents [Benda and Herz, 2003]. Different ionic currents have been suggested to un-
derlie adaptation, prominent examples are the M-type current [Brown and Adams, 1980,
Madison and Nicoll, 1984], the AHP current [Madison and Nicoll, 1984] and the slow
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Figure 1.13.: Response of a PIF model to a step current in the absence (A) and presence (B) of
an adaptation current. At time t = 0 the base current µ(t) is increased from µ1 = 0 to some
finite value µ2 > 0 (bottom trace). A single realization in response to this current step is shown
in the middle panels: A In the PIF model without adaptation current, Eq. (1.21), (D = 0.5,
µ2 = 10) there is only one variable, the membrane potential V(t), which generates the spike
train x(t). B A single realization of the PIF model with adaptation current, Eq. (1.77) (∆˜ = 3,
τa = 10, D = 0.5, µ2 = 40, Da = 0). The additional adaptation variable a(t) shows the typical
jump-and-decay dynamics of an adaptation current like the M current. The response averaged
over many realizations of x(t) yields the instantaneous firing rate r(t). The adapting PIF model
shows the typical transient response of spike-frequency adaptation, whereas the PIF model
without adaptation current exhibits no adaptation.
2004b, Lindner et al., 2005a], enhancement of synchronization [Ermentrout et al., 2001,
Ladenbauer et al., 2012] and control of network oscillations [van Vreeswijk and Hansel,
2001, Fuhrmann et al., 2002].
A simple model with adaptation
One-dimensional integrate-and-fire models do not feature spike-frequency adaptation,
which is illustrated using the example of a PIF model in Fig. 1.13A. However, adaptation
can be realized in integrate-and-fire models by including a second variable that mimics
a spike-triggered adaptation current [Treves, 1993, Stemmler et al., 1995, Liu and Wang,
2001, Dayan and Abbott, 2005, Brette and Gerstner, 2005] or a dynamic threshold [Geisler
and Goldberg, 1966, Chacron et al., 2000, 2003]6. For instance, the PIF model, Eq. (1.21),
can be equipped with an “adaptation current” a(t), which typically reads
V˙ =µ− a +
√
2Dξ(t) (1.77a)
τa a˙ =− a +
√
2Daξa(t). (1.77b)
6For a comparison of models with an adaptation current versus models with a dynamic threshold see
[Benda et al., 2010]
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The dynamics is complemented by the rule
if V = Vth: V → Vr and a→ a + ∆. (1.78)
In other words, the adaptation current increases by a fixed amount ∆ upon each spike
and relaxes with a time constant τa in between spikes. Figure 1.13B reveals that this
model shows indeed spike-frequency adaptation. Thus, in the following this model will
be referred to as the adapting PIF model.
In Eq. (1.77), a white noise term ξa(t) with intensity Da has been included into the
adaptation dynamics in order to account for a possible source of noise that is associated
with the adaptation mechanism. In Chap. 3, we analyze the commonly considered case of
a deterministic adaptation current, i.e. the noise term ξa(t) is omitted (Da = 0). In this case,
negative serial correlations can be observed (Fig. 1.14A). Note the prevalence of short-
long-short ISI sequences in the spike train, which cause anti-correlations. In contrast,
the limit case, where the stochasticity is solely due to a stochastic adaptation current, i.e.
where the noise intensity D is set to zero, is depicted in Fig. 1.14B. In this case, a peaked
ISI density and positive serial correlations are observed, which resemble the previously
discussed case of a colored-noise driven PIF model. I will show in Chap. 4 that channel
noise associated with slow adaptation currents acts indeed as a source of colored noise.
1.4. Aim of the study
The thesis aims at a mathematical analysis of the stationary firing statistics of integrate-
and-fire models that are driven by colored noise or are subject to an adaptation current.
Both cases are important examples of non-renewal models, the theory of which is far less
developed than for renewal integrate-and-fire models. Thus, a major goal of the present
study is to contribute to the theory of non-renewal neuron models. To this end, I want
to present various analytical approaches and approximation techniques, reveal common
concepts and provide analytical expressions for measurable quantities like the serial cor-
relation coefficient. Furthermore, I want to demonstrate that the ISI statistics can differ
greatly between different non-renewal models. These models often leave a character-
istic signature in the ISI statistics. Here, analytical expressions help to understand the
mechanisms that lead to certain distinct statistical properties. It will be shown that such
insights can be utilized to infer unknown physiological properties from experimentally
measured spike trains. Specifically, a method will be proposed that allows to draw con-
clusions about the time scale of the noise that causes spike response variability on the
basis of the ISI statistics. This method shall be applied to an auditory receptor neuron of
a grasshopper to hypothesize the dominating source of spiking variability.
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The perfect integrate-and-fire model driven
by colored noise
One of the simplest situations in which a spiking neuron model exhibits non-renewal
firing statistics arises if the model is driven by an external input (stimulus or noise) as
illustrated in Fig. 2.1. Of course, by the very nature of nerve cells as input-output de-
vices, this situation should be relevant to virtually any neuron. External inputs usually
possess temporal correlations unless the input is purely white noise, which is, however,
a mathematical abstraction rather than physical reality. If the temporal correlations of
the input extend over one or more interspike intervals, successive intervals become cor-
related. Such extended temporal correlations can arise for many reasons: For instance,
natural stimuli are often broadband including components that are slower than the neu-
rons spiking dynamics. Furthermore, presynaptic input, although often close to Poisson
shot noise for cortical neurons in vivo (no correlations), is filtered by the synaptic dy-
namics. As a result, the input current is then endowed with temporal correlations, which
have correlation times corresponding to the synaptic dynamics.
One may wonder whether the correlation structure of the stimulus or the noise can be
preserved in the correlation structure of the neuronal output. More general, one might
ask what is the statistics of the output spike train for a given input statistics. This question
is crucial for understanding the spontaneous activity of neurons. To answer this question,
I will focus on the statistics of the interspike interval (ISI) sequence generated by the
stationary spiking activity of a model neuron. In particular, this concerns the probability
density of ISIs, the associated coefficient of variation (CV), the skewness and the kurtosis,
as well as the serial correlation coefficient (SCC) of the ISI sequence.
From another point of view, one could also ask the inverse question: Given the statistics
of the neuronal output, what is the underlying statistics of the neuronal input? This
question will be central in chapter 4 where the source of spiking variability of an auditory
receptor neuron in vivo is inferred solely on the basis of the ISI statistics. In general, the
inverse question is a complicated and unresolved problem because it requires a detailed
characterization of the input-output relation of a highly nonlinear complex system. In
particular, it is not clear whether this relation is unique. To solve the inverse problem,
analytical formulas for the input-output relationship of simple model neurons can be of
great benefit.
To characterize the relation between input and output statistics analytically, a perfect
integrate-and-fire (PIF) model is considered in this chapter. This model is a minimal
model of a strongly driven neuron, and has been already introduced as a working model
in Sec. 1.1.3. Furthermore, the stimulus is assumed to be a Gaussian process with zero
41

2.1. General theory for the n-th order interval statistics
Figure 2.2.: Example of an input-output relationship. The stationary activity of a PIF neuron
can be characterized by linking the statistics of the driving current (“input”) with the PIF neu-
ron’s spiking statistics (“output”). A The input current is modeled by a Gaussian process with
a given mean and auto-correlation function (or, equivalently a given power spectral density,
PSD). B In the PIF model the input current is integrated until the membrane potential V hits
the threshold Vth = 1, whereupon V is reset to zero. The n-th spike time is equivalent to the
first time, when the trajectory crosses the threshold at V = n, in a setup where V is not re-
set. C The output statistics can be characterized by the ISI density and the serial correlation
coefficients. The latter are related to the statistics of the n-th spike time (n-th-order interval)
by Eq. (1.51). In the particular example, the input current was modeled as a superposition of
two Ornstein-Uhlenbeck processes (τc = 1 and τc = 10) and harmonic noise (damped natural
frequency Ω/(2pi) = 0.2, quality factor Q = 50) (for details, see Sec. 2.2 and 2.4).
harmonic noise and a one-dimensional OUP (Sec. 2.4). This model has been proposed as
a simple model for electro-sensory afferents of paddlefish [Engel et al., 2009]. Due to the
oscillatory nature of harmonic noise, the ISI patterns will be rather different compared to
the case of a one-dimensional OUP.
2.1. General theory for the n-th order interval statistics
In general, the PIF model driven by a colored noise η(t) may be written in the following
form
V˙ = µ+ eη(t), (2.1)
where V denotes the membrane potential, µ is a constant base current and e is a small pa-
rameter that scales the noise intensity of η(t). The colored noise is assumed to arise from
a d-dimensional Ornstein-Uhlenbeck process Y(t) as the projection onto some projection
vector b: η(t) = b · Y(t). The Ornstein-Uhlenbeck process is defined by the Langevin
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system
Y˙ = AY + Bξ(t), (2.2)
where A and B are constant matrices that satisfy the following conditions: It is assumed
that the deterministic dynamics
Y˙ = AY (2.3)
has a stable equilibrium point at Y = 0. This means that all eigenvalues of the so-called
drift matrix A have negative real parts. Furthermore, the matrix B must be semi-definite,
i.e. for any vector a ∈ Rd it holds aTBa ≥ 0 (the operation aT denotes the transpose
of a). Finally, ξ(t) = (x1(t), . . . , xd(t))T is a noise vector with components that satisfy
〈xi(t)xj(t′)〉 = di,jd(t− t′).
The model is augmented with a fire and reset rule: whenever V = Vth a spike is reg-
istered and the membrane potential is reset to V = 0. For the following calculations it
is convenient to pass to a non-dimensional model by measuring voltage in units of Vth
and time in units of the mean ISI Vth/m. This corresponds to a transformation to the new
quantities
X =
V
Vth
, tˆ =
m
Vth
t, bˆ =
b
m
Aˆ =
Vth
m
A, Bˆ =
s
Vth
m
B. (2.4)
This results in the non-dimensionalized Langevin equation
X˙ = 1+ ebY, (2.5a)
Y˙ = AY + Bξ(t), (2.5b)
where the hats on top of the non-dimensional quantities have been omitted for notational
simplicity. In this model the firing threshold has been transformed to unity. Hence, a
spike is triggered if X(t) = 1, whereupon X is reset to zero. Throughout the following
sections, the non-dimensional model Eq. (2.5) will be considered.
The statistics of the multivariate Ornstein-Uhlenbeck process Y(t) are well known, [see
e.g. Risken, 1984]. In particular, the stationary auto-correlation function of the input noise
h(t) = b · Y(t) is given by1
C(t) ≡ 〈h(t′)h(t′ + t)〉 = bTetAsb. (2.7)
Here, s is the covariance matrix of the stationary Ornstein-Uhlenbeck process, which has
the elements
sij = 〈YiYj〉, (2.8)
and etA denotes the matrix exponential defined by the series representation etA = ∑∞k=0
1
k! (tA)
k.
1This relation can be obtained from the formal solution of Eq. (2.5b), which for t > 0 is [Risken, 1984]
Y(t′ + t) = etAY(t′) +
Z t′+t
t′
dt′′ e(t′+t−t′′)ABξ(t′′). (2.6)
Then in the ensemble averaged product 〈Y(t′)YT(t′ + t)〉 the noise term vanishes and leaves
〈Y(t′)YT(t′ + t)〉 = setAT .
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The covariance matrix is connected to the drift matrix A and the diffusion matrix
β =
1
2
BTB (2.9)
by the well-known relation [see e.g. Risken, 1984, van Kampen, 1992].
Aσ+ σAT = −2β. (2.10)
This relation represents a system of linear algebraic equations for the elements of the
covariance matrix σij.
The nth-order intervals are first-passage times. For the computation of the ISI statistics
it is convenient to adopt the conditional ensemble, in which all realizations have a spike
at the origin t = 0 (cf. Sec. 1.2.2 and Fig. 2.3). This corresponds to the initial condition
X(0) = 0, which is the value of the trajectories immediately after the reset. In the condi-
tional ensemble, the initial values Y(0) are distributed according to the noise-upon-firing
density Pf(Y). This function is the stationary probability density associated with the se-
quence Yi ≡ Y(ti) (Y(t) sampled at the spike times ti). Let the index i = 0 be assigned
to the spike at the origin, i.e. t0 = 0. Then the spike time t1 is equal to the first ISI T1.
Furthermore, in the conditional ensemble the probability density of t1 and the ISI density
(associated with a long ISI sequence) are equal. More generally, the n-th spike time tn
coincides with the first n-th order interval, i.e. the sum of the first n successive ISIs,
tn = T1 + · · ·+ Tn. (2.11)
In addition to that, the nth-order interval density (i.e. the p.d.f. of all sums of n successive
ISIs of a long ISI sequence) equals the probability density of tn:
Pn(t) = 〈δ(t− tn)〉. (2.12)
The first ISI T1 = t1 is clearly the time when the trajectory reaches the threshold for the
first time: X(t1) = 1 and X(t) < 1 for 0 < t < t1. Thus, the calculation of the statistics of
T1 is a first-passage time (FPT) problem. In the PIF model, it turns out that higher-order
interval statistics can be formulated as a FPT problem as well. To illustrate this point,
it is useful to visualize the trajectory as the position of a particle that starts at X(0) = 0
and slides down an incline with stochastic velocity X˙(t) = 1+ eb · Y(t) (Fig. 2.3A, upper
panel). A passage of the threshold at X = 1 entails an instantaneous reset to X = 0, which
closes one cycle or ISI. The nth-order interval tn amounts to the duration of n subsequent
cycles. In total the particle has to pass the net distance n because in each cycle the particle
must pass from X = 0 to X = 1 (note that the whole path will be longer because the
particle can also go backwards). The duration tn can be precisely replicated in another
scenario, where the particle is not reset but is allowed to slide down the incline beyond
X = 1 (Fig. 2.3A, lower panel). Now, the time the particle needs to reach the point X = n
for the first time is exactly the same as before because the velocity X˙(t) is independent
of the position X and is unaffected by the reset. Thus, the nth-order interval tn is equal
to the first-passage time of the particle on an extended incline with respect to the n-fold
threshold X = n. As a consequence, the nth-order interval density is simply given by
45
Chapter 2. The perfect integrate-and-re model driven by colored noise
the FPT density of a particle with a boundary at X = n instead of a boundary at X = 1
[Lindner, 2004a].
2.1.1. Fokker-Planck equation
An alternative way to formulate the PIF model is based on its ensemble dynamics. In
particular, consider an ensemble of trajectories that are generated by the Langevin dy-
namics Eq. (2.5). This ensemble can be described by the probability density p(x, y, t) =
hd(X(t)   x)d(Y(t)   y) i to find a particular trajectory in the state X(t) = x and Y(t) = y
at time t. For the linear system, Eq. (2.5), p(x, y, t) obeys the Fokker-Planck equation
(FPE)
¶p
¶t =   (1 + e
d
å
i= 1
biyi ) ¶p¶x  
d
å
i ,j= 1
A i j
¶
¶yi (yj p) +
d
å
i ,j= 1
bi j
¶2p
¶yi¶yj , (2.13)
[see e.g. van Kampen, 1992]. This equation has the form of a continuity equation
¶t p + ¶x Jx +
d
å
i= 1
¶Ji
¶yi = 0, (2.14)
where the components of the probability current density J = ( Jx, J1, . . . , Jd)T are identified
as
Jx(x, y, t) = (1 + eb  y) p(x, y, t), (2.15)
Ji (x, y, t) =
d
å
j= 1

A i j yj   bi j
¶
¶yj

p(x, y, t), i = 1, . . . , d. (2.16)
In general, the probability density and current is defined on the whole d + 1-dimensional
space. In many cases, however, the domain of solution will be restricted to the half-space
of the form
Vn =
n
(x, y) 2 Rd+ 1



x < n
o
(2.17)
for some integer n. These half-spaces are bordered by the respective hyperplanes
Qn =
n
(x, y) 2 Rd+ 1



x = n
o
. (2.18)
In the following, these hyperplanes play the role of the nth-order threshold and the reset
for n  1 and n = 0, respectively.
Boundary conditions
The boundary conditions for the FPE depend on the specific question one is interested in.
The main issues here are the position of the threshold, and hence the domain of solution,
and whether trajectories are reinserted at the reset upon threshold crossings or not. In
any case, the probability density and the probability current must vanish at infinitely
distant boundaries (relative to the origin). These so-called natural boundary conditions
can be written as
lim
x! ¥
p(x, y, t) = 0 (2.19)
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and
lim
yi→±∞
p(x, y, t) = 0, lim
yi→±∞
∂
∂yj
p(x, y, t) = 0, i, j = 1, . . . , d. (2.20)
In order to obtain the nth-order interval statistics in the Fokker-Planck formalism, one
generally needs to keep track of the spike count by an additional variable N as shown
in Fig. 2.3B (upper panel). However, in the case of a PIF model, this rather complicated
procedure is not necessary, because the nth-order interval is equivalent to the first pas-
sage time with respect to the boundary Θn (Fig. 2.3B, lower panel). A common approach
to treat FPT problems in the ensemble picture, is to prevent trajectories from re-entering
the domain Vn once they have crossed the boundary Θn for the first time. In particular,
trajectories are not reinserted at the reset. In this way, the probability density integrated
over the whole domain Vn declines and yields the probability that a trajectory has not
yet reached the threshold. This so-called “survival probability” can then be related to
the FPT density (see below). To prevent trajectories from recrossing the threshold, the
probability current across the boundary Θn is required to be non-negative. Since this cur-
rent is given by Jx(n, y, t) = (1 + eb · y)p(x, y, t), non-negativity implies the additional
boundary condition
p(n, y, t) = 0 ∀y : 1+ eb · y < 0 (2.21)
(see also Brunel and Sergi [1998] for a similar situation). There are several ways to think
of this condition, one of which is to take trajectories that approach the threshold from
“above”, i.e. with a negative velocity X˙(t) ≡ 1 + eb · Y < 0, out of the ensemble2. As
a consequence, trajectories cannot be found right below the threshold with a negative
velocity – this fact is expressed by the condition (2.21).
The boundary condition Eq. (2.21) renders the FPE hard to solve analytically, especially
because it is inconveniently imposed on the half-hyperplane 1+ eb · y < 0. Fortunately,
for sufficiently weak noise, i.e. for e  1, the boundary condition is approximately
satisfied by itself because the probability of 1+ eb ·Y being negative is vanishingly small
(Fig. 2.3B). In the following, it will be therefore assumed that the variance of the colored
noise is much smaller than unity, i.e.
e2bTσb 1. (2.22)
Under this assumption, the boundary condition Eq. (2.21) that prevents recrossings can
be safely ignored. This assumption is in line with the weak-noise perturbation ansatz
used in this chapter, and hence, the boundary condition (2.21) will be disregarded in the
following.
Initial conditions
As pointed out above, the natural ensemble for computing the interval statistics is the
conditional ensemble. This ensemble is defined by the initial conditions of the trajecto-
ries: X(0) = 0 (“spike at t = 0”) and Y(0) is randomly drawn from the noise-upon-firing
2This procedure causes a jump of the probability density and the probability current at the boundary from
zero (below threshold) to some finite value (above threshold) for 1+ eb · y < 0 (thick line in Fig. 2.3B).
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density Pf(Y). This implies the following initial probability density:
p(x, y, 0) = δ(x)Pf(y). (2.23)
The noise-upon-firing density is the stationary probability density of the sequence {Yi =
Y(ti)}:
Pf(y) = lim
k→∞
〈δ(Yk − y)〉. (2.24)
To determine Pf(y) let us for the moment return to the original model with threshold at
x = 1 and with reset to x = 0. This corresponds to an absorbing boundary at x = 1
and a reinsertion of the out-flowing probability at the reset potential, such that the total
probability in V1 is conserved. Following Lindner [2004a], this probability density can
be related to the stationary probability density ps(x, y) of this model. In fact, consider
the stationary probability current in x direction, J(s)x (x, y) = (1+ eb · y) ps(x, y). The
outflux of probability through the surface element dS(y) at the point y on the boundary
Θ1, is equal to J
(s)
x (1, y)dy1 · · ·dyd. In other words, J(s)x (1, y)dy1 · · ·dyd is the fraction of
trajectories that exit the domain V1 through the surface element dS(y) per unit time. This
fraction must be proportional to the stationary probability density of Y upon firing:
Pf(y) ∝ J
(s)
x (1, y) = (1+ eb · y) ps(1, y). (2.25)
Note that the factor of proportionality can be determined by a proper normalization of
Pf(y).
The remaining problem consists in determining the stationary density ps(x, y). Strictly
speaking, ps(x, y) is the stationary solution of the FPE (2.13) in the domain V1 with
boundary conditions, Eq. (2.19), (2.20) and
ps(0+, y)− ps(0−, y) = ps(1, y) (2.26)
ps(1, y) = 0 ∀y : 1+ eb · y < 0. (2.27)
The first condition, Eq. (2.26), results from the reset of trajectories, which corresponds to
a reinsertion of the probability current J(s)x (1, y) at the reset Θ0. This causes a jump of the
probability current at x = 0: J(s)x (0+, y)− J(s)x (0−, y) = J(s)x (1, y), which leads to the con-
dition Eq. (2.26). The second condition, Eq. (2.27), is essentially the boundary condition
(2.21) with n = 1, which prevents an influx of probability from above the threshold.
The exact stationary solution that satisfies the boundary conditions (2.26) and (2.27) is
hard to obtain analytically. However, under the weak-noise assumption Eq. (2.22) the
boundary conditions can be simplified as follows. In the case of weak noise, it is unlikely
that X(t) enters the region x < 0. As a necessary condition for this to occur, Y(t) would
have to suffer a fluctuation to the region of negative velocities, 1+ eb · Y < 0 (Fig. 2.3B).
However, such a fluctuation is rare by assumption (Eq. (2.22)). Thus, the probability
density is practically restricted to the domain 0 ≤ x ≤ 1, i.e. it is negligible outside
this region. In addition to that, ps(0, y) ≈ 0 for 1 + eb · y < 0. As a consequence, the
boundary conditions (2.26) and (2.27) can be approximated by the periodic boundary
condition ps(0, y) = ps(1, y). The stationary solution of the FPE (2.13) on the domain
0 ≤ x ≤ 1 with periodic boundary condition is simple: It can be easily verified that the
stationary probability density of Y, ps(y), is a stationary solution of the FPE, for which the
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periodic boundary condition in x is clearly satisfied. Furthermore, it is normalized with
respect to the domain 0 ≤ x ≤ 1, y ∈ Rd. The stationary density of Y is a multivariate
Gaussian with covariance matrix σ, hence
ps(x, y) = ps(y) =
1√
(2pi)d|σ| exp
(
−1
2
yTσ−1y
)
. (2.28)
Finally, using Eq. (2.23) and (2.25) results in the initial condition
p(x, y, 0) = δ(x) (1+ eb · y) ps(y). (2.29)
The n-th order interval density
Following Lindner [2004a], the nth-order interval density or, equivalently, the FPT den-
sity with respect to the boundary Θn can be obtained from the solution p(x, y, t) of the
FPE with the natural boundary conditions (2.19),(2.20) and the initial condition (2.29).
In fact, since trajectories are unlikely to re-enter the half-space Vn, the probability that
a given trajectory has not yet reached the threshold at time t is given by the so-called
survivor function
Sn(t) =
∫
ddy
∫ n
−∞
dx p(x, y, t). (2.30)
The first-passage time density is then determined by the temporal change of the survivor
function, Pn(t) = −S′n(t), or
Pn(t) = − ddt
∫
ddy
∫ n
−∞
dx p(x, y, t) = −
∫
ddy
∫ n
−∞
dx ∂t p(x, y, t). (2.31)
Using the continuity equation (2.14) and taking into account that the currents vanish at
infinity yields
Pn(t) =
∫
ddy Jx(n, y, t) =
∫
ddy (1+ ebTy)p(n, y, t). (2.32)
2.1.2. The moment generating function of the n-th order interspike intervals
In the following, perturbation theory is used to calculate the moments of the n-th order
intervals. A perturbation theory based on the probability density Pn(t) is, however, sin-
gular, i.e. Pn(t) cannot be expanded in powers of the small parameter e. In fact, for e = 0,
all trajectories have the initial conditions x = 0 and y = 0, so that there is a sharp time of
crossing the threshold at x = n. Specifically, Pn(t) = δ(t− n), i.e. the n-th order interval
density exhibits a delta-singularity. This singularity is not removed by taking into ac-
count corrections due to a finite e > 0. However, a perturbation expansion of the Laplace
transform
P¯n(s) =
∫ ∞
0
dt e−stPn(t) (2.33)
is not singular. For instance, for e = 0 the Laplace transform of the delta-shaped prob-
ability density becomes P¯(0)n (s) = exp(−sn), which is a regular function. Therefore, in
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order to find the corrections due to noise, P¯n(s) is sought in the form
P¯n(s) = P¯
(0)
n (s) + eP¯
(1)
n (s) + e2P¯
(2)
n (s) + · · · . (2.34)
If the noise is weak, it is sufficient to compute only the first few terms of this power series
in e.
Once an approximation for P¯n(s) has been obtained, approximate expressions for the
moments and cumulants of the n-th order intervals Tn can be derived in a straightfor-
ward manner. Indeed, the Laplace transform of the n-th order interval density can be
interpreted as a moment generating function, in the sense that the k-th moment of Tn is
given by
〈Tkn〉 = (−1)k
dkP¯n
dsk
∣∣∣∣
s=0
. (2.35)
Similarly, the logarithm of P¯n(s) can be seen as the cumulant generating function because
the k-th cumulant of Tn can be calculated by the formula [e.g. van Kampen, 1992]
κk,n = (−1)k d
k ln P¯n
dsk
∣∣∣∣
s=0
. (2.36)
In terms of the cumulants, the coefficient of variation and the serial correlation coefficient
can be written as
CV =
√
κ2,1 (2.37)
and
ρn =
κ2,n+1 − 2κ2,n + κ2,n−1
2κ2,1
, (2.38)
respectively.
The moment generating function P¯n(s) can be obtained from the solution of the Fokker-
Planck equation p(x, y, t) via Eq. (2.32) and (2.33). However, it is not necessary to com-
pute the probability density p(x, y, t) explicitly. Rather it is sufficient to calculate the
transformed function
ϕ(x, k, s) =
∫ ∞
0
dt e−st
∫
ddy eik·y p(x, y, t), (2.39)
where k is a d-dimensional vector with elements ki, i = 1, . . . , d. Comparing this function
with Eq. (2.32) and Eq. (2.33), the Laplace transform of the n-th order interval density can
be generated from ϕ(x, k, s) as follows:
P¯n(s) = [ϕ− ieb · ∇kϕ]k=0,x=n . (2.40)
Here, ∇kϕ denotes the gradient of ϕ with respect to k, i.e ∇kϕ is a vector with elements
∂iϕ ≡ ∂ϕ/∂ki. On the other hand, ϕ satisfies the transformed equation
∂xϕ− kTA∇kϕ = −
(
s + kTβk
)
ϕ+ δ(x) exp
(
−k
Tσk
2
)
+ iebT
(
∂x∇kϕ+ δ(x)σk exp
(
−k
Tσk
2
))
, (2.41)
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which results from a Fourier and Laplace transform of the Fokker-Planck equation3.
Weak-noise expansion. Eq. (2.41) is a second-order partial differential equation, which
is still difficult to solve because it contains the mixed derivative ∂x∇kϕ. In contrast to the
Fokker-Planck equation (2.13), however, the zeroth-order solution of Eq. (2.41) (i.e. for
e = 0) is not singular, but exhibits a finite jump at x = 0 (due to the delta function on the
right hand side of Eq. (2.41)). Thus, I make the perturbation ansatz
ϕ = ϕ(0) + eϕ(1) + e2ϕ(2) + · · · . (2.42)
Substituting this ansatz into Eq. (2.41) and collecting like powers of e results in the first-
order partial differential equation
∂xϕ
(m) − kTA∇kϕ(m) = −
(
s + kTβk
)
ϕ(m) + Im (2.43)
with the inhomogeneities
I0 = δ(x) exp
(
−k
Tσk
2
)
(2.44)
I1 = ibT∂x∇kϕ(0) + iδ(x)bTσk exp
(
−k
Tσk
2
)
(2.45)
Im = ibT∂x∇kϕ(m−1), m ≥ 2. (2.46)
Similarly, the coefficients P¯(m)n (s) of the moment generating function, Eq. (2.34), can be
obtained by inserting the perturbation series into Eq. (2.40). This yields the relation
P¯(m)n (s) =
[
ϕ(m) − ib · ∇kϕ(m−1)
]
k=0,x=n
(2.47)
for m ≥ 1. In addition to that, the zeroth-order term is given by P¯(0)n (s) = ϕ(0)(n, 0, s).
To solve Eq. (2.43) the method of characteristics is used. To this end, the variables
x and k as well as the functions ϕ(m) are parametrized by a parameter τ and d initial
constants ci, i = 1, . . . , d. The total derivative of ϕ(m) with respect to τ is dϕ(m)/dτ =
dx
dτ ∂xϕ
(m)+∑j
dk j
dτ ∂jϕ
(m). Comparison with Eq. (2.43) reveals that a parametrization of the
3In fact, equation (2.41) can be derived by applying the transformation operator
F : Fg(y, t) =
∫ ∞
0
dt e−st
∫
ddy eik·yg(y, t),
to both sides of Eq. (2.13). The transformation of the time derivative ∂t p involves the Fourier transform
of the initial probability density: F∂t p = sϕ−
∫
ddy eik·y p(x, y, 0). Transforming Eq. (2.29) yields for the
last term ∫
ddy eik·y p(x, y, 0) = δ(x) exp
(
−k
Tσk
2
)(
1+ iebTσk
)
.
Using the relations F{yp} = −i∇kϕ, F{ ∂∂yi (yj p)} = −ki∂jϕ and F{∂2 p/∂yi∂yj} = −kikjϕ leads to
Eq. (2.41).
52
2.1. General theory for the n-th order interval statistics
solution can be obtained from the so-called characteristic equations
dx
dτ
= 1, (2.48)
dk
dτ
= −ATk, (2.49)
dϕ(m)
dτ
= −
(
s + kTβk
)
ϕ(m) + Im. (2.50)
The first two equations can be easily integrated resulting in
x = τ, k = e−τA
T
c. (2.51)
Here, AT denotes the transpose of the matrix A and e−τAT =
(
e−τA
)T is the transpose of
the matrix exponential e−τA.
The further calculations are facilitated by making the ansatz
ϕ(m)(τ, c) = exp
(
−sτ − 1
2
kTσk
)
ψ(m)(τ, c). (2.52)
Substituting this ansatz into Eq. (2.50) yields the expression
dψ(m)
dτ
= −
(
kTβk− 1
2
d
dτ
(kTσk)
)
ψ(m) + Iˆm (2.53)
where Iˆn = In exp
(
sτ + 12 k
Tσk
)
. These inhomogeneities can be expressed in terms of the
lower-order functions ψ(n−1) as follows:
Iˆ0 = δ(τ), (2.54)
Iˆ1 = ibT
[
∂x∇kψ(0) − σk∂xψ(0) − s
(
∇kψ(0) − σkψ(0)
)
+ δ(τ)σk
]
(2.55)
Iˆm = ibT
[
∂x∇kψ(m−1) − σk∂xψ(m−1) − s
(
∇kψ(m−1) − σkψ(m−1)
)]
, m ≥ 2. (2.56)
Here, k has to be understood as k(τ, c) = e−τAT c so that the inhomogeneities Iˆn are
functions of τ and c. The above ansatz simplifies equation (2.53) considerably because
the prefactor in front of ψ(m) actually vanishes. In fact, using Eq. (2.49) the derivative
contained in this prefactor can be carried out explicitly, yielding
d
dτ
(kTσk) = k˙Tσk + kTσk˙ = −(kTAσk + kTσATk) = −kT(Aσ+ σAT)k = 2kTβk.
(2.57)
In the last step, the relation (2.10) has been used. This results indeed in a cancellation of
the first term of the right-hand-side of Eq. (2.53). As a result, ψ(m) can be easily integrated:
ψ(m)(τ, c) =
∫ τ
−∞
dτ′ Iˆm(τ′, c). (2.58)
For m = 0, this formula yields
ψ(0)(τ, c) = θ(τ), (2.59)
53
Chapter 2. The perfect integrate-and-fire model driven by colored noise
where θ(τ) denotes the Heaviside step function. For m = 1, the function Iˆ1 involves
the derivatives of ψ(0)(τ, c) with respect to x and k. Because ψ(0) = θ(τ) = θ(x) does
not depend on k, the derivatives are ∂xψ(0) = δ(x) and ∇kψ(0) = 0. Inserting these
expressions into Eq. (2.55) results in
ψ(1)(τ, c) = iθ(τ)s
∫ τ
0
dτ1 bTσe−τ1A
T
c. (2.60)
In particular, setting c = 0 reveals that the first-order correction ψ(1) and thus ϕ(1) van-
ishes for k = 0 (recall that k = 0 is equivalent to c = 0). Furthermore, as shown in the
appendix A.1, the gradient of ψ(1) with respect to k can be computed using the chain
rule. The resulting expression is
(∇kψ(1))T = iθ(t)s
∫ τ
0
dτ1 bTσeτ1A
T
. (2.61)
Moment generating function With these results it is already possible to calculate the
moment generating function P¯n(s) including the first correction due to noise. In fact,
using Eq. (2.47) and (2.52), the perturbation terms P¯(m)n (s) can be computed directly from
the functions ψ(m)(τ, c):
P¯(0)n (s) = e−sn ψ(0)
∣∣∣
c=0,τ=n
= e−sn (2.62)
and for m ≥ 1
P¯(m)n (s) = e−sn
[
ψ(m)(τ, c)− ibT∇kψ(m−1)(τ, c)
]
c=0,τ=n
, (2.63)
= −ise−sn
∫ n
0
dτm bT∇kψ(m−1)(τm, c)
∣∣∣∣
c=0
. (2.64)
Because the gradient ∇kψ(0) vanishes for c = 0, the first order perturbation term is
P¯(1)n (s) = 0 (2.65)
The first non-vanishing term is e2P¯(2)n (s), which can be obtained by using the expression
for ∇kψ(1). Thus, together with the zeroth-order term the moment generating function
reads
P¯n(s) = e−sn
(
1+ e2s2
∫ n
0
dτ2
∫ τ2
0
dτ1 C(τ1) +O(e4)
)
, (2.66)
where C(t) is the correlation function of the noise as defined in Eq. (2.7).
Cumulants of the nth-order intervals The function P¯n(s) can now be used to generate
the cumulants of the nth-order intervals up to order e2 by means of Eq. (2.36). Evaluating
the function P¯n(s) at s = 0 recovers the correct normalization of the probability density
Pn(t): P¯n(0) =
∫ ∞
0 dt Pn(t) = 1. Furthermore, taking the derivative with respect to s and
setting s = 0 yields the first cumulant with a minus sign. This leads to the expected result
〈tn〉 = n for the mean nth-order interval. In particular, for n = 1 one finds the mean ISI
as 〈Ti〉 = 1, as it should be. The second cumulant or variance of the n-th order interval
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reads in leading order
κ2,n ≡ var(tn) = 2e2
∫ n
0
dτ2
∫ τ2
0
dτ1 C(τ1). (2.67)
This important formula will be extensively used in the following applications (Secs. 2.2
and 2.4). It relates the correlation function of the noise C(t) = bTσetA
T
b with the variance
of the nth-order interval, from which the leading order of the CV and the SCC can be
calculated. Note that Eq. (2.67) has the same form as the variance of Brownian particle
with bias if n and tn are interpreted as time and position, respectively4.
It can be seen from Eq. (2.66) that higher-order cumulants κm,n of the nth-order intervals
(m ≥ 3) vanish up to order e2. To compute the leading order of the third cumulant κ3,n
terms of order e4 in the perturbation expansion have to be taken into account. A detailed
derivation of the next perturbation terms is presented in the appendix A.1. As a result,
the leading-order can be expressed as a three-fold integral over the correlation function:
κ3,n = 12e4
∫ n
0
dτ3
∫ τ3
0
dτ2
∫ τ2
0
dτ1
[
C(τ3− τ1)C(τ2)+C(τ1)C(τ3)+C(τ1)C(τ3− τ2)
]
+O(e6)
(2.68)
Note that unlike the variance, higher-order cumulants are in general non-linear function-
als of the correlation function C(t). As a consequence, the contributions of independent
noises to the third cumulant do not simply add up linearly, as it is the case of the variance.
2.1.3. Coefficient of variation and serial correlation coefficient
If A is invertible, the integrals in Eq. (2.67) are simple and the n-th order variance can be
written explicitly in terms of the drift matrix A and the covariance matrix σ:
var(tn) = 2e2
(
bTσ
(
AT
)−2 [
enA
T − nAT − I d
]
b
)
. (2.69)
In particular, for n = 1 we obtain the squared coefficient of variation of the ISIs:
C2V = 2e
2bTσ
(
AT
)−2 [
eA
T − AT − I d
]
b. (2.70)
In practice, however, it is more convenient to compute the correlation function of the
noise and use the integral formula (2.67).
The zeroth-order approximation of the SCC can be computed from the n-th order vari-
4Eq. (2.67) is closely related to the Kubo relation, according to which the effective diffusion coefficient
Deff = 12
d
dt var(X(t))
∣∣∣
t→∞ of a Brownian particle is given by Deff =
∫ ∞
0 dτ
[〈X˙(t)X˙(t + τ)〉 − 〈X˙(t)〉2].
Indeed, if n is regarded as continuous time t and Sn is interpreted as the position X(t), then differentiating
Eq. (2.67) with respect to n yields for n → ∞ on the one hand: Deff = e2
∫ ∞
0 dτ C(τ). On the other hand,
the correlation function of the noise η(t) = b · Y(t) is C(τ) = e−2 [〈X˙(t)X˙(t + τ)〉 − 〈X˙(t)〉2], which
recovers the Kubo relation.
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ances by formula (1.51). Dividing the result by the squared CV, Eq. (2.70), yields
ρn =
bTσ
(
AT
)−2 (I d − eAT)2 e(n−1)AT b
2bTσ (AT)−2
[
eAT −AT − I d
]
b
. (2.71)
Thus, the SCC is essentially a superposition of exponential functions that decay for in-
creasing lags n. The decay rates of the exponentials are given by the eigenvalues of the
drift matrix A. Since these eigenvalues are negative by assumption, the SCC indeed van-
ishes in the limit n→ ¥ , as it is required for any proper correlation function.
An important quantity is the sum of the SCCs over all lags, because according to
Eq. (1.64) it characterizes the long-term variability of the spike count as expressed by the
Fano factor. In fact, the Fano factor for infinitely large time windows, F¥ = limt→¥ F(t),
is given by F¥ = C2V (1+ 2 å
¥
n=1 ρn), [see e.g. Cox and Lewis, 1966]. For the infinite sum
of ρn, the formula å ¥n=1 e(n−1)A
T
=
(
I d − eAT
)−1
for a geometric series can be used. Ap-
plying this to Eq. (2.71) leads to
¥
å
n=1
ρn =
bTσ
(
AT
)−2 (I d − eAT) b
2bTσ (AT)−2
[
eAT −AT − I d
]
b
. (2.72)
Using the expression for the squared CV, Eq. (2.70), yields the long-time limit of the Fano
factor:
F¥ = −2e2bTσ
(
AT
)−1
b. (2.73)
2.1.4. The n-th order interval density
In the PIF neuron driven by white Gaussian noise, the ISIs are distributed according to the
inverse Gaussian probability density, Eq. (1.68). What is the shape of the ISI density for
a colored noise driving? This probability density function can be calculated analytically
without resorting to perturbation theory. The only requirement is that the weak noise
condition (2.22) is satisfied, so that boundary effects for negative “velocities” X˙ can again
be neglected. As shown in the appendix, Sec. A.2, this strategy results in the nth-order
interval density
Pn(t) =
1
2
√
4pie2γ31(t)
exp
[
− (t− n)
2
4e2γ1(t)
]{
[(n− t)γ2(t) + 2γ1(t)]2
2γ1(t)
− e2 [γ22(t)− 2γ1(t)C(t)]
}
,
(2.74)
where
γ1(t) =
∫ t
0
dt′′
∫ t′′
0
dt′ C(t′) = bTσ
(
AT
)−2 [
etA
T − tAT − I d
]
b. (2.75)
γ2(t) =
∫ t
0
dt′C(t′) = bTσA−1
(
etA
T − I d
)
b. (2.76)
Expression (2.74) is exactly the same as that found by Lindner [2004a] for the case of a
one-dimensional OUP. The only difference is a generalization of the functions γ1(t) and
γ2(t) to arbitrary multivariate OUPs.
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2.1.5. Long-time asymptotics of the Fano factor
The Fano factor is dened as the variance-to-mean ratio
F(t) = hDN (t)
2i
hN (t) i , (2.77)
where N (t) is the spike count of the stationary point process in the time window [0, t]. For
the asymptotic behavior in the limit t ! ¥ , the spike count can be replaced by the freely
evolving Brownian motion on an incline X(t) that starts at X(0) = 0, i.e. X(t) is not reset
upon threshold crossings. Although strictly speaking the initial value of X is uniformly
distributed in the interval [0, 1), the sharp initial condition X(0) = 0 is justied, because
at large times the exact initial value becomes irrelevant. Thus, for large times it holds
approximately
F(t)  var(X(t))hX(t) i , t  1. (2.78)
Mean and variance of X(t) can be computed from the characteristic function Q(w, t) =
heiwX(t) i by
hX(t) i =   i dQdw




w= 0
, var(X(t)) =   d
2 log Q
dw2




w= 0
. (2.79)
As shown in the appendix A.2, the characteristic function of X(t) reads
Q(w, t) =  1 + ie2wg2(t)  exp   iwt   e2w2g1(t)  . (2.80)
From this expression, mean and variance are generated ashX(t) i = t + O(e2) and
var(X(t)) = 2e2g1(t) + O(e4), which results in the following expression for Fano fac-
tor:
F(t) = 2e
2
t
Z t
0
dt2
Z t2
0
dt1 C(t1) = 2e2bTs
0
@
(AT)   2
h
etA
T
  tA T   I d
i
t
1
A b, t  1.
(2.81)
In the long-time limit, the Fano factor saturates at
lim
t! ¥
F(t) =   2e2bTs(AT)   1b. (2.82)
This coincides precisely with the result found in Eq. (2.73).
2.2. The PIF model driven by exponentially correlated noise
In the following sections I will discuss particular examples in order to demonstrate how
the general theory can be applied to specic models. In the simplest case, the PIF neu-
ron is driven by only a single one-dimensional Ornstein-Uhlenbeck process. This case
has been studied by Lindner [2004a], who derived several analytical expressions for the
ISI statistics. Thus, the one-dimensional OUP can be used as a special case, for which
the general theory can be tested. In addition to that, the known results are extended to
higher-order cumulants of the ISIs such as the skewness and kurtosis. These measures
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turn out to be useful to characterize the ISI distribution of a colored-noise driven PIF neu-
ron as compared to the inverse Gaussian ISI statistics of a white-noise driven PIF neuron.
In particular, the results of this section will be used extensively in Chap. 4, in order to
access the dominating source of noise in an adapting sensory neuron.
In the case of a one-dimensional OUP, the dynamics of the subthreshold membrane
potential V(t′) can be written in the form
dV
dt′
= µ+ η (2.83a)
τc
dη
dt′
= −η +
√
2Dξ(t′), (2.83b)
where µ is the base current, τc is the correlation time of the OUP η(t′) and D is the noise
intensity. The firing threshold is at Vth: whenever V hits the threshold a spike is fired and
V is reset to V = 0. First, the model can be transformed into a non-dimensional form by
measuring time and voltage in units of Vth/µ and Vth, respectively. The dynamics for the
corresponding non-dimensional variables X = V/Vth, ηˆ = η/µ in non-dimensional time
t = µt′/Vth becomes
X˙ = 1+ ηˆ (2.84a)
τˆ ˙ˆη = −ηˆ +
√
2Dˆξ(t). (2.84b)
The parameters of the model are the rescaled correlation time and noise intensity,
τˆ =
µ
Vth
τc, Dˆ =
D
µVth
, (2.85)
respectively. In this scaling, the firing threshold is unity. As a final step, the non-dimensionalized
model, Eq. (2.84), can be put into the general form Eq. (2.5), by rescaling the OUP ηˆ(t) by
its standard deviation
√
Dˆ/τˆ. The rescaled OUP, Y =
√
τˆ
Dˆ
ηˆ, has unit variance. In terms
of the rescaled variables, the PIF model can be finally written as
X˙ = 1+ eY (2.86)
Y˙ = − 1
τˆ
Y +
√
2
τˆ
ξ(t) (2.87)
with the weak-noise parameter
e =
√
Dˆ
τˆ
=
√
D
τcµ2
. (2.88)
Comparing equation (2.86) with the general d-dimensional model, Eq. (2.5), one ob-
tains the corresponding 1× 1 “matrices” A = [−1/τˆ] and B = [√2/τˆ]. This implies
β = 1/τˆ and, according to Eq. (2.10), σ = 1. The matrix exponentials become ordi-
nary exponential functions. Finally, the one-dimensional projection “vector” b is equal
to unity. Hence, the correlation function C(t) ≡ bTσetAT b has the expected exponential
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form
C(t) = exp
(
− t
τˆ
)
. (2.89)
With the expression for the correlation function, the ISI density is immediately given
by Eq. (2.74) with n = 1:
P(t) =
1
2
√
4pie2γ31(t)
exp
[
− (t− 1)
2
4e2γ1(t)
]{
[(1− t)γ2(t) + 2γ1(t)]2
2γ1(t)
− e2 [γ22(t)− 2γ1(t)C(t)]
}
,
γ1(t) = τˆ2
(
t
τˆ
+ e−t/τˆ − 1
)
, γ2(t) = τˆ
(
1− e−t/τˆ
)
.
(2.90)
This coincides precisely with the result of Lindner [2004a].
In the following, I am going to address the question of how a non-vanishing correlation
time of the noise effects the statistics of interspike intervals. Furthermore, it is desirable
to answer the inverse question: Given the statistics of interspike intervals (e.g. from an
experimental recording), can we conclude about the color of the noise? This question will
arise in Chap. 4, where the time scale of channel noise in an auditory receptor neuron will
be inferred.
The limit of vanishing correlation time corresponds to a PIF neuron that is driven by
Gaussian white noise. In this case, the ISIs are distributed according to the inverse Gaus-
sian density,
PWN(t) =
1√
4piDˆt3
exp
[
− (t− 1)
2
4Dˆt
]
. (2.91)
At fixed mean ISI, 〈T〉 = 1, this probability density is uniquely determined by its co-
efficient of variation CV =
√
2Dˆ. To access the influence of a finite correlation time in
the case of colored noise, let us fix the CV while the correlation time τˆ is varied. For a
correlation time much smaller than the mean ISI (0 < τˆ  1), the ISI density is still close
to the inverse Gaussian density with the same mean and CV (Fig. 2.4). Note, the good
agreement between simulation and the analytical approximation even for e2 = 1.3. As
shown below, this approximation converges indeed to the exact ISI density, the inverse
Gaussian, in the white-noise limit. In contrast, for correlation times that are much larger
than the mean ISI, the ISI density is much more peaked compared to the inverse Gaus-
sian with equal mean and CV. Moreover, the ISI density exhibits a heavy tail that decays
much slower than the exponential tail of the inverse Gaussian, Fig. (2.4)B.
The rescaled skewness and kurtosis To quantify the peaked shape and the heavy tail
of the ISI density for large correlation times in comparison with an inverse Gaussian den-
sity with the same mean and CV, higher-order statistics beyond the variance are needed.
To this end, consider the skewness and kurtosis of the ISIs, which can be computed from
the third and fourth ISI cumulants by Eq. (1.42) and (1.43). For an inverse Gaussian
the skewness is proportional to the CV and the kurtosis scales like the squared CV (cf.
Eqs. (1.69) and (1.70)). This suggests to introduce rescaled versions of the skewness and
the kurtosis that enable a direct comparison with the inverse Gaussian statistics as fol-
59
Chapter 2. The perfect integrate-and-fire model driven by colored noise
0.0 0.5 1.0 1.5 2.0 2.5 3.0
interspike interval
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
p
ro
b
a
b
il
it
y
 d
e
n
s
it
y
A
inverse Gaussian
τ=10
theory, τ=10
τ=0.1
theory, τ=0.1
Figure 2.4.: ISI densities of a PIF neuron driven by a one-dimensional OUP. In all cases, the ISI
densities have the same mean and variance (CV = 0.5). A For a small correlation time, τˆ = 0.1
(Dˆ = 0.13), the ISI density (red squares: simulation, dashed line: theory) is close to an inverse
Gaussian density with the same CV (green solid line) corresponding to τˆ = 0. For larger
correlation time (τˆ = 10, Dˆ = 1.33), the ISI density is more peaked (simulation: blue circles,
theory: black solid line). B Same as A but logarithmic y-axis, which reveals the exponential
tail for small correlation time and the slow decay for large correlation time. The values of the
skewness αs and the kurtosis αe as defined in Eq. (2.92) and (2.93) are indicated in the figure.
For τˆ = 0.1 these values are close to unity which corresponds to an inverse Gaussian statistics,
whereas for τˆ = 10 the skewness and kurtosis are much larger than for an inverse Gaussian.
lows:
αs =
γs
3CV
=
κ1κ3
3κ22
(2.92)
and
αe =
γe
15C2V
=
κ21κ4
15κ32
. (2.93)
By defining the rescaled skewness and kurtosis in this manner, we obtain measures that
are identical to unity for an inverse Gaussian ISI density. For larger (smaller) values,
the ISI density is respectively more (less) skewed and more (less) peaked compared to
an inverse Gaussian density. Table 2.1 presents the values of αs and αe for different ISI
densities that are popular for modeling spike trains.
distribution P(t) 〈T〉 CV αs αe
gamma α(αt)
α−1
Γ(α) e
−αt 1 α−1/2 23
2
5
inverse Gaussian 1√
4πDˆt3
exp
[
− (t−1)2
4Dˆt
]
1
√
2Dˆ 1 1
log-normal 1
t
√
2πσ2
exp
[
−
(
ln(t)+ σ
2
2
)2
2σ2
]
1
√
eσ2 − 1 eσ2+23 e
3σ2+3e2σ
2
+6eσ
2
+6
15
Table 2.1.: Skewness αs and kurtosis αe for some common ISI probability densities. For the gamma
distribution, the values of αs and αe are always smaller than unity, whereas for the log-normal
distribution they are always larger than unity. Note that time is measured in units of the mean
ISI.
The cumulants of the n-th order intervals can be readily obtained from the general
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Figure 2.5.: ISI statistics of a PIF neuron driven by a one-dimensional OUP – dependence on the
correlation time. The coefficient of variation A, the rescaled skewness αs B, the rescaled kurto-
sis αe C and the serial correlation coefficient at lag 1 D are depicted for 2 = 0.01 (squares,solid
line) and 2 = 0.1 (circles, dashed and dotted line). The symbols represent simulation results,
the solid and dashed lines show the result of the perturbation theory (Eq. (A.43) and Eq. (A.44)
for αs and αe, respectively). The dotted lines show semi-analytical results obtained from a nu-
merical integration of the ISI density, Eq. (2.74).
perturbation formulas in Sec. 2.1 and A:
〈Sn〉 = n, (2.94)
var(Sn) = 2τˆ2
(
2K2,1 + 4K2,2 +O(6)
)
(2.95)
with
K2,1 = e−
n
τˆ +
n
τˆ
− 1 (2.96a)
K2,2 =
n
τˆ
e−
n
τˆ +
(
1− e− nτˆ
) (
1− 2e− nτˆ
)
. (2.96b)
The case n = 1, recovers the squared coefficient of variation of the ISIs up to fourth order
in  that has been found in Lindner [2004a],
C2V =
2
θ
[
2
(
1− 1− e
−θ
θ
)
+ 4
(
e−θ +
(1− e−θ)(1− 2e−θ)
θ
)]
, (2.97)
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where θ = 1/τˆ. The CV increases monotonously with increasing τˆ (Fig. 2.5A), which
is consistent with similar findings in other studies [Schwalger and Schimansky-Geier,
2008]. Furthermore, the approximation based on perturbation theory captures the CV
obtained from simulations rather well if the noise is sufficiently weak and the correlation
time is not too large. The deviations found at large τˆ, seem to be mainly due to neglecting
higher orders in the perturbation series rather than neglecting the reflecting boundary
(see also the discussion below regarding the skewness).
The third and fourth cumulant as well as analytical formulas for the rescaled skewness
(up to second-order) and kurtosis (up to first-order perturbation theory) are given in the
appendix, Eq. (A.42). For the following discussion, however, let me consider only the
leading-order term of the weak-noise expansion given by
α
(0)
s = θ
1− e−θ
θ − 1+ e−θ (2.98)
and
α
(0)
e = θ
2 7e
−2θ + 2(θ − 6)e−θ + 5
5 (θ − 1+ e−θ)2
. (2.99)
Using these relations, it can be shown that in leading order, αs > 1 and αe > 1 and that
both quantities converge to unity in the limit τˆ → 0. For τˆ much larger than the mean
ISI, the leading orders saturate at α(0)s = 2 and α
(0)
e = 24/5. Thus, a finite correlation time
of the Ornstein-Uhlenbeck noise results indeed in an ISI density that is more skewed
and peaked than an inverse Gaussian density. This is also confirmed by simulations
(Fig. 2.5B,C). For weak-noise, e2 = 0.01, the perturbation theory agrees perfectly with
simulations in a broad range of correlation times. For moderate noise, e2 = 0.1, the
theory saturates for large τˆ, while the rescaled skewness and kurtosis increase strongly.
To test whether this deviation is due to neglecting higher-order terms in the perturbation
series or due to boundary effects, the rescaled skewness and kurtosis were also computed
numerically from the ISI density Eq. (2.74). The expression for the ISI density is exact to
all orders in e, provided that the effect of the reflecting boundary can be neglected. Put
differently, the results obtained from computing the cumulants of the ISI density may be
regarded as the full (i.e. infinite) perturbation series (if this series converges). Possible
remaining deviations of this semi-analytic theory can then only be ascribed to boundary
effects. Fig. 2.5A–C shows that the deviations at intermediate correlation times are indeed
removed by the semi-analytic theory indicating that the deviations of the perturbation
results are due to neglecting higher orders. At large τˆ, however, there is still a mismatch
between simulations and semi-analytic theory. A closer inspection of this regime reveals
that the approximation of the ISI density, Eq. (2.74), possesses negative parts (data not
shown), which is in contradiction to the positivity of probability densities. Since in our
approach the ISI density is approximated by the total probability flux across the threshold
at time t, the negative values show that the number of trajectories crossing the threshold
in the time interval (t, t+dt) from above is larger than the number of trajectories crossing
the threshold from below; as a consequence the net flux is negative.
Finally, the SCC at lag n can be obtained from the nth-order variance, Eq. (2.94), by
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means of the relation (1.51). As a result, I obtain
ρn =
4e2
C2Vθ2
e−nθ
[
sinh2
(
θ
2
)
+ e2
(
2e−nθ sinh2(θ) + (nθ − 3) sinh2
(
θ
2
)
− θ
2
sinh(θ)
)]
,
(2.100)
which is identical to the result of Lindner [2004a]. In leading order of e the SCC decays
exponentially with a decay “time” τˆ. In other words, the correlation structure of the
input (exponential auto-correlation function with decay time τˆ) is conserved in the serial
correlation structure of the ISIs. The exponential decay with respect to the lag has been
extensively discussed elsewhere (Middleton et al. [2003], Lindner [2004a]).
The white-noise limit In many situations, input fluctuations of neurons are only shortly
correlated in time. This concerns, for instance, synaptic background activity that is fil-
tered through fast synapses, channel noise associated with fast ionic currents (e.g. sodium
current) and thermal noise. In all these cases, the correlation time of the noise is much
smaller than the typical interspike interval. A common approach to simplify the analysis
of neuron models with rapid fluctuations is to approximate these fluctuations by white
noise. In our model, this approximation would correspond to letting the correlation time
of the Ornstein-Uhlenbeck process go to zero while keeping a constant noise intensity:
τˆ → 0, Dˆ = D/(Vthµ) = const.. The following problem arises with this limit: the vari-
ance e2 = Dˆ/τˆ diverges, which clearly violates the assumption e  1 of the theory. In
particular, it is not clear to what extend the above formulas for the ISI statistics are valid
for a PIF neuron driven by white-noise.
In contrast to the strict white-noise limit, one can assume a small, but non-vanishing
correlation time 0 < τˆ  1. Then, the validity condition e 1 can still be satisfied if the
noise intensity is sufficiently small. Specifically, this requires Dˆ  τˆ and combining the
conditions of small correlation time and small noise variance yields the range
Dˆ  τˆ  1. (2.101)
The asymptotic behavior of the CV for τˆ  1 can be obtained from Eq. (2.97). The
resulting expression is
CV '
√
2Dˆ, τˆ  1, (2.102)
which is the exact white noise limit even if Dˆ is not small. A similar phenomenon can be
observed for the asymptotic behavior of the SCC, which is
ρn ' τˆ2 δn,1, τˆ  1. (2.103)
In the limit τˆ → 0 the SCC vanishes as expected for a PIF model driven by white noise.
This is again correct even if Dˆ is not much smaller than τˆ; in fact, the expression (2.103)
does not even depend on the noise intensity Dˆ. For the ISI density, however, the formal
limit
P1(t) =
1
2
(
(t + 1)2
2t
− Dˆ
)
PWN(t), τˆ → 0 (2.104)
only reduces to the inverse Gaussian, Eq. (2.91), if the correct limit τˆ → 0, Dˆ  τˆ
(Eq. (2.101)) is performed. In this case, PWN(t) is strongly peaked about 〈T〉 = 1. The
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prefactor of PWN(t) in Eq. (2.104), however, reduces to 1, if t is approximated by 〈T〉 = 1,
which recovers indeed the inverse Gaussian.
2.3. Superposition of independent Ornstein-Uhlenbeck
processes
In many cases, fluctuations of the driving currents exhibit multiple time scales. For in-
stance, neurons typically receive synaptic input through different populations of synapses,
e.g. slow inhibitory synapses and fast excitatory synapses. Furthermore, channel noise
might arise from both fast (e.g. sodium) channels and slow channels (e.g. adaptation
channels). The simplest model that could account for noise with multiple time scales
would be a superposition of independent noise processes with different time scales. How
are the different inputs reflected in the output statistics and are they coded indepen-
dently?
To answer these questions, suppose that the colored noise driving is a superposition
of M independent Ornstein-Uhlenbeck processes Ym(t), where m = 1, . . . , M and 0 <
M ≤ d. Let dm be the dimension of the process Ym, such that d1 + · · ·+ dM = d. Each
process is characterized by a dm × dm drift matrix Am and a dm × dm matrix Bm. Then, the
dynamical equation for the membrane potential may be written as
X˙ = 1+ e
(
bT1 Y1 + · · ·+ bTMYM
)
(2.105a)
Y˙m = AmYm + Bmξm(t), m = 1, . . . , M (2.105b)
where the symbols bm denote dm-dimensional projection vectors. This scenario is a
special case of the general model analyzed in the previous section. In fact, the system
(2.105) can be represented in the general form (2.5) by introducing the stacked vectors
Y = (YT1 , . . . , Y
T
M)
T and b = (bT1 , . . . , b
T
M)
T. Then, the total drift and noise strength matri-
ces have the following block diagonal shape
A =

A1 0 · · · 0
0 A2 · · · 0
...
...
. . . · · ·
0 0 · · · Am
 , B =

B1 0 · · · 0
0 B2 · · · 0
...
...
. . . · · ·
0 0 · · · Bm
 . (2.106)
As a nice consequence, the matrix exponential etA
T
and the covariance matrix σ also
have the same block diagonal shape. This also holds for the matrix product σetA
T
. Thus,
the correlation function C(t) = bTσetA
T
b decomposes into the sum of the individual
correlation functions Cm(t) = bTmσetA
T
m bm:
C(t) = C1(t) + · · ·+ CM(t). (2.107)
Note that this relation is exact to all orders of e. Since the nth-order variance is in leading
order of e a linear functional of C(t) (cf. Eq. (2.67)), the nth-order variance also decom-
poses into the sum of the individual nth-order variances. More precisely, let var(tn,m)
denote the n-th order variance of a PIF model with drift 1 + ebm · Ym for a specific inte-
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ger m. Then, the nth-order variance resulting from the superposition of M independent
Ornstein-Uhlenbeck processes is
var(tn) = var(tn,1) + · · ·+ var(tn,M) +O(e4). (2.108)
The additivity property also carries over to the covariance cov(Ti, Ti+n) of the ISIs be-
cause according to Eq. (1.51) the covariance ρn〈∆T2i 〉 is linear in the nth-order variances.
Hence,
cov(Ti, Ti+n) =
M
∑
m=1
cov(Ti,m, Ti+n,m) +O(e4), (2.109)
where Ti,m denotes the ith ISI of a PIF model that is solely driven by the mth OUP. Simi-
larly, the large-time Fano factor is the sum of the individual Fano factors,
F(t) =
M
∑
m=1
Fm(t), t 1, (2.110)
because of the linearity of Eq. (2.81).
The additivity does not, however, apply to the serial correlation coefficients ρn because
they are build as the ratio of covariance and variance. This ratio clearly cannot be de-
composed into the sum of the individual SCCs. Moreover, Eq. (A.21) reveals that higher-
order corrections of the n-th order variance are non-linear functionals of C(t). Thus, the
additivity property only holds for sufficiently weak noise.
2.3.1. The PIF model driven by multiple exponentially correlated noises
As a special case, let us consider a superposition of independent one-dimensional OUPs,
i.e. M = d. In this case, the noises are exponentially correlated with correlation times
τˆi, i = 1, . . . , d. Furthermore, the drift matrix becomes strictly diagonal with the inverse
correlation times on its diagonal: A = diag(τˆ−11 , . . . , τˆ
−1
d ). Similarly, the covariance ma-
trix is diagonal with elements σij = δij (unit variances of the OUPs). Hence, the Langevin
equation (2.105) can be written as
X˙ = 1+ e (b1Y1 + · · ·+ bdYd) (2.111a)
Y˙i = − 1
τˆi
Yi +
√
2
τˆi
ξi(t), i = 1, . . . , d (2.111b)
As illustrated in Fig. 2.6A, the input correlation function is comprised of exponentials:
C(t) = b21e
−1/τˆ1 + · · ·+ b2de−1/τˆd . (2.112)
Correspondingly, the input power spectrum is a superposition of Lorentzians, S( f ) =
S1( f ) + · · ·+ Sd( f ) with Si( f ) = 2τˆib2i /
[
1+ (2pi f τˆi)2
]
.
The diagonal form of the drift and covariance matrix simplifies the analytical results
considerably because the matrix exponential can be computed easily. In particular, this
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Figure 2.6.: PIF model driven by two exponentially correlated noises with different time scales.
Input taken as a superposition of two one-dimensional Ornstein-Uhlenbeck processes with cor-
relation times τˆ1 = 1000 (slow part) and τˆ2 = 10 (fast part). A The time scales are reflected in the
input correlation function and power spectrum, which constitute a sum of the individual func-
tions. Are these time scales also visible in the output statistics? B The serial correlation coeffi-
cient ρn (simulation: gray line, theory: black solid line) reveals two well-separated decays that
correspond to correlation length τˆ1 and τˆ2, respectively. The two terms in the sum, Eq. (2.113),
are drawn individually by dashed and dashed-dotted lines as indicated in the legend. C Fano
factor as a function of the observation time t (simulations: gray line; theory, Eq. (2.116), black
solid line). the individual terms of the large-time Fano factor formula, Eq. (2.114), are drawn
by dashed and dashed-dotted lines as in B. The superposition of these terms yields a small
shoulder between t = τˆ2 and t = τˆ1 in the large-time behavior. Parameter values: e2 = 0.01,
b21 = 0.2, b
2
2 = 0.8
leads to an explicit expression for the SCC:
ρn =
∑di=1 b
2
i τˆ
2
i
(
1− e−1/τˆi)2 exp(− n−1τˆi )
2∑di=1 b2i τˆ
2
i
(
e−1/τˆi + 1τˆi − 1
) +O(e2). (2.113)
The geometric decay with respect to the lag n is thus given by a superposition of expo-
nentials with decay constants τˆi. Figure 2.6 shows the case, in which the PIF model is
driven by two OUPs with well-separated correlation times. These time scales are clearly
visible as two separate decays in the serial correlation coefficient (Fig. 2.6B).
Furthermore, using Eq. (2.81) and (2.112), Fano factor for large time windows becomes
Flarge(t) = 2e2
d
∑
i=1
b2i τˆ
2
i
(
1
τˆi
− 1− e
−t/τˆi
t
)
, t 1. (2.114)
For small time windows (smaller than the typical diffusion time), the spike train can
be regarded as periodic. In this case, the Fano factor does not depend on the specific
correlation function and the generic formula of Middleton et al. [2003] can be used. This
formula reads
Fsmall(t) =
{t}(1− {t})
t
, (2.115)
where {t} = t − btc denotes the difference between t and the largest integer btc not
greater than t, i.e. {t} is a sawtooth function. A uniform approximation for the Fano
factor can be obtained by adding the small and large time behavior [Middleton et al.,
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2003], i.e.
F(t) ≈ Fsmall(t) + Flarge(t). (2.116)
Figure 2.6C shows indeed an excellent agreement of this interpolation formula with the
result of numerical simulations of a PIF model driven by two OUPs with different corre-
lation times. In the large-time behavior, the Fano factor reveals a small shoulder that is
due to the superposition of two individual Fano factors in Eq. (2.114) (cf. also the general
relation Eq. (2.110)). Although this effect might not be significant, the superposition still
causes a strong increase in the Fano factor over several orders of the observation time t.
The presence of multiple time-scales in the noise driving neuronal variabitlity might thus
explain the seemingly unbounded growth of the Fano factor in the experiment of Lowen
and Teich [1992] (see Fig. 1.10).
2.4. PIF model driven by harmonic noise5
As a third example, I consider a PIF neuron that is driven by both Ornstein-Uhlenbeck
noise and so-called harmonic noise [Schimansky-Geier and Zülicke, 1990]. The latter rep-
resents an underdamped harmonic oscillator driven by a Gaussian white noise force. In
contrast to the monotonically decaying Lorentzian spectrum of an Ornstein-Uhlenbeck
process, the salient feature of harmonic noise is a pronounced peak in the power spec-
trum at some characteristic frequency. Such kind of noise can serve as a simple model
for a stochastic process that shows a clear periodic behavior albeit with a finite phase
coherence. Examples of such stochastic oscillations in the nervous system are abundant,
ranging from epithelial oscillations of sensory hair cells to gamma oscillations in the hip-
pocampus.
The model considered in the following has been put forward to describe the activ-
ity of afferent neurons in the electro-sensory system of paddlefish [Engel et al., 2009].
These neurons are innervated by a number of sensory epithelia within a skin pore of
the electro-sensory system [Neiman and Russell, 2004]. Each epithelium exhibits sponta-
neous oscillations of epithelial hair cells at a frequency of 26 Hz. As a result the afferent
neuron receives an input current that can be described by a superposition of a large num-
ber of independent oscillating currents. This suggests to model the epithelial driving by
a Gaussian process with a characteristic peak in the power spectrum 6.
The neuron model by Engel et al. [2009] is a PIF model, where the membrane potential
V is driven by a constant base current µ and two kinds of noise, ζ(t) and ε(t):
V˙ = µ+ ζ + ε. (2.117)
Here, ζ(t) represents the harmonic noise defined as an underdamped harmonic oscillator
driven by white Gaussian noise,
ζ¨ + γζ˙ +ω20ζ =
√
2Dξζ(t′). (2.118)
5Parts of this section have been studied together with Christoph Bauermeister [see also Bauermeister, 2012].
All calculations and simulations presented here, have been carried out by myself.
6The power spectrum of the epithelial oscillator also shows higher harmonics at multiples of 26 Hz [Neiman
and Russell, 2004], which are neglected in the model.
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In this equation, γ is the damping constant, ω0 is the undamped angular frequency and
D is the noise intensity. The system exhibits damped oscillations if ω0 > γ/2 (“under-
damped regime”). Under this assumption, the harmonic noise has a peak in its power
spectrum,
Sζ(ω) =
2D
(ω2 −ω20)2 + γ2ω2
. (2.119)
In addition to that, let ε(t) be an Ornstein-Uhlenbeck noise that obeys the Langevin equa-
tion
τc ε˙ = −ε+
√
2D′ξε(t′) (2.120)
(cf. Eq. (2.83b)). This noise is included in the model to account for (fast) intrinsic fluc-
tuations with an approximately Lorentzian spectrum Sε(ω) = 2D′/(1 + ω2τ2c ). This
yields a better agreement with experimental data from paddlefish electro-sensory neu-
rons [Bauermeister, 2012].
Following the general strategy, the model is first non-dimensionalized by measuring
voltage in units of Vth and time in units of Vth/µ. This leads to the representation
X˙ = 1+ εˆ+ ζˆ, (2.121)
τˆ ˙ˆε = −εˆ+
√
2Dˆ′ξε(t) (2.122)
and
¨ˆζ + γˆ ˙ˆζ + ωˆ20 ζˆ =
√
2Dˆξζ(t) (2.123)
with the dimensionless variables
t =
µ
Vth
t′, X =
V
Vth
, εˆ =
ε
µ
, ζˆ =
ζ
µ
. (2.124)
and dimensionless parameters
τˆ =
µ
Vth
τ, γˆ =
Vth
µ
γ, ωˆ20 =
V2th
µ2
ω20 Dˆ
′ =
D′
Vthµ
Dˆ =
V3thD
µ5
. (2.125)
Furthermore, in these units the firing threshold is at X = 1. Note, that these parameters
correspond to setting µ = 1 and Vth = 1 in the original equations. Finally, the noise pro-
cesses are renormalized by their respective standard deviation, so that the renormalized
processes exhibit unit variance7. This results in a four-dimensional system of first-order
7The variances of the OU noise and the harmonic noise are given by 〈εˆ2〉 = Dˆ′/τˆ and 〈ζˆ2〉 = Dˆ/(γˆωˆ20),
respectively. This suggests to introduce the variables
Y1 =
√
τˆ
Dˆ′
εˆ, Y2 =
√
γˆωˆ20
Dˆ
ζˆ, Y3 = Y˙2 =
√
γˆωˆ20
Dˆ
dζˆ
dt
, (2.126)
where Y1 and Y2 have unit variance.
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differential equations:
X˙ = 1+ e
(
bY1 +
√
1− b2Y2
)
(2.127a)
Y˙1 = − 1
τˆ
Y1 +
√
2
τˆ
ξ1(t) (2.127b)
Y˙2 = Y3 (2.127c)
Y˙3 = −γˆY3 − ωˆ20Y2 +
√
2γˆωˆ20ξ3(t), (2.127d)
where we changed from the noise intensities Dˆ and Dˆ′ to the new parameters
e =
√
Dˆ
γˆωˆ20
+
Dˆ′
τˆ
=
1
µ
√
D
γω20
+
D′
τc
, b =
√
τˆDˆ
τˆDˆ + γˆωˆ20Dˆ′
=
√
τD
τD + γω20D′
(2.128)
Because Y1 and Y2 have unit variance, the variance of the noise η = bY1 +
√
1− b2Y2
is also unity. The dimensionless quantity e has the role of a weak noise parameter that
depends on both noise intensities Dˆ and Dˆ′ of harmonic noise and OU noise, respectively.
The dimensionless parameter b ∈ [0, 1] weights the contribution of the two types of noise.
In particular, b = 0 corresponds to a PIF model that is solely driven by harmonic noise,
whereas b = 1 yields the special case that has been analyzed in Sec. 2.2, i.e. a PIF model
driven by exponentially correlated noise. The weak-noise limit e→ 0, can be achieved if
Dˆ and Dˆ′ both scale like e2.
In the following, only the (more interesting) case ωˆ0 > γˆ/2 is considered, in which the
noiseless dynamics of Y2(t) exhibits damped oscillations (the so-called underdamped
case). This regime corresponds to a stable focus at the origin of the phase plane spanned
by the variables Y2 and Y3 = Y˙2. Furthermore, for the validity of the weak-noise per-
turbation theory it is assumed that the total standard deviation of the noise driving is
much smaller than the deterministic driving force. Since the standard deviation of the
total noise is e, it must be required that
e 1. (2.129)
Our model (2.127) has the form of the general system (2.5) by choosing A and B as the
following 3× 3 matrices:
A =
− 1τˆ 0 00 0 1
0 −ωˆ20 −γˆ
 , B =

√
2
τˆ 0 0
0 0 0
0 0
√
2γˆωˆ20
 . (2.130)
Furthermore, the projection vector must be chosen as bT =
(
b,
√
1− b2, 0
)
. As shown
in the appendix A.4, this yields the following correlation function of the input noise [see
also Chandrasekhar, 1943, Wang and Uhlenbeck, 1945, Schimansky-Geier and Zülicke,
1990],
C(t) = b2e−
t
τˆ + (1− b2)e− γˆ2 t
(
cosΩt +
γˆ
2Ω
sinΩt
)
, (2.131)
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where
Ω =
√
ωˆ20 −
γˆ2
4
(2.132)
denotes the damped natural frequency of the oscillator. Using the general relation be-
tween correlation function and nth-order variance, Eq. (2.67), yields the leading order of
the squared CV (see Sec. A.4, Eq. (A.56)). For small correlation times of the OUP, τˆ  1,
the resulting expression reduces to
C2V = 2Dˆ
′ +
2Dˆ
γˆωˆ40
[
1− γˆ
2
ωˆ20
+ γ− a1 sin(Ω) + a2 cos(Ω)
4Ωωˆ20
exp
(
− γˆ
2
)]
. (2.133)
where
a1 =
γˆ
2
(
12Ω2 − γˆ2) , a2 = Ω (4Ω2 − 3γˆ2) .
Here, it is assumed that the noise intensity is sufficiently small, Dˆ′  τˆ, so that e is still a
small parameter (cf. discussion at the end of Sec. 2.2). Eq. (2.133) shows that the effect of
the OU noise consists simply in an additive increase of the ISI variance. The effect of the
harmonic noise on the ISI variability sensitively depends on the ratio of the frequency
Ω/(2pi) of the damped harmonic oscillations and the firing frequency. Note that the
latter is unity in our scaling (time is measured in units of the mean ISI). Figure 2.7A
shows an oscillating behavior of the CV as a function of Ω as predicted by the theory,
Eq. (2.133) [see also Bauermeister, 2012]. The maxima and minima can be understood
as follows: For a high quality factor of the harmonic noise, i.e. for Ω/γˆ  1, the sine
term can be neglected against the cosine term in Eq. (2.133) because a1  a2. Hence, the
CV has minima at integral values of Ω/(2pi) and maxima if Ω/(2pi) is an odd multiple
of 12 . This makes sense because for an integral ratio of damped oscillation frequency
and firing frequency, spikes occur close to the maxima of the (almost) periodic driving
because the instantaneous firing rate (i.e. the probability to spike) is roughly proportional
to the periodic stimulus. This leads to a rather regular firing pattern. In contrast, if the
mean ISI is an odd multiple of half of the driving period, then a spike at the crest of the
harmonic driving is followed on average by a spike in the trough of the harmonic driving,
which in turn is succeeded by a spike at the crest. If such a pattern was regular, the firing
rate would not be proportional to the harmonic drive; in particular, the probability to fire
close to the maxima would be the same as the probability to fire close to the minima of
the driving. Thus, it can be concluded that the spike train cannot be as regular as for the
case when the mean ISI is a multiple of the driving period.
Another non-trivial effect of the harmonic noise can be observed for the skewness of
the ISI density (Fig. 2.7B). Depending on the frequency of the harmonic driving, the ISI
density can be skewed to the left or to the right, in particular the skewness oscillates as a
function of Ω. This behavior of the skewness is also predicted by the theory. As shown
in Sec. A.4, the rescaled skewness can be calculated by using higher-order perturbation
theory. The calculations for the general case of OU noise and harmonic noise are rather
cumbersome. However, to capture the principal effect of harmonic noise on the ISI skew-
ness, it is sufficient to consider a purely harmonic noise and disregard the OU noise. This
simplification corresponds to setting b = 0 (or Dˆ′ = 0). In this case, the zeroth-order
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Figure 2.7.: ISI statistics of a PIF neuron driven by harmonic noise. A Coefficient of variation
as a function of the frequency ratio w = Ω/(2pir) (with unit firing rate, r = 1). The circles rep-
resent results of simulations, the solid line shows the result of perturbation theory, Eq. (2.133).
B Rescaled skewness αs = κ3/(3κ22) as a function of the frequency ratio w (circles – simu-
lation, solid line – zeroth-order perturbation theory, Eq. (2.134), dotted line – low damping
approximation, Eq. (2.135)). Example ISI densities corresponding to (i) the negative skewness
at Ω/(2pi) = 0.875 and (ii) the positive skewness at Ω/(2pi) = 1.125 (as indicated by the ar-
rows) are shown in panel B (i) and B (ii) (circles – simulation, solid line – theory, Eq. (2.74)). C
The serial correlation coefficient ρn is depicted as a function of the lag n for the frequency ratios
w = 0.47, 0.5, 0.7 (circles – simulation, solid line – zeroth-order perturbation theory, Eq. (2.136)).
Parameter values in all graphs: e2 = 0.2, Q = Ω/γˆ = 30 and Dˆ′ = 0.
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approximation of the rescaled skewness can be calculated, which reads
αs =
2Dˆ
Ωγˆωˆ40C
2
V
[
γˆΩ
(
1− e− γˆ2 cosΩ
)
+
(
Ω2 − γˆ
2
4
)
e−
γˆ
2 sinΩ
]
+O(e2), (2.134)
(cf, Eq. (A.70)). Fig. 2.7 shows a rather good agreement between the zeroth-order approx-
imation and simulation results for e2 = 0.2. An inspection of the ISI densities at negative
and positive values of αs, reveals indeed a left-tailed and a right-tailed ISI density, respec-
tively (Fig. 2.7B.i,ii). A simple criterion for the sign of the skewness can be derived for
the case of small damping, γˆ 1. In this case, the rescaled skewness assumes the form
αs =
2DˆΩ
γˆωˆ40C
2
V
sinΩ. (2.135)
Note that the factor in front of the sine function is positive. Thus, the sign of the skewness
is simply given by the sign of sinΩ. The small damping approximation, Eq. (2.135),
captures the behavior of the skewness rather well (Fig. 2.7B, dotted line). The deviations
at large driving frequencies are due to fact that the damping constant γˆ becomes large in
this case (γˆ grows in proportion with Ω because the quality factor Q = Ω/γˆ was fixed
in Fig. 2.7). Nevertheless, the changes of the sign as well as the positions of maxima and
minima of the skewness are accurately predicted by the sine wave, Eq. (2.135).
Finally, the zeroth-order approximation of the serial correlation coefficient of a PIF
model driven by both noises is derived in the appendix A.4 ((A.63)). For small corre-
lation times of the OU noise, i.e. for τˆ  1, the resulting formula is
ρn =
Dˆ
2γˆΩωˆ60C
2
V
[λ1 sin(Ωn) + λ2 cos(Ωn)] exp
(
− γˆ
2
n
)
(2.136)
with
λ1 = a1
[
1− cosh( γˆ
2
)
cosΩ
]
− a2 sinh
( γˆ
2
)
sinΩ (2.137)
λ2 = a2
[
1− cosh( γˆ
2
)
cosΩ
]
+ a1 sinh
( γˆ
2
)
sinΩ. (2.138)
Note that the effect of the noise intensity Dˆ′ of the OU noise on the SCC is hidden in the
expression for CV, which is given by Eq. (2.133). Because the OU noise increases the CV,
the only effect of this noise is to reduce the magnitude of the correlations globally. In con-
trast, the dependence of the SCC on the lag is completely determined by the properties
of the harmonic noise. Fig. 2.7C shows three examples of the SCC as a function of the
lag. In general, the simulation results agree qualitatively with the zeroth-order perturba-
tion theory, Eq. (2.136). Slight deviations for e2 = 0.2 are due to neglecting higher-order
perturbation terms; the deviations disappear at sufficiently small e (data not shown). Ac-
cording to the theory, the SCC shows damped oscillations with damped frequencyΩ and
damping constant γ if the lag n is regarded as a continuous parameter. Hence, the SCC
reflects precisely the input correlation function C(t) except for a phase shift. However,
due to the discrete nature of the lag, the damped oscillation is sampled at discrete val-
ues. This gives rise to various patterns, which are determined by the driving frequency
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Ω [Bauermeister, 2012]: For instance, if Ω/(2pi) = 12 in Eq. (2.136) the term sin(Ωn) van-
ishes for integral lags n, whereas the term cos(Ωn) is sampled at its maxima and minima.
As a consequence, the sign of ρn alternates with respect to the lag. Furthermore, the enve-
lope of these oscillations decays with a characteristic correlation lag of 2/γˆ. In the case of
a slightly smaller sampling rate, Ω/(2pi) < 12 , the envelope can show itself slow damped
oscillations. For a more detailed discussion of the various patterns of the SCC the reader
is referred to Bauermeister [2012].
2.5. Summary
In this chapter, I have generalized the theory of Lindner [2004a] to a multi-dimensional
OU noise. By appropriately choosing the drift and diffusion matrices a broad class of
correlation functions C(t) of the input noise can be realized. I have demonstrated, how
perturbation theory can be used to calculate the cumulants of the nth-order intervals
within a Fokker-Planck formalism. As a result, simple relations between the correlation
function C(t) and the variance, skewness and probability density of the nth-order inter-
vals have been put forward for the case of weak noise. These results could be used to
derive general formulas for the CV and the SCC as a function of the drift and covariance
matrix of the OUP. In particular, the decay of the SCC with lag is a superposition of oscil-
lations and exponential decays determined by the (complex and/or real) eigenvalues of
the drift matrix.
In the second part, I studied three specific cases to demonstrate the application of the
general theory. Firstly, I considered a PIF model driven by a one-dimensional OUP. Here,
the results of Lindner [2004a] could be reproduced; in particular, the model exhibits pos-
itive serial correlations that decay exponentially. In addition to that, measures that char-
acterize the skewness and kurtosis of the ISIs have been calculated using higher-order
perturbation theory. By means of these analytical results and numerical calculations,
I have shown that a finite correlation time of the noise leads to ISI densities that are
more skewed and more peaked than an inverse Gaussian density with the same vari-
ance, where the latter corresponds to the case of a vanishing correlation time. Secondly,
the superposition of independent inputs has been investigated, especially the sum of sev-
eral exponentially-correlated noises. In particular, it has been pointed out that, in leading
order, the variance (CV) and covariance are linear functionals of the correlation function
C(t), i.e. different contributions to the ISI variance or covariances add up linearly. Conse-
quently, the serial correlation coefficient is, up to a common constant factor, given by the
sum of the individual SCCs. Thus, the input correlation structure is still represented in
the serial correlation structure of the output. A similar additivity property has also been
found for the Fano factor. Thirdly, I analyzed a PIF neuron driven by harmonic noise
and exponentially correlated noise – a simple model for electro-sensory afferent neurons
of paddlefish. For this model, the CV, the SCC and the skewness as well as the ISI den-
sity have been calculated explicitly. As already pointed out in Bauermeister [2012], the
CV and the SCC show a non-trivial dependence on the ratio of characteristic frequency
of the harmonic noise and the firing rate. In addition to that I find a non-monotonic
behavior of the skewness as a function of the frequency ratio, which can be described
by a simple sine function. In particular, the skewness alternates between negative and
positive values corresponding to left- and right-tailed ISI densities, respectively.
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The problem investigated in this chapter also raises the following questions: How
should the drift and diffusion matrices be chosen for some given correlation function
of the OUP? If the choice is ambiguous, what would be the optimal choice? Certainly,
1/ f noise with a correlation function that decays algebraically cannot be generated by
an OUP. Nevertheless, is it possible to produce such noise in the limit of an infinitely-
dimensional OUP. 1/ f -noise in a PIF model has recently been analyzed with respect to
the Fano factor [Sobie et al., 2011]. How are other statistics like the ISI density or the SCC
influenced by 1/ f -noise? These interesting questions remain for future studies.
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Chapter 3.
The adapting perfect integrate-and-fire model
driven by white noise
Spike-frequency adaptation, i.e. the transient decrease of the firing rate of a single neu-
ron in response to a sustained stimulus, is an ubiquitous phenomenon throughout the
nervous system. As already mentioned in the introduction, an important mechanism for
this phenomenon are spike-triggered adaptation currents, which realize a self-inhibitory
feedback. It is this negative feedback in conjunction with the stochastic spike generation
that makes adapting neuron models difficult to investigate analytically. Here, I conduct
a detailed analysis of a tractable model that exhibits the characteristic features of spike-
frequency adaptation: the perfect integrate-and-fire (PIF) model driven by white noise
and equipped with a spike-triggered adaptation current. This model applies to neurons
that operate in the supra-threshold regime (like many sensory neurons) because the PIF
model is the canonical model for supra-threshold, periodic firing. Furthermore, it has
been demonstrated that integrate-and-fire neurons that possess a spike-triggered adap-
tation mechanisms can yield highly reliable predictions of the spike responses to a given
noisy stimulus [Brette and Gerstner, 2005, Mensi et al., 2011].
This study is mainly focused on the stationary spiking statistics. The response to time-
dependent stimuli will be briefly discussed at the end of this chapter. It will be shown that
the ISI statistics shows a number of characteristic features which are due to the negative
feedback. Perhaps most strikingly are negative correlations in the sequence of ISIs, which
are commonly regarded as a signature of spike-frequency adaptation in a stationary spike
train. Such serial correlations have been experimentally measured in many types of neu-
rons (for reviews see Farkhooi et al. [2009], Avila-Akerberg and Chacron [2011]) and they
are often believed to originate from a self-inhibitory feedback mechanism. Numerical
studies of reduced models with an spike-triggered adaptation mechanism have indeed
supported the link between negative serial correlations and spike-frequency adaptation
[Liu and Wang, 2001, Chacron et al., 2000, 2003, Nesse et al., 2010, Benda et al., 2010].
However, an analytical understanding of negative serial correlations in adapting neuron
models has been challenging. Analytical calculations of serial correlations have been ap-
proached from different directions. For instance, for subthreshold firing models, hazard
function models have been proposed to model the instantaneous firing probability as a
function of an internal adaptation state (e.g. a slow conductance), [Muller et al., 2007,
Nesse et al., 2010]; I will come back to such an approach in Chap. 5. Furthermore, ex-
pansions of the first-passage-time moments of integrate-and-fire models for weak spike-
triggered feedback have been developed [Lindner, 2004b] and recently applied to the
problem of serial correlations in spike trains [Urdapilleta, 2011].
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3.1. The adapting PIF model
• How are the response properties to time-dependent stimuli altered by an adapta-
tion current? What is the effect on the power spectrum of the spontaneous spike
train (“noise spectrum”)?
To answer these questions I will proceed as follows: After the introduction of the adapt-
ing PIF model, the dynamics is first analyzed for the deterministic case. In this case,
perturbation theoretical considerations make it possible to obtain the deterministic limit
of the serial correlation coefficient. The resulting formula represents a reasonable ap-
proximation even in the case of weak noise. The noisy dynamics is further treated as
a perturbation of the deterministic dynamics. In particular, the conditional ensemble, in
which trajectories start with a given initial adaptation state, will be studied in more detail.
This involves the solution of the first-passage-time problem of a time-inhomogeneous
stochastic process. Next, the distribution of the adaptation current upon firing is stud-
ied. This distribution can be obtained from the solution of the stationary Fokker-Planck
equation. To solve this equation taking into account complicated boundary conditions,
I will employ a number of weak-noise approximations. This solution yields a Gaussian
distribution of the adaptation current upon firing. In particular, a simple, analytical for-
mula for the variance of this distribution is obtained. Finally, the response properties of
the model in the presence of a time-dependent stimulus and the spectral properties of the
stationary spike train are analyzed. Instead of assuming weak-noise, the approximations
used in this part are based on a strong time scale separation due to the slowness of the
adaptation current.
3.1. The adapting PIF model
In this chapter the following simple extension of the PIF model is analyzed that includes
an inhibitory adaptation current (see Sec. 1.3.2). The model is similar to previous models
that contained an adaptation current [Treves, 1993, Stemmler et al., 1995, Liu and Wang,
2001, Dayan and Abbott, 2005, Brette and Gerstner, 2005]. Specifically, I consider the
subthreshold dynamics in the form
V˙ =µ− a +
√
2Dξ(t) (3.1)
τa a˙ =− a + ∆˜∑
i
δ(t− ti), (3.2)
where V is the membrane potential, µ > 0 is a positive base current and D is the noise in-
tensity of the white Gaussian noise ξ(t), which obeys 〈ξ(t)ξ(t′)〉 = δ(t− t′). As usual, the
subthreshold dynamics is augmented with a fire and reset rule: if V reaches the threshold
value Vth a spike is triggered and V is reset to zero:
if V = Vth: V → Vr. (3.3)
In addition to the standard PIF model, Eq. (1.21), the membrane potential is inhibited
by an adaptation current a(t), which follows a simple first-order kinetics that is driven
by the output spikes of the model. Because of the delta-spikes in Eq. (3.2), the adapta-
tion variable a jumps by an amount ∆ = ∆˜/τa at each spiking event. The parameter ∆˜
determines the strength of feedback and adaptation. Between subsequent spikes, a(t)
decays exponentially with a time constant τa. In the following, τa will be referred to as
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Figure 3.2.: Trajectory of an adapting per-
fect integrate-and-fire model driven by
white Gaussian noise. A typical realiza-
tion [V(t), a(t)] as a function of time (time
in units of the mean interspike interval).
Each threshold crossing event of V(t) (mid-
dle panel) causes a spike (top panel) and a
jump of the adaptation variable a(t) (bot-
tom panel). Between subsequent spikes
a(t) decays exponentially. The peaks of the
adaptation variable at the moments of firing
are denoted by ai = a(ti+). Parameter val-
ues: τa = 2, ∆˜ = 3, D = 0.1.
the adaptation time constant. This quantity should not be confused with the time constant
with which the firing rate adapts (this time constant is generally smaller than τa). Note
that the adaptation current is solely driven by the output spikes; in particular, it does
not explicitly depend on the subthreshold voltage. As shown in Fig. 1.13B, this model
exhibits indeed spike-frequency adaptation in response to a step current: following the
initial increase of the firing rate, it shows a transient decrease of the firing rate, which
eventually saturates in a stationary state. This so-called adapted state will be the subject
of the following analysis. A typical realization in the stationary state is shown in Fig. 3.2.
As mentioned in Sec. 1.2.6, the adaptation current can be regarded as a hidden Markov
process that keeps a memory of the spiking history and thus renders the spike train non-
renewal. Because the statistics of a particular ISI, say the statistics of Ti+1, is completely
determined by the initial value ai = a(ti+), the sequence of initial values
{. . . , ai−1, ai, ai+1, ai+2, . . . } (3.4)
is a Markov chain (cf. Sec. 1.2.6). The values ai, where the index i labels the spike times,
will be referred to as the adaptation currents upon firing or the peak adaptation currents, a
notion that becomes obvious from Fig. 3.2. Because the dynamics of a(t) between subse-
quent spikes is deterministic (cf. Eq. (3.2)), we find an exponential relationship between
subsequent peak adaptation currents given the enclosed interspike interval Ti+1:
ai+1 = ai exp
(
−Ti+1
τa
)
+ ∆. (3.5)
This implies that the conditional mean ISI given the enclosing values of the adaptation
current is given by
〈Ti+1|ai, ai+1〉 = τa ln
(
ai
ai+1 − ∆
)
(3.6)
for ∆ < ai+1 < ai + ∆. Using this equation, the general relation Eq. (1.76) for the cross-
moments can be written as
〈TiTi+n〉 =
∫
dai−1 Pf(ai−1)
∫ (n−1
∏
k=0
dai+k ptr(ai+k|ai+k−1)
)
〈Ti+n|ai+n−1〉τa ln
(
ai−1
ai − ∆
)
,
(3.7)
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for n ≥ 1. This formula shows that a general expression for the serial correlation co-
efficient (which essentially requires the calculation of 〈TiTi+n〉 and 〈T2i 〉, cf. Eq. (1.46)),
can in principle be obtained by knowing the distribution of the adaptation current upon
firing Pf(a), the transition probability density ptr(ai|ai−1) and the conditional moments
〈Ti+1|ai〉 and 〈T2i+1|ai〉. I will demonstrate in Sec. 3.3.1 and 3.3.5 how these quantities can
be calculated explicitly. However, it turns out that for not too strong noise, the determin-
istic limit of the SCC, which can be computed in a much simpler way, yields already a
reasonable approximation. For this reason, Eq. (3.7) will not be used here to calculate the
SCC.
3.2. The deterministic limit
The adapting PIF model operates in the supra-threshold regime, which can be seen as
follows: Without adaptation and noise (i.e. setting ∆˜ = 0 and D = 0), the model fires
repetitively with period Vth/µ as long as µ > 0 and is thus supra-threshold (PIF model).
If we switch on the adaptation dynamics by setting ∆˜ > 0, we still are in the supra-
threshold regime because without spikes the adaptation variable eventually decays to
zero, for which we already know that the model generates spikes unless µ ≤ 0. If a small
amount of noise is present, the dynamics will be still close to the deterministic dynamics
because spiking is mainly driven by the mean driving current (cf. Sec. 1.1.2). Therefore,
much of the stochastic dynamics of the system can be already understood by studying the
deterministic case. Parts of the results of this section have been published in Schwalger
et al. [2010].
3.2.1. Limit cycle
Let us assume that at time t = ti the neuron has just fired a spike and has been reset in-
stantaneously. Accordingly, the state of the neuron is V(ti) = 0 and a(ti) = ai (Fig. 3.3A).
Without noise the integration of the system (3.1) yields
a(t) = ai exp
(
− t− ti
τa
)
, (3.8)
V(t) =
∫ t
ti
(µ− a(t))dt = µ(t− ti)− τaai
[
1− exp
(
− t− ti
τa
)]
. (3.9)
This deterministic trajectory holds in the time segment t ∈ [ti, ti + Tdet(ai)], where Tdet(ai)
is the time to reach the threshold (i.e. V(t) = Vth at time t = ti + Tdet(ai)). In other words,
the interspike interval Ti+1 that follows spike time ti is given by Tdet(ai). From (3.9) it can
be seen that Tdet(ai) is the solution of the transcendental equation
Vth = µTdet(ai)− τaai
[
1− exp
(
−Tdet(ai)
τa
)]
. (3.10)
How does the deterministic dynamics proceeds after the next spike time ti+1 ≡ ti +
Tdet(ai)? First of all, a(t) is incremented by an amount ∆ and V is reset to zero. This
results in the new initial values a(ti+1) = ai+1 and V(ti+1) = 0. The initial value ai+1 is
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a ∗
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Figure 3.3.: Deterministic dynamics and limit cycle. A Typical trajectories V(t) and a(t): upper
panel shows the voltage reset to the reset potential (lower dashed line) when V reaches the
threshold (upper dashed line). The lower panel shows the exponential decay of a(t) between
threshold events and the jump at the firing times {ti}. The values of a(t) immediately after the
jumps define the sequence {ai}. This sequence converges to the fixed point a∗ (dashed line).
Note that in this example a∗ < μ. B The corresponding trajectory in the phase plane: the system
moves along the curves Ci that start at ai on the reset line and end at the threshold line (vertical
dashed lines). At this point a jump occurs to the initial values of the successive curve Ci+1. The
curves converge to the limit cycle C∗. Parameter values: τa = 3, Δ˜ = 3, D = 0.
related to the initial value ai of the previous segment by
ai+1 = ai exp
(
−Tdet(ai)
τa
)
+ Δ, (3.11)
which is a special case of Eq. (3.5). From this the trajectory in the next time segment t ∈
[ti+1, ti+1 + Tdet(ai+1)] is obtained in the same manner as before: a(t) and V(t) are again
given by (3.8) and (3.9) with the index i replaced by i+ 1. By repeating this procedure the
whole trajectory can be constructed segment by segment.
It is useful to visualize the trajectory in the phase-plane spanned by the state variables
V and a (Fig. 3.3B). The trajectory (V(t), a(t)) in the i-th time segment is a curve from
reset potential to threshold. This curve will be denoted by Ci and it is given in the para-
metric form (3.8), (3.9). The reset potential and the threshold become lines in the phase
plane defined by V = 0 and V = Vth, respectively. For the visualization of a continu-
ous trajectory, the instantaneous jump and reset are drawn by straight lines in the phase
plane. Each curve Ci is completely determined by its initial value ai. In the following, it
is more convenient to study the sequence {ai} instead of the full dynamics a(t) and V(t).
In the deterministic case, the dynamics of ai is given by the deterministic map (3.11).
The sequence of curves Ci converges to a limit curve C∗ as i → ∞. An example of such a
limit curve is shown in Fig. 3.3B. It can be interpreted as a limit cycle, which emphasizes
the oscillatory nature of our model. The attraction of trajectories to C∗ is equivalent to
the convergence of the sequence {ai} to a limiting value a∗. Thus, C∗ is attracting if
the map (3.11) possesses a stable fixed point a∗. The fixed point condition requires that
ai+1 = ai = a∗, or
a∗ = a∗ exp
(
−T
∗
τa
)
+ Δ. (3.12)
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Figure 3.4.: Dependence of the limit cycle on the system parameters. The left panel depicts
the fixed point a∗ normalized by μ = (Vth + Δ˜)/T∗ in the parameter space spanned by the
adaptation time constant τa and the adaptation strength Δ˜. The solid line divides the parameter
space into two regions corresponding to a∗ > μ (afterhyperpolarization regime, upper region)
and a∗ < μ (lower region). Examples of limit cycles are shown in the phase plane (right panel)
by solid lines for the parameter sets A–D as indicated in the left panel . The reset and threshold
lines are displayed by thin solid lines, the dashed line represents the nullcline a = μ, where
V˙ = 0.
Here, the notation T∗ ≡ Tdet(a∗) for the time period of the limit cycle (time on the limit
curve C∗) was introduced. The time T∗ yields the limiting value of the deterministic ISI
sequence because the i-th ISI is given by Tdet(ai). Moreover, T∗ has to fulfill Eq. (3.10)
evaluated at ai = a∗, thus
Vth = μT∗ − τaa∗
[
1− exp
(
−T
∗
τa
)]
. (3.13)
The two equations (3.12) and (3.13) can now be solved for the limit cycle parameters T∗
and a∗ resulting in
T∗ =
Vth + Δ˜
μ
, a∗ =
Δ
1− exp(−T∗/τa) . (3.14)
With these quantities, the limit curve C∗ can be parametrized as follows:
C∗ : a(t) = a∗e−t/τa , V(t) = μt− τaa∗(1− e−t/τa), 0 ≤ t ≤ T∗. (3.15)
The deterministic limit period T∗ and the fixed point a∗ are of particular importance for
the following analysis. First of all, to a very good approximation the deterministic period
T∗ also yields the mean ISI in the stochastic case unless the noise intensity is exceedingly
large, as will be shown in Sec. 3.3.1. Thus, T∗ determines the typical time scale of the
spike generator1. It is therefore convenient to measure time in units of T∗. Similarly, the
typical scale of the membrane potential is Vth, hence it is reasonable to measure voltages
1In contrast to the LIF model, the PIF model has no intrinsic time scale like the membrane time constant of
the LIF model.
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in units of Vth. Doing so, one can pass to the non-dimensional variables V¯ = V/Vth,
t¯ = t/T∗ and a¯ = aT∗/Vth to obtain the equivalent non-dimensional dynamics
˙¯V = 1+ ∆¯− a¯ +
√
2D¯ξ(t¯), τ¯a ˙¯a = −a¯ + ∆¯∑ δ(t¯− t¯i) (3.16)
if V¯(t¯−) = 1: V¯(t¯+)→ 0.
Here, the dimensionless parameters
τ¯a =
τa
T∗
, ∆¯ =
∆˜
Vth
, D¯ = D
T∗
V2th
(3.17)
were introduced. This form points out that the adapting PIF model is completely deter-
mined by the three parameters τ¯a, ∆¯ and D¯.
Secondly, the initial value of a on the limit cycle, a∗, is important because it sets the
order of magnitude of the peak currents ai, which are distributed in the neighborhood
of a∗. Furthermore, a∗ defines two regimes depending on whether a∗ is smaller or larger
than the base current µ = (Vth + ∆˜)/T∗. It will turn out that these regimes have distinct
statistical and dynamical properties. In Fig. 3.4 the magnitude of a∗ normalized by µ is
displayed as a function of the system parameters τa/T∗ and ∆˜/Vth of the deterministic
system. It can be seen that the conditions a∗/µ < 1 and a∗/µ > 1 correspond to two
regions in the parameter space. The separating line, on which a∗/µ = 1, is given by
∆˜
Vth
=
1− e−δ
δ− 1+ e−δ , δ =
T∗
τa
. (3.18)
Above this line, i.e. for sufficiently strong adaptation, the limit cycle exhibits an excursion
to negative membrane potentials V(t) (afterhyperpolarization, Fig. 3.4A,B). The reason
for this is that the drift V˙ = µ − a(t) is negative immediately after the reset because
in this region a(ti) = a∗ > µ. Consequently, V(t) decreases after the reset until a(t)
reaches µ. Below the separating line, i.e. for a∗/µ < 1, the drift on the limit-cycle is
always positive (Fig. 3.4C,D). Hence, the limit-cycle does not enter the region of negative
membrane potentials.
The effect of increasing the adaptation time constant τa is twofold (cf. Fig. 3.4B,D):
Firstly, the phase-space is stretched horizontally because the variable a is proportional to
e−t/τa , i.e. a decreases more slowly. Secondly, the jump size ∆ = ∆˜/τa scales inversely to
the adaptation time constant, hence the jump becomes smaller with increasing τa.
3.2.2. Dynamics close to the limit cycle
The solution of Eq. (3.10) cannot be obtained in closed form if ai 6= a∗ 2. However, if ai is
close to a∗, i.e. if ai = a∗ + δai with δai  a∗, one can obtain Tdet(ai) by a perturbation
2 Note that the solution to Eq. (3.10) can be expressed using the Lambert W function as
Tdet(ai) = τa
[
W0
(
− ai
µ
exp
(
−Vth + τaai
µτa
))
+
Vth + τaai
µτa
]
, (3.19)
where W0(x) denotes the principle branch of the Lambert W function [Weisstein, 2012].
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expansion in the small parameter ea = δai/a∗. To this end, I substitute the expansion
Tdet(ai) = T(0) + T(1)ea + T(2)e2a + . . . (3.20)
into Eq. (3.10) and collect terms with equal powers in ea. The resulting equation must
be balanced with respect to each power in ea, which yields equations that can be solved
order-by-order for the coefficients T(k), k ≥ 0. In particular, substituting the expansion
(3.20) into (3.10) leads to
Vth = µ
∞
∑
k=0
T(k)eka − τaa∗(1+ ea)
[
1− exp
(
− 1
τa
∞
∑
k=0
T(k)eka
)]
. (3.21)
Next, we perform a Taylor expansion of the exponential term up to second order:
exp
(
− 1
τa
∞
∑
k=0
T(k)eka
)
= e−T
(0)/τa
1− T(1)τa ea +
1
2
(
T(1)
τa
)2
− T
(2)
τa
 e2a +O(e3a)
 .
(3.22)
Inserting this expression back into Eq. (3.21) and collecting like powers in ea the equations
up to second order read
e0a : Vth = µT
(0) − τaa∗
(
1− e−T(0)/τa
)
(3.23)
e1a : 0 = µT
(1) − τaa∗
[
1− e−T(0)/τa
(
1− T
(1)
τa
)]
(3.24)
e2a : 0 = µT
(2) − τaa∗e−T(0)/τa
T(2)
τa
− 1
2
(
T(1)
τa
)2
+
T(1)
τa
 (3.25)
The zeroth order equation is identical to the limit cycle equation (3.13). Thus, to zeroth
order the ISI of the deterministic dynamics is equal to the period of the deterministic limit
cycle, i.e. T(0) = T∗, as it should be. The first and second-order corrections are given by
T(1) = τaa∗
1− e−T∗/τa
µ− a∗e−T∗/τa , T
(2) =
a∗ − ∆
µ− a∗ + ∆T
(1)
(
1− T
(1)
2τa
)
. (3.26)
The first- and second order approximations are shown in Fig. 3.5 as a function of the
adaptation time constant for a relatively large deviation ea = ±0.1 from the limit-cycle.
As can be seen, the perturbation approximation works well for τa of the order of the mean
ISI or smaller. For large τa the approximations become generally worse. In section 3.3.1,
I will discuss the approximations for Tdet(ai) for typical δai that are of the order of the
standard deviation of the stationary sequence {ai}. In this case, the approximations com-
pare well with the exact solution Tdet(ai) even for large τa because the standard deviation
of ai decreases with τa, as I will show below.
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3.2.3. The serial correlation coefficient
In the deterministic limit both the covariance and the variance of two ISIs with a given
lag vanish. Thus, the asymptotic behavior of the serial correlation coefficient, i.e. the
ratio of covariance and variance, cannot not be explained by the purely deterministic
limit cycle dynamics. To obtain the correct limit, it is necessary to account for the effect of
an infinitesimally small amount of noise. This leads to stochastic trajectories that deviate
slightly from the deterministic limit cycle C∗. In particular, the sequence {ai} becomes
a stochastic process and ai generally deviates from a∗ even in the limit i → ∞, where ai
becomes a stationary process. Similarly, noise leads to stochastic interspike intervals Ti
that deviate from the deterministic limit period T∗. In the following, the deviations will
be denoted by δai and δTi, hence
ai = a∗ + δai (3.27)
Ti = T∗ + δTi. (3.28)
In order to calculate the serial correlation coefficient, I will first derive an expression for
the covariance 〈δaiδai+k〉 of the peak adaptation currents. The result will then be used
to find an expression for the covariance 〈δTiδTi+k〉 of the interspike intervals, which is
required for the computation of the SCC.
To start with, let us consider the relationship Eq. (3.5), which represents the stochas-
tic analog of the deterministic map (3.11). Indeed, equation (3.5) can be regarded as a
stochastic map ai+1 = f (ai) because ai+1 can be generated from ai and a random num-
ber Ti+1 that is drawn from the conditional distribution P(Ti+1|ai) (an expression for this
distribution will be derived in Sec. 3.3.1). For weak noise, the stochastic map (3.5) can
be linearized about the limit cycle by substituting ai = a∗ + δai and Ti+1 = T∗ + δTi+1
and retaining only terms that are first order in δai and δTi+1. As a result the linearized
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stochastic map reads
δai+1 = α
(
δai − a∗ δTi+1
τa
)
, (3.29)
where I have introduced the non-dimensional parameter
α = exp
(
−T
∗
τa
)
=
a∗ − ∆
a∗
. (3.30)
In the appendix, Sec. B.1.1, it is shown that for weak noise the conditional ISI Ti+1 is
Gaussian distributed with mean Tdet(ai) and variance σ2T(ai), which is given by Eq. (B.1).
This enables us to assume that the variable Ti+1 can be generated from the stochastic map
Ti+1 = Tdet(ai) + σT(ai)Xi, Xi ∼ N (0, 1), (3.31)
where Xi is a Gaussian random number with unit variance that is independent of ai.
Expanding Tdet(ai) to first order in the small deviation δai (cf. Eq. (3.20)), the last equation
reads
δTi+1 = T(1)
δai
a∗
+ σT(ai)Xi. (3.32)
Inserting δTi+1 into (3.29) and using the expression (3.26) for T(1) yields a stochastic map
that only contains δai:
δai+1 = α
(
ϑδai − a∗ σT(ai)
τa
Xi
)
(3.33)
with
ϑ =
µ− a∗
µ− a∗ + ∆ . (3.34)
Applying the stochastic map to δai+k the covariance ck = 〈δaiδai+k〉 can be calculated:
ck = α
〈
δai
(
ϑδai+k−1 − a∗ σT(ai+k−1)τa Xi+k−1
)〉
(3.35)
= α
(
ϑck−1 − a
∗
τa
〈δaiσT(ai+k−1)Xi+k−1〉
)
. (3.36)
We can now benefit from the representation (3.31): the random variable Xi+k−1 is in-
dependent of δai and ai+k−1 for k ≥ 1 and its mean is zero. Hence, the average in
Eq. (3.36) decouples into 〈δaiσT(ai+k−1)〉 〈Xi+k−1〉 and consequently vanishes, because
〈Xi+k−1〉 = 0. We are left with
ck = αϑck−1 = (αϑ)
k c0, k ≥ 1. (3.37)
This reveals that the covariance of the peak currents ai is a geometric sequence with
respect to the lag k. The dependence on the noise intensity D or respectively the ISI
variance σ2T(ai) is completely shifted into the variance of peak currents c0 = 〈δa2i 〉. This
has a surprising consequence: in the correlation coefficient defined as the covariance
divided by the variance the dependence on the noise cancels out:
ρak ≡
ck
c0
= (αϑ)k . (3.38)
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As a result, the correlation coefficient ρak has a finite deterministic limit, simply because it
does not depend on D if the noise is sufficiently weak.
The covariance of ISIs can be reduced to the covariance of peak adaptation currents. To
this end, I solve the linearized stochastic map (3.29) for δTi+1 and shift the index by one:
δTi =
τa
αa∗
(αδai−1 − δai) . (3.39)
Averaging the product of δTi and δTi+k yields
〈δTiδTi+k〉 =
( τa
αa∗
)2 〈(αδai−1 − δai) (αδai+k−1 − δai+k)〉
=
( τa
αa∗
)2 [
(α2 + 1)ck − α(ck+1 + ck−1)
]
. (3.40)
Inserting the geometric series (3.37) for ck results in
〈δTiδTi+k〉 = −c0
( τa
αa∗
)2
α(1− ϑ)(1− α2ϑ)(αϑ)k−1 (3.41)
for k ≥ 1. Similarly, for k = 0 the variance is
〈δT2i 〉 = c0
( τa
αa∗
)2 (
1+ α2 − 2α2ϑ) , (3.42)
where the symmetry c−1 = c1 was used. Finally, dividing the covariance by the variance
leads to the serial correlation coefficient for k ≥ 1:
ρk = ρ1(αϑ)
k−1, ρ1 = −α(1− ϑ)(1− α
2ϑ)
1+ α2 − 2α2ϑ . (3.43)
This result constitutes the weak-noise limit of the SCC. It can be expected that this ex-
pression also holds for moderate noise intensities because both covariance and variance
depend on the noise only through the common factor c0. The factor drops out in the SCC,
so that our formula does not contain the noise intensity at all. This indicates that the SCC
depends only weakly on the noise intensity.
The expression (3.43) shows that the SCC has the form of a geometric sequence. The
SCC at lag 1, ρ1, is negative in the whole parameter space3. Fig. 3.6A shows that the mag-
nitude of the negative correlations increases monotonously with the adaptation strength
∆˜ and exhibits a minimum with respect to the time-scale ratio τa/T∗. This behavior has
also been pointed out in the numerical study of Liu and Wang [2001]. At the minimum,
adjacent ISIs are maximally anti-correlated. It occurs at a certain “optimal” τa, which is of
the order of T∗. For τa  T∗ the anti-correlations vanish because the memory kept in a(t)
does not extend over the duration of a single ISI. In the extreme case τa → 0, the spike-
triggered jumps of a(t) become infinitely large and the exponential decay, and hence the
memory loss, becomes infinitely fast. In this limit, the a(t) resembles a delta-spike train,
the effect of which is merely a shift of the reset potential to negative values. The result is a
3In fact, if a∗ < µ it holds 0 < ϑ < 1 from the definition (3.34). Moreover, from the definition (3.30) it holds
0 < α < 1. Thus, I find 1− α2ϑ > 0 and 1 + α2 − 2α2ϑ = (1− α)2 + 2α(1− αϑ) > 0, so ρ1 < 0. On the
other hand, if a∗ ≥ µ it follows ϑ ≤ 0 because µ− a∗ + ∆ is always positive (µ− a∗ + ∆ = µ− a∗e−T∗/τa
is the velocity of the membrane potential on C∗ when reaching the threshold, which must be positive).
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The noise intensity was chosen as D = 0.1.
PIF model without adaptation but with a lowered firing rate, thus resulting in a renewal
model. In the opposite limit, τa/T∗ → ∞, ρ1 also vanishes. Here, the linear filter dynam-
ics of a(t) acts as a temporal average over an infinitely long time scale. As a result, a(t)
converges to its constant mean value, the effect of which is merely to reduce the effective
base current. A constant adaptation variable, has no capacity to remember the deviations
of previous ISIs from its mean value. In a sense, the adaptation variable keeps too much
memory of the ISI history, i.e. it remembers infinitely many ISI, at the price of vanishing
correlations at any given lag. In fact, it will become clear in a moment that the sum of ρk
over all lags does not vanish.
The change of the SCCs at higher lags, k > 1, is determined by the factor (αϑ)k−1. At
odd lags, this factor is positive, hence, the corresponding SCC is always negative (since
ρ1 < 0). The sign of the SCC at even lags depends on the sign of ϑ because α = e−T
∗/τa is
a positive number (more precisely, 0 < α < 1 for any parameter set). For a∗ < μ, it holds
0 < ϑ < 1, whereas in the afterhyperpolarization regime a∗ > μ we have −1 < ϑ < 0.
Thus, SCCs at even lags are negative if a∗ < μ and positive if a∗ > μ. This theoretical
prediction is in excellent agreement with simulation results. In particular, ρ2 is positive
below a critical time-scale ratio τa/T∗ that corresponds to a∗ = μ; and it becomes negative
for larger time-scale ratios (Fig. 3.6B). By the same reasoning as for ρ1, the SCC at lag 2
vanishes in the limits τa → 0 and τa → ∞. The maximum of ρ2 strongly depends on the
adaptation strength Δ˜. For sufficiently large Δ˜ the maximum can become arbitrarily close
to unity.
Figure 3.7A–D shows ρk as a function of the lag. For small τa corresponding to the
afterhyperpolarization regime a∗ > μ, the SCC shows damped oscillations, Fig. 3.7A,B.
If the adaptation is not too strong (Fig. 3.7A, parameter set B in Fig. 3.4) the correlations
decay quickly yielding significant correlations only at lag 1. Such a pattern resembles
experimentally observed patterns of P-units of weakly electric fish (see e.g. Chacron
et al. [2001]). For stronger adaptation, oscillations can be observed that extend over about
5 lags, Fig. 3.7B. Similar patterns have also been found in P-units of weakly electric fish
[Ratnam and Nelson, 2000]. For larger τa (corresponding to a∗ < μ), the SCC decays
more slowly, but without oscillations, Fig. 3.7C,D.
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Although for any given lag the SCC vanishes in the limit τa → ∞, the sum of the SCCs
over all lags converges to a finite, non-vanishing limit (Fig. 3.7E). The summation of the
geometric series (3.43) yields ρ1/(1− αϑ), which in the limit τa → ∞ saturates at
lim
τa/T∗→∞
∞
∑
k=1
ρk = − Δ˜(Δ˜+ 2Vth)2(Δ˜+Vth)2
. (3.44)
The vanishing serial correlation coefficients, on the one hand, and the non-vanishing
sum, on the other hand, may seem contradictory. The apparent difference is due to the
order of the limiting procedure. In deriving Eq. (3.44) it is important that one first com-
putes the infinite series and only then performs the limit τa → ∞ – the reverse limiting
order would yield zero because all terms in the sum vanish. The limit (3.44) is negative
and its absolute value grows with the adaptation strength Δ˜. In the limit of large Δ˜ the
saturation level converges to −1/2. The sum ∑k ρk is of interest because it relates to the
power spectrum of the spike train y(t) = ∑i δ(t− ti) at zero frequency:
Sy(0) =
C2V
〈Ti〉
(
1+ 2
∞
∑
k=1
ρk
)
. (3.45)
In Sec. 3.4 the limit τa → ∞ is reconsidered: in this case, the variable a(t) converges to
its constant mean value 〈a〉. It seems thus reasonable to replace a(t) by the constant 〈a〉
resulting in the standard white-noise driven PIF model, however, with a reduced drift
current μ˜ = μ − 〈a〉 (“mean-adaptation approximation”). In other words, it seems that
in the limit τa → ∞, the model converges to a renewal process. As will be shown below,
the mean ISI and the CV are indeed well-captured by the approximate renewal model for
large τa. Nevertheless, the limit τa → ∞ of the sum of the SCCs and hence the power
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spectrum at zero frequency will be rather different from the approximate renewal model,
which predicts∑k ρk = 0 and Sy(0) = C2V/〈Ti〉. In short, the spike train does not converge
to a renewal process in the large τa limit. This paradox is similar to the one studied in
Lindner [2006].
Finally, it is worth to note that the serial correlations in the sequence of adaptation
peak currents ai are essential to generate ISI correlations, which follows directly from
Eq. (3.40). This is in marked contrast to the study of Nesse et al. [2010]. The authors of
that study have argued that the correlations between peak conductances of adaptation
currents are independent despite the presence of pronounced serial ISI correlations. It
has been suggested that this independence property may be beneficial for neural coding.
Our opposite finding may be explained by the fact that the present model operates in the
supra-threshold firing regime, whereas the model of Nesse et al. [2010] operates in the
subthreshold, excitable regime.
3.3. Weak noise
We now turn to the stochastic system. For weak noise, trajectories will fluctuate about
the deterministic limit-cycle dynamics. Furthermore, the neuron does not fire strictly
periodically as in the deterministic case, but the ISIs are distributed according to some ISI
density. The fluctuations about the limit-cycle can be described by the distribution of the
peak adaptation current ai about its deterministic value a∗. This upon firing distribution,
Pf(ai), will be considered in Sec. 3.3.2 – 3.3.5. The ISI statistics – such as the ISI density
and the coefficient of variation – is then approximated by averaging the conditional ISI
statistics for a given initial value ai with respect to Pf(ai) (Sec. 3.3.6). Therefore, we will
begin this section with the analysis of the conditional ISI statistics.
3.3.1. The conditional ensemble and the time-inhomogeneous
first-passage-time problem
The random variables ai and Ti+1, or respectively δai and δTi+1, are not statistically inde-
pendent. This becomes apparent if one considers the ensemble of trajectories {(V(t), a(t))}
that start at time ti at the reset potential with a fixed value ai = a. In this conditional en-
semble, the interspike interval Ti+1 can be interpreted as a first-passage time, i.e. the time
it takes for a trajectory that starts at V(ti) = 0 and a(ti) = ai to reach the threshold line
for the first time. The statistics of the first-passage time strongly depends on the initial
value ai. For instance, for large ai a large first-passage time can be expected because the
drift current µ− a that drives the trajectory towards the threshold is initially small (it can
be even negative) and only gradually recovers to the stronger drift that corresponds to
smaller ai.
The conditional ISI density P(Ti+1|ai)
In the next two section, I want to derive approximations for the statistics of Ti+1 and ai+1
in the conditional ensemble, i.e. for a fixed value of ai. Mathematically, this corresponds
to a first-passage-time problem in the two-dimensional phase space: When does a tra-
jectory that starts at V(0) = 0, a(0) = ai reach the threshold line V = Vth for the first
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time? Equivalently, this situation can be regarded as a one-dimensional first-passage-
time problem, but with time-dependent drift: When does the process V(t) defined by
V˙ = µ− aie−t/τa +
√
2Dξ(t), V(0) = 0 (3.46)
reach the threshold Vth for the first time? In the following, I will adopt the latter point of
view.
The first-passage-time statistics can be quantified by the FPT density or conditional ISI
density P(Ti+1|ai). Recall that the first and second moment of this conditional probability
density are denoted by 〈Ti+1|ai〉 and 〈T2i+1|ai〉, respectively. An associated problem con-
cerns the distribution of the variable a(t) at the time of the first threshold crossing Ti+1.
Equivalently, the distribution of ai+1 can be considered, where the jump of a(t) at thresh-
old crossing is taken into account. This conditional distribution will be called transition
probability density and will be denoted by ptr(ai+1|ai).
In general, the first-passage-time problem in the time-inhomogeneous case is a diffi-
cult problem. Approximations for the moments of the first-passage-time have been de-
veloped in Lindner [2004b], Lindner and Longtin [2005] for the case that the exponential
term in Eq. (3.46) can be treated as a small perturbation. In that work, the FPT moments
could be obtained as a perturbation expansion in the small parameter ai/µ 1. Here, an
approximation for the first-passage-time density is put forward that is valid for arbitrary
ai but assumes sufficiently weak noise. The approximation is based on a linearization
of the dynamics about the deterministic time Tdet(ai). For weak noise, trajectories will
be close to the noiseless dynamics and the shape of the first-passage-time density is ap-
proximately determined by the dynamics in the vicinity of Tdet(ai). An instructive way
to achieve this, is to regard an equivalent system, in which the stochastic dynamics of
the membrane potential is time-homogeneous (autonomous) and the threshold becomes
time-dependent. To this end, I consider the deterministic dynamics ˙¯V(t) = µ− aie−t/τa ,
V¯(0) = 0, and introduce the variables x = V − V¯ and xth(t) = Vth − V¯(t). Then the
model (3.46) is equivalent to
x˙ =
√
2Dξ(t), x(0) = 0, xth(t) = Vth −
[
µt− aiτa
(
1− e−t/τa
)]
(3.47)
and the first-passage time is the first time that x(t) = xth(t) (Fig. 3.8). The time-dependent
threshold can be linearized yielding xth,lin(t) = − ˙¯V(Tdet(ai)) (t− Tdet(ai)). For weak
noise, it is unlikely that trajectories cross xth(t) outside the linear regime. Transforming
the system back to a constant threshold ϑ0 results in the approximate dynamics
V˙lin = µeff(ai) +
√
2Dξ(t) (3.48)
with an effective base current
µeff(ai) = µ− ai exp
(
−Tdet(ai)
τa
)
. (3.49)
and an effective threshold ϑ0(ai) = µeff(ai)Tdet(ai).
Equation (3.48) represents a PIF model with a constant base current µeff(ai) and an
effective firing threshold ϑ0(ai). The conditional ISI density is thus given by the inverse
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Figure 3.8.: Illustration of the weak-noise approximation of the first-passage-time to a time-
dependent boundary. The original dynamics with the time-dependent drift μ − aie−t/τa and
a constant threshold Vth can be mapped to the time-homogeneous Wiener process x(t) and a
time-dependent threshold xth(t), which exhibits a zero crossing at time Tdet(ai). The approx-
imation consists in a linearization of the threshold about Tdet(ai). At t = 0 the resulting line
xth,lin(t) yields the effective threshold ϑ0. A ai > μ (this is the condition for the presence of a
maximum of xth(t)), τa = Tdet(ai), B ai < μ, τa = 10Tdet(ai).
Gaussian
P(Ti+1|ai) = ϑ0(ai)√
4πDT3i+1
exp
[
− (Ti+1 − Tdet(ai))
2
4[D/μ2eff(ai)]Ti+1
]
(3.50)
with the conditional mean ISI
〈T|ai〉 = Tdet(ai) (3.51)
and the conditional coefficient of variation
CV(ai) =
1
μeff(ai)
√
2D
Tdet(ai)
. (3.52)
In deriving the conditional ISI statistics, two approximations have been applied: one
concerns the linearization of the dynamics about the deterministic period Tdet(ai), which
is expected to yield a faithful approximation if the standard deviation of the FPT is much
smaller than τa. The second approximation, concerns the approximate solution of the
transcendental equation (3.10) for Tdet(ai) to first- and second-order in the perturbation
parameter δai/a∗. According to perturbation theory, the corrections (3.26) are valid if
|δai|  a∗, i.e. if the trajectories are sufficiently close to the limit-cycle. In the follow-
ing, the validity of the two approximations will be discussed separately by using first
the exact numerical solution for Tdet(ai) and investigate then the effect of the first- and
second-order approximation of Tdet(ai).
For weak noise, these conditional mean ISI and CV agree well with simulations (Fig. 3.9).
In particular, the usage of the exact solution Tdet(ai) (obtained by numerically solving
Eq. (3.10)) in Eq. (3.51) and (3.52) results in quite accurate predictions. This supports
the approximation based on the linearization of the time-dependent threshold for weak
noise. For strong noise, the performance of the weak-noise theory is expected to be poor.
Still, for D = 1 (leading to CVs comparable to a Poisson process) the weak-noise the-
91
Chapter 3. The adapting perfect integrate-and-fire model driven by white noise
3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
a
i
0.0
0.5
1.0
1.5
2.0
2.5
c
o
n
d
it
io
n
a
l 
m
e
a
n
 I
S
I
A
3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
a
i
0.0
0.1
0.2
0.3
0.4
0.5
c
o
n
d
it
io
n
a
l 
C
V
D
2.5 3.0 3.5 4.0
a
i
0.0
0.5
1.0
1.5
2.0
2.5
B
2.5 3.0 3.5 4.0
a
i
0.0
0.1
0.2
0.3
0.4
0.5
E
2.8 2.9 3.0 3.1 3.2
a
i
0.0
0.5
1.0
1.5
2.0
2.5
C
2.8 2.9 3.0 3.1 3.2
a
i
0.0
0.1
0.2
0.3
0.4
0.5
F
simulation
T
det
, exact
1st order
2nd order
Figure 3.9.: Mean and CV of the conditional ISI for moderate noise intensity. The conditional
mean ISI or mean first-passage-time 〈T|ai〉 as a function of the initial value ai for D = 0.1,
Δ˜ = 3Vth and T∗ = 1 (corresponds to μ = 4). The adaptation time constant is A τa = T∗,
B τa = 10T∗ and C τa = 100T∗. Circles represent the average over 104 first-passage times,
the black solid lines display the weak-noise theory Eq. (3.51), where Tdet(ai) is obtained from a
numerical solution of Eq. (3.10) using the Newton-Raphson method. The first and second-order
approximations of Tdet(ai) (Eqs. (3.20), (3.26)) are displayed by the red dashed-dotted line and
the blue dotted line, respectively. The dashed vertical line and the gray-shaded area indicate
the mean a∗ and standard deviation σa of the stationary sequence {ai}, i.e. the typical range of
ai. D-F show the corresponding conditional coefficients of variations for τa = T∗, 10T∗, 100T∗,
respectively. The theoretical curves are based on Eq. (3.52).
ory yields reasonable results for typical values of the stationary sequence {ai}, i.e. for
initial values that lie within a one-standard-deviation interval about a∗ (Fig. 3.10). The
agreement is particularly good for small initial values ai. However, for ai > a∗ the weak
noise theory significantly deviates from the conditional mean ISI and CV obtained from
simulations with strong noise. In this case, trajectories are likely to hit the threshold at
times not close to the deterministic FPT Tdet(ai), where the time-dependent threshold is
not captured by the linear approximation about Tdet(ai). It is worth to note that the CV
exhibits a maximum. In particular, for large ai the conditional CV decreases (Fig. 3.9E,
Fig. 3.10D,E), an effect that is qualitatively captured by the weak-noise theory. A strong
initial adaptation value has a strong hyperpolarizing effect which acts essentially as a
refractory period, in which the neuron is unlikely to fire. This refractory period has a
regularizing effect on the spike train. In fact, Fig. 3.9E and Fig. 3.10D,E suggest that the
decrease sets in approximately when ai ∼ μ. As discussed above, V(t) hyperpolarizes on
average if and only if ai > μ.
The second approximation based on the first- and second-order corrections of Tdet(ai)
for small δai provides analytical expressions for the ISI statistics. For weak noise, the typ-
ical deviations δai are small enough so that the first-order approximations matches ex-
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Figure 3.10.: Mean and CV of the conditional ISI for strong noise. Same as Fig. 3.9, but D = 1.
cellently with the exact function Tdet(ai) (Fig. 3.9A,C). Small deviations can be observed
for intermediate adaptation time constants and large δai (Fig. 3.9B), although in the 1σa-
interval about a∗ the match is still excellent. Inserting the first- and second-order approx-
imations into the expression for the conditional CV, Eq. (3.52), the match with the result
obtained by using the exact values of Tdet(ai) is still reasonable (Fig. 3.9D–E). The worse
agreement at intermediate adaptation time constants can be explained as follows: on the
one hand, the perturbation theory becomes less accurate for increasing τa under the con-
dition that the perturbation parameter a = δai/a∗ is fixed to some small value (Fig. 3.5).
On the other hand, the typical value of a, determined by the standard deviation σa of the
sequence {ai}, also depends on τa. In fact, I will show in Sec. 3.3.5 that σa decreases with
increasing τa so that the first-order correction correctly describes the behavior of Tdet(ai)
in the large τa limit.
For strong noise, the deviations of trajectories from the limit-cycle increase. On this
larger scale of δai ∼ σa, the first-order approximation of Tdet(ai) is not expected to be
valid (Fig. 3.10). One obvious shortcoming is that the conditional mean ISI can become
negative in the linear approximation for large deviations δai. Moreover, the disagree-
ment is particularly severe when the first-order approximation is applied to the condi-
tional CV. In this case, CV(ai) diverges if either Tdet(ai) or μeff(ai) becomes zero. As men-
tioned above, the linearization of Tdet(ai) generally leads to negative values involving a
zero crossing at some ai. Similarly, there is the possibility that the effective base current
μeff(ai) = μ− aie−Tdet(ai)/τa changes sign at some large value of ai. Consequently, the con-
ditional CV diverges at this ai according to Eq. (3.52) (Fig. 3.10E, sign changes at approx-
imately ai ≈ 5.3). This artifact is not possible when the exact Tdet(ai) is employed, but it
can happen when Tdet(ai) is linearized. The region of validity can be slightly improved
by the use of the second-order approximation. However, the weak noise approximation
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Figure 3.11.: Transition probability density for D = 0.1. For the initial values ai = a∗ and a∗ ± σa
with σa being the standard deviation of the stationary sequence {ai} (position of ai indicated by
the dashed vertical line), the density of the subsequent value ai+1 = aie−Ti/τa + Δ is displayed
by circles (simulation) and solid lines (weak-noise theory Eq. (3.53) using the exact value of
Tdet(ai)). The position of the mean value a∗ is depicted by a dotted vertical line. A τa = T∗,
Δ˜ = 10Vth (afterhyperpolarization regime a∗ > μ = 11), B τa = 10T∗, Δ˜ = 3Vth (a∗ < μ = 4).
of the conditional ISI statistics should be generally used with caution when the noise is
not weak.
The transition probability density ptr(ai+1|ai)
The statistics of ai+1 for a given ai can easily be obtained from the distribution P(Ti|ai)
because ai+1 is related to the random variable Ti by the nonlinear transformation Eq. (3.5).
Eq. (3.50) leads then to
ptr(ai+1|ai) =
∣∣∣∣dai+1dTi
∣∣∣∣−1 P(Ti|ai)
∣∣∣∣∣
Ti=τa ln
(
ai
ai+1−Δ
) (3.53)
=
ϑ0(ai)τa/(ai+1 − Δ)√
4πDτa ln aiai+1−Δ
exp
⎧⎪⎨
⎪⎩−
[
τa ln
(
ai
ai+1−Δ
)
− Tdet(ai)
]2
4[D/μ2eff(ai)]τa ln
(
ai
ai+1−Δ
)
⎫⎪⎬
⎪⎭ . (3.54)
This distribution is defined on the finite interval ai+1 ∈ (Δ, ai + Δ). Fig. 3.11 shows
transition probability densities for different initial adaptation states ai in the case of weak
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Figure 3.12.: Transition probability density for strong noise, D = 1. Same as Fig. 3.11, but
A τa = T∗, Δ˜ = 3Vth (afterhyperpolarization regime a∗ > μ = 4) B τa = 10T∗, Δ˜ = 3Vth
(a∗ < μ = 4).
noise. The normalized histograms of ai+1 obtained from simulations are well captured
by the weak-noise theory, Eq. (3.53). For the chosen parameters the transition probability
densities show a unimodal shape located close to a∗. The skewness can be either pos-
itive or negative depending on the parameters. Interestingly, the position of the mean
ai+1 seems to be correlated with the initial adaptation state ai in a distinct manner. For
a∗ > μ (afterhyperpolarization regime) and not a too large δai, the mean ai+1 is above a∗
if ai is below a∗, and vice versa (Fig. 3.11A). In other words, ai and ai+1 seem to be anti-
correlated for a∗ > μ. In contrast, ai+1 seems to be positively correlated with ai for a∗ < μ
(Fig. 3.11B). This is intuitively plausible from the deterministic picture. Consider the case
that a∗ is well below μ (e.g. Fig. 3.4C,D). Then a small positive initial deviation δai of a
trajectory will be transported along C∗ leading to a positive deviation at the threshold.
Likewise, a negative deviation leads to a negative deviation at the threshold. The situa-
tion is, however, different if a∗ is well above μ (see e.g. Fig. 3.4A,B). In this case, an initial
deviation δai reverts its sign at the vertex of C∗ when transported along the limit-cycle.
As a result, the sign of the deviation at the threshold will be reverted, too. A thorough
quantitative description of the correlations in the sequence {ai} will be given in the next
section.
Let us conclude with two remarks. First, Fig. 3.11 also illustrates that the main effect
of increasing the adaptation time constant consists of shrinking the width of the distri-
bution. We return to this issue in Sec. 3.3.5. Second, increasing the noise intensity by a
factor 10, deviations appear that are due to non-linear effects that are not captured by
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the linearized threshold (Fig. 3.12A, corresponding to the parameter set B in Fig. 3.4 and
reflecting the threshold dynamics depicted in Fig. 3.8A). Specifically, using the moving
threshold picture (cf. Fig. 3.8), strong noise facilitates short ISIs, which can lead to effects
that are sensitive to the short-time dynamics of the moving threshold. Indeed, the mov-
ing threshold xth(t) is a concave function, i.e. xth(t) lies below the linearized threshold
xth,lin(t) (Fig. 3.8). Thus, short FPTs become more likely, simply because the true thresh-
old xth(t) is closer to the reset than xth,lin. Short FPTs, however, entail large values of
ai+1, which should be reflected in the distribution of ai+1. In fact, Fig. 3.12A shows that
the distributions have additional weight close to the maximally possible value ai + ∆
(which would correspond to Ti = 0). This additional probability is compensated by the
lack of probability at moderate values of ai+1. Another consequence of a larger noise
intensity are larger initial deviations, which can cause surprising effects: In Fig. 3.12B
(corresponding to the parameter set D in Fig. 3.4), the weak-noise approximation works
well for ai < µ even for strong noise. In this case, ai < µ, which ensures a monotonically
decreasing threshold xth(t). Moreover, xth(t) is almost linear due to the large adaptation
time constant τa. This situation is depicted in Fig. 3.8B (note that ϑ0 is close to Vth). Thus,
linearization about Tdet(ai) does not lead to large errors at short ISIs. However, if ai be-
comes larger than µ a maximum in xth appears and the discrepancy between xth(t) and
xth,lin(t) rises rapidly. This explains the failure of the linearization in the rightmost panel
of Fig. 3.12B: The true distribution of ai+1 has a sharp maximum at the right boundary
of the domain corresponding to very short ISIs. Intermediate ISIs are actually inhibited
because of the maximum of xth(t).
3.3.2. The Fokker-Planck equation
So far, we have analyzed the conditional ISI statistics. As explained in Sec. 1.2.6, the full
ISI statistics can be obtained by averaging the conditional ISI statistics with respect to the
distribution of the adaptation current upon firing Pf(ai), i.e. the stationary distribution
of the sequence {ai}. How can this distribution be computed analytically? One way to
obtain Pf(ai) is to calculate the stationary solution of the Fokker-Planck equation associ-
ated with the adapting PIF model. In the following, I will introduce the Fokker-Planck
equation and derive the stationary distribution of the membrane potential P0(V) as well
as the upon firing distribution Pf(ai).
Formulation of the boundary value problem
The stochastic differential equation (3.1) of the PIF model can be reformulated in terms
of the joint probability density P(V, a, t) in the domain V < Vth, a > 0. The function
P(V, a, t) must satisfy the continuity equation
∂tP(V, a, t) + ∂V JV(V, a, t) + ∂a Ja(V, a, t) =
−JV(Vth−, a, t)δ(V −Vth)︸ ︷︷ ︸
absorption at V = Vth
+ JV(Vth−, a− ∆, t)δ(V)︸ ︷︷ ︸
jump and reinsertion at V = 0
. (3.55)
As in Chap. 2, the notation f (x−) and f (x+) stands for the left and right-sided limit, re-
spectively. Furthermore, JV(V, a, t) and Ja(V, a, t) are the components of the two-dimensional
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probability current J = (JV , Ja), which are given by
JV(V, a, t) = [(µ− a)− D∂V ]P(V, a, t), (3.56)
Ja(V, a, t) = − a
τa
P(V, a, t). (3.57)
The right side of Eq. (3.55) represents the source and sink terms: trajectories that reach the
threshold at the point (Vth, a− ∆) are taken out of the system (sink) and are reinserted at
the point (0, a) (source). In other words, the sink and source terms realize the absorbing
boundary at V = Vth, the jump of the adaptation variable by an amount ∆ and the reset
to V = 0.
Alternatively, the continuity equation can be written without source and sink terms,
but with explicit boundary conditions that realize the jump and reset condition. Using
(3.56) and (3.57), the continuity equation attains the form of a Fokker-Planck equation:
∂tP(V, a, t) = [−(µ− a)∂V + 1
τa
∂aa + D∂2V ]P(V, a, t). (3.58)
The initial condition at t = 0 are not specified further, however, I require that the tra-
jectory is initially in the domain {V, a|V ≤ Vth, a > 0}, in particular P(V, a, 0) = 0 for
V > Vth. The boundary conditions can be derived from the continuity equation (3.55).
First, the diffusion current in the variable V precludes any discontinuity of the probability
density. In particular, P(V, a, t) must be continuous at the reset,
P(0−, a, t) = P(0+, a, t). (3.59)
The boundary conditions induced by the singular sink and source terms can be obtained
by integrating the continuity equation with respect to V over an infinitesimal interval
containing the threshold or the reset, respectively. In particular, the integral from Vth − e
to Vth + e of P(V, a, t) and Ja(V, a, t) = −aP(V, a, t)/τa vanishes in the limit e→ 0 due to
the continuity of P(V, a, t) in the variable V. Furthermore, JV(Vth−, a, t) cancels from both
sides of the integrated continuity equation. This leaves the condition JV(Vth+, a, t) = 0,
from which follows P(V, a, t) = 0 for all V > Vth and from continuity one must conclude
the absorbing boundary condition
P(Vth, a, t) = 0 (3.60)
Similarly, integrating the continuity equation about the reset potential from V = −e to
V = e and letting e→ 0 yields the condition
JV(0+, a, t)− JV(0−, a, t) = JV(Vth, a− ∆, t).
Using the definition of the current JV , Eq. (3.56), and accounting for the continuity and
the absorbing boundary, Eq. (3.59) and Eq. (3.60), the latter condition becomes
∂V P(0+, a, t)− ∂V P(0−, a, t) = ∂V P(Vth, a− ∆, t). (3.61)
This discontinuity in the derivative ∂V P realizes the jump and reset. Furthermore, all
probability and currents should vanish at infinity, which leads to the natural boundary
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conditions
lim
V→−∞
P(V, a, t) = 0, lim
a→∞ P(V, a, t) = 0, limV→−∞
∂V P(V, a, t) = 0. (3.62)
Finally, the probability density must be normalized,∫ Vth
−∞
dV
∫ ∞
0
da P(V, a, t) = 1. (3.63)
The Fokker-Planck equation (3.58) together with the initial and boundary conditions
Eq. (3.59)– (3.63) completely determine the boundary value problem.
The stationary Fokker-Planck equation
In the limit t→ ∞ the probability density P(V, a, t) converges to a stationary probability
density P0(V, a). This function is the unique solution of the boundary value problem
(3.58)– (3.63) with ∂tP(V, a, t) = 0. Knowing the stationary solution, one can derive the
following quantities:
1. The stationary firing rate
r0 =
∫ ∞
0
da J(s)V (Vth, a) = −D
∫ ∞
0
da ∂V P0(Vth, a), (3.64)
where the stationary probability current J(s)V = [(µ− a)−D∂V ]P0(V, a) and Eq. (3.60)
has been used.
2. The distribution of the subthreshold membrane potential
P0(V) =
∫ ∞
0
da P0(V, a). (3.65)
3. The distribution of the adaptation current upon firing
Pf(a) ∝ J
(s)
V (Vth, a− ∆) = −D∂V P0(Vth, a− ∆). (3.66)
The two-dimensional Fokker-Planck equation for the stationary probability density
cannot be solved exactly. To still find an approximate solution, I assume that the noise
is weak. Specifically, the aim is to derive an asymptotic solution for the limit of weak
noise. To this end, a small, non-dimensional parameter e is introduced that scales the
noise intensity as follows:
D = eDˆ, (3.67)
where Dˆ is some characteristic noise intensity. Setting ∂tP0(V, a) = 0, the Fokker-Planck
equation for the stationary probability density thus reads
− (µ− a)∂V P0 + 1
τa
∂a(aP0) + eDˆ∂2V P0 = 0. (3.68)
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Figure 3.13.: Different regions of solutions and locations of the boundary layers. (A) Case
a∗ < μ, (B) case a∗ > μ. The solution is calculated separately for region I (hatched area) and
region II (white area). In the boundary layers of thickness O() (indicated by the gray-shaded
areas) the solution drops off rapidly.
According to Eq. (3.59) – (3.62), the stationary solution has to fulfill the following bound-
ary conditions
P0(Vth, a) = 0, (3.69)
P0(0−, a) = P0(0+, a), (3.70)
∂VP0(0+, a)− ∂VP0(0−, a) = ∂VP0(Vth, a− Δ), (3.71)
which express the absorption at the threshold, the continuity at the reset and the reset-
ting of trajectories, respectively. In the stationary case, the natural boundary conditions
become
lim
V→−∞
P0(V, a) = 0, lima→∞ P0(V, a) = 0, limV→−∞
∂VP0(V, a) = 0. (3.72)
The stationary solution is determined by the boundary-value problem Eq. (3.68) – (3.72)
up to a constant factor that can be fixed by the normalization condition (3.63). For the
weak-noise approximation method it is, however, more convenient to determine the mul-
tiplicative factor in another way: We already know that in the limit  → 0 the firing rate
is asymptotic to 1/T∗. Together with Eq. (3.64), this yields the additional boundary con-
dition
− Dˆ
∫ ∞
0
da ∂VP0(Vth, a) =
1
T∗
, (3.73)
which completes the formulation of the boundary value problem for P0(V, a).
The Fokker-Planck equation (3.68) is solved in different regions, which depend on
whether a∗ < μ or a∗ > μ (Fig. 3.13). The solutions are then patched together according
to the continuity and reset condition. In particular, for a∗ < μ (Fig. 3.13A) the Fokker-
Planck equation is solved below the reset line (V < 0) and between reset and threshold
line (0 < V ≤ Vth) separately. These regions are referred to as region I and region II,
respectively. Slightly differently, for a∗ > μ the plane is divided into region I and region
II as indicated in Fig. 3.13B. The solution in region II has to be further subdivided into
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Figure 3.15.: Parametrization of region II by
the characteristic coordinates τ and s. For
each value of s there is a characteristic curve
parametrized by the coordinate τ (solid lines).
Along these curves the functions Φ(V, a) and
Ψ(V, a) obey ordinary differential equations
with respect to the “time” τ. The parame-
ter s corresponds to the initial condition at
“time” τ = 0, where in the original coordi-
nates V = 0 and a = s. A particular im-
portant characteristic is given by the initial
value s = a∗: this curve is identical to the
limit curve C∗, where all probability is con-
centrated in the deterministic limit. Because
the deterministic period is T∗, the character-
istic curve for s = a∗ crosses the threshold
V = Vth at “time” τ = T∗. The dashed lines
are isochrons, where τ = const..
In region II, a perturbation expansion of the Fokker-Planck equation cannot yield a
solution that satisfies the boundary conditions at both V = 0 and V = Vth. This is re-
lated to the fact that the solution drops off rapidly within a boundary layer of thickness
O() close to the threshold (Fig. 3.14). However, boundary layer theory can be used to
find separate solutions outside and inside the boundary layer, which are then matched
asymptotically [see e.g. Bender and Orszag, 1999]. These solutions are usually called
outer and inner solution, respectively. The inner solution, i.e. the solution close to the
threshold (0  V ≤ Vth), can be obtained analogously as in region I; in particular, us-
ing the stretched variable x = (V − Vth)/ the Fokker-Planck equation can be solved
perturbatively resulting in (Sec. B.2.2)
P0,II,in(V, a) =
N(a)√
λ(a)
[
exp
(
λ(a)(V −Vth)

)
− 1
]
. (3.76)
Here, N(a) is a function that has to be determined by the reset condition, Eq. (3.71).
The outer solution can be obtained by using the WKB approximation [see e.g. Schuss,
2009]. This approximation assumes the following ansatz for the outer solution:
P0,II,out(V, a) =
1√
2π
Ψ(V, a) exp
(
−Φ(V, a)

)
, (3.77)
where the functions Φ(V, a) and Ψ(V, a) can be interpreted as a non-equilibrium poten-
tial [Graham and Tél, 1984] and a modulation function, respectively. These functions
satisfy first-order, nonlinear partial differential equations, which can be solved by the
method of characteristics. In this solution further constraints forΦ(V, a) have to be taken
into account that guarantee that the non-equilibrium potential has a local minimum along
the limit curve C∗. Moreover, it is advantageous to change to a coordinate system that
is given by the characteristics of the system (see Fig. 3.15 for an illustration of the new
coordinate system). These coordinates are denoted by s and τ and have the following
interpretation: s labels the characteristic curves γ(s) = (V(τ; s), a(τ; s)) of the system as
an initial condition of a for τ = 0.4 On the other hand, τ parametrizes a characteristic
4The initial conditions are a(τ = 0; s) = s and V(τ = 0; s) = 0 (see Fig. 3.15 and Sec. B.2.2 for more details).
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curve, i.e. it can be seen as the “time” along such a curve. The particular characteristic
curve for s = a∗ coincides with the deterministic limit curve C∗. On this characteristic,
the parameter τ coincides indeed with the time t that elapses for a real trajectory on the
limit-cycle. For s 6= a∗, the characteristic curve does, in general, not coincide with a tra-
jectory that starts at V = 0 and a = s. As a result (Sec. B.2.2), the WKB solution yields the
transformation law
V(τ, s) =
[
µ+ 2Dˆp0(s)
]
τ − τas
(
1− e−τ/τa
)
, (3.78)
a(τ, s) = se−τ/τa (3.79)
as well as the solution parametrized by τ and s:
Φ(V, a) ≡ φ(τ, s) = Dˆp20(s)τ + φ0(s) (3.80)
Ψ(V, a) ≡ ψ(τ, s) = ψ0(s)eτ/τa
√
µ− s + 2Dˆp0(s)
2Dˆp0′(s)sτ/τa + µ− s + 2Dˆp0(s)
, (3.81)
where
p0(s) = −µ− s
2Dˆ
+ sgn(µ− a∗)
√
(µ− s)2
4Dˆ2
+
s
Dˆτa
φ′0(s). (3.82)
The “initial” functions φ0(s) = φ(0, s) and ψ0(s) = ψ(0, s) have to be determined by
the reset condition and normalization condition, respectively. However, satisfying these
boundary conditions for all s > 0 is analytically infeasible. Therefore, I will require these
conditions only in the vicinity of the limit cycle (s = a∗). This local implementation of the
boundary conditions about s = a∗ is justified for sufficiently weak noise. To obtain the
local boundary conditions, I only consider the leading-order behavior
φ0(s) =
φ′′0 (a∗)
2
(s− a∗)2 +O((s− a∗)3), ψ0(s) = ψ0(a∗) +O(s− a∗), (3.83)
where I used the fact that φ0(a) and φ′0(a) must vanish on the limit cycle (a = a∗) to
ensure the correct deterministic limit (cf. Sec. B.2.2, Eqs. (B.40), (B.42)). Thus, it remains
to determine the numbers φ′′0 (a∗) and ψ0(a∗) from the reset and normalization condition,
respectively. Furthermore, since the reset condition also involves the behavior of the
probability density at the threshold, the inner and outer solution have to be matched
asymptotically in a common overlap region (Fig. 3.14). As the final result of the reset
condition (Sec. B.2.3), we obtain
φ′′0 (a∗) =
τ2aµ∆ [2a∗(µ− a∗ + ∆)− µ∆]
2Dˆa∗2T∗(a∗ − ∆)2 . (3.84)
Note that this expression of the curvature of the non-equilibrium potential is directly
related to the variance of a upon firing (see below). Finally, the normalization condition
yields
ψ0(a∗) =
√
φ′′0 (a∗)
|µ− a∗|T∗ , (3.85)
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(Sec. B.2.4) and the functions
M(a) =
µ− a√
2piDˆ
ψ0(a∗) exp
[
−φ
′′
0 (a
∗)
2e
(a− a∗)2
]
(3.86)
N(a) = − λ(a)√
2pi
|µ− a∗|
µ− a∗ + ∆ψ0(a
∗) exp
(
−φ
′′
0 (a
∗)
2e
(a− a∗ + ∆)2
)
, (3.87)
which completes the solution of the stationary Fokker-Planck equation.
Summary
Let me summarize the full solution. Using Eq. (3.74) and (3.86), the solution in region I
can be written as
P0,I(V, a) =
ψ0(a∗)√
2pie
exp
(
µ− a∗
eDˆ
V − φ
′′
0 (a
∗)
2e
(a− a∗)2
)
. (3.88)
In region II, the inner solution (close to the threshold) reads
P0,II,in(V, a) =
ψ0(a∗)√
2pie
|µ− a∗|
µ− a∗ + ∆
[
1− exp
(
µ− a∗ + ∆
eDˆ
(V −Vth)
)]
× exp
[
−φ
′′
0 (a
∗)
2e
(a− a∗ + ∆)2
]
, (3.89)
where Eq. (3.76) and (3.87) have been used. The outer solution in the neighborhood of
the limit cycle has the parametric representation
P0,II,out(V, a) =
ψ0(a∗)eτ/τa√
2pie
√
µ− s + 2Dˆp0(s)
2Dˆp0′(s)sτ/τa + µ− s + 2Dˆp0(s)
(3.90)
× exp
[
−1
e
(
Dˆp20(s)τ +
φ′′0 (a∗)
2
(s− a∗)2
)]
(3.91)
V(τ, s) =
[
µ+ 2Dˆp0(s)
]
τ − τas
(
1− e−τ/τa
)
(3.92)
a(τ, s) = se−τ/τa (3.93)
for 0 ≤ τ ≤ T∗. Here, the function p0(s) is given by
p0(s) = −µ− s
2Dˆ
+ sgn(µ− a∗)
√
(µ− s)2
4Dˆ2
+
s(s− a∗)
Dˆτa
φ′′0 (a∗). (3.94)
The parameter s is varied in a small environment of s = a∗, e.g. s ∈ [a∗ −O(e 12 ), a∗ +
O(e 12 )]. Outside this environment the probability density is exponentially small. The
range of s should not include the critical point s = µ, but must be either below or above
this point. Note that the weak-noise theory developed here is not applicable to the sin-
gular case a∗ = µ.
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Stationary solution evaluated on the limit cycle
On the limit-cycle, the solution simplifies considerably because p0(s) vanishes for s = a∗.
In region I, the solution is concentrated about a = a∗. Specifically, the solution at a = a∗
reads
P0,I(V, a∗) =
ψ0(a∗)√
2pie
exp
(
µ− a∗
eDˆ
V
)
. (3.95)
In region II, the inner solution close to the threshold is concentrated about a = a∗ − ∆.
Here, the solution reads
P0,II,in(V, a∗) =
ψ0(a∗)√
2pie
|µ− a∗|
µ− a∗ + ∆
[
1− exp
(
µ− a∗ + ∆
eDˆ
(V −Vth)
)]
. (3.96)
Using Eqs. (B.93) and (B.92) (appendix) yields a simple expression for the outer solution
in parametric form:
P0,II,out(V(τ), a(τ))|C∗ =
ψ0(a∗)eτ/τa√
2pie(ντ + 1)
, 0 ≤ τ ≤ T∗, (3.97)
a(τ) = a∗e−τ/τa , V(τ) = µτ − τaa∗(1− e−τ/τa), (3.98)
where
ν =
2Dˆa∗2φ′′0 (a∗)
τ2a (µ− a∗)2
. (3.99)
Fig. 3.16B,D show the stationary probability density along the limit-cycle. For weak-
noise, the expression (3.97) agrees well with the simulation result, Fig. 3.16B. For larger
noise intensity, the overall magnitude deviates between theory and simulation, although
the shape is qualitatively similar, Fig. 3.16D. This is likely due to the fact that the maxi-
mum of the p.d.f. is off the deterministic limit-cycle, which seems to be indeed the case
(Fig. 3.16A,C). Thus, the p.d.f. sampled along the limit-cycle is smaller than the theo-
retically predicted maximum. Note, that in the leading order WKB approximation, the
maximum coincides with the deterministic limit-cycle. A shift of the maximum off the
limit-cycle, could e.g. appear if higher-order terms of Ψ were taken into account. In the
case a∗ > µ, the density along C∗ is not a unique function of V: Figure 3.16E,F illustrates
that this case can also be captured by the theory, Eq. (3.97).
3.3.4. Distribution of the membrane potential
From the general two-dimensional solution, it is possible to derive the stationary distri-
bution of the (subthreshold) membrane potential. Such a distribution can be measured in
experimental recordings of real neurons. Here, we are interested in how adaptation cur-
rents might shape the distribution of the subthreshold membrane potential. To this end,
the distribution can be compared to the respective distribution of a PIF neuron without
adaptation current, which has been already derived in the literature [Abbott and van
Vreeswijk, 1993]. Specifically, the distribution of the non-adapting PIF model is given by
PPIF(V) =
1
Vth
1− e
µ
D (V−Vth), 0 ≤ V ≤ Vth
e
µ
D V
(
1− e− µD Vth
)
, V < 0.
(3.100)
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I.e. the solution is given by an exponential function below and above reset.
In the case of the adapting PIF model, the stationary distribution can be integrated
over the variable a, yielding the marginal distribution P0(V). For instance, in region II,
the WKB solution can be used outside the boundary layer at the threshold:
P0,II,out(V) =
∫
da P0,II,out(V, a) =
1√
2pie
∫
daΨ(V, a) exp
[
−Φ(V, a)
e
]
. (3.101)
For weak noise, e  1, the probability density P0,II,out(V, a) is strongly peaked about C∗.
This permits to employ Laplace’s method [see e.g. Bender and Orszag, 1999] in order
to obtain an asymptotic approximation for P0(V). To this end, the minimum of Φ(V, a)
and its second derivative Φaa(V, a) at the minimum for a given membrane potential V is
needed.
The case a∗ < µ. For a∗ < µ, the theoretical solution exhibits only one minimum, which
is on the limit cycle. In this case, Laplace’s method yields the parametric representation
P0,II,out(V) ≈ ψ(τ, a
∗)√
φaa(τ, a∗)
, V = µτ − τaa∗
(
1− e−τ/τa
)
(3.102)
for 0 ≤ τ ≤ T∗. Using Eq. (B.108) and (B.110), results in the simple expression
P0,II,out(V) =
1
T∗(µ− a∗e−τ/τa) , 0 ≤ V < Vth −O(e). (3.103)
Note that this expression is independent of the noise intensity. In particular, it is equal
to the inverse drift velocity (µ− a∗e−τ/τa)T∗ of a trajectory that starts at ai = a∗. As for
the two-dimensional probability density, the WKB solution Eq. (3.103) does not satisfy
P0(Vth) = 0. Rather, it limits at 1/[T∗(µ− a∗+∆)] > 0 for τ → T∗. In the boundary layer
close to the threshold, the probability density drops-off as in Eq. (3.96). The threshold
layer solution that asymptotically matches the limit is
P0,II,in(V) =
1
T∗(µ− a∗ + ∆)
{
1− exp
[
µ− a∗ + ∆
D
(V −Vth)
]}
, V ∼ Vth −O(e).
(3.104)
A uniform approximation in region II can be obtained by adding the WKB solution
Eq. (3.103) and the threshold layer solution Eq. (3.104) and subtracting the common limit
for V → Vth, or equivalently for τ → T∗. As a result, the distribution of the membrane
potential in region II, 0 ≤ V ≤ Vth, has the parametric representation
P0,II(V(τ)) =
1
T∗
 1
µ− a∗e−τ/τa −
exp
[
µ−a∗+∆
D (V −Vth)
]
µ− a∗ + ∆
 (3.105)
V(τ) = µτ − τaa∗
(
1− e−τ/τa
)
, 0 ≤ τ ≤ T∗. (3.106)
Alternatively, the distribution in region II can be expressed explicitly (i.e. in a non-
parametric form) by using the inverse relation τ = τ(V), which can be expressed in
terms of the Lambert W function [Weisstein, 2012]: For a∗ < µ, the inverse relation is
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Figure 3.17.: Distribution of the membrane potential in the case a∗ < μ. The probability den-
sity P0(V) is shown for different noise intensities (as indicated on top of each panel, D in units
of V2th/T
∗). The gray curves display the histograms obtained from simulations, the red line
displays the weak-noise theory given by Eq. (3.105) and (3.109). The dashed line indicates the
probability density of the corresponding non-adapting PIF model, Eq. (3.100). A Fast adapta-
tion current with τa = T∗, Δ˜ = 1Vth, B slow adaptation current with τa = 10T∗, Δ˜ = 3Vth.
given by
τ(V) = τ+(V, a∗) ≡ τa
[
W0
(
− a
∗
μ
exp
(
−V + τaa
∗
μτa
))
+
V + τaa∗
μτa
]
, (3.107)
withW0(y) being the upper branch of the Lambert W function, whereW0(y) is the inverse
of the function y = xex. Using the function τ+(V, a∗) the distribution of the membrane
potential can be rewritten as
P0,II(V) =
1
T∗
⎛
⎝∣∣∣∣μ − a∗ exp
(
−τ+(V, a
∗)
τa
)∣∣∣∣−1 − exp
[
μ−a∗+Δ
D (V −Vth)
]
μ − a∗ + Δ
⎞
⎠ . (3.108)
For V < 0 the solution in region I must be used, which yields the exponential drop-off
below the reset:
P0,I(V) =
1
T∗(μ − a∗) exp
(
μ − a∗
D
V
)
. (3.109)
The theory Eq. (3.105), (3.109) yields an excellent fit to the simulations in the limit of
weak noise (Fig. 3.17). In this limit the distribution in region II is not constant as in the
case of the non-adapting PIF model (the distribution, Eq. (3.100), converges to a “box”,
PPIF(V) → V−1th θ(V)θ(Vth − V)). Close to the reset, the distribution for the adapting
model is larger than for the non-adapting one. The distribution decreases with rising V
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and falls below 1/Vth at an intermediate membrane potential. This decrease reflects ex-
actly the above-mentioned observation that the outer solution P0,II,out(V) is equal to the
inverse mean drift current µ− a∗ exp(−τ(V)/τa) for a given V(t): after firing the drift
velocity is small due to a large adaptation current a(t) ∼ a∗. This increases the probability
to stay close to the reset. As a(t) decays, both the membrane potential and the drift ve-
locity increase leading to a reduced probability for larger membrane potentials. Thus, for
a slow adaptation current the decay of the distribution is also slow (compare Figs. 3.17A
and B). Furthermore, the acceleration of the membrane potential towards the threshold
leads to a convex shape of the membrane potential distribution if V is sufficiently below
the threshold (in the threshold layer the distribution is a concave function). It would be
interesting to observe such convex voltage distributions in experimental recordings.
At larger noise intensities, there are significant deviations between theory and sim-
ulations. In particular, the probability density is overestimated. This deviation might
be related to the deviation of P0(V, a) taken on the limit cycle: In Figure 3.16 it became
clear that the maximum of P0(V, a) for a fixed V is not, as assumed, on the limit cycle,
but is shifted to smaller values of a. Therefore, the asymptotic approximation based on
Laplace’s method yields poor results because the maximum moves with e. Still, the pro-
nounced decay of P0(V) is in qualitative agreement with the weak-noise theory. It should
be also noted that the weak noise approximation of P0(V) is generally not normalized as
becomes apparent in Fig. 3.17 for large D. The probability density is only normalized in
the asymptotic limit of weak noise, for which the approximations become exact.
It is interesting to investigate, whether the weak-noise theory contains the exact theo-
retical distribution, Eq. (3.100), for the non-adapting model as a limit case. To this end,
one can consider two limits: firstly, the limit τa → ∞, ∆˜ = const. leads to a constant drift
velocity, because the exponential decay of a(t) becomes infinitely slow and the jump size
∆ = ∆˜/τa vanishes. Thus, the distribution of a non-adapting PIF model with an effec-
tive (constant) drift current might be expected in this limit. In fact, a simple calculation
reveals that the expressions Eq. (3.105), (3.109) converge exactly to Eq. (3.100) with µ re-
placed by the effective base current Vth/T∗. Secondly, the limit of a vanishing adaptation
current, ∆˜ → 0, τa = const., should recover the probability density of the non-adapting
PIF model with the same parameters µ and D. Indeed, this limit can be readily seen from
Eq. (3.105). In conclusion, the weak-noise theory includes two known limit cases even
for arbitrary noise intensities D, which supports the weak-noise theory for P0(V, a).
The case a∗ > µ. In this case, the application of Laplace’s method for the integral (3.101)
is slightly more complicated because for a given V in the range Vvertex < V ≤ 0, the
stationary probability density possesses two maxima with respect to a (Fig. 3.16E). Here,
Vvertex denotes the value of V at the vertex of the limit cycle, i.e. the extremal value of
V(τ, a∗). The vertex is determined by the condition V˙ = 0 or a∗eτ/τa = µ, from which
follows
Vvertex = τa
[
µ− a∗ + µ ln
(
a∗
µ
)]
. (3.110)
The two maxima correspond to the two branches of C∗ that exist for a∗ > µ: the upper
branch C∗− (where a(τ, a∗) > µ) and the lower branch C∗+ (where a(τ, a∗) < µ). For weak
noise, the integral (3.101) is the sum of the contributions from the neighborhood of each
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branch. Laplace’s method yields for the lower branch the contribution
P+(V) =
1
T∗
∣∣∣∣µ− a∗ exp(−τ+(V, a∗)τa
)∣∣∣∣−1 − exp
[
µ−a∗+∆
D (V −Vth)
]
µ− a∗ + ∆
 (3.111)
as was already found in Eq. (3.108). The function τ+(V, a∗) given in Eq. (3.107) provides
the parameter τ as a function of V on the lower branch of the limit cycle. The application
of Laplace’s method to the upper branch yields
P−(V) =
1
T∗
∣∣∣∣µ− a∗ exp(−τ−(V, a∗)τa
)∣∣∣∣−1 , (3.112)
which corresponds to Eq. (3.103) but with τ(V) taken on C∗−: τ(V) = τ−(V, a∗) with
τ−(V, a∗) = τa
[
W−1
(
− a
∗
µ
exp
(
−V + τaa
∗
µτa
))
+
V + τaa∗
µτa
]
. (3.113)
In this equation, W−1(y) denotes the lower branch of the Lambert W function.
Finally, the probability contribution from the lower branch for V > 0 is augmented by
the probability in region I (Fig. 3.13B). This contribution is given by (cf. Eq. (3.109))
P0,I(V) =
1
T∗(a∗ − µ) exp
(
µ− a∗
D
V
)
, V ≥ 0. (3.114)
Adding all parts together, results in the following distribution of the membrane potential
P0(V) = θ(V −Vvertex) [P+(V) + θ(−V)P−(V) + θ(V)PI(V)] . (3.115)
Close to the vertex, the maxima approach each other and the curvature Φaa(V, a)|C∗ be-
comes small. At the vertex, the curvature vanishes: Φaa(Vvertex, µ) = 0. As a consequence,
the approximation Eq. (3.102) diverges, which is obviously wrong. To prevent the diver-
gence in the case Φaa(V, a)|C∗ = 0, higher-order terms (such as ∂4aΦ) must be taken into
account for a faithful application of Laplace’s method, even in the asymptotic limit of
weak noise. Another problem associated with the divergence is that it is difficult to ob-
tain a solution for V < Vvertex that is continuous at Vvertex. For this reason, in Eq. (3.115)
the probability density was set to zero in the range V < Vvertex.
Apart from the divergence at V = Vvertex the theoretical prediction given by Eq. (3.115)
agrees well with simulations if the noise is sufficiently weak (Fig. 3.18). In contrast, the
corresponding PIF model without adaptation fails clearly. The probability density has a
maximum for negative membrane potentials close to the vertex, i.e. close to the turning
point of the negative current excursion. Generally, negative values of V attract most prob-
ability, firstly because the deterministic velocity of V is small in that region and secondly
because the contributions from the two branches of the limit cycle are superimposed.
This leads to roughly a doubled probability to observe a trajectory at some V slightly
below the reset as compared to V slightly above the reset. In the latter case, only the
lower branch and the (small) probability of region I matters (see Fig. 3.13B). Although
the membrane potential of the adapting PIF model has a somewhat artificial shape, the
typical feature of a strong adaptation current (that leads to a∗ > µ) seems to be a pro-
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Figure 3.18.: Distribution of the membrane potential for a∗ > μ. As in Fig. 3.17, the probability
density P0(V) is shown for different noise intensities (as indicated). The gray curves display
the histograms obtained from simulations, the red line displays the weak-noise theory given by
Eq. (3.105) and (3.109). The dashed line indicates the probability density of the corresponding
non-adapting PIF model, Eq. (3.100). In the top row, the case of a strong adaptation current is
shown (Δ˜ = 10Vth), which leads to a strong negative excursion of the membrane potential (cf.
Fig. 3.16C). In the bottom row, the adaptation current is weaker ((Δ˜ = 3Vth) leading only to a
small negative excursion (cf. Fig. 3.4B). In all cases, τa = 3T∗.
nounced increase of probability at small membrane potentials.
3.3.5. Distribution of the adaptation variable upon firing
The probability density of a(t) sampled immediately before firing, Pf,pre(a), is proportional
to the out-flux at the threshold:
Pf,pre(a) ∼ ∂VP(Vth, a) ∼ (μ − a)Ψ(Vth, a) exp
(
−Φ(Vth, a)

)
. (3.116)
For asymptotically weak noise, Pf,pre(a) becomes a Gaussian with mean a∗ − Δ and vari-
ance /φ′′0 (a∗). For the distribution of a(t) sampled immediately after firing, Pf(a) =
Pf,pre(a− Δ), the asymptotic distribution is thus
Pf(a) =
1√
2πσa
exp
(
− (a− a
∗)2
2σ2a
)
(3.117)
with the variance of ai given by
σ2a =
2Dˆa∗2T∗(a∗ − Δ)2
τ2a μΔ[2a∗(μ − a∗ + Δ)− μΔ]
. (3.118)
For weak noise, figure 3.19A shows indeed a good agreement between our approxima-
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Figure 3.19.: Stationary probability density of the peak adaptation currents. The stationary
probability density Pf(a) is shown for τa = 10T∗, Δ˜ = 3Vth and different noise intensities as
indicated in the legends. The theoretical curves are based on the Gaussian approximation,
Eq. (3.117).
tion and simulations. For strong noise, the distribution becomes slightly shifted to larger
values of ai than predicted by the theory, although the Gaussian shape is still preserved
(Fig. 3.19B).
The standard deviation of ai is compared to simulations in Fig. 3.20. It can be seen that
the weak-noise theory yields reasonable results up to relatively large noise intensities.
Moreover, the standard deviation exhibits a maximum with respect to the adaptation
time constant. This can be understood as follows: on the one hand, for τa → 0 the value
a∗ diverges to infinity and σa converges to zero (because a(t) has decayed to zero when
the trajectories reach the threshold). Consequently, σa/a∗ is zero in the limit τa → 0. On
the other hand, for τa → ∞, a(t) becomes a constant (equal to a∗) because the jump size
Δ = Δ˜/τa vanishes and and the decay of a(t) is infinitely slow. Hence, the variability of
the peak adaptation currents also vanishes in the limit τa → ∞. We conclude that σa/a∗
as a function of τa possesses at least one maximum.
3.3.6. Coefficient of variation and ISI density
As discussed in Sec. 1.2.6, the moments and the probability density of the interspike
intervals can be obtained by averaging the conditional ISI statistics with respect to the
stationary distribution upon firing:
〈Ti〉 =
∫
da Pf(a)〈Ti|a〉 (3.119)
〈T2i 〉 =
∫
da Pf(a)〈T2i |a〉 (3.120)
P(Ti) =
∫
da Pf(a)P(Ti|a). (3.121)
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Figure 3.21.: The coefficient of variation as a function of the time-scale separation τa/T∗. A
D = 0.1, B D = 1. The solid lines corresponds to the conditional CV with ai = a∗, Eq. (3.52).
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For weak noise, Laplace’s method can be again applied because Pf(a) is sharply peaked
at a = a∗. Thus, one finds the rough approximation
〈Ti〉 ≈ 〈Ti|a∗〉, 〈T2i 〉 ≈ 〈T2i |a∗〉, (3.122)
P(Ti) ≈ P(Ti|a∗), (3.123)
where the conditional statistics 〈Ti|a∗〉, 〈T2i |a∗〉 = 〈Ti|a∗〉2
[
C2V(a
∗) + 1
]
and P(Ti|a∗) is
given by Eqs. (3.50)–(3.52). From Eq. (3.122) follows that the CV can also be approximated
by the conditional CV given that ai = a∗ and using Eqs. (3.12), (3.49) and (3.52) yields:
CV ≈ CV(a∗) =
√
2D/T∗
μ − a∗ + Δ . (3.124)
The CV is shown in Fig. 3.21 as a function of τa. Generally, one finds a monotonic increase
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Figure 3.22.: ISI densities for different τa. A-C For a noise intensity D = 0.1 the ISI densities
are shown for A τa = T∗, B τa = 10T∗ and C τa = 100T∗. D-F Analogous ISI densities for
strong noise, D = 1. The symbols depict the results of simulations, the dashed line depicts the
mean-adaptation approximation valid for large τa, Eq. (3.133), and the solid line displays the
weak-noise theory, Eq. (3.123). In all cases, the adaptation strength was Δ˜ = 3.
of the CV with increasing τa and a saturation at a minimal value in the limit τa  T∗.
Both limits are well captured by the conditional CV, CV(a∗). At intermediate values of τa
and strong adaptation, however, deviations from the simulation results can be observed.
For weak and moderate adaptation strengths’ the deviations are not as pronounced.
The approximation of the ISI density, Eq. (3.123), is compared to simulations in Fig. 3.22.
It generally agrees well with the simulations results except for fast adaptation in the pres-
ence of strong noise (Fig. 3.22D). An alternative expression for the ISI density, based on
a slow-adaptation approximation, is derived in the next section. Let me finally note that
the SCC can be computed semi-analytically using Eq. (3.7) for moderate noise, although
the formula for the deterministic limit, Eq. (3.43), often yields reasonable results even for
moderate noise. As a proof of principle, I have computed the double integral involved in
Eq. (3.7) numerically using the analytically known expressions for ptr(ai+1|ai), Pf(ai) and
〈Ti|a∗〉. As a result, the noise-corrections of ρ1 could be indeed correctly recovered by the
semi-analytical approach (data not shown).
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3.4. Slow adaptation approximations
Another approach for approximations of the firing statistics is to assume that the adap-
tation current is slow. More precisely, I assume here that τa  〈T〉, i.e. that a large
time-scale separation holds. Note that in this approach the noise intensity can be arbi-
trarily large. For slow adaptation, approximations for the response properties to time-
dependent stimuli are feasible. Therefore an additional current s(t) is introduced into
the right-hand-side of the equation for the membrane potential. Hence, the more general
setup
V˙ = µ− a + s(t) +
√
2Dξ(t) (3.125)
τa a˙ = −a + ∆˜y(t) (3.126)
is considered, where y(t) = ∑i(t− ti) is the output spike train (cf. Eq. (3.1), (3.2)).
3.4.1. Stationary ISI statistics: mean adaptation approximation
At first, the stationary case is considered, where the signal is switched off (s(t) ≡ 0).
For τa  〈T〉, the trajectory a(t) is effectively smoothed by the linear filter equation
(3.126). As a consequence, the relative deviations of a(t) from its mean value 〈a〉 are
small5, which allows us to replace a(t) by its mean value 〈a〉. In this so-called mean
adaptation approximation, the membrane potential is effectively driven by the drift current
µ − 〈a〉 and by the Gaussian white noise. Averaging equation (3.126) leads to 〈a〉 =
∆˜〈y〉 = ∆˜r. On the other hand, r = (µ− 〈a〉)/Vth, so that the firing rate and the mean
adaptation current can be determined self-consistently as
r =
λµ
Vth
=
1
T∗
(3.129)
and
〈a〉 = λµ∆˜
Vth
=
∆˜
T∗
(3.130)
with
λ =
Vth
Vth + ∆˜
. (3.131)
5 It can be shown that the variance of a(t) vanishes in the limit τa → ∞: In the Fourier domain, the dynamics
of a(t), Eq. (3.126) reads
a˜(ω) =
∆˜
1− iτaω y˜(ω), (3.127)
where a˜(ω) =
∫
dt eiωta(t) and y˜(ω) =
∫
dt eiωty(t) are the Fourier transforms of the adaptation variable
and the spike train, respectively. Thus, the power spectrum of the adaptation variable, Sa(ω) is related
to the spike train power spectrum Sy(ω) by
Sa(ω) =
∆˜2
1+ τ2aω2
Sy(ω). (3.128)
The cut-off frequency of this low-pass filter becomes arbitrarily small as τa becomes large. Moreover,
from Eq. (3.45), we already know that Sy(ω) saturates at a finite value in the limit ω → 0. Hence, at low
frequencies the large τa behavior is Sa(ω) ∝ 1/(1+ τ2aω2). The variance of a is related to the integral over
the power spectrum, which yields the scaling 〈∆a2〉 ∝ ∫ dω Sa(ω)/(2pi) ∝ τ−1a . Thus, the fluctuations
indeed vanish in the limit τa → ∞.
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Thus, in the mean-adaptation approximation the subthreshold dynamics reduces to
V˙ = λµ+
√
2Dξ(t). (3.132)
This is the standard (non-adapting) PIF model, but with a reduced driving current λµ
(note that λ < 1). Hence, the main effect of a slow adaptation current is to reduce stati-
cally the firing rate. The firing rate in the mean-adaptation approximation, Eq. (3.129), is
consistent with the deterministic limit, which must be 1/T∗.
Because for τa  〈T〉 the model reduces to a standard PIF model, the ISI density can
be immediately stated: according to Eq. (1.68) the ISI density is given by the inverse
Gaussian
P(T) =
Vth√
4piDT3
exp
[
− (λµT −Vth)
2
4DT
]
. (3.133)
Fig. 3.22 shows indeed that this approximation agrees rather well with simulations if
τa  T∗. Furthermore, according to Eq. (1.67) the coefficient of variation is given by
CV =
√
2D
Vthλµ
. (3.134)
Fig. 3.21 shows that this result indeed captures the limit τa  T∗. However, this expres-
sion yields a rather poor approximation in the absence of a strong time scale separation.
In those cases, the approximation Eq. (3.124) is more appropriate.
The serial correlation coefficient vanishes in the limit 〈T〉/τa → 0 because the spike
train generated by (3.132) reduces to a renewal process. But note Sec. 3.2.3, where it was
shown that the sum over all ρk does not vanish. Thus, the model does not converge to a
renewal process in the limit τa → ∞.
3.4.2. Response to time-dependent stimuli
What is the effect of a time-dependent stimulus s(t) on the instantaneous firing rate
r(t) = 〈y(t)〉? In linear response the firing rate is given by
〈y(t)〉 = 1
T∗
+
∫ t
−∞
dt′ χadap(t− t′)s(t′), (3.135)
or in the frequency domain
〈y˜(ω)〉 = 2pi
T∗
δ(ω) + χ˜adap(ω)s˜(ω). (3.136)
Here, χ˜adap(ω) and s˜(ω) are the Fourier transforms of the linear response function χadap(t)
and the stimulus s(t), respectively. In order to calculate the linear response function, also
called susceptibility, the negative feedback mediated by adaptation and the stimulus are
treated as a small perturbation. The response to this perturbation can then also be calcu-
lated applying linear response theory. To this end, the stationary mean adaptation ∆˜/T∗
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(see Eq. (3.130)) is subtracted and added in the equation for the membrane potential:
V˙ = µ− ∆˜
T∗
−
(
a− ∆˜
T∗
)
+ s(t) +
√
2Dξ(t) (3.137)
≈ λµ−
(
a− ∆˜
T∗
)
+ s(t)︸ ︷︷ ︸
perturbation
+
√
2Dξ(t). (3.138)
In the last line, the definition of T∗ and λ, Eq. (3.14), (3.131), have been used. If both
the stimulus s(t) and the fluctuations a(t) − ∆˜/T∗ of the adaptation current about its
stationary mean value are small (weak feedback), the sum of both can be treated as a
small perturbation. Thus, the response of the adapting PIF model can be approximated
by the response of a renewal PIF model with reduced base current λµ = Vth/T∗ and noise
intensity D to the perturbation indicated in Eq. (3.138). This response is determined by
the susceptibility χ˜PIF(ω, µ, D) of the non-adapting PIF model (∆˜ = 0), which is given by
χPIF(ω, µ, D) =
1−√1− 2iτeω
Vthiτeω
(3.139)
with τe = 2D/µ2 (see, e.g. Fourcaud and Brunel [2002]). According to linear response
theory, it follows that
〈y˜〉 = 2pi
T∗
δ(ω) + χ˜PIF(ω,λµ, D)
(
2pi∆˜
T∗
δ(ω)− a˜ + s˜
)
. (3.140)
Note that linear response theory with respect to a perturbation that depends on the spe-
cific realization of the noise is somewhat problematic because the left hand side of the
equation is independent of the noise, whereas the right hand side depends on the noise
through the feedback a˜. Nevertheless, if the feedback is weak it can be treated as an ex-
ternal perturbation that must be determined self-consistently from the linear response.
To this end, a˜ is expressed in terms of y˜ by means of Eq. (3.127):
〈y˜〉 = 2pi
T∗
δ(ω) + χ˜PIF(ω,λµ, D)
(
2pi∆˜
T∗
δ(ω)− ∆˜
1− iτaω y˜(ω) + s˜
)
. (3.141)
Averaging the whole equation and solving for 〈y˜〉 results in the self-consistent response
〈y˜〉 = 2pi
T∗
δ(ω) +
(
1
χ˜PIF
+
∆˜
1− iτaω
)−1
s˜. (3.142)
Comparing the last equation with Eq. (3.136), the susceptibility is found as
χ˜adap(ω) =
(
1
χ˜PIF(ω,λµ, D)
+
∆˜
1− iτaω
)−1
. (3.143)
Fig. 3.23 shows the susceptibility as a function of the frequency f = 2piω (in units
of 1/T∗). The linear response approximation, Eq. (3.143), reveals indeed an excellent
agreement with simulations for slow and weak adaptation (Fig. 3.23A). The approxima-
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Figure 3.23.: Susceptibility of the adapting PIF model. The upper panels and lower panels show
respectively the absolute value and the complex argument of the susceptibility χ˜adap(ω) as a
function of the frequency f = ω/(2pi) (in units of 1/T∗). Simulations (gray lines) were per-
formed using a band-limited white-noise signal with standard deviation e = 0.8 and a cut-off
frequency of 500(T∗)−1. The linear response theory for weak adaptation is depicted by the solid
line. For slow adaptation (A,B), the susceptibility shows the high-pass filter property of a slow
adaptation mechanism. At high frequencies, the response decays again like the correspond-
ing renewal PIF model with the same firing rate and noise intensity (dashed line). Parameter
values as indicated in the panels. A,C moderate adaptation strength and noise intensity, B,D
strong adaptation and low noise intensity, for which linear response theory is expected to fail.
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tion works still reasonably well, for strong adaptation and low noise, where the linear
response could be expected to fail (Fig. 3.23B), as well as for fast adaptation if the adapta-
tion is not too strong (Fig. 3.23C). However, limitations of the linear response theory are
observed for fast and strong adaptation, where response shows resonances that are not
captured by the theory (Fig. 3.23D). Interestingly, the response in the vicinity of the res-
onance is reduced as if the resonance draws off power from its neighboring frequencies.
Note that the low-frequency behavior is still correctly predicted by the theory even for
fast and strong adaptation.
Eq. (3.143) determines the response properties of a PIF neuron with adaptation. Let
me compare this result with the susceptibility χ˜PIF(ω,λµ, D) of the corresponding PIF
neuron without adaptation. At high frequencies, the second term in Eq. (3.143) can be
neglected, hence χ˜adap(ω) = χ˜PIF(ω,λµ, D) for ω  τ−1a . Thus, the susceptibility at high
frequencies for the model with adaptation is simply set by the low-pass behavior of a PIF
model without adaptation but with reduced base current λµ (Fig. 3.23). The single effect
of an adaptation current on the high-frequency response is to statically reduce the mean
firing rate from µ/Vth to λµ/Vth = 1/T∗.
In contrast, adaptation has a strong dynamical effect on the low-frequency response.
In this case, the susceptibility of the PIF model without adaptation becomes constant:
χ˜PIF(ω,λµ, D) = 1/Vth. Inserting this asymptotic limit into Eq. (3.143), the response to
low-frequency stimuli can be obtained as
χ˜adap(ω) =
1− iτaω
Vth(1− iτaω) + ∆˜
. (3.144)
The absolute value is given by
|χ˜adap(ω)| = λVth
√
1+ τ2aω2
1+ λ2τ2aω2
, (3.145)
which reveals a suppressed low-frequency response: for moderate and strong adapta-
tion, it holds λ2  1, which shows that |χ˜adap(ω)| ' λVth
√
1+ τ2aω2 for ω  (λτa)−1
(Fig. 3.23). In the limit ω → 0 Eq. (3.144) converges to χ˜adap(0) = 1/(Vth + ∆˜). Thus,
the ratio of the responses of the adapting and the non-adapting model to low-frequency
signals is
χ˜adap(0)
χ˜PIF(0,λµ, D)
=
Vth
Vth + ∆˜
= λ. (3.146)
In words, the response at low frequencies is reduced by the factor λ. This reveals the
main dynamical effect of adaptation: slow changes in the stimuli are “adapted away”,
whereas fast changes in the stimuli are transmitted as in the non-adapting PIF neuron. In
this sense, adaptation exhibits the property of a high-pass filter [Benda and Herz, 2003].
Response to a step current
In experiments, firing rate adaptation is typically characterized by the response to a step
current stimulus as a function of time. Therefore, the response of the adapting PIF model
in the time domain is also worth considering. To study the slow decay following the
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initial increase of the firing rate it is sufficient to start from the adiabatic expression for
the susceptibility, Eq. (3.144). The inverse Fourier transform yields the linear response
function
χadap(t) =
1
Vth
δ(t)− ∆˜
V2thτa
θ(t) exp
(
− t
λτa
)
. (3.147)
The firing rate is thus
r(t) =
1
Vth
(
λµ+ s(t)− ∆˜
Vthτa
∫ t
−∞
dt′ exp
(
− t− t
′
λτa
)
s(t′)
)
. (3.148)
Let us now consider a step of the base current of size As at time ts: s(t) = Asθ(t− ts).
Inserting into Eq. (3.147) yields
r(t) =
λµ
Vth
+
λAs
Vth
θ(t− ts)
[
1+
∆˜
Vth
exp
(
− t− ts
λτa
)]
(3.149)
This represents the exponential decay of the firing rate in response to a step stimulus,
which is typical for firing rate adaptation. Interestingly, the decay time of the firing rate
is λτa, i.e. it is not equal to the adaptation time constant τa, but the time-scale is reduced
by the factor λ. Figure 4.6B shows that the theory Eq. (3.149) agrees well with numerical
simulations.
The meaning of the parameter λ We have already seen in Eq. (3.146) that the factor λ
describes the reduction of the response at low frequencies of the stimulus due to adapta-
tion. Another, albeit related, interpretation of the factor λ is provided by Eq. (3.149). To
this end, let us consider the firing rate before the step, r0 = λµ/Vth, the firing rate imme-
diately after the step, rs = r0 + As/Vth and the adapted firing rate r(∞) = r0 + λAs/Vth.
Then the ratio between the gain in firing rate after adaptation (i.e. at t = ∞) and directly
after the stimulus onset (at t = ts+) is
r(∞)− r0
rs − r0 = λ. (3.150)
This means that λ quantifies the “percentage adaptation” or the “degree of adaptation”
[Wang, 1998].
3.4.3. The power spectrum of the spike train
What is the effect of adaptation on the power spectrum of the spike train? We have
already seen in Eq. (3.45) that the power at zero frequency is strongly reduced by adap-
tation compared to a renewal model with the same rate and CV. The reason for this was
that the total sum of the ISI serial correlations does not vanish (as it does in a renewal
model) but is markedly negative. The same effect has been theoretically investigated in
Lindner et al. [2005a]. In that paper it has been argued that a reduced power of the spon-
taneous spike train (“noise power”) at low frequencies leads to a larger signal-to-noise
ratio for low frequency signals, and hence to a larger information transfer in the low
frequency range. It is thus of considerable interest to find analytical expressions for the
power spectral density of the spontaneous spike train in the presence of adaptation. For
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non-renewal processes including any adapting neuron model, the power spectral den-
sity is difficult to calculate because this is equivalent to finding the conditional firing rate
defined as the time-dependent firing rate of an ensemble of neurons that all fired at time
t = 0. This conditional firing rate, however, cannot be deduced from the statistics of a
single ISI unless the spike train is a renewal process.
An elegant method to approximate the power spectrum in the presence of negative
feedback has been proposed in Lindner et al. [2005b]. The idea is based on a linear ansatz
for a single realization y˜(ω) of the spike train that is perturbed by a weak negative feed-
back. In our case, the perturbed PIF model reads
V˙ = λµ−
(
a− ∆˜
T∗
)
︸ ︷︷ ︸
perturbation
+
√
2Dξ(t), (3.151)
where a − ∆˜/T∗ is the fluctuation of the adaptation current about its stationary mean
value (cf. Eq. (3.138)). According to the linear ansatz, one can write
y˜ = y˜0 − χ˜PIF(ω,λµ, D)
(
a˜− 2pi∆˜
T∗
δ(ω)
)
, (3.152)
where y˜0(ω) is the Fourier transform of the unperturbed spike train. Note that the rela-
tion (3.152) is exact when averaged over an ensemble and the perturbation is infinitesi-
mally small (linear response theory). However, it is assumed that this relation holds even
for a single realization of the process. Substituting the expression for a˜, Eq. (3.127), and
solving for y˜ yields the representation
y˜ =
y˜0 + χ˜PIF(ω,λµ, D) 2pi∆˜T∗ δ(ω)
1+ χ˜PIF(ω,λµ, D) ∆˜1−iτaω
. (3.153)
Using this result, one can compute the power spectral density Syy(ω) defined by 〈y˜∗(ω′)y˜(ω)〉 =
Syy(ω)δ(ω−ω′). For ω > 0 it follows
〈y˜∗(ω′)y˜(ω)〉 = 〈y˜
∗
0(ω
′)y˜0(ω)〉(
1+ χ˜PIF(ω′,λµ, D) ∆˜1−iτaω′
)∗ (
1+ χ˜PIF(ω,λµ, D) ∆˜1−iτaω
) . (3.154)
The nominator of this expression is 〈y˜∗0(ω′)y˜0(ω)〉 = S0(ω)δ(ω′ − ω), where S0(ω) de-
notes the spontaneous spectrum. The power spectral density of the non-adapting PIF
model is given by the renewal formula, Eq. (1.58),
S0(ω) =
1− |P˜(ω)|2
T∗|1− P˜(ω)|2 (3.155)
with the characteristic function of ISIs (Fourier transform of the inverse Gaussian, Eq. (3.133))
P˜(ω) = exp
[
Vthλµ
2D
(
1−
√
1− 4iDω
λ2µ2
)]
(3.156)
(see e.g. [Holden, 1976, Bulsara et al., 1994, Chacron et al., 2005b]). From Eq. (3.154)
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follows the power spectrum of the adapting PIF model as
Syy(ω) =
S0(ω)∣∣∣1+ χ˜PIF(ω,λµ, D) ∆˜1−iτaω ∣∣∣2 . (3.157)
This formula shows nicely the relation between the power spectra S0(ω) and Syy(ω) of
the non-adapting and adapting model, respectively. At high frequencies, the denomina-
tor becomes unity, hence adaptation does not effect the power at high frequencies. At
low frequencies, however, adaptation strongly reduces the power as expected. In the
limit ω → 0, the susceptibility of the PIF model converges to 1/Vth, thus this limit leads
to
Syy(0+) = λ2S0(0+). (3.158)
The reduction of power at low frequencies is thus again determined by the parameter λ.
For slow adaptation, Fig. 3.24A shows a perfect match of simulations and the theory,
Eq. (3.157), based on the linear ansatz. It also demonstrates the reduction of power at low
frequencies compared to the corresponding renewal model (non-adapting PIF model).
For fast adaptation the power spectrum exhibits features that are not captured by the
theory Fig. 3.24B–D. This includes resonance peaks at multiples of the firing rate. How-
ever, the reduction of power at low frequencies is still well described by the theory.
3.5. Summary
In this chapter, a detailed analysis of the adapting perfect integrate-and-fire neuron model
driven by white Gaussian noise has been carried out. This neuron model operates in
the supra-threshold regime: Without noise, deterministic trajectories converge to a limit
curve that can be interpreted as a limit-cycle, which gives rise to sustained periodic fir-
ing. In the first part of this chapter, this deterministic dynamics has been studied. As
a result, two different dynamical regimes have been identified, one in which the initial
adaptation current is weaker than the positive base current and another one in which
the initial adaptation current exceeds the base current leading to a strong initial inhi-
bition (afterhyperpolarization). The latter regime corresponds to strong feedback and
fast adaptation. From the deterministic dynamics, analytical formulas for the mean ISI,
the mean adaptation current upon firing and the serial correlation coefficient (SCC) have
been found, which appear to be a reasonable approximation even in the stochastic case.
In particular, studying the effect of infinitesimally small deviations of the deterministic
trajectories from the limit-cycle has lead to a simple formula for the SCC. Using this quasi-
deterministic theory, it has been found that ISIs with an odd lag are always negatively
correlated, whereas ISIs with even lags can be positively correlated if the negative feed-
back is sufficiently strong (afterhyperpolarization regime), in which case the SCC exhibits
an alternation in sign. Furthermore, the magnitude of the serial correlations (positive or
negative) is maximized at a certain optimal time scale of the adaptation which is close
to the intrinsic time-scale of the neuron. In the limit of large adaptation time constants
the SCC vanishes at each given lag. However, the infinite sum of the correlations with
respect to the lag does not vanish, but saturates at a finite value.
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Figure 3.24.: Power spectral densities – reduction of power at low frequencies. The power
spectrum obtained from numerical simulations is depicted by the black solid line. The theory,
Eq. (3.157), based on the linear ansatz (red dashed line) works well for not too strong adapta-
tion. At low frequencies this theory agrees generally well, where it shows a strong reduction
of power compared to the corresponding renewal theory, Eq. (3.155) (blue dotted line). A Slow
adaptation τa = 10T∗, Δ˜ = 3Vth, D = 0.1V2th/T
∗. Fast adaptation: B τa = 1T∗, Δ˜ = 3Vth,
D = 0.1V2th/T
∗, Strong adaptation: C τa = T∗, Δ˜ = 10Vth, D = 1V2th/T
∗, D τa = T∗, Δ˜ = 10Vth,
D = 0.1V2th/T
∗
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In the second part, the effect of noise was studied using different weak-noise approx-
imation methods. These methods were based on the assumption that the stochastic dy-
namics is still close to the deterministic limit cycle, which is true for weak noise. In par-
ticular, the conditional ISI statistics for a given initial value of the adaptation current has
been analyzed, which is equivalent to a first-passage-time problem in a non-stationary
setup. This has yielded approximations for the conditional ISI density, the conditional
mean ISI, the conditional CV and the transition probability density of subsequent peak
adaptation currents, which agree well with simulations for not too strong noise. To ob-
tain the full ISI statistics, the conditional statistics have to be averaged with respect to
the stationary distribution of the peak adaptation currents. The distribution has been
computed from the stationary solution of the Fokker-Planck equation. To this end, the
stationary Fokker-Planck equation has been solved using a WKB ansatz. As a result, I
have shown that the variability of the peak adaptation currents becomes maximal at a
finite value of the adaptation time constant. Furthermore, the stationary solution of the
Fokker-Planck equation could be used to derive an expressions for the distribution of the
membrane potential. In contrast to the non-adapting PIF model, the distribution varies
more strongly across membrane potentials and is a convex function except for a small
region close to the threshold.
In the third part of this chapter, it was assumed that the adaptation current is slow
on the time scale of the mean interspike interval, whereas the noise intensity could be
arbitrary. Under this assumption, it was possible to derive approximations for the ISI
density (inverse Gaussian), the linear response function (or susceptibility) showing the
typical high-pass properties of adaptation as well as the power spectrum, which revealed
a clear reduction of power at low frequencies due to negative serial correlations.
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Chapter 4.
How a stochastic adaptation current affects
the interspike interval statistics of a sensory
receptor neuron
In many sensory systems, the response of neurons to repeated presentation of the very
same stimulus reveals a great variability in both timing of action potentials and spike
counts, especially if stimuli are static [van Steveninck et al., 1997, Kreiman et al., 2000,
Ronacher et al., 2004]. This trial-to-trial variability may have profound implications on
subsequent signal processing, constrains the neural code and sets fundamental limits on
the reliability of behavioral responses to external stimuli. The variability is caused by
noise sources at all levels of the sensory pathway [Faisal et al., 2008]: e.g. uncertainty
in the external stimulus, sensory noise in the transduction and amplification processes,
channel noise due to the random gating kinetics of ion channels and synaptic noise due
to synaptic background activity and stochastic vesicle release. To understand how the
nervous system can cope with noise and can achieve the remarkable reliability on the
behavioral level, it is important to first assess the impact of each of these sources of noise
on the variability.
Here, we pose the following question: Can we learn about the origin of noise by just
looking at the input-output relationship of a neuron? Using stochastic neuron models,
we show by theoretical analysis that different sources of noise leave a characteristic trace
in the interspike-interval statistics. This suggests a method to uncover the dominating
sources of noise from experiments. The method is then applied to a particular sensory
neuron, for which we find strong evidence that the spike response variability is caused
by both fast channel noise and slow channel noise associated with an adaptation current.
This study constitutes a collaborative work with Dr. Karin Fisch and Dr. Jan Benda
(LMU Munich), who carried out the experiments and the stochastic simulations of the
conductance-based model. The main results are briefly reviewed in this chapter [for more
details, see Fisch, 2011]. The theoretical analysis and the simulations of the integrate-and-
fire model have been performed by myself and have been published in [Schwalger et al.,
2010].
Specifically, we study the source of variability in the spiking response of auditory re-
ceptor neurons of Locusta migratoria (grasshopper) to acoustic stimuli. These receptor
neurons are attached to the tympanum (ear drum), which vibrates in response to incom-
ing sound waves. The mechanical vibrations are further transduced by the receptor cell
into electrical currents via stretch-sensitive ion channels, which in turn drive the spike
generation. Dynamical stimuli in form of amplitude modulations of sound waves are
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imental data. Unfortunately, direct somatic recordings of the sub- and suprathreshold
membrane potential are infeasible without severely damaging the delicate mechanosen-
sory transduction machinery. It is possible, however, to perform intracellular recordings
from the axons of the receptor neurons. This provides the spike times in response to a
given acoustic stimulus. Moreover, by repeating the experiment over many trials, one
can measure the statistics of the interspike interval (ISI) sequences. Thus, the computa-
tional task consists in testing different hypotheses with respect to the reproducibility of
the experimental ISI statistics and ruling out those noise sources that are not compatible
with these ISI statistics. In this way, the primary source of variability might be identified.
This combined experimental and computational approach has been pursued, e.g., by Dr.
Karin Fisch in her PhD study [Fisch, 2011].
An essential precondition for this approach to work, is the ability to distinguish differ-
ent kinds of noise on the basis of the ISI statistics. To this end, it is not only necessary
to determine the ISI statistics for certain types of channel noise, but also to identify the
aspects of the statistics by means of which different types of channel noise can be dis-
criminated. In previous computational and theoretical studies of adapting neurons, fluc-
tuations were considered to be fast, e.g. Poissonian synaptic spike trains passing through
fast synapses [Wang, 1998, Liu and Wang, 2001, Muller et al., 2007] or a white Gaussian
input current representing a mixture of intrinsic fluctuations and background synaptic in-
put [Chacron et al., 2003, La Camera et al., 2004, Urdapilleta, 2011]. For auditory receptor
cells, however, the intrinsic noise is not only contributed by the fast ionic conductances,
but also by the channels that mediate slow adaptation currents. If the number of adapta-
tion channels is not too large, the stochastic opening and closing of single channels will
contribute a fluctuating component to the adaptation current. This noise contribution,
which was so far ignored in the literature, and its impact on the interspike interval (ISI)
statistics is the main subject of this chapter. As a result, analytical tools are put forward
to distinguish fast intrinsic noise from slow adaptation noise by means of the stationary
ISI statistics. These tools are then applied to the ISI statistics of auditory receptor cells
to uncover the primary sources of spiking variability. In conjunction with the computa-
tional modeling study of Fisch [2011] we hypothesize that the spiking variability of locust
auditory receptor cells is caused by both slow adaptation channel noise and fast (sodium
or receptor) channel noise.
The theory is based on a perfect integrate-and-fire (PIF) model with an adaptation cur-
rent that is mediated by a population of slow voltage-gated adaptation channels. This
constitutes a minimal model of tonically firing neurons, where the effect of adaptation
channel noise can be analyzed. Thus, the qualitative results of the theory are rather gen-
eral. In particular, we show that a PIF model with a stochastic adaptation current can be
approximated by a PIF neuron driven by a slow external colored noise – a model which
has been extensively analyzed in Chap. 2. As a surprising consequence, pure adaptation
channel noise induces positive ISI correlations in marked contrast to negative ISI corre-
lations evoked by the combination of fast noise and deterministic adaptation, which has
been studied in detail in Chap. 3. Furthermore, the ISI histogram is more peaked and
displays a heavier tail than expected for a PIF model with fast current noise. Our results
for the PIF (positive ISI correlations, peaked histograms) are qualitatively confirmed by
extensive simulations of a conductance-based model with Na stochastic adaptation chan-
nels supporting the generality of our findings.
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Figure 4.2.: Spiking variability and adaptation of a locust auditory receptor cell. A,B Response
of a single cell to a pure tone sound stimulus of fc = 4 kHz (the neuron’s preferred frequency)
at two different sound intensities. Spike times show variability both within and across trials
(top). The trial-averaged firing rate depends on sound intensity and shows the phenomenon of
spike-frequency adaptation (bottom). C – E ISI densities of the same cell as in A,B for increasing
sound intensities (and increasing firing rate r) reveal the variability of interspike intervals (ISIs).
This variability can be quantified by the coefficient of variation (CV), which decreases with
sound intensity. Figure adopted from Fisch [2011].
4.1. The interspike interval statistics of locust auditory receptor
cells
The auditory system of locust is a simple-structured and well-established model sys-
tem, in which the signal processing of well-defined stimuli can be traced in detail. The
mechanosensory transduction of acoustic stimuli into electrical currents takes place in
60–80 receptor neurons that are connected via attachment cells to the tympanum, the
grasshopper’s eardrum. These receptor cells are bipolar neurons each possessing a sin-
gle dendrite that contains mechanosensory transduction channels. These ion channels
are gated by the deflections of the tympanum and will be termed “receptor channels” in
the sequel. The transduction current drives voltage-gated ion channels that eventually
generate action potentials. These action potentials can be recorded from the auditory
nerve, i.e. the receptor cell’s axons, far away from the soma and the filigree transduction
apparatus. A detailed description of the anatomy of locust auditory receptor cells can be
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Figure 4.3.: Shape of the ISI densities of a single receptor cell for different sound intensi-
ties. The ISI histograms (gray bars) are compared with an inverse Gaussian ISI density Pwn(t),
Eq. (2.91) (dashed line), and with the ISI density Pcn(t) of a PIF model driven by colored noise,
Eq. (2.90) (solid line). The parameters of Pwn(t) have been chosen such that the distributions
yield the same mean and CV as the experimental data. For Pcn(t) the parameter e has been
expressed in terms of the CV and the correlation time τ of the colored noise, whereupon τ has
been fitted to the data (fit value as indicated). The differences in the tail of the distributions can
be seen in the bottom row, where the ISI densities are scaled logarithmically. Figure adopted
from Fisch [2011].
found in Gray [1960].
Intracellular recordings. In the following, a short review of the experiments performed
by K. Fisch in the lab of J. Benda, LMU Munich, is given. For more details, the reader is
referred to Fisch [2011].
Intracellular recordings from the axons of auditory receptor cells have been performed
during acoustic stimulation with a pure tone at the characteristic frequency of the neu-
ron. After stimulus onset the auditory neurons exhibited considerable spike-frequency
adaptation (Fig. 4.2A). Since we were interested only in the stationary ISI statistics, the
initial 200 ms of each trial have been discarded corresponding to the firing rate transient
due to spike-frequency adaptation. The stationary firing rate increased in a sigmoidal
fashion with sound intensity, and the variability as quantified by the CV decreased with
sound intensity [Fisch, 2011]. This is illustrated by the ISI histograms for three different
sound intensities (Fig. 4.2C–E). At low firing rates the histograms show a broad distribu-
tion of ISIs with CV values that can be as high as 0.9 (not shown). At high firing rates, the
ISI histograms showed less variability with CV values that saturate at minimal values of
0.1–0.2.
To assess the origin of the variability, we compared the ISI distributions with canonical
noise driven models. For high firing rates the CVs are considerably below 1, where the
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Figure 4.4.: Shape of the ISI histograms and serial correlation coefficient for different firing
rates. A Skewness αs and kurtosis αe (characterizing the shape of the ISI density) averaged over
12 recorded receptor neurons. The measures αs and αe become significantly larger than unity
at large firing rates. B Serial correlation coefficient at lag 1 shows a transition from slightly
negative values (at low firing rates) to positive values (at high firing rates). Figure adopted
from Fisch [2011].
receptor cells most likely operate in the supra-threshold regime. The canonical model
for such strongly driven neurons is the perfect integrate-and-fire (PIF) model. Driven by
white Gaussian noise, this model generates spikes with an inverse Gaussian ISI density,
Eq. (1.68). Because the inverse Gaussian density is completely determined by the firing
rate and the CV, we can test – by using the measured rate and CV – whether the PIF model
driven by white noise is compatible with the ISI distribution data. Indeed, at low firing
rates the simple inverse Gaussian density matches the experimental histograms remark-
ably well (Fig. 4.3A, dashed line). However, at larger firing rates, the inverse Gaussian
determined by the measured rate and CV no longer provides a good description of the
experimental data (Fig. 4.3B,C, dashed line). The histograms are more peaked and exhibit
a longer tail than the inverse Gaussian.
From Chap. 2.2, we know that peaked ISI densities can be generated by a PIF model
that is driven by exponentially-correlated colored noise. In this case the ISI density is
given by Eq. (2.90) [see also Lindner, 2004a]. Therefore we tested whether this density
can account for the observed peaked ISI histograms. The noise parameter e in Eq. (2.90)
can be extracted from the measured CV. This leaves one free parameter – the correlation
time τ of the colored noise. A fit of the ISI density with respect to τ yields an excellent
agreement with the observed ISI histograms in the whole range of firing rates (Fig. 4.3,
solid line). Note that in the limit τ → 0 the ISI density (2.90) converges to the inverse
Gaussian density, as shown in Chap. 2.2. This is consistent with the good agreement of
an inverse Gaussian at low firing rates, which was mentioned above. In the opposite
case of high firing rates, the best fit was obtained for a correlation time τ about 100 ms
(Fig. 4.3C). This roughly corresponds to the decay time of spike frequency adaptation.
As suggested in Chap. 2.2, the transition of the ISI density of a PIF model driven by
white noise to a PIF model driven by colored noise may be characterized by the skewness
αs and the kurtosis αe, which are defined in Eq. (2.92) and (2.93). These measures are
equal to unity for an inverse Gaussian density. Values larger than unity indicate that the
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ISI density is more skewed and more peaked and possesses a longer tail than an inverse
Gaussian with the same CV. Figure 4.4A shows that the experimentally measured values
for αs and αe confirm our previous observations: at low firing rates, these values are close
to unity, corresponding to the good match of an inverse Gaussian. In contrast, for high
firing rates, the measured values are significantly larger than unity corresponding to the
observed peaked ISI densities with long tails. In summary, the shape of the ISI density
as quantified by αs and αe suggest that the dominant effect of intrinsic noise is that of a
white noise source at low firing rates and that of a colored noise at high firing rates.
We further investigated the ISI serial correlations. As known from a number of numer-
ical studies [see e.g. Chacron et al., 2001, Liu and Wang, 2001] and from the analytical
theory of Chap. 3, [see Schwalger et al., 2010], the signature of spike-frequency adapta-
tion in the stationary state are negative serial correlations. Since auditory receptor cells
exhibit spike-frequency adaptation as apparent from the firing rate transient in Fig. 4.2,
negative serial correlations may be expected. Indeed, small, but significantly negative
serial correlations were found at low firing rates (Fig. 4.4B). However, at high firing rates
the serial correlations were significantly positive.
In conclusion, at low firing rates the ISI statistics (shape of the ISI density and serial
correlations) are consistent with an adapting PIF model driven by white noise, whereas
at high firing rates the ISI statistics is consistent with a non-adapting PIF model driven
by colored noise. In the following analysis, we will show that this phenomenological
observation indeed follows from the assumption of two sources of noise: on the one
hand, fast channel noise associated with fast ionic currents and, on the other hand, slow
channel noise associated with a slow adaptation current.
4.2. How a stochastic adaptation current shapes the statistics of
interspike intervals
How can the ISI variability of locust auditory receptor cells in response to pure tone
stimuli with constant amplitude be explained? To answer this question, we consider the
signal transduction process from an acoustic stimulus to the spike generation of the re-
ceptor cell (Fig. 4.1A). A sound wave induces vibrations of the tympanum, which causes
mechanosensory ion channels in the dendrite of the receptor cell to open. The resulting
receptor current activates voltage-gated sodium and delayed-rectifier potassium chan-
nels that eventually trigger action potentials. In the following, we investigate the effect
of channel noise arising from slow adaptation currents, i.e. a finite number of adaptation
channels (Fig. 1.3), and compare with the effect of channel noise associated with fast ionic
currents.
4.2.1. Adapting neuron model driven by two different kinds of noise
To explore the role of channel noise, a minimal point-neuron model of the auditory re-
ceptor cell is considered, which comprises a sodium and potassium current for the spike
generation, INa and IK, a leak current IL, an M-type adaptation current Ia and a receptor
current IR (Fig. 4.1A). The membrane potential V across the cell membrane must satisfy
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the current-balance equation
Cm
dV
dt
= −IL − INa − IK − Ia − IR, (4.1)
where Cm is the membrane capacity. Assuming that Ohm’s law is applicable each of the
currents (per unit area) has the form
I = g(V − E), (4.2)
where g is the conductance per unit membrane area and E is the reversal potential of the
respective ionic current. Each of the conductances results from a population of a finite
number of ion channels, and may hence be subject to fluctuations.
The time scale of the fluctuations of a conductance must be equal to the relaxation time
of the mean conductance with respect to a small perturbation, which is a consequence of
the fluctuation-dissipation theorem. The relaxation time of the sodium, delayed-rectifier
potassium and receptor currents are much smaller than the mean ISI. Therefore, channel
noise associated with these currents can be considered as fast. On the hand, the relaxation
time of the adaptation current (or conductance) should be of the same order as the decay
time constant of the firing rate adaptation in response to step stimuli. For locust auditory
receptor cells the time scale of spike-frequency adaptation is of the order of 100 ms and is
thus much larger than the mean ISI (order 10ms). Thus, adaptation is in general not fast
and is therefore studied separately.
A detailed simulation study of Eq. (4.1), where each current results from the summed
activity of a population of ion channels with realistic kinetics, has been conducted in
Fisch [2011]. Complementary to the study by Fisch, the following analysis is based on
further simplifying assumptions, which yield rather general insights and predictions for
the effect of different types of channel noise. To this end, we rely on a number of the-
oretical studies that have already dealt with fast channel noise, especially its diffusion
approximation [for a review see White et al., 2000]. Applying the diffusion approxima-
tion to the population of fast ion channels, the neural dynamics can be in fact stripped
down to the model that has already been studied in Chap. 3.
In contrast, the effect of slow conductance fluctuations has, to our knowledge, not yet
been addressed analytically. For this reason and to keep the analysis simple, we focus
primarily on the effect of slow adaptation channel noise, whereas all fast sources of noise
are lumped into a single, unspecific Gaussian white noise source. Specifically, the sum
of the fast spike generating currents, the fast receptor current and the leak current are
represented as the sum of a deterministic current Ifast and Gaussian white noise:
− IL − INa − IK − IR ≈ Ifast +
√
2Dξ(t)Cm. (4.3)
Here, D is the noise intensity and ξ(t) is a delta-correlated Gaussian process, i.e. 〈ξ(t)ξ(t′)〉 =
δ(t− t′). Eq. (4.3) corresponds to a diffusion approximation of fast channel noise. Replac-
ing the respective terms in Eq. (4.1) yields
Cm
dV
dt
= Ifast − Ia +
√
2Dξ(t)Cm. (4.4)
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tation current. The PIF model is a minimal model for neurons that are strongly driven by
the mean current (“mean-driven” or “supra-threshold” regime). As such, the PIF model
seems to be a reasonable model for locust auditory receptor neurons. In fact, given the
high firing rates and the non-exponential ISI distributions (Fig. 4.2C–E), these neurons
most likely operate in their supra-threshold regime.
In the second variant, numerical simulations of Eq. (4.4) have been conducted by Fisch
[2011], where Ifast was taken from the conductance-based Traub-Miles model modified by
Ermentrout et al. [2001]. In this way, the qualitative predictions of the PIF model could be
tested in a biologically more realistic conductance-based model. The specific definition
of Ifast is given in the appendix C.2.
4.2.2. Model for the stochastic adaptation current
For both the conductance-based model and the PIF model, the adaptation current still
needs to be defined. Here, we only consider the simplest adaptation channel model
which corresponds to an M-type adaptation current [Brown and Adams, 1980, Madison
and Nicoll, 1984] (cf. Sec. 1.3.2). This current is mediated by KCNQ channels, which are
slow voltage-dependent potassium channels. Although, M-type channels are partially
activated at resting potentials (Fig. 4.5A, [see also Hille, 2001]), the main activation oc-
curs during action potentials. Our results, however, also apply to other sources of noise
emerging from a slow adaptation mechanisms as, for instance, slow Ca2+ fluctuations in
the case of calcium-gated potassium currents (see discussion).
Two-state channel model
We assume a simple setup that allows for a mathematical analysis of slow, voltage-
dependent adaptation channels. This setup consists of a population of Na independent
ion channels each of which can reside either in an open or a closed state. A single chan-
nel follows the simple kinetics shown in Fig.4.5A. For a population of Na channels, it is
sufficient to follow the number of open channels Nop instead of tracing the state of each
individual channel. The number of open channels then obeys the reaction kinetics
Nop
αw Ncl−−−→ Nop + 1 (4.6a)
Nop
βw Nop−−−→ Nop − 1, (4.6b)
where Ncl(t) = Na − Nop(t) is the number of closed channels.
Transition rates in the conductance-based model. For the conductance-based model,
Eq. (C.13), the rates αw and βw can be expressed in terms of the steady-state open proba-
bility w∞(V) of a single channel when the membrane potential is clamped at V and the
time scale τw of the channel kinetics. In fact, by inverting Eq. (1.7), we find
αw(V) =
w∞(V)
τw
βw(V) =
1− w∞(V)
τw
. (4.7)
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Note that both w∞(V) and τw can be measured in experiments. The master equation for
the open probability w(t) of the two-state model reads
w˙ = αw(V)(1− w)− βw(V)w (4.8)
or after insertion of Eq. (4.7)
τww˙ = −w + w∞(V). (4.9)
This is in accordance with the typical dynamics of voltage-dependent gating variables in
Hodgkin-Huxley type models.
In the conductance-based Traub-Miles model (Sec. C.2), we will use the steady-state
open probability given by
w∞(V) =
(
1+ exp
[
−V + 35mV
10mV
])−1
(4.10)
[Ermentrout et al., 2001] (see Fig. 4.5A,bottom). Inserting this relation into Eq. (4.7), both
rate functions αw(V) and βw(V) show a sigmoidal dependence on the voltage. In par-
ticular, αw is appreciably different from zero only during the action potential (i.e. for
V > −50mV) whereas βw only contributes in the opposite range of subthreshold mem-
brane voltages.
Transition rates in the PIF model. In the case of a PIF model, the following problem
arises: since the voltage is always subthreshold and action potentials are generated only
implicitly, the steady-state open probability w∞(V) would not lead to a relevant acti-
vation of adaptation channels (cf. Eq. (4.10) and Fig. 4.5A, bottom). How can one still
generate an adaptation current that is triggered by spikes? To resolve this problem, we
use a simplified variant that distinguishes only between two values of w∞: one attained
when the voltage is subthreshold and another one for the duration of the action poten-
tial τAP. Specifically, at a spike event of the PIF model, w∞ is explicitly set to one for a
duration of τAP = 1 ms and otherwise it is set to zero (Fig. 4.6A). Thus, w∞ becomes an
explicit function of time t and the last spike time ti∗ ≤ t:
w∞(t) =
{
1 if ti∗ ≤ t < ti∗ + τAP
0 else.
(4.11)
Hence, in the PIF model, the dependence of the rates on the membrane voltage, Eq. (4.7),
is replaced by an explicit dependence on time t and the most recent spike time ti∗ ≤ t:
αw(t) =
w∞(t)
τw
, βw(t) =
1− w∞(t)
τw
. (4.12)
In the same way, the dynamics of the open probability, Eq. (4.9), is replaced by
τww˙ = −w + w∞(t). (4.13)
The assumption that channels can be activated only during spikes (αw = 1/τw) but not in
between spikes (αw = 0) is for analytical convenience. However, in Sec. 4.4 we show that
our results remain qualitatively the same if a small subthreshold activation (w∞(t) > 0)
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Figure 4.6.: Perfect integrate-and-fire model with stochastic adaptation current, Eq. (4.16). A
Membrane potential V (bottom), steady-state open probability w∞ (middle) and fraction of
open adaptation channels W as a function of time (top). Parameter values: Na = 1000, D =
0.01V2th/ms, τw = 100 ms, µ = 0.4Vth/ms and β = 3Vth/ms. B The time-dependent firing
rate (top) in response to a step stimulus (bottom) shows the same spike-frequency adaptation
regardless of the source of noise (stochastic adaptation – solid line, deterministic adaptation
plus white noise – dashed line). The gray line shows the theory given by Eq. (3.149).
is allowed, as it is observed for M-type currents.
Adaptation current. In the limit of an infinite population of channels, the fraction of
open channels is equal to the open probability. In the Traub-Miles model or the integrate-
and-fire model this limit corresponds to an adaptation current of the form [Benda and
Herz, 2003]
Ia = g¯aw(t)(V − Ea). (4.14)
Here, g¯a denotes the maximal conductance (per unit membrane area) and Ea is the rever-
sal potential of the adaptation current.
For a finite population of channels, the fraction of open channels is given by the stochas-
tic quantity W(t) = Nop(t)/Na, where Nop(t) is a stochastic process that evolves accord-
ing to the kinetic scheme Eq. (4.6). In contrast to Eq. (4.14), this yields a stochastic adap-
tation current
Ia = g¯aW(t)(V − Ea). (4.15)
In the following, we want vary the amount of channel noise, without changing the mean
current per unit membrane area. To this end, we vary the number of channels in such
a way that the maximal conductance per unit membrane area g¯a remains constant. This
can be realized either by a variation of the total membrane area or by a change of the
channel density with a simultaneous scaling of the single channel conductance.
4.2.3. Perfect integrate-and-fire model with a stochastic adaptation current
For the mathematical analysis of the PIF model with adaptation, an effective time scale
approximation is applied to the deterministic or stochastic adaptation current, Eq. (4.14)
or (4.15), respectively. This approximation amounts to substituting V by the average
voltage E0 = 〈V〉 to obtain the voltage-independent adaptation current Ia = g¯aW(t)(E0−
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Ea) [Benda and Herz, 2003]. Eq. (4.5) for the PIF model now reads
V˙ = µ− βW +
√
2Dξ(t), (4.16)
where β = g¯a(E0− Ea)/Cm is the maximal value of the adaptation current βW(t) and sets
the strength of adaptation. In the following, I will make a number of simplifications of the
model described by Eq. (4.16). The different ramifications of the model are summarized
in Fig. 4.7.
Diffusion approximation
As explained in Sec. 1.1.1, the channel model describing the dynamics of each individual
channel can be considerably simplified by a diffusion approximation [Lecar and Nos-
sal, 1971, Fox, 1997, Fox and Lu, 1994]. Following Gillespie [2000], the reaction kinetics
Eq. (4.6), can be approximated by a single Langevin equation for Nop(t) if the number of
transitions in a sufficiently large time interval, which is still smaller than the decay time
τw, is approximately Gaussian distributed. Under this assumption, we find analogously
to the derivation of Eq. (1.6)
N˙op = −βwNop + αwNcl +
√
βwNop + αwNclξa(t) (4.17)
with Ncl = Na − Nop and Gaussian white noise ξa(t), with 〈ξa(t)ξa(t′)〉 = δ(t − t′).
Dividing the last equation by Na yields
τwW˙ = −W + w∞(t) +
√
2τwσ2(W, w∞(t))
Na
ξa(t) (4.18)
where σ2(W, w∞(t)) is given by
σ2(W(t), w∞(t)) =
1
2
{[1− w∞(t)]W + w∞(t)[1−W]} . (4.19)
Furthermore, the stochastic adaptation variable W can be separated into a deterministic
and a stochastic part, W = w + η. This will be useful for the interpretation of our results.
Equation (4.18) can then be rewritten by the two equations
τww˙ =− w + w∞(t) (4.20)
τwη˙ =− η +
√
2τwσ2(w + η, w∞(t))
Na
ξa(t). (4.21)
The noise intensity depends on the state variables because the function σ2(W, w∞(t))
depends explicitly on W and implicitly on V through the w∞(t). Therefore, Eq. (4.18)
and (4.21) are Langevin equations with multiplicative noise, which are still hard to tackle
analytically. For slow adaptation, τw  〈T〉, however, the variations of σ2(W, w∞(t)) are
averaged out by the slow filter dynamics of adaptation as shown in Sec. C.1. As a result,
the function σ2(W, w∞(t)) can be approximated by its constant mean
〈σ2〉 ≈ rτAP − (rτAP)2, (4.22)
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Figure 4.7.: Overview of limit cases and simplifications of the adapting perfect integrate-and-
fire (PIF) model. The full model Eq. (4.16) with white Gaussian current noise (“fast noise”) and
a stochastic adaptation current based on two-state channels (mixed case) is represented in the
upper-left corner. It branches into the limit cases Na → ∞ (Eq. (4.24)) and D = 0 corresponding
to the cases termed deterministic adaptation (green) and stochastic adaptation (blue), respec-
tively. Furthermore, the discrete stochastic adaptation current based on two-state adaptation
channels (channel models) can be coarse-grained by a diffusion approximation yielding the
diffusion models for stochastic adaptation (Eq. (4.25)) and the mixed case. For slow adaptation
(τw  〈T〉), the cases of stochastic and deterministic adaptation can be reduced to a colored-
noise driven PIF model (colored-noise approximation, Eq. (4.32)) and a white-noise driven PIF
model (mean adaptation approximation, Eq. (3.132)), respectively.
where r = µ/(Vth + βτAP) is the stationary (adapted) firing rate (see below).
In summary, the adaptation current for a finite population of channels consists of the
deterministic adaptation current and an additional Gaussian colored noise with a corre-
lation time τw and a variance which is inversely proportional to the number of channels.
Overall, we obtain the multi-dimensional Langevin model
V˙ =µ− β(w + η) +
√
2Dξ(t) (4.23a)
τww˙ =− w + w∞(t) (4.23b)
τwη˙ =− η +
√
2τw〈σ2〉
Na
ξa(t). (4.23c)
The membrane potential V is thus driven by: (i) the base current µ (mainly representing
the mean receptor current), (ii) the white current fluctuations ξ(t) of intensity D (repre-
senting channel noise originating from fast sodium, potassium and receptor currents),
(iii) the slow colored noise η(t) due to the stochasticity of the adaptation dynamics, and
(iv) the deterministic feedback of the neuron’s spike train w(t) due to the deterministic
part of the adaptation (see Fig. 4.8).
4.2.4. Deterministic vs. stochastic adaptation current
To study the individual effects of the two different kinds of noise, we focus on two limit
cases: In the limit of infinitely many adaptation channels, the adapting PIF model is only
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Figure 4.8.: Diffusion approximation of a stochastic adaptation current. A Sample traces of the
integrate-and-fire dynamics with two-state adaptation channels, Eq. (4.6), (4.16) (Na = 200 and
D = 0). The fraction of open channels W (top) exhibits discontinuous jumps with directions
that depend on the presence or absence of spikes, which are mimicked by the function w∞(t)
(middle panel). B Sample traces of the coarse-grained diffusion model, Eq. (4.23), with the
same 1st and 2nd infinitesimal jump moments of W as in the channel model (A). C The fraction
of open channels W can be split into the deterministic part w(t), Eq. (4.23b), corresponding to
Na → ∞, and an Ornstein-Uhlenbeck process η(t), Eq. (4.23c), with a correlation time equal
to the adaptation time constant τw (colored noise). Parameter values: µ = 0.4 Vth/ms, β =
3 Vth/ms, τw = 100 ms.
subject to a white noise. In this case, Eq. (4.23) reads
V˙ = µ− βw +
√
2Dξ(t), (4.24a)
τww˙ = −w + w∞(t). (4.24b)
This case will be called deterministic adaptation because the adaptation current βw decays
deterministically between subsequent spikes. Note that this model is closely related to
the adaptation model investigated in Chap. 3. Below we will use the theoretical results
developed in that chapter.
In the opposite limit, we keep only the stochasticity of the adaptation current but omit
the white noise. Setting D = 0 we obtain
V˙ =µ− βW (4.25a)
τwW˙ =−W + w∞(t) +
√
2τw〈σ2〉
Na
ξa(t) (4.25b)
or splitting W into a deterministic part w and a stochastic part η,
V˙ =µ− β(w + η) (4.26a)
τww˙ =− w + w∞(t) (4.26b)
τwη˙ =− η +
√
2τw〈σ2〉
Na
ξa(t). (4.26c)
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This model (and the corresponding model based on discrete channel numbers) will be
called stochastic adaptation because the adaptation current βW = β(w + η) includes the
colored noise η(t) (Fig. 4.7).
Note that for the model based on individual channels, W = Nop/Na performs a ran-
dom walk with discontinuous jumps. The direction of jumps depends on the presence
of spikes, the occurrence of which is in turn is affected by W (feedback, Fig. 4.8A). The
diffusion approximation of W and the separation of deterministic and stochastic com-
ponents are illustrated in Fig. 4.8B and 4.8C, respectively. Although the increments of
the continuous diffusion process have the same first two moments as the increments of
the original jump process, the short-time statistics looks rather different (Fig. 4.8A,B).
It is thus a priori not clear whether the diffusion approximation yields a reasonable ap-
proximation of the ISI statistics, and how the validity of the approximation depends on
the channel number Na and the adaptation time constant τw. Therefore, we conducted
simulations of both the channel model (based on individual channels) and the diffusion
model, Eq. (4.23). Remarkably, we find that the diffusion approximation yields a rather
accurate approximation for the shape of the ISI density, the coefficient of variation and
the serial ISI correlations even for small channel populations. However, significant de-
viation were found for higher-order statistics like the skewness and kurtosis of the ISI
density.
Analytical treatment
The calculation of the ISI statistics (histogram and serial correlations) of the PIF model
with noise and spike-frequency adaptation is generally a hard theoretical problem. Here
we put forward several novel approximations for the simple limit cases Eq. (4.24) and
Eq. (4.26).
Deterministic adaptation. If we introduce the adaptation variable a = βw and approx-
imate the train of square pulses w∞(t) by a delta-spike train, w∞(t) ≈ τAP ∑i δ(t − ti),
Eq. (4.24) becomes
V˙ = µ− a +
√
2Dξ(t) (4.27a)
τw a˙ = −a + ∆˜∑
i
δ(t− ti). (4.27b)
Here, ∆˜ = βτAP is the strength of adaptation and ∆˜/τw is the jump size of the adaptation
variable a upon firing. Equation (4.27) has been analyzed in detail in Chap. 3. Hence, in
the case of infinitely many adaptation channels, the analytical results for the ISI statistics
found in Chap. 3 can be readily used. In particular, the firing rate is given by
r =
λµ
Vth
, (4.28)
where
λ =
Vth
Vth + βτAP
(4.29)
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and the serial correlation coefficient is given by the geometric sequence
ρn = −α(1− ϑ)(1− α
2ϑ)
1− 2α2ϑ+ α2 (αϑ)
n−1, n ≥ 1, (4.30)
where
α = exp
(
− 1
rτw
)
, ϑ =
µ− a∗
µ− αa∗ , a
∗ =
τAP
τw(1− α) . (4.31)
(cf. Eq. (3.43)). Furthermore, for typical adaptation time constants that are much larger
than the mean ISI, the mean adaptation approximation studied in Sec. 3.4 applies. In this
case the adaptation variable is replaced by its mean value [Latham et al., 2000, Fuhrmann
et al., 2002, Benda and Herz, 2003, La Camera et al., 2004, Richardson, 2009, van Vreeswijk
and Hansel, 2001], which is equivalent to a PIF model without adaptation, but with a
reduced base current µ˜ = λµ (Eq. (3.132)). Accordingly, the ISI density approximately
follows an inverse Gaussian density, Eq. (3.133), and the CV given by Eq. (3.134). Thus,
for slow adaptation, τw  〈T〉, it can be expected that the skewness and kurtosis of the
ISI distribution obey αs = αe = 1.
Stochastic adaptation In the opposite limit of a stochastic adaptation current (D = 0,
Eq. (4.26)), one can approximate W = w + η by a constant part that reduces the base
current µ and an effective colored noise. In fact, if the adaptation is slow, i.e. τw  〈T〉,
the spike train looks almost periodic at small time scales with a slowly varying firing
rate r¯(t) = (µ − βW)/Vth because fast fluctuations are absent. Because the linear filter
in Eq. (4.26b) averages “the spike train” w∞(t) on time scales of the order of τw, the
dynamics of W is not changed noticeably if we replace in Eq. (4.25b) w∞(t) by its slowly
varying average τAPr¯(t):
τwW˙ = −W + τAPVth (µ− βW) +
√
2τw〈σ2〉
Na
ξa(t).
Now, multiplication with λ = Vth/(Vth + βτAP) yields
λτwW˙ = −
(
W − τAPµ
Vth + βτAP
)
+
√
2τwλ2〈σ2〉
Na
ξa(t).
Finally, we introduce the variable η˜ = W − τAPµ/(Vth + βτAP) and obtain
V˙ =µ˜− βη˜ (4.32a)
τ˜ ˙˜η =− η˜ +
√
2τ˜σ˜2
Na
ξa(t), (4.32b)
where we introduced the effective parameters
µ˜ = λµ, τ˜ = λτw, σ˜2 = λ〈σ2〉. (4.33)
The common scaling factor λ is given by Eq. (4.29). Thus, the case of stochastic adaptation
can be mapped to a PIF model without an adaptation variable but a colored noise η˜(t)
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with renormalized parameters. We call model (4.32) (together with the usual fire-and-
reset rule) the colored noise approximation.
The PIF model driven by a weak colored noise, i.e. for the model described by Eq. (4.32),
has been analyzed in detail in Chap. 2.2. In particular, the ISI density reads [Lindner,
2004a]
P(t) =
〈T〉
2
√
4pie2γ31(t)
exp
[
− (t− 〈T〉)
2
4e2γ1(t)
]
×
{
[(〈T〉 − t)γ2(t) + 2γ1(t)]2
2γ1(t)
− e2
[
γ22(t)− 2γ1(t)e−t/τ˜
]}
(4.34)
with
〈T〉 = Vth
λµ
, γ1(t) = τ˜2
(
t
τ˜
+ e−t/τ˜ − 1
)
, γ2(t) = τ˜
(
1− e−t/τ˜
)
. (4.35)
Moreover, the coefficient of variation and the serial correlation coefficient are given by
the formula (2.97) and (2.100), respectively. In these expressions, θ = Vth/(λµτw) and
e2 = β2τAP/(VthNaµ). In addition to that, expressions for the skewness and kurtosis are
given in Sec. A.3.
Interspike interval density
Figure 4.9A shows ISI densities for the case of deterministic adaptation. As shown in the
previous section, the ISI densities can be well described by inverse Gaussian probability
densities with mean Vth/µ˜ (cf. Eq. (1.68). The opposite case of stochastic adaptation is
contrasted in Fig. 4.9B. For a small channel population (Na = 100) the discrete nature of
the adaptation W still appears in the ISI histogram as single peaks that cannot be aver-
aged out. These peaks are caused by ISIs during which W remains constant. Under this
condition, the ISIs attain likewise only discrete values. In contrast, if W changes at least
once during a given ISI, the length of the ISI can take a continuous range of values. Such
ISIs give rise to the continuous part of the ISI density. In contrast, the diffusion model
yields a purely continuous ISI density, which looks like a smoothed version of the ISI
histogram of the channel model. As Na increases, the discrete peaks become more and
more dense and insignificant, and the ISI density of the channel model is well approxi-
mated by the diffusion model. Furthermore, we see that the colored noise approximation,
Eq. (4.32), agrees well with the diffusion model, Eq. (4.23). Consequently, the colored
noise theory works is a good approximation of the ISI histogram of the channel model if
Na is sufficiently large.
One of the main hypotheses of this chapter is that ISI densities of supra-threshold neu-
rons, for which slow channel noise dominates the ISI variability, are not well described
by an inverse Gaussian (IG) distribution, whereas the IG density yields a good approx-
imation if fast fluctuations dominate the variability. Strictly speaking, the IG yields the
ISI density for a white-noise driven PIF model without adaptation, so a priori we can-
not expect that this density fits any of the cases we consider here. However, as shown
in Sec. 4.2.4, the ISI density can be captured by an inverse Gaussian for deterministic
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Figure 4.9.: ISI histograms of a PIF neuron with deterministic or stochastic adaptation current.
A Deterministic adaptation (Na → ∞) for different intensities D of the white Gaussian noise.
Gray bars show the histograms obtained from simulations of Eq. (4.24); solid lines displays
the inverse Gaussian density, approximation Eq. (3.133). B Stochastic adaptation (D = 0) for
different Na as indicated in the panels. The adaptation current was modeled either by the
channel model (gray bars), Eq. (4.6), or by the diffusion model (circles), Eq. (4.25). Our colored-
noise theory, Eq. (2.90), is displayed by a solid line. Parameter values: μ = 0.4 Vth/ms, β =
3 Vth/ms, τw = 100 ms.
adaptation. Figure 4.10A,C shows indeed a good agreement of the IG and the simulated
ISI density. The main effect of a slow deterministic adaptation current is to reduce stat-
ically the mean input current which is reflected in our approximation by the effective
base current μ˜. Slight deviations of the IG from the simulation result can be seen for large
intervals, where the simulated ISI density decays faster than the IG (Fig. 4.10C). This can
be understood as follows: in the presence of adaptation, large intervals are suppressed
because for large times (after the last spike) the inhibitory effect of the adaptation current
subsides – a feature that is not present in the static approximation for the reduced base
current. Nevertheless, the deviations are small and will be hardly visible when compar-
ing the inverse Gaussian density to the histogram of limited experimental data sets.
By contrast, the ISI density for stochastic adaptation exhibits a more pronounced peak
and a heavier tail than the IG with the same mean ISI and CV (Fig. 4.10B and D). A
comparison to an IG density with the same mean and mode or the same mode and CV
gave comparably bad fits (data not shown). Instead, the colored noise approximation
agrees well with the simulation data.
This suggests that both cases – deterministic and stochastic adaptation – can be distin-
guished by the shape of the ISI densities even if mean and CV of the ISIs are comparable.
To this end, we make use of the skewness αs and the kurtosis αe. In fact, figure 4.11
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Figure 4.10.: Comparison of ISI densities for deterministic vs. stochastic adaptation. A and
C – The ISI density obtained from a simulation of the model with deterministic adaptation,
Eq. (4.24), with noise intensity D = 0.01 V2th/ms compared to an inverse Gaussian distribution
(dashed line), Eq. (1.68). B and D – ISI density for the stochastic adaptation model with Na =
200 and D = 0. The channel model (gray bars) is more peaked than an inverse Gaussian
distribution with the same mean and CV (dashed line). The ISI density of the diffusion model,
(simulation of Eq. (4.26), circles) is well matched by the colored noise approximation, Eq. (4.32),
(solid line). Note the double logarithmic axis in C and D revealing the tail of the distribution.
Other parameter values as in Fig. 4.8.
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Figure 4.11.: Discrimination between deterministic and stochastic adaptation model by skew-
ness and kurtosis. A Skewness αs and B kurtosis αe for deterministic adaptation (white
squares) and for stochastic adaptation (channel model – white circles, diffusion model – black
circles, colored noise approximation – gray circles). Different CVs were obtained by varying
Na or D. The dashed line depicts the theoretical curve, Eq. (A.44), and the solid line depicts the
semi-analytical result obtained from the moments of the ISI density, Eq. (4.34), using numerical
integration.
shows that deterministic and stochastic adaptation can be well discriminated by these
measures. In particular, αs and αe are clearly larger than unity for stochastic adaptation
indicating that the ISI density is more skewed and more peaked compared to an inverse
Gaussian. This confirms quantitatively our previous observations. On the other hand,
for deterministic adaptation, αs and αe are smaller than unity in accordance with our pre-
vious observations that the tail of the ISI density decays slightly faster than an inverse
Gaussian density.
The kurtosis αe reveals a strong discrepancy between the channel and the diffusion
model with respect to higher-order ISI statistics. The second-order statistics, as expressed
by the CV, still matches almost perfectly for both models even at rather small channel
numbers (Fig. 4.12A), which is remarkable given the discrete structure of the ISI his-
togram for small channel numbers (cf. Fig. 4.9 for Na = 100). However, as shown in
Fig. 4.12B, the two models clearly differ with respect to the kurtosis αe when the number
of channels becomes small.
The figures 4.11 and 4.12 also support the colored noise approximation, which repro-
duces the diffusion model (which still includes adaptation) rather accurately. This sug-
gests that the heavy-tail and the peakedness of the ISI density is mainly due to the long-
correlations of the colored noise. It has been shown for a related model that such correla-
tions can result in ISI densities with a large kurtosis [Schwalger and Schimansky-Geier,
2008]. To further study this “colored noise effect”, we measured the skewness and kurto-
sis as a function of the time-scale separation between adaptation and spiking dynamics.
This can be quantified by the dimensionless parameter τw/〈T〉 = rτw. In simulations,
we varied τw and kept the base current at a constant value of µ = 0.4 corresponding to a
fixed firing rate of r = 100 Hz.
For stochastic adaptation with Na = 200 channels, Fig. 4.13 illustrates that both αs
and αe are larger than unity and increase strongly with increasing τw or increasing firing
rate (Fig. 4.13A,B). This increase is more pronounced for the diffusion model than for the
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Figure 4.12.: Stochastic adaptation – comparison of diffusion and channel model. A The coeffi-
cient of variation as a function of the number of adaptation channels Na for the diffusion model
(black circles, Eq. (4.23)), the channel model (white circles, Eq. (4.6)) and the colored noise ap-
proximation (gray circles, Eq. (4.32)). The dashed line depicts the theoretical curve, Eq. (2.97),
the solid line depicts the semi-analytical result obtained from the moments of the ISI density,
Eq. (2.90), using numerical integration. B The corresponding curves for the rescaled kurtosis
αe. The dashed line represents the theory given by Eq. (A.44). The time scale separation was
rτw = τw/〈Ti〉 = 10. Parameter values: μ = 0.4 Vth/ms, β = 3 Vth/ms, τw = 100 ms.
channel model. At large rτw the simulation data deviate from the first-order perturba-
tion theory, Eq. (A.43)) and (A.44), because higher-order terms in the small noise expan-
sion cannot be neglected anymore. The agreement becomes better, when the number of
channels becomes larger [Schwalger et al., 2010]. These observations were qualitatively
confirmed by corresponding simulations at a smaller base current (μ = 0.04), leading to
a lower firing rate of r = 10 Hz (data not shown). In particular, quantitatively similar
curves were obtained by increasing the number of channels to Na = 2000 in order to
maintain the same effective noise level. It should be noted that in the case of low firing
rates the weak-noise expansion might become infeasible if the number of channels is too
small. This is, for example, the case for Na = 200 at a firing rate r = 10 Hz, for which
the parameter 2 = β2τAP/(VthNaμ), which is supposed to be small, becomes larger than
unity.
For deterministic adaptation, αs and αe approach unity for rτw 
 1 as predicted by
the mean-adaptation approximation, which is consistent with an inverse Gaussian ISI
density. In the opposite limit of small rτw the parameters αs and αe also approach unity.
This is intuitively clear, because for τw  〈T〉 the adaptation variable w(t) decays quickly
to zero after each spike. Hence, the base current is almost always equal to μ except for
a very short period after a spike where the driving is μ − βw(t). Put differently, the
dynamics can be approximated by a PIF model with a constant driving μ and an effective
reset value Vreset ≈ −βτAP < 0. This yields again an inverse Gaussian ISI distribution
(albeit with a larger mean ISI).
In the intermediate range, where the time scale of the adaptation is of the same order
as the mean ISI, a pronounced minimum of αs and αe is observed in the case of deter-
ministic adaptation. This is due to the decay of adaptation at such a rate that large ISIs
are suppressed. As a consequence, the tail of the ISIH decays faster and the ISI density
becomes less skewed compared to an inverse Gaussian. The same qualitative behavior
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Figure 4.13.: A Skewness αs and B kurtosis αe as a function of the time scale separation rτw =
τw/〈T〉 for Na = 200 channels (corresponding e = 0.1) for stochastic adaptation (circles) and
D = 0.01 V2th/ms for deterministic adaptation (squares). Theory Eq. (A.43) and (A.44) is dis-
played by the solid line, the line αs/e = 1 is indicated by a dotted line. rτw was varied by
changing τw at a fixed µ = 0.4t (〈Ti〉 = 10 ms). Parameter values as in Fig. 4.8.
was verified in simulations at a lower firing rate r = 10 Hz (data not shown).
Serial interspike interval correlations
Another clear distinction between stochastic and deterministic adaptation is revealed by
the correlations between ISIs. In several numerical studies, it has been found that neg-
ative feedback mechanisms like adaptation currents in the presence of white noise give
rise to negative correlations between adjacent ISIs [Liu and Wang, 2001, Chacron et al.,
2000]. However, a theoretical explanation of this effect has not been provided in these
studies. In chapter 3, an analytical expression for the serial correlation coefficient (SCC)
in the limit of vanishing noise has been put forward (Eq. (4.30)). According to the theory,
the SCC is negative at odd lags, in particular at lag 1. This is indeed observed in our
simulations (Fig. 4.14A,C).
In striking contrast, the case of stochastic adaptation yields positive ISI correlations
with a slow exponential decay (Fig. 4.14B) as predicted by the theory, Eq. (2.100). In this
formula, it becomes evident that the decay constant for the SCC is to first-order given
by the ratio θ−1 = τ˜/〈Ti〉 of effective correlation time τ˜ = λτ and mean ISI. The good
agreement of the colored noise theory suggests that adaptation noise acts effectively as
a colored noise source that slowly modulates the ISIs. It is known that systems with a
slow stochastic driving exhibit positive ISI correlations [Middleton et al., 2003, Lindner,
2004a, Schwalger and Schimansky-Geier, 2008]. In fact, in the absence of additional fast
fluctuations the ISIs are strongly correlated with the slow noise, which generates positive
correlations among ISIs. For instance, if Ti < 〈T〉 due to a large, positive fluctuation of
η, this will on average cause a likewise small Ti+1 < 〈T〉 because the slow dynamics of η
tends to persist at positive values in the course of several subsequent ISIs.
The magnitude of the serial correlation coefficient strongly depends on the time scale
separation as quantified by the dimensionless parameter rτw = τw/〈Ti〉 (Fig. 4.14C). For
deterministic adaptation the negative correlations become most pronounced at a finite
value of rτw and vanish in the limits rτw → 0 and rτw → ∞ as discussed in Chap. 3.2.3.
For stochastic adaptation, the positive correlations become strongest for τw much larger
147
Chapter 4. How a stochastic adaptation current affects the spiking statistics
Figure 4.14.: Serial correlation coefficient. A The case of deterministic adaptation with D =
0.01 V2th/ms for different values of the time constant τw (as indicated in the legend). The theo-
retical curves, Eq. (4.30), are depicted by solid lines; the zero baseline is indicated by a dotted
line. B The case of stochastic adaptation with Na = 200 for different values of the time constant
τw (as in A). The channel model, Eq. (4.6), is represented by white symbols; the theory based on
the colored noise approximation, Eq. (4.32), is depicted by a solid line. Other parameters as in
Fig. 4.8. C Corresponding to Fig. 4.13, the serial correlation coefficient ρ1 is shown as a function
of the time-scale separation (same parameters as in Fig. 4.13).
than the mean ISI (Fig. 4.14C), i.e. rτw  1. The channel and diffusion model agree gen-
erally quite well, except for very small and very large rτw. In the latter case, the Gaussian
approximation becomes worse because the opening and closing events of the channels
are extremely rare. The expected number of channel transitions in a time window of
length t is N(t) = 2(1− 〈w〉)〈w〉Nat/τw with 〈w〉 = τAP/〈Ti〉. For instance, taking the
extreme case τw = 104 ms at the standard parameters Na = 200, 〈w〉 = 0.1, one would
observe only 0.036 transitions on average on the time scale of a single ISI (t ∼ 10 ms). On
this time scale, the fraction of open channels can hardly be approximated by a Gaussian
process. A better agreement between channel and diffusion model at large rτw can be
obtained by increasing the number of channels [Schwalger et al., 2010].
4.2.5. The mixed case
So far, we found that the two limit cases of the adapting PIF model can be well discrim-
inated by the skewness αs and the kurtosis αe relative to unity and the serial correlation
coefficient ρ1 relative to zero. Can these measures also be utilized to determine the dom-
inating source of noise in the more realistic case where both fast channel noise and slow
adaptation channel noise are present? To answer this question, simulations of the adapt-
ing PIF model for a fixed intensity of the white noise (mimicking fast channel noise) but
variable number of adaptation channels were performed. In this way, the ratio of the
two different types of noise can be varied. Note that the mean adaptation current is kept
constant in our setting. This can be realized by scaling the single channel conductance or
the membrane area with 1/Na.
For small numbers of adaptation channels, i.e. large adaptation channel noise, we ob-
served both large values of the kurtosis αe > 1 and a positive serial correlation coefficient
of adjacent ISIs (Figs. 4.15A,B, white region). This indicates a strong impact of the colored
noise effect. In the opposite case of a large channel population, the expected result for
pure deterministic adaptation interacting with a white noise source is recovered. In the
intermediate range, there is a critical channel number at which both the kurtosis crosses
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Figure 4.15.: PIF model with a stochastic adaptation current and white noise driving – variation
of the number of adaptation channels. For a fixed level of white noise (D = 0.01 V2th/ms) the
number of adaptation channels Na was varied. For a small channel population slow channel
noise dominates, whereas for a large channel population fast fluctuations dominate. A Kurtosis
αe for the channel model (white squares) and the diffusion model (black circles). The value
corresponding to an inverse Gaussian ISI density is indicated by the horizontal dotted line. B
Corresponding serial correlation coefficient at lag one. The zero line is indicated by the dotted
line. The adaptation time constant was chosen as τw = 100 ms, other parameters as in Fig. 4.8.
the line αe = 1 and the serial correlation coefficient changes its sign. This simultaneous
change suggests that below the critical channel number, the ISI statistics is dominated
by slow adaptation channel noise, whereas above this size it is dominated by the white
noise input (gray-shaded region).
A smooth transition from an inverse Gaussian ISI statistics with negative ISI correla-
tions to a peaked ISI density and positive serial correlations has also been observed in the
experiment when the firing rate was increased (Fig. 4.4). Can this behavior also be found
in our simple model? To answer this question, we conducted simulations, in which both
the number of adaptation channels and the intensity of the white noise was fixed and
the firing rate was varied by changing the base current µ (Fig. 4.16). We found indeed
that for both channel model and diffusion model, the skewness αs and the kurtosis αe are
smaller than unity at low firing rates and increase to values that are significantly larger
than unity when the firing rate is increased. Furthermore, the SCC at lag one changes
continuously from negative to positive values with increasing firing rate. These findings
agree qualitatively with the experimental data.
In the PIF model, this behavior can be explained by a simple time-scale argument:
The effect of the colored noise arising from adaptation channel noise becomes most pro-
nounced at large values of the dimensionless parameter rτw (Fig. 4.13, 4.14C), which
quantifies the time-scale separation between adaptation and spiking dynamics. Thus,
for large firing rates, the colored noise effect (which is responsible for the skewed and
peaked ISI histograms and positive serial correlations) can dominate over negative cor-
relations and inverse Gaussian ISI statistics that are induced by fast fluctuations. In con-
trast, at low firing rates, the colored noise is not slow on the large time scale of the mean
ISI, i.e. the time-scale separation parameter rτw becomes small. Hence, the colored noise
effect is weak and the adaptation channel noise effectively adds to the white noise source,
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Figure 4.16.: PIF model with a stochastic adaptation current and white noise driving – variation
of the firing rate (time scale separation). For a fixed white noise (D = 0.01 V2th/ms) and fixed
number of adaptation channels Na the firing rate was varied by a respective variation of the
base current µ. This mimics the experimental setup, in which the sound intensity is varied (cf.
Fig. 4.4). A Skewness αs, B kurtosis αe for the channel model (white squares) and the diffusion
model (black circles). The value corresponding to an inverse Gaussian ISI density is indicated
by the dotted line. C Corresponding serial correlation coefficient at lag one. The zero line is
indicated by the dotted line. Parameter values: τw = 100 ms, β = 3 Vth/ms.
resulting in negative serial correlations and an inverse Gaussian statistics.
4.3. Conductance-based model with channel noise
We investigated whether our theoretical predictions based on a PIF model with adapta-
tion are robust with respect to a more detailed model of the ionic currents. To this end,
simulations of the conductance-based Traub-Miles model with a M-type adaptation cur-
rent as defined in Sec. C.2 has been performed by K. Fisch [see also Fisch, 2011]. As in
the case of the PIF model, the two cases of white noise input and a slow M-type chan-
nel noise are considered separately to assess the individual effects on the ISI statistics.
Fig. 4.17 demonstrates that the ISI histograms show essentially the same features as in
the PIF model: in the case of white noise input, the shape of the ISI density can be well
approximated by an inverse Gaussian distribution which corresponds to the observed
firing rate and CV. In the case of a stochastic M-type current, there is a strong disagree-
ment between the ISI density and an inverse Gaussian with the same rate and CV. As in
the PIF model, the ISI densities exhibit a sharper peak than the inverse Gaussian.
The different ISI statistics for deterministic vs. stochastic adaptation are compared in
more detail in Fig. 4.18. Like in the PIF model (cf. Fig. 4.11), the skewness αs and kurtosis
αe are significantly smaller for white noise than for adaptation channel noise in a wide
range of CVs (Fig. 4.18A,B). This is in accordance with the pronounced peak of the ISI
density in the case of a stochastic M current (Fig. 4.17B). However, the values are not
strictly separated by αs/e = 1 as in the PIF model. This discrepancy might be due to the
fact that already the Traub-Miles dynamics with constant input and white noise driving
is not exactly given by an inverse Gaussian ISI density. Nevertheless, the kurtosis αe
quickly saturates at a finite value in the large τw limit (albeit not at unity, Fig. 4.18C).
This is in marked contrast to the case of stochastic adaptation, in which αe increases
strongly. Similarly, the skewness αs also shows this distinct behavior for stochastic vs.
deterministic adaptation, although the increase of αs is not as strong as for αe (data not
shown).
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Figure 4.17.: ISI histograms of the conductance-based Traub-Miles model. A The ISI densities
of the Traub-Miles neuron model with a deterministic M-type adaptation current (Na = ∞)
and white noise driving (Eq. (C.13) – gray bars) is shown along with an inverse Gaussian with
the same mean and CV (dashed lines). To keep the firing rate at about r = 100 Hz, the ex-
ternal driving current was adjusted from top to bottom according to I = 9, 16.5, 17.7, 17.9 (in
μA/cm2). The noise intensity D is indicated in units of (μA/cm2)2/ms. B The ISI densities
of the Traub-Miles model in the presence of a stochastic M-type adaptation current (gray bars)
and an inverse Gaussian with the same mean and CV (dashed line). In all cases, the external
driving is I = 18 μA/cm2. Simulation data obtained by K. Fisch [Fisch, 2011].
A clear distinction between both cases appears in the serial correlations of ISIs as
shown in Fig. 4.18D. Similar to the PIF model, the case of deterministic adaptation is char-
acterized by negative ISI correlations at lag one, which are strongest at an intermediate
time scale τw. Furthermore, the case of stochastic adaptation exhibits positive correlation
coefficients ρ1, which show a maximum at an intermediate value of τw. This is also in line
with the PIF model. The correlations decay rapidly with increasing lag for deterministic
adaptation (Fig. 4.18E) and decay exponentially for stochastic adaptation (Fig. 4.18F). As
in the PIF model, the exponential decay is slower for large time constants τw.
Finally, the case in which both white noise and slow M-type adaptation channel noise
is present has been inspected (Fig. 4.18G,H). As in Fig. 4.15, we fixed the noise intensity
of the white noise and varied the number of M-type adaptation channels Na. In the
Traub-Miles model one finds a qualitatively similar behavior as in the PIF model: the
SCC at lag one shows a transition from positive to negative ISI correlations at a certain
number of adaptation channels (Fig. 4.18H). As for the PIF model, this value can be used
to define two regimes – one dominated by adaptation noise (white region) and another
one dominated by white noise (gray-shaded region). In the adaptation-noise dominated
regime the parameter αe is larger than in the white-noise dominated regime (Fig. 4.18G)
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Figure 4.18.: ISI statistics of the Traub-Miles model – deterministic vs. stochastic adaptation. A
Skewness αs and B kurtosis αe as a function of the CV. For stochastic adaptation the number of
channels was varied from Na = 2000 to Na = 80; for deterministic adaptation, Na = ∞ – gray
squares), the noise intensity was varied from D = 0.1 to D = 200. The value corresponding
to an inverse Gaussian statistics is indicated by the dotted line. C, D Kurtosis αe and the serial
correlation coefficient (SCC) at lag 1 as a function of the time scale separation rτw = τw/〈T〉.
Stochastic adaptation (Na = 200) and deterministic adaptation (D = 0.01) are marked as in
A,B. E,F SCC as a function of the lag for different time constants τw in ms as indicated (E
deterministic adaptation, F stochastic adaptation; D and Na as in C,D). G The rescaled kurtosis
αe in the mixed case at a fixed amount of white noise (D = 10) and varying channel numbers
Na. H The corresponding values of the SCC at lag one. The intersection of ρ1 with the zero
line defines the adaptation-channel-noise dominated regime (white region) and the white-noise
dominated regime (gray-shaded region). The units of the noise intensities are (µA/cm2)2/ms.
For stochastic adaptation, the base current was I = 18 µA/cm2. For deterministic adaptation,
I was adjusted to result in a firing rate at around r = 100 Hz: For D = 0, the current I was
18 µA/cm2 and with increasing noise intensity, I decreased to I = 4 µA/cm2 for D = 200.
Simulation data obtained by K. Fisch [Fisch, 2011].
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(although not smaller than unity as in the PIF model).
The observation that key features of the ISI statistics in the presence of a stochastic
adaptation current seem to be conserved across different models suggests a common
mechanism underlying these features. As we saw, this mechanism is based upon the
fact that a stochastic adaptation current can be effectively described by an independent
colored noise. The long-range temporal correlations of this noise naturally yield positive
ISI correlations and a slow modulation of the instantaneous firing rate. The latter typi-
cally involves a large kurtosis due to the increased accumulation of both short and long
ISIs. A significant amount of colored noise can affect the kurtosis and the ISI correlations
so strongly that details of the spike generation seem to be of minor importance. Thus,
it becomes plausible that the spiking statistics of a rather complex neuron model can be
explained by a simple integrate-and-fire model including a stochastic adaptation current.
4.4. Discussion
The theoretical analysis of this chapter was concerned with the effect of a stochastic adap-
tation current on the ISI statistics. We have contrasted this statistics to the ISI statistics of
a neuron with a deterministic adaptation current and an additional white noise current,
which is already known from the analysis in Chap. 3. We found that noise arising from
slow adaptation channels, yields a more peaked ISI density and positive ISI correlations,
in contrast to an inverse Gaussian density and negative ISI correlation in the case of a
deterministic adaptation current and white noise. This could be explained by the adap-
tation channel noise acting like an effective colored noise. We also proposed measures
by means of which the influence of adaptation channel noise versus white noise can be
distinguished on the bases of the stationary ISI statistics. These measures consist of the
skewness αs, the kurtosis αe and the serial correlation coefficient at lag 1. These results
might be particularly useful in cases, where one noise source dominates over the other.
It is also worth to mention that our results are not specific to channel noise, but can
quite generally be used to distinguish between slow and fast noise as the dominating
source of noise. For instance, slow noise can also arise from slow synaptic filtering, or
slow presynaptic background activity that might be relevant for cortical neurons.
4.4.1. What is the source of spiking variability in locust auditory receptor
cells?
These rather general results can be employed as an indirect method to determine the
time-scale of the dominating source of spiking variability of locust auditory receptor
cells. The data shown in Sec. 4.1, suggest that at least two populations of ion channels
contribute to the variability – one with a fast channel kinetics and another one with a
slow channel kinetics. If the spiking variability were solely due to fast channel noise the
peaked ISI densities and the positive serial correlations would be difficult to explain. On
the other hand, if only slow channel noise was present, it would be difficult to explain the
small negative serial correlations at low firing rates. However, a mixture of slow and fast
channel noises can explain the statistics of the experimentally observed ISI statistics and
its dependence on the firing rate. One simple explanation involves a time-scale argument:
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the effect of the slow noise should be most pronounced at high firing rates because a large
skewness, a large kurtosis and positive serial correlations are expected for a strong time
scale separation between noise and spiking dynamics. At low rates, the noise correlation
time can adopt the order of the mean ISI or become even smaller. In this case, the colored
noise effect is not as strong and the “slow” noise can be regarded as fast. An alternative
explanation could apply if the size of fluctuations of each source of noise depends on the
firing rate. For instance, a reduction of fast noise or a magnification of slow noise at large
firing rates could also explain the ISI statistics for different firing rates.
What are the origin of the slow and fast noise sources? Slow intrinsic noise is likely
to be associated with the slow dynamics of an adaptation mechanism. As one proto-
typical example of such adaptation noise, we considered channel noise arising from an
M current, which is a slow voltage-dependent potassium current of the KCNQ family
[Hille, 2001]. However, there are many other adaptation mechanisms, like slow inactiva-
tion of the sodium conductance and the AHP current. Which of these mechanisms cause
spike-frequency adaptation in locust auditory receptor cells is not known and cannot be
deduced by our method. As shown below, the exact implementation of adaptation, how-
ever, seems to be of minor importance as long as the fluctuations are associated with the
slow part of the adaptation mechanism.
The origin of fast noise is likely due to channel noise associated with fast ionic currents.
Potential candidates are sodium, delayed-rectifier potassium and receptor currents. To
distinguish between channel noise from different ionic currents, a single-compartment
conductance-based model, in which each conductance is modeled by a population of
ion channels, has been simulated by Fisch [2011]. In this modeling study, the stochas-
tic dynamics of the sodium and delayed-rectifier potassium channels followed a kinetic
Markov scheme of the Hodgkin-Huxley type. The transduction current has been mod-
eled by two-state channels with transition rates that depend on the tympanal deflection.
Channel noise stemming from the delayed-rectifier potassium current failed to reproduce
the ISI variability as a function of sound intensity [for details, see Fisch, 2011, Fisch et al.,
2012]. In contrast, slow adaptation channel noise along with either sodium or receptor
channel noise reproduced the ISI statistics.
Whether sodium or receptor channel noise (or both) contribute to ISI variability can-
not be concluded from the ISI statistics. Under the assumption that receptor channel
noise is the main source of fast fluctuations, the modeling study of Fisch [2011] could
reproduce the data using Na = 600 adaptation channels and NR = 20 receptor channels
(Fig. 4.19). These channel numbers might be used as a rough estimate of the number
of receptor channels, although care must be taken because a larger number of recep-
tor channels could in part be compensated by a smaller number of adaptation channels
[Fisch, 2011].
The modeling study by Fisch [2011] has shown that different ISI statistics (CV, skewness,
kurtosis and serial correlations) of locust auditory receptor cells and their dependence on
sound intensity can be reproduced by a minimal conductance-based model including
both adaptation channel noise and fast channel noise. In addition to that, these obser-
vations can be qualitatively explained by the theoretical results obtained in this chap-
ter, especially the emergence of colored noise from a stochastic adaptation current and
its effect on the ISI statistics. This leads us to the strong hypothesis that the observed
spike response variability is caused by both adaptation channel noise and fast receptor
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Figure 4.19.: A mixture of a stochastic receptor and a stochastic adaptation current in a channel-
based Traub-Miles model can reproduce the ISI statistics of locust auditory receptor cells.
A,D Coefficient of variation, B,E skewness αs and kurtosis αe and C,F serial correlation coeffi-
cient at lag 1 as function of the firing rate (corresponding to different sound intensities). The top
row shows the result of a modified Traub-Miles model with a population of Na = 600 M-type
adaptation channels and NR = 20 receptor channels. The other currents are deterministic cor-
responding to populations with a infinite number of ion channels [for details, see Fisch, 2011,
Fisch et al., 2012]. The data shown in the bottom row are obtained from intracellular recordings
of one cell, except for the negative serial correlation coefficients which were recorded from a
different cell at longer (1 min) stimulation to improve the available statistics. Figure adopted
from Fisch [2011].
or sodium channel noise. Note that an ultimate “proof” of the contributions of different
channel noises to the spike response variability would require direct recordings of the
subthreshold voltage fluctuations or the use of pharmacology to block certain channels
(e.g. M-type channels). These experiments have yet to be carried out.
4.4.2. General remarks
Stochastic adaptation currents are a source of colored noise
We found that the slow adaptation noise effectively acts as an independent colored noise
with a large correlation time. In previous works, slow processes which cause positive
ISI correlations were often assumed to be of external origin, e.g. an external stimulus,
[Middleton et al., 2003, Moreno-Bote and Parga, 2004, Schwalger and Schimansky-Geier,
2008]. Here, we have shown that an intrinsic process, i.e. the fluctuations associated
with the stochasticity of adaptation, yields likewise positive ISI correlations. Our find-
ing also provides an alternative explanation of positive ISI correlations in experimental
studies [Chacron et al., 2001, Lowen and Teich, 1992]. Moreover, in vivo recordings from
a looming-sensitive interneuron in the locust optic lobe have revealed both positive cor-
relations at large firing rates and negative correlations at low firing rates [Gabbiani and
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Krapp, 2006]. Because this neuron exhibits pronounced spike-frequency adaptation, an
intriguingly simple explanation for these observations would be the presence of both fast
noise and stochastic adaptation (corresponding to our mixed case). In this case, a large
firing rate could indeed lead to a large effective correlation time of the noise associated
with the adaptation mechanism and thus to positive ISI correlations.
Other mechanisms leading to spike-frequency adaptation
Spike-frequency adaptation has been ascribed to different mechanisms (see e.g. Benda
and Herz [2003]), e.g. calcium-dependent potassium currents (so-called IAHP [Madison
and Nicoll, 1984]), slow voltage-dependent M-type currents IM [Brown and Adams, 1980,
Madison and Nicoll, 1984] and slow recovery from inactivation of sodium currents [Flei-
dervish et al., 1996]. In the present study, the M-current has been chosen as an example
to illustrate the emergence of slow noise in the adaptation mechanism. In this specific
case, it was the finite number of M-type potassium channels that gave rise to slow chan-
nel noise. For the other commonly studied adaptation mechanism, the IAHP [Wang, 1998,
Liu and Wang, 2001, Ermentrout et al., 2001, Benda and Herz, 2003, Gabbiani and Krapp,
2006, Peron and Gabbiani, 2009a] (cf. Sec. 1.3.2), we face two possible sources of noise:
the finite number of potassium channels NK and fluctuations of the local Ca2+ concentra-
tion c. Proceeding in a similar way as for IM, we would obtain IAHP = g¯AHPK(V − EK),
with the fraction K of open potassium channels, obeying
τkK˙ = −K + k∞(c) +
√
2τkσ2k
NK
ξk(t) (4.36)
τc c˙ = −c + ∆∑
i
δ(t− ti) +
√
2DCaξc(t). (4.37)
Here, the two Gaussian white noises ξk and ξc approximately represent the channel noise
and the concentration fluctuations due to stochastic removal of calcium, respectively. The
calcium gating is characterized by the steady-state activation k∞(c). For simplicity, the
increase of calcium ∆ caused by an action potential is assumed to be deterministic. Im-
portantly, the channel dynamics is fast compared to the slow removal of calcium, i.e.
τk  τc. Following Benda and Herz [2003], the open probability of the potassium chan-
nels k ≡ 〈K〉 adiabatically adjusts to c (i.e. k ≈ k∞(c)) and the relationship is roughly
linear (i.e. k∞(c) ∝ c). Thus, we have IAHP ∝ (c + ηk)(V − EK), where the “channel
noise” ηk possesses a correlation time τk. If this correlation time is much smaller than the
mean ISI, the channel noise can be approximately treated as white noise. This means,
however, that a PIF neuron with a calcium-dependent IAHP instead of IM can likewise be
approximated by Eq. (4.23): the fast channel noise can be included into the white noise
term
√
2Dξ(t) and the slow fluctuations of the calcium concentration assume the role
of the slow adaptation noise η(t). Approximating IAHP again by a voltage-independent
current, the PIF model with IAHP would read
V˙ = µ− βc +
√
2Dξ(t) (4.38)
τc c˙ = −c + ∆∑
i
δ(t− ti) +
√
2D˜Caξc(t). (4.39)
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These equations can indeed be put into the form of Eq. (4.23) by splitting the deterministic
and the noise part of c. This illustrates that the main results derived in this chapter are not
specific to a certain adaptation current, but apply quite generally to any noise associated
with the slow dynamics of adaptation.
The adaptation currents IM and IAHP have been distinguished with respect to their abil-
ity to synchronize coupled neurons [Ermentrout et al., 2001] and regarding the influence
on neural coding [Prescott and Sejnowski, 2008]. The difference consists in whether the
current is activated solely by spikes as in the case of IAHP or whether it is also activated
by subthreshold voltages as for IM. For the sake of clarity, we have set the activation
function w∞(t) of the M-type adaptation current in the PIF model equal to zero at sub-
threshold voltages, i.e. between spikes (Eq. (4.11)). Thus, the adaptation current in the
PIF model, unlike the M-current, was only activated during action potentials. However,
the main results of our analysis remain unchanged if a small subthreshold activation is
allowed. To illustrate this, let us consider an extended model for which in-between spikes
the steady-state activation function w∞ is not zero but equals the value ε < 1. Instead of
Eq. (4.11) we have now
w∞(t) =
{
1 ti∗ ≤ t < ti∗ + τAP
ε else
(4.40)
= ε+ (1− ε)∑
i
θ(t− ti)θ(ti + τAP − t). (4.41)
This only increases the mean adaptation to 〈w〉 = 〈w∞(t)〉 = ε+(1− ε)rτAP (cf. Eq. (C.7)).
Similarly, the variance changes according to σ2 = 〈w〉 − 〈w〉2 (cf. Eq. (C.10)). As a result,
the effective base current is now given by
µ˜ = λ(µ− βε) (4.42)
with the new scaling factor
λ =
[
1+ (1− ε)βτAP
Vth
]−1
. (4.43)
The colored noise approximation can be carried out in an analogous manner yielding
the same result Eq. (4.32) (again with τ˜ = λτw, σ˜2 = λσ2, but the new scaling factor λ,
Eq. (4.43)). Thus, it can be expected that in the presence of subthreshold activation of
w(t) the colored noise effect (i.e. pronounced peak of ISIH, positive ISI correlations) in
the case of stochastic adaptation is preserved. Furthermore, λ still serves as the degree of
adaptation, i.e. the ratio of steady-state to initial gain when a step current is applied.
Adaptation channel noise and channel numbers
To study the main effect of adaptation channel noise, we used a minimal two-states model
with simple gating kinetics for the single ion channel. There are certainly more realistic
channel models. For instance, it is known that the M-channel kinetics is governed by sev-
eral time scales and more than two internal states [Selyanko and Brown, 1999]. Moreover,
the effect of temperature has not been considered here. The temperature is contained only
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implicitly in the time-constants of the gating variables. It is not clear, what an increase in
temperature would mean for the contribution of adaptation channel noise. Experiments
which measures the ISI statistics as a function of temperature and a stochastic model
that explicitly accounts for temperature could yield a further test of our hypothesis. Fur-
thermore, channels might not be strictly independent, but channel clusters might exhibit
cooperative behavior as reported in Keleshian et al. [2000]. The latter case would actu-
ally increase the level of channel noise compared to the case of independent channels, i.e.
cooperativity would contribute to stochastic adaptation.
Realistic numbers of M-type channels per neuron are difficult to estimate and the num-
bers used in this chapter must be seen as a tuning parameter for the channel noise in-
tensity. Channel densities of the M-type have been estimated to be of the order of one
functional channel per 4µm2 [Villarroel, 1997]. Assuming a spherical cell with a diameter
of 10µm, one obtains of the order of 100 channels. Thus, the channel numbers used in
this study (Na = 20 – 1000) seem to be reasonable; and hence the M-current could be a
potential source of membrane potential fluctuations.
Validity of the diffusion approximation
The diffusion approximation for the stochastic dynamics of ion channel populations has
been studied by several authors [Lecar and Nossal, 1971, Fox and Lu, 1994, Chow and
White, 1996, Fox, 1997, Ochab-Marcinek et al., 2009] (cf. Sec. 1.1.1, see also Gillespie
[2000] in the context of chemically reacting particles). Here, we have shown how one
can map the stochastic dynamics of an population of ion channels with negative feed-
back to the sum of a deterministic current dynamics and an additive colored noise (see
Lecar and Nossal [1971] for a related treatment). In other words, the dynamics could be
reduced to an analytically accessible Langevin equation for the membrane potential and
the adaptation current. In particular, the effect of the diffusion approximation on the ISI
statistics has been investigated and a rather good agreement with the channel model has
been observed, despite the small number of channels. This seems surprising, given that
for a typical parameter set – Na = 200, open probability 〈w〉 ∼ 0.1 and τw = 100 ms –
one expects only 1.8 closing transitions (between spikes) and 0.2 open transitions (during
action potentials) per millisecond. Apparently, on the time scale of 1 ms the number of
transition events is not Gaussian distributed. However, we found that the main effect of
the channel noise consists in a slow modulation of the instantaneous firing rate on the
large time scale of τ˜ = λτ, whereas high-frequency components of the noise are of minor
importance. Thus, on relevant time scales of the order of 10–100 ms the average number
of transitions is much larger and a Gaussian approximation seems to be reasonable.
4.5. Summary
Auditory receptor cells show notable variability in the timings of action potentials in re-
sponse to acoustic stimuli with constant sound intensity. This variability becomes mani-
fest in the distribution of interspike intervals with CVs ranging from 0.1 to 0.9 depending
on sound intensity. Here, we have studied theoretically three hypotheses about the origin
of this variability with respect to the ISI statistics:
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1. The variability is solely caused by channel noise associated with a slow adaptation
current (“stochastic adaptation”).
2. The variability is solely caused by channel noise associated with fast ionic currents
(“deterministic adaptation”).
3. The variability is caused by both slow adaptation channel noise and fast channel
noise (“mixed case”).
The first two cases can be regarded as two opposite limit cases: a small number of adap-
tation channels and infinitely many fast channels, in the first case; and infinitely many
adaptation channels and a small number of fast channels, in the second case. For a real
neuron, these limit cases correspond to cases where one source of noise dominates over
the other. Using a perfect integrate-and-fire model with adaptation, the ISI statistics could
be calculated analytically in both cases.
The analysis revealed large differences between the two limit cases regarding the skew-
ness, the kurtosis and the serial correlations of ISIs. Specifically, the first case could be
approximately mapped to a PIF model without adaptation, but with a reduced base cur-
rent and a colored noise drive with a correlation time that is set by the adaptation time
constant. The theoretical analysis of this reduced model has been carried out in Chap. 2.
Using the results of that chapter we found that a PIF model with a stochastic adaptation
current is characterized by a skewness and a kurtosis which is significantly larger than
for an inverse Gaussian ISI density. In addition, the serial correlation coefficient is posi-
tive and decays exponentially with the lag. In contrast, the second hypothesis could be
reduced to the adapting PIF model driven by white noise, which has been analyzed in
Chap. 3. As a result, a deterministic adaptation current and fast fluctuations lead to a
skewness and a kurtosis similar to the case of an inverse Gaussian ISI density. In marked
contrast to the first case, the second case yields a negative serial correlation coefficient at
lag 1.
Finally, the ISI statistics corresponding to the third hypothesis, i.e. to a mixture of slow
adaptation channel noise and fast noise, revealed the traits of both limit cases depending
on the weight of each noise source as well as the time scale separation between adaptation
and spiking dynamics. It is this time-scale separation, that can be altered in the exper-
iment by varying the sound intensity of the stimulus, and thereby changing the firing
rate. For an increase of the firing rate, the theory predicts a smooth transition from de-
terministic to stochastic adaptation (Fig. 4.16). The same qualitative behavior has indeed
been observed in the experiment and in a detailed stochastic simulation study (Fig. 4.19).
Moreover, a simulation of a conductance-based Traub-Miles model by K. Fisch [Fisch,
2011] supports the robustness of the theoretical results obtained for the adapting PIF
model with respect to details of the spike generation. Thus, the distinct effect of colored
noise, arising from an adaptation current, on the ISI statistics seems to be rather general
for tonically firing neurons that exhibit spike-frequency adaptation. The agreement of
general theoretical predictions, detailed stochastic modeling and experimental evidence
makes us confident that spike response variability in locust auditory receptor cells is
caused by both channel noise from fast ionic currents and a slow adaptation current.
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Chapter 5.
Nonrenewal spiking statistics of excitable
systems
In the previous chapters, I have mathematically analyzed different variants of the perfect
integrate-and-fire (PIF) model that generate spike trains with correlated interspike inter-
vals (ISIs). By deriving analytical expressions for the serial correlation coefficient (SCC),
it was shown how external stimuli or colored noise sources are reflected in the correla-
tion structure of the neuronal output and how spike-triggered adaptation currents cause
negative serial correlations. The analytical techniques were based on the fact that the PIF
model generates spikes already in the absence of noise (supra-threshold regime). This
deterministic dynamics has been interpreted as a limit cycle. The effect of noise could
then be treated as a perturbation of this limit cycle dynamics. It has been possible to
apply the theoretical results to auditory receptor cells, because at high firing rates the
coefficients of variations were small, which is an indication for supra-threshold firing.
However, as mentioned in section 1.1.2, other neurons, especially cortical neurons, fire at
a much lower firing rate and show a high degree of spiking irregularity that resembles a
Poisson process [Softky and Koch, 1993, Shadlen and Newsome, 1994, 1998]. These neu-
rons seem to operate in a subthreshold regime, also called fluctuation-driven or excitable
regime (Sec. 1.1.2). In this regime, fluctuations have a tremendous effect on the spiking
dynamics as they cause large deviations from the deterministic dynamics. It is clear that a
perturbation theory based on the deterministic dynamics and a weak noise perturbation
will fail to describe the dynamics of fluctuation-driven neurons. Thus, for the analysis of
an excitable neuron model entirely different techniques must be employed.
To this end, it is important to recognize that spontaneous firing events of an excitable
neuron can be regarded as noise-activated escapes from a metastable state, such as the
neuron’s resting potential. The calculation of escape-time distributions is a prominent
problem in the theory of nonlinear stochastic systems. However, the calculation of serial
correlations in the sequence of escapes (i.e. sequence of spikes) has received relatively
little attention. Here, I show that the escape time statistics can still be used to develop a
theory that can capture the correlations in the sequence of ISIs.
To illustrate the basic setting one may think of a leaky integrate-and-fire (LIF) neu-
ron model as a prototypical example of an excitable neuron dynamics (cf. Sec. 1.1.2).
Similar to the adapting PIF model of section 3 the LIF model can be augmented with a
slow adaptation variable a(t) either in form of an adaptation current [Wang, 1998, Liu
and Wang, 2001, Benda and Herz, 2003] or as a dynamic threshold [Chacron et al., 2000,
2001, 2003]. A typical realization of such an adapting LIF model is shown in Fig. 5.1A. Be-
tween two spikes the adaptation variable decays on a time scale that is large compared to
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5.1. General Markov theory for systems with a discrete state space
In this chapter, the theory of [Lindner and Schwalger, 2007, Schwalger and Lindner,
2008] for bistable systems is extended to more general systems that also include excitable
dynamics. In particular, the kinetic model is generalized from two discrete states to m
discrete states and more general transitions between the states are allowed. Moreover,
the escape rates βij may depend on both the initial state j before firing and the final state i
after firing. I present a general method for calculating the SCC, which can be applied to a
number of simple cases. Specifically, I consider two examples: The first example is a LIF
neuron that is driven by dichotomous colored noise. The predictions of the Markovian
theory are good if the ISIs associated with each state of the dichotomous noise are as
irregular as a Poisson process. For the case that the ISIs are more regular, I develop an
alternative non-Markovian theory, which consists of a dichotomous switching between
two renewal processes. As a second example, I consider the problem of a spiking neuron
with intrinsic feedback resembling an adaptation variable. I derive expressions for the
SCC for two different models, which are tested by stochastic simulations of the discrete
scheme.
Parts of the results of this chapter have been published in [Schwalger and Lindner,
2010] and [Schwalger et al., 2012].
5.1. General Markov theory for systems with a discrete state
space
I consider a system which generates spikes at times tn and thus increase the spike count
N(t) by one as indicated in the coarse-grained view of Fig.5.2A. Interspike intervals are
correlated if the spike-generating dynamics is non-Markovian, e.g. if there is memory in
the system or in the external driving of the system. In many cases, the non-Markovian
dynamics may be approximated by a Markovian dynamics on m discrete states si (i =
1, . . . , m) that I will call internal (or hidden) states irrespective of the origin of the memory
(external driving or intrinsic feedback). These states are shown in Fig.5.2B. There are
two different kinds of transitions between these states: those that are associated with a
spike (thick arrow in Fig.5.2A) and those that are purely internal. The scheme can be
rearranged as shown in Fig.5.2C, which allows to keep track of the number of spikes by
a second dimension. Purely internal transitions happen with rates αij from state sj to si.
Transition rates that are associated with a spike are given by βij. The stochastic evolution
of the dynamics is given by the two-dimensional Markovian jump process (S(t), N(t))
on the lattice shown in Fig.5.2C. Furthermore, at time t = 0 it is assumed that N(0) = 0,
hence, N(t) yields the number of spikes in the time window (0, t].
5.1.1. Master equation
The two-dimensional Markovian jump process (S(t), N(t)) can be described by a Master
equation for the probability that S(t) = si and N(t) = n. Let this probability be denoted
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Figure 5.2.: Two-dimensional Markovian jump process. A Non-Markovian system that gener-
ates spikes. The temporal occurrence of spikes is described by a count variable N(t). B Markov
approximation of the system by m discrete states si. There are internal transitions between
states with constant rates αij and state transitions that are associated with a spike (large arrows
with constant rates βij). C Transitions in the two-dimensional state-space (si, n): matrix (αij)
(internal transition) and matrix (βij) (firing events) are the same for every layer n.
by pi(n, t). Then, the Markov scheme Fig. 5.2C corresponds to the master equation
p˙i(n, t) = −
 m∑
k=1
k 6=i
αki +
m
∑
k=1
βki
 pi(n, t) + m∑
k=1
k 6=i
αik pk(n, t) +
m
∑
k=1
βik pk(n− 1, t) (5.1)
for i = 1, . . . , m. The master equation can be conveniently written in the matrix form
p˙(n, t) = Ap(n, t) + Bp(n− 1, t), (5.2)
where the vector p(n, t) is made up by the elements pi(n, t), and A and B are m × m
matrices with elements
Aij = αij − δi,j
m
∑
k=1
(αki + βki), Bij = βij. (5.3)
Next, I consider the marginal probability pi(t) = ∑∞n=0 pi(n, t) to find the system in
the internal state si (irrespective of the number of spikes that have occurred). The initial
probabilities are pi(n, 0) = pi(0)δn,0 because at time t = 0 no spike has occurred yet (that
is how I defined N(t) above, namely as the number of spikes in the time interval (0, t]). In
the following two different ensembles will be considered that correspond to two different
initial conditions pi(0).
In both cases, one can imagine that the process S(t) has been initiated at an arbitrary
value at t = −∞, so that at the origin t = 0 the process is stationary. In this stationary
ensemble (cf. Sec. 1.2.1, Fig. 1.8), pi(0) is taken to be the stationary probability distribution
of S(t), which I denote by the vector p(s).
One can also consider the values of S(t) right after the occurrence of a spike. This
yields the sequence {Sk} defined by
Sk = lim
ε→0+
S(tk + ε). (5.4)
Here, tk are the instances of the kth spike. For this second, conditional ensemble (cf.
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Sec. 1.2.1, Fig. 1.8), the initial distribution is taken as the distribution pˆ of the station-
ary sequence {Sk}. In other words, pˆ is the distribution of states upon firing.
The first distribution p(s) is simply given by the marginal distribution p(t) = ∑n p(n, t)
in the stationary state. Summing Eq. (5.2) over n and setting p˙(t) = 0 yields an equation
for this density:
(A+ B)p(s) = 0 (5.5)
or
Cp(s) = p(s), C = −A−1B. (5.6)
Eq. (5.6) states that C has an eigenvalue λ1 = 1 with a corresponding eigenvector that is
the stationary distribution p(s).
Similar as in Chap. 2, the distribution upon firing pˆ is proportional to the stationary
currents from the state n− 1 into the states (n, si). Hence, the stationary and the condi-
tional distributions are related by
pˆ ∝ Bp(s). (5.7)
The factor of proportionality is obtained by normalization. In the following, functions
that refer to the conditional ensemble will be marked with a hat.
5.1.2. Serial correlation coefficient
The count statistics of spikes is completely determined by the marginal distribution
p(n, t) =
m
∑
i=1
pi(n, t). (5.8)
Furthermore, I define the quantities
τ
(n)
i =
∫ ∞
0
pi(n, t) dt, τˆ
(n)
i =
∫ ∞
0
pˆi(n, t) dt (5.9)
and
τ(n) =
∫ ∞
0
p(n, t) dt, τˆ(n) =
∫ ∞
0
pˆ(n, t) dt. (5.10)
Here, τ(n)i and τˆ
(n)
i yield the average time the system spends in the state (si, n) for the
two different initial distributions2. Likewise, τ(n) and τˆ(n) are the respective average
residence times in the state n. Because in the conditional ensemble the distribution of
states is the same at the beginning of each interval, i.e. immediately after each spike, τˆ(n)i
does not depend on n. Therefore, one can set
τˆ
(n)
i = τˆi, τˆ
(n) = τˆ, (5.11)
where τˆi is the mean residence time of state si and τˆ is the mean interspike interval.
According to Eq. (1.65), the statistics of interspike intervals of a stationary point process
2From a realization of the process (S(t), N(t)) I obtain the total time the trajectory spends in state (si, n) by
integrating
∫ ∞
0 δN(t),nδS(t),si dt where δx,y is one if x = y and zero otherwise. The average of the integral
(the mean total residence time in (si, n)) reduces to the integral over the average 〈δN(t),nδS(t),si 〉. The latter
is by definition the probability distribution pi(n, t).
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is linked to the count statistics by [McFadden, 1962]
〈Tk〉 = τˆ, 〈T2k 〉 = 2τˆτ(0), 〈TkTk+n〉 = τˆτ(n). (5.12)
Hence, the serial correlation coefficient, Eq. (1.46), can be written as
ρn =
τ(n) − τˆ
2τ(0) − τˆ , n ≥ 1. (5.13)
This equation illustrates that the SCC is proportional to the difference of the mean resi-
dence times of the two ensembles. Clearly, the difference vanishes as n → ∞ because in
this limit the initial distributions are forgotten and both ensembles become equivalent.
In order to compute ρn, one has to determine τ(n). To this end, Eq. (5.2) is integrated
over t yielding the system of difference equations
τ(n) = Cτ(n−1), n ≥ 1 (5.14)
with initial condition
τ(0) = −A−1p(s). (5.15)
Here, τ(n) denotes the vector with elements τ(n)i . Note that in the conditional ensemble
τˆ(0) = −A−1pˆ(s) ∝ −A−1Bp(s) = Cp(s) = p(s) (5.16)
is an eigenvector of C for the eigenvalue λ1 = 1 (Eq. (5.6)). Hence, τˆ(n) = Cnτˆ(0) = τˆ(0)
is independent of n as stated above.
The formal solution of Eq. (5.14)– (5.15) is τ(n) = Cnτ(0). Thus, the computation of
the SCC amounts to finding the n-th power of C. This operation is standard and can
be achieved, for instance, by transforming C to the Jordan normal form, which requires
the determination of (generalized) eigenvectors. If C possesses m linearly independent
eigenvectors v1, . . . , vm, i.e. if C is diagonalizable, the general solution of Eq. (5.14) is
given by
τ(n) = c1λn1 v1 + · · ·+ cmλnmvm, (5.17)
where c1, . . . , cm are constants determined by the initial condition Eq. (5.15) and λ1, . . . ,λm
are the eigenvalues of C. Since τ(n) tends to τˆ in the limit n → ∞, the eigenvalues λi,
i = 2, . . . , m must satisfy |λi| < λ1 = 1. Thus, we have the general result
ρn ∝ 1(c2λn2 v2 + · · ·+ cmλnmvm), (5.18)
where the product with the row vector 1 = (1, 1, . . . , 1) yields the summation over all
states si. Eq. (5.18) shows that the correlations between interspike intervals decay geo-
metrically fast3.
3This observation is also valid in the general case, where C is in general not diagonizable. The reason
for this is that the sequence {τ(n)} of processes described by Eq. (5.2) is closely related to the sequence
{p(n)} of the distributions of states Sn immediately after the spikes. Because Sn is a realization of a
Markov chain, the distribution p(n) converges geometrically fast to the limit distribution pˆ. Indeed, the
relationship between τ(n) and p(n) is simply a linear map given by τ(n) = −A−1p(n). This follows from
the fact that τ(n) =
∫ ∞
0 p(t) dt, where p(t) is the solution of p˙(t) = Ap(t) with p(0) = p
(n).
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5.2. Excitable systems under dichotomous noise driving
In the next sections, the above described method will be applied to simple neuron models
that generate non-renewal spike trains. These examples also serve as a demonstration of
the formalism.
As a first example, the problem of a colored noise driven excitable system is addressed.
In particular, let us consider a leaky integrate-and-fire model that is driven by both white
Gaussian noise and a dichotomous Markov process (Fig. 5.3A). The subthreshold dynam-
ics of the membrane potential V obeys
V˙ = −V + µ(t) +
√
2Dξ(t). (5.19)
Here, time is measured in units of the membrane time constant τm, which corresponds
to setting τm = 1. The base current µ(t) is a dichotomous Markov process (also called
“random telegraph process”) that switches from the value µ1 to the value µ2 with rate α1
and switches back from µ2 to µ1 with rate α2. Furthermore, ξ(t) is a Gaussian white noise
process with noise intensity D. Together, the driving noise η(t) = µ(t) +
√
2Dξ(t) has
mean
〈η〉 = α2µ1 + α1µ2
α1 + α2
(5.20)
and an exponential correlation function
〈η(t)η(t′)〉 − 〈η〉2 = 2Dδ(t− t′) + α1α2(µ1 − µ2)
2
(α1 + α2)2
exp
[−(α1 + α2)|t− t′|] (5.21)
[see e.g. Gardiner, 1985]. The colored noise η(t) can be seen as a caricature of an Ornstein-
Uhlenbeck process, which is also exponentially correlated but possesses Gaussian statis-
tics (cf. Sec. 2.2). In contrast to an OUP, the process η(t) is analytically tractable by the
discrete Markovian theory outlined in the previous section.
When the membrane potential V reaches the threshold Vth = 1, the usual fire and reset
rule is invoked, i.e. a spike is emitted and V is reset to zero (Fig. 5.3A). For a slow dichoto-
mous driving, the noiseless dynamics would adiabatically adjust to the quasi equilibrium
potentials µ1 and µ2 (depending on the state). Thus, if both µ1 and µ2 are smaller than
one, the dynamics does not reach the threshold in the absence of white noise. In this
case, the white noise term representing sources of fast noise (synaptic or intrinsic noise)
is necessary to generate spikes (subthreshold or fluctuation-driven regime). In general,
µ(t) is allowed to assume sub- and suprathreshold values. In a biological setting, a slow
dichotomous driving can represent slow “oscillations” (< 1 Hz) of the synaptic back-
ground activity as observed during slow wave sleep. Such slow population dynamics
with so-called “Up” and “Down” states have been frequently reported both in experi-
ments [Steriade et al., 1993, Lampl et al., 1999, Sanchez-Vives and McCormick, 2000] and
modeling studies [Compte et al., 2003, Holcman and Tsodyks, 2006, Parga and Abbott,
2007], [for a review, see Wilson, 2008]. Here, I am interested in the effect of such presy-
naptic input on the ISI statistics and especially on the serial correlations of ISIs.
167
Chapter 5. Nonrenewal spiking statistics of excitable systems
Figure 5.3.: LIF model driven by dichotomous noise and its approximation by a Markovian
jump process. A Typical trace of the membrane potential V in the LIF model. V(t) fluctuates
about the equilibrium given by the dichotomous process µ(t) (thick black line), eventually
crossing the threshold (V = Vth = 1), which leads to a spike (top) and a reset of V to zero. The
firing rate in state 1 (β1) is higher than in state 2 (β2) because µ1 is closer to the threshold than
µ2. B Kinetic Markov scheme describing the dynamics of the tuple (S(t), N(t)), where S(t) = 1
if µ(t) = µ1 and S(t) = 2 if µ(t) = µ2. Each spike (occurring with rate β1 or β2) corresponds to
a leftward jump, incrementing the spike count N(t) by one.
5.2.1. Markovian jump process
If the dichotomous driving µ(t) is well below the threshold the firing events in each state
are approximately Poissonian with a coefficient of variation (CV) close to unity [Vilela
and Lindner, 2009]. Moreover, if µ(t) is much slower than the membrane potential (typ-
ical time scale τm = 1), the trajectories quickly equilibrate to the value of µ(t) after each
spike. Thus, the ISIs can be seen as a sequence of escapes from the (time-dependent)
equilibrium potential µ(t) to the threshold. Let β1 and β2 denote the firing rates (“es-
cape rates”) in state S = 1 (µ(t) = µ1) and state S = 2 (µ(t) = µ2), respectively. Then,
the LIF model can be approximated by the Markovian jump process shown in Fig. 5.3B.
Put differently, the approximation consists of two Poisson processes with rate β1 and β2
that alternate with rates α1 and α2. Analytical expression for the firing rates β1 and β2
of the LIF model with static base current µ and noise intensity D are known. These are
given either by exact quadrature formulas or approximate Arrhenius type escape rates
[see, e.g. Lindner, 2002]. Here, I assume that these rates are given (either from analytical
formulas or from simulations, see Fig. 5.4A,B) because I am mainly interested how serial
correlations arise in the driven system and how they can be expressed by the statistics of
the static (undriven) system.
I will now derive an expression for the SCC in terms of the parameters α1/2 and β1/2
by using the theory developed in Sec. 5.1. The Markov scheme Fig. 5.3B corresponds to
the master equation (5.2) with the 2× 2 matrices
A =
(−(β1 + α1) α2
α1 −(β2 + α2)
)
, B =
(
β1 0
0 β2
)
. (5.22)
As explained in Sec. 5.1.1, it is useful to form the matrix C = −A−1B:
C =
1
β1β2 + β1α2 + β2α1
(
β1(α2 + β2) α2β2
α1β1 β2(α1 + β1)
)
. (5.23)
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Figure 5.4.: LIF model driven by dichotomous colored noise and Gaussian white noise. The
dichotomous driving current switches between the values µ1 and µ2 with symmetric rates
α1 = α2 ≡ α. In the left column, µ1 is fixed to 0.73 well below the threshold, in the right
column, µ1 is fixed to 0.95 close to the threshold. The value of µ2 is varied in A–D. A,B Firing
rate β2 corresponding to a static base current µ2 (solid line) in units of the firing rate β1 that
corresponds to a static base current µ1 (β1 = 0.119 and β1 = 0.345 for µ1 = 0.73 and µ1 = 0.95,
respectively). C,D Coefficients of variation corresponding to the static base currents µ1 (dashed
line) and µ2 (solid line) plotted as a function of the firing rate β2 (top). Serial correlation co-
efficient (SCC) at lag 1 for a switching rate α = 0.01β1. The static-state rates and CVs in A–D
have been determined by simulations. E,F SCC vs lag for different switching rates (as indi-
cated) for fixed µ2 (E µ2 = 0.524 corresponding to β2/β1 = 0.1, F µ2 = 0.65 corresponding
to β2/β1 = 0.17). Symbols: simulation, solid line: Markovian theory, Eq. (5.31), dashed line:
non-Markovian theory, Eq. (5.37). In all panels, D = 0.0256.
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According to Eq. (5.6), the stationary probability distribution is given by the eigenvector
of C to eigenvalue λ1 = 1, which is v1 = (α2, α1)T. Normalization yields
p(s)1 =
α2
α1 + α2
, p(s)2 =
α1
α1 + α2
. (5.24)
The second eigenvalue is
λ2 =
β1β2
β1β2 + α1β2 + α2β1
< 1 (5.25)
and the corresponding eigenvector is v2 = (−β2, β1)T. Because the matrix C has two
distinct eigenvalues, C is diagonalizable and the solution of Eq. (5.14) has the form τ(n) =
c1λn1 v1 + c2λ
n
2 v2. On the other hand, from Eq. (5.15) one finds
τ(0) =
1
(α1β2 + α2β1 + β1β2)
(
α2(α1 + α2 + β2)
α1(α1 + α2 + β1)
)
. (5.26)
Matching both expressions at n = 0 yields the coefficients
c1 =
1
α1β2 + α2β1
, c2 =
α1α2(β1 − β2)
(α1 + α2)(α1β2 + α2β1)(α1β2 + α2β1 + β1β2)
.
In the stationary ensemble, the probability distribution of the states 1 and 2 upon firing
are found by applying the matrix B to the stationary distribution vector p(s), yielding
pˆ(s):
pˆ(s)1 =
α2β1
α1β2 + α2β1
, pˆ(s)2 =
α1β2
α1β2 + α2β1
. (5.27)
This leads to
τˆ = −Apˆ(s) = 1
α1β2 + α2β1
(
α2
α1
)
, (5.28)
which by summation of the components yields the mean ISI
〈T〉 = τˆ = α1 + α2
α1β2 + α2β1
. (5.29)
Using, Eq. (5.12),(5.26) and (5.29) yields the ISI variance
〈∆T2〉 = (α1 + α2)
2(α1β2 + α2β1 + β1β2) + 2α1α2(β1 − β2)2
(α1β2 + α2β1 + β1β2)(α1β2 + α2β1)2
. (5.30)
Finally, the SCC is obtained by invoking Eq. (5.13):
ρn = λ
n
2ρ1, ρ1 =
α1α2(β1 − β2)2
(α1 + α2)2(α1β2 + α2β1 + β1β2) + 2α1α2(β1 − β2)2 (5.31)
for n ≥ 1. As expected from the general theory, the SCC is a geometric series. The SCC
cannot become negative because ρ1 is non-negative and 0 < λ2 < 1. Hence, the SCC
decays from ρ1 exponentially with the lag and with a typical correlation range of ln
(
1
λ2
)
ISIs (Fig. 5.4E,F).
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Figure 5.5.: Illustration of the non-Markovian model. The spike train (as indicated by small
vertical bars) alternates between two renewal processes with rates α1 and α2 depending on the
dichotomous Markov process S(t). The firing rate and coefficient of variation of the renewal
processes are β1 and CV,1 in state S = 1, and β2 and CV,2 in state S = 2
Therefore it is sufficient to inspect the behavior of the SCC at lag 1 (Fig. 5.4C,D). For
equal firing rates β1 = β2 (corresponding to µ(t) = const.) the serial correlations van-
ish. This makes sense because the Markovian jump process reduces to a simple Poisson
process with rate β1 = β2, which is renewal. On the other hand, if one of the firing
rates, say β2, is much smaller than the other rate, the process also becomes renewal (in
the limit β2/β1 → 0, α1/2 = const.). In fact, in this limit there is no memory of previous
ISI because the neuron only fires in state 1, which is consequently also the initial state at
the beginning of each ISI irrespective of the ISI history (pˆ(s)2 = 0). This implies that ρ1
has a maximum for some finite firing rate β2 in the range (−∞, β1). This maximum is
indeed observed in simulations and in the theory. The theory, Eq. (5.31), based on the
Markovian jump process agrees qualitatively with simulations of the driven LIF model.
Furthermore, the exponential decay is well predicted by the Markov theory (Fig. 5.4E).
However, deviations appear in cases where the CVs of the single states are considerably
smaller than 1 (see Fig. 5.4C,D, top). This is inconsistent with a Markovian jump pro-
cesses, in which each transition has exponentially distributed waiting times with a CV
equal to unity. In particular, it can be expected that the Markov theory fails if µ(t) is close
to the threshold or even suprathreshold. Figure 5.4D,F shows indeed large deviations if
the CVs of both states are considerably smaller than one.
5.2.2. Non-Markovian theory
The Markovian approximation of the previous section assumes that the spike train of the
LIF model clamped to a particular state, i.e. with a static base current µ = µ1 or µ = µ2,
is close to a Poisson process. This means that the single state spike trains are renewal
processes with exponential ISI densities. In particular, the single state CVs are assumed
to be close to 1 indicating rather irregular spike trains. As shown in Fig. 5.4D,F, this
assumption is not met if µ is suprathreshold or slightly below threshold leading to large
deviations of the Markovian theory. How can the theory be extended to smaller CVs of
the single state, i.e. to spike trains that are more regular than a Poisson process?
One way to achieve this, would be to introduce additional intermediate states into
the Markov scheme that have to be passed before the spike count is incremented. For
instance, k Poisson steps with rate β1/k would also yield a total firing rate β1, but a CV
of 1/
√
k (ISI density corresponds to a gamma process of order k in this case). Hence, the
irregularity is reduced by a factor
√
k. Although this approach has the advantage that the
existing Markovian theory can be readily applied, it is theoretically unpleasing for three
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reasons: First, the regularity of the single state is not a free parameter, but is fixed by the
topology of the Markov scheme. In particular, the regularity cannot be varied in an easy
way: To access how the ISI statistics of the driven system (e.g. the SCC) depends on the
single state CVs, one would have to consider a separate topology for each CV and then re-
compute the ISI statistics of the driven system. Second, it is not obvious how to treat the
case in which the CVs of the two states are different. Different numbers of intermediate
states could be a solution, but it is not clear how a switching of the dichotomous driving
is implemented best, since in this case each state consists of several substates. Third, the
complexity of the formulas quickly increases as more and more intermediate states are
added (which, however, are necessary for states with a small irregularity).
For these reasons, I pursue an alternative approach that only assumes a sufficiently
slow driving. In particular, the LIF model driven by dichotomous noise is regarded as a
point process that switches between two renewal processes with given firing rates β1 and
β2 and coefficients of variation CV,1 and CV,2. The alternation of the renewal processes
is given by the switching rates α1 and α2 (Fig. 5.5). This approximation makes sense
because for a static base current µ, the purely white noise driven LIF model generates
indeed a renewal process. Let S(t) be a dichotomous Markov process (telegraph process)
that indicates the state at time t: S(t) = 1 if µ(t) = µ1 and S(t) = 2 if µ(t) = µ2. The
mean τ¯1/2 and variance σ21/2 of the ISIs in the respective states are thus given by
τ¯1 =
1
β1
, τ¯2 =
1
β2
, σ21 = τ¯
2
1 C
2
V,1, σ
2
2 = τ¯
2
2 C
2
V,2. (5.32)
Note that the results do not depend on higher-order ISI moments. The mean residence
times in the two states are α−11 and α
−1
2 , respectively. Note also that at the transition
between two states an ISI can belong to both of them, and its statistics is, in general,
different from the ISI statistics of both renewal processes. For a slow driving, however,
there are many ISIs in each state distributed according to the respective renewal process.
The single overlapping ISI can then be well neglected. Furthermore, note that the pro-
cess (N(t), S(t)) is not Markovian anymore (unless both renewal processes are Poisson
processes – the case studied in Sec. 5.2.1). In fact, the probability to spike depends on the
time elapsed since the last spike and thus on the history before time t. Therefore, this ap-
proach will be called non-Markovian theory, in contrast to the Markovian jump process
considered before.
The ISIs within a single state are uncorrelated by assumption. Serial correlations be-
tween ISIs only arise due to the temporal correlations in state variable S(t). Although the
temporal statistics of S(t) are well known [see, e.g. Gardiner, 1985] (cf. also Eq. (5.21)),
the serial statistics of the sequence {Si} (state values immediately after firing) is hard to
obtain analytically. However, it is this correlation function with respect to the index i of
the ISI sequence {Ti} (and not with respect to time t), which is needed for the calculation
of the SCC. Here, I use a manipulation which allows us to still use the known temporal
statistics of S(t). To this end, I first change the index i in the sequence {Si} to a continu-
ous index x that coincides with i at the end of the i-th ISI. Then, we can consider the state
S as a function of the continuous index: Sx also constitutes a realization of a dichotomous
Markov process, but with switching rates α1/β1 and α2/β2, respectively. In fact, the wait-
ing “times” in each state are approximately exponentially distributed with a mean value
equal to the mean spike count 〈ns〉 = βs/αs in one epoch of state s ∈ {1, 2} (averaged
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over the exponentially distributed durations of epochs in state s).
The expression ρn = (〈TiTi+n〉 − 〈Ti〉2)/〈∆Ti〉2 for the SCC can be understood as one
involving two averages; one with respect to the renewal process for a fixed realization Sx
and another one with respect to the ensemble of realizations Sx. For a fixed realization
Sx all intervals are only correlated through the dichotomous switching of Sx because of
the renewal property of the single states – in particular, 〈TiTi+n〉 = τ¯Si τ¯Si+n for n ≥ 1. The
remaining average over Sx yields
〈T〉 = ∑
s=1,2
τ¯s pst(s) (5.33)
〈TiTi+n〉 = ∑
s,s′=1,2
τ¯sτ¯s′ p(s′, n; s, 0), n ≥ 1 (5.34)
〈T2〉 = ∑
s=1,2
(σ2s + τ¯
2
s )pst(s). (5.35)
Here, pst(s) = α3−sβs/(α1β2 + α2β1) are the stationary probabilities of Sx and p(s, x; s′, x′)
is the joint probability distribution of Sx and Sx′ , with x > x′ and s, s′ = 1, 2. The latter
is equal to p(s, x|s′, x′)pst(s′), where the transition probability p(s, x|s′, x′) is given by
[Gardiner, 1985]
p(s, x|s′, x′) = pst(s) + [δs,s′ pst(3− s)− δs,3−s′ pst(s)] exp
[
−
(
α1
β1
+
α2
β2
)
(x− x′)
]
.
(5.36)
As a result, the correlation coefficient for n ≥ 1 reads [Schwalger et al., 2012]
ρn =
exp
[
−
(
αˆ1 +
αˆ2
γ
)
n
]
1+ γαˆ1+αˆ2
(1−γ)2αˆ1αˆ2
(
γαˆ2C2V,1 + αˆ1C
2
V,2
) (5.37)
with γ = β2/β1, αˆ1 = α1/β1, αˆ2 = α2/β1. As in the Markovian theory, the SCC decays
exponentially with the lag, but with a different correlation lag.
Figure 5.4C–F reveals indeed an excellent agreement of the non-Markovian theory
(dashed line) with the LIF simulations. Deviations are only observed at small firing rates:
for β2 . α2 the Markov theory yields a better approximation (Fig. 5.4C,D). The failure at
small firing rates can be explained as follows: there is on average less than one interval
in the epochs of state 2, and hence the renewal process in state 2 becomes meaningless.
Moreover, the duration of epochs of Si in state 2 are far from being exponentially dis-
tributed (for a small number of ISIs this distribution is rather discrete), so Sx cannot be
regarded as a dichotomous Markov process. On the other hand, the Markovian theory,
which does not require a large number of ISIs per epoch, is justified because of the large
CV at low firing rates.
Originally, the expression (5.37) has been derived to explain correlations in a differ-
ent system [Schwalger et al., 2012]: in a collaborative work with Dr. Jordi Tiana-Alsina,
Prof. Dr. M. C. Torrent and Prof. Dr. Jordi Garcia-Ojalvo (Universitat Politècnica de
Catalunya, Barcelona), we studied power-dropouts of a semi-conductor laser with opti-
cal feedback. The laser intensity exhibits a complex dynamics that can be interpreted as
excitable spikes. It has been found that intervals between spontaneous dropouts are cor-
173
Chapter 5. Nonrenewal spiking statistics of excitable systems
related due to the alternation between two states with different dropout rates and CVs.
Using the experimentally measured values of the rates and CVs in the different states,
Eq. (5.37) well predicted the spontaneous serial correlations. Furthermore, the formula
could be used to predict the correlations in the dropout sequence in the case of an external
dichotomous driving.
5.3. Discrete models with self-inhibitory feedback
As a second example, I consider the serial correlation coefficient (SCC) of an excitable
neuron with self-inhibitory feedback resembling a spike-triggered adaptation mecha-
nism. A number of simulation studies have demonstrated that such neurons exhibit
negative serial correlations. Here, an analytically tractable model with self-inhibitory
feedback is presented, for which a formula for the SCC can be derived. This model in-
cludes a slow “adaptation” variable that increases upon spiking and decays between
firing events. Furthermore, it acts in an inhibitory manner: larger values are associated
with a smaller firing probability.
The adaptation variable could represent either an inhibitory current that increases
upon spikes [Liu and Wang, 2001, Wang, 1998, Benda and Herz, 2003] or a dynamic
threshold [Chacron et al., 2001]. In any case, the adaptation variable can be interpreted
as the distance of the resting potential from the excitation threshold. Thus, the “escape”
rate depends on the adaptation state. Both features, a state-dependent firing rate and the
spike-triggered dynamics of the adaptation variable, can be realized in the framework of
a Markovian jump process4. Here, I consider the simple case of only four discrete adap-
tation states s1, . . . , s4, representing e.g. discrete threshold values or discrete states of an
adaptation current. The internal transitions realize the decay of the adaptation variable
(cf. Sec. 1.3.2) in the order s4
3α−→ s3 2α−→ s2 α−→ s1 (Fig. 5.6A,D). Note that after each spike
the internal state has changed.
Specifically, two models are investigated: In the first model, each spike increases the
adaptation variable by two states (Fig. 5.6A). This allows for two possible firing paths,
s1
β1−→ s3 and s2 β2−→ s4, with the associated firing rates β1 > β2. In state s3 and s4 fir-
ing is not possible. In the second model, the adaptation variable increases by one state
upon firing. Spiking is now possible in the states s1, s2 and s3 with rates β1 > β2 > β3,
respectively (Fig. 5.6D).
4Note that the considered Markov model is designed for analyzing a time-homogeneous setting. In par-
ticular, it cannot be applied to the phenomenon of adaptation, which refers to the response to a time-
dependent stimulus. Nevertheless, I will stick to the notion “adaptation variable” because the present
model is intended to approximate the stationary properties of certain adapting neuron models.
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Figure 5.6.: ISI statistics of neuron models with four adaptation states. A Kinetic scheme of neu-
ron model A: The adaptation variable decays with rate α in between spiking events. Spiking is
possible in the lower two states with rates βi = e−γ(i−1), i = 1, 2 and γ = 0.3. Upon spiking the
adaptation variable jumps by two states. B Serial correlation coefficient as a function of the lag
for α = 0.56: simulation (circles) and theory (solid line). C Firing rate, coefficient of variation
and SCC at lag 1 as a function of the decay rate α of the adaptation variable: simulation (circles)
and theory (solid line). D–F Neuron model B: Like model A but adaptation variable jumps by
one state upon spiking. Spiking is possible in the lower three states with rates βi = e−γ(i−1),
i = 1, 2, 3. In E I chose α = 0.32.
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5.3.1. Neuron model A
The Markov scheme in Fig. 5.6A corresponds to the following matrices
A =

−β1 α 0 0
0 −(β2 + α) 2α 0
0 0 −2α 3α
0 0 0 −3α
 , B =

0 0 0 0
0 0 0 0
β1 0 0 0
0 β2 0 0
 , C =

α
β2+α
β2α
β1(β2+α)
0 0
β1
β2+α
β2
β2+α
0 0
β1
2α
β2
2α 0 0
0 β23α 0 0
 .
(5.38)
The eigenvalues of C are λ1 = 1 and λ2 = λ3 = λ4 = 0. The corresponding eigenvectors
are
v1 = p(s) =
1
6α2 + 9β1α+ 5β1β2
(
6α2, 6β1α, 3β1(β2 + α), 2β1β2
)T
(5.39)
and
v2 = (0, 0, 1, 0)
T , v3 = (0, 0, 0, 1)T. (5.40)
Using Eq. (5.7), the limiting distribution of states immediately after firing is given by
pˆ =
(
0, 0,
α
β2 + α
,
β2
β2 + α
)T
. (5.41)
Clearly, this distribution is non-zero only in the states s3 and s4. Equation (5.16) yields the
vector of mean residence times in the conditional ensemble τˆ. Summing over all states
yields the mean interspike interval (cf. Eq. (5.12))
〈Tk〉 = τˆ = 6α
2 + 9β1α+ 5β1β2
6β1(β2 + α)α
. (5.42)
For the initial condition of the difference equation (5.14) I find from Eq. (5.15) and (5.39)
τ(0) =
1
τˆ
(
6α2 + (9β1 + 6β2)α+ 5β1β2
6β21(β2 + α)
2
,
9α+ 5β2
6α(β2 + α)2
,
3α+ 5β2
12α2(β2 + α)
,
β2
9α2(β2 + α)
)T
.
(5.43)
The matrix power Cn is given through a similarity transformation as
Cn = PJnP−1 where P = (v1, v2, v3, v4) . (5.44)
The generalized eigenvector v4 is the solution of Cv4 − λ3I = v3 and reads
v4 =
(
−3α
β1
,
3α
β2
, 0, 0
)T
. (5.45)
The matrix J = P−1CP is the Jordan normal form of C, the n-th power of which is given
by
Jn =

1 0 0 0
0 0 0 0
0 0 0 δn,1
0 0 0 0
 . (5.46)
176
5.3. Discrete models with self-inhibitory feedback
Now we have all the ingredients for calculating the SCC using Eq. (5.12),(5.43) and (5.44).
The covariance cov(Tk, Tk+n) = 〈TkTk+n〉 − 〈Tk〉2 is
cov(Tk, Tk+n) = − β23β1(β2 + α)2 δn,1 (5.47)
and the variance is
var(Tk) =
36α4 + 72β2α3 + 45β21α
2 + 26β21β2α+ 13β
2
1β
2
2
36β21α
2(β2 + α)2
. (5.48)
The ratio of the last two expressions yields
ρn = −δn,1 12β1β2α
2
36α4 + 72β2α3 + 45β21α
2 + 26β21β2α+ 13β
2
1β
2
2
. (5.49)
From the theoretical result it becomes clear that in the adaptation model A, adjacent
interspike intervals are anti-correlated, whereas the correlations at higher lags vanish
(Fig. 5.6B). Furthermore, the correlation coefficient depends only on the ratio of the rates
such that we can set one of them to one without loss of generality; in the following β1 = 1.
In accordance with the inhibitory character of the feedback, I set β2 = β1e−γ with γ > 0
(the firing rate is reduced for higher adaptation states), optimize with respect to γ and α,
and find that ρ1 ≥ −0.068. Hence, the adaptation model A reproduces the expected neg-
ative interspike interval correlations, however, the absolute correlation strength is rather
small5.
Why do the correlations vanish at higher lags n ≥ 2? From Fig. 5.6A it becomes clear,
that the residence time in n − 1 cannot influence future residence times, as e.g. that in
n+ 1 because all trajectories must pass through the state (s2, n). This erases any memory
of the time spent in n− 1.
Figure 5.6C shows a comparison of simulations and analytical expressions for the firing
rate, the coefficient of variation and the SCC ρ1 as a function of α for some choice of
β1 and β2. While the firing rate just increases with the decay rate, the CV and ρ1 both
attain a minimum around α ≈ β1/2; both minima are largely due to a non-monotonic
dependence of the variance on α (mean and covariance increase monotonically with α).
It is plausible that for both α→ 0 and α→ ∞, the spike train becomes a renewal process.
In fact, for small rate α, transitions to the next layer always go through β2; at large rate, the
system goes quickly to s1 and the next spike occurs via the β1 path. Only for intermediate
rates, both paths between layers are used and thus correlations between the residence
times in one layer (i.e. between ISIs) become possible.
5A closer inspection reveals that the global optimum is at negative γ yielding a slightly increased minimal
correlation of ρ1 ≈ −0.074. Because γ < 0 would not correspond to the inhibitory feedback, I do not
further consider this parameter choice.
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5.3.2. Neuron model B
This model is shown in Fig. 5.6D and corresponds to the matrices:
A =

−β1 α 0 0
0 −(β2 + α) 2α 0
0 0 −(β3 + 2α) 3α
0 0 0 −3α
 , B =

0 0 0 0
β1 0 0 0
0 β2 0 0
0 0 β3 0
 . (5.50)
The calculation for this case is analogous to the previous one; the rather tedious expres-
sions of intermediate computational steps are omitted and only the main results are pre-
sented: In contrast to model A, the matrix C = −A−1B has one non-vanishing eigenvalue
λ2 smaller than λ1 = 1:
λ2 =
β3α
(α+ β2)(2α+ β3)
. (5.51)
The mean interspike interval reads
〈Tk〉 = τˆ = 6α
3 + 6α2β1 + 3αβ1β2 + β1β2β3
6α3β1 + 6α2β1β2 + 3αβ1β2β3
. (5.52)
Furthermore, the serial correlation coefficient is the ratio ρn = cov(Tk, Tk+n)/var(Tk)
given by
var(Tk) =
λ2
9α3β21β3(2α(α+ β2) + β2β3)
2
[
72α8 + 36α7(6β2 + β3)
+ 36α6
(
2β21 + β2(4β2 + 5β3)
)
+ 36α5
(
β1β2β3 + β
2
1(3β2 + β3) + β2β3(4β2 + β3)
)
+ 2α4β2
(
12β1β23 + 18β2β
2
3 + β1
2(27β2 + 46β3)
)
+ α3β21β2
(
18β22 + 37β2β3 + 28β
2
3
)
+ α2β21β
2
2β3(17β2 + 10β3) +αβ
2
1β
2
2β
2
3(6β2 + β3) + β
2
1β
3
2β
3
3
]
, (5.53)
and for n ≥ 1
cov(Tk, Tk+n) =
2λ2
9α2β21β
2
3(2α(α+ β2) + β2β3)2
(ν1δn1 − ν2λn2) , (5.54)
where
ν1 = 3αβ1β2β3(α+ β2)(2α+ β3)(2α(α+ β2) + β2β3) (5.55)
ν2 = β2
(
12α2(α+ β2) + 3α(4α+ β1 + 4β2)β3 + (3α+ 2β1 + 3β2)β23
)
× (α3(5β1 − 3β3) + α2β1(7β2 − 2β3) + β1β22β3 + 2αβ1β2(β2 + β3)) . (5.56)
From the theory as well as from Fig. 5.6E it becomes evident that the SCC of model B
is nonzero for any finite lag because not all paths go through the same internal state as in
model A. Parametrizing the interlayer transition rates as before βi = e−γ(i−1), I find that
model B can show a modest correlation at lag one of about ρ1 ≈ −0.12 that is, however,
twice as strong as the strongest negative correlation of model A.
The dependence of firing rate, CV, and correlation coefficient ρ1 (Fig. 5.6F) is qualita-
tively similar to the one observed for model A (Fig. 5.6C). CV and ρ1 attain a minimum at
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a rate smaller than β1 = 1. Remarkably, the minimum of the CV is still close to a Poisson
process (CV,min ≈ 0.85 compared to CV,min ≈ 0.6 for model A), whereas (as discussed
above) the minimum in the correlation coefficient is deeper than for model A. Model B
seems to be a a richer and more realistic representation of an excitable neuron with adap-
tation. I have also found that by increasing the number of internal states, it is possible to
obtain stronger negative correlations than observed here (data not shown).
5.4. Summary
In this chapter, I have developed a Markovian framework for interspike interval corre-
lations, generated by non-Markovian complex systems. I derived the general structure
of the serial correlation coefficient and the first two moments of the interspike intervals.
Within this approximation, the correlation coefficient decays geometrically with increas-
ing lag; in particular, it is given by a superposition of different exponential functions
(possibly with complex arguments). The developed framework is sufficiently general to
describe approximately the effect of external drivings, of slow internal variables, and of
intrinsic feedback of spike generation on the ISI statistics of various systems.
The theory has been applied to two models of excitable neurons that generate non-
renewal spike trains, either because of an external colored noise driving or a self-inhibitory
feedback mechanism. In the first case, a leaky integrate-and-fire model driven by Gaus-
sian white noise and dichotomous colored noise has been considered. Such external driv-
ing can be regarded as a case study of the effect of colored noise on an excitable neuron.
Furthermore, this model has some relevance for neurons participating in a neural net-
work that exhibits slow oscillations (“Up” and “Down” states). For sufficiently slow di-
chotomous driving the neuron essentially switches between two renewal processes with
different rates and CVs. For not too small CVs, the LIF model could be approximated by
a Markovian jump process, for which the SCC could be calculated by the general method.
The Markovian theory correctly predicted the non-monotonic behavior of the SCC with
respect to the ratio of the firing rates. A comparison with simulations of the LIF model
also revealed the limitations of the Markovian theory: For CVs considerably smaller than
unity, i.e. for renewal processes that are more regular than a Poisson process, the SCC
measured from LIF data showed significant deviations from the Markovian theory. For
this reason we developed an alternative non-Markovian theory that accounts for the CVs
of the two renewal processes as well. For sufficiently slow driving, the non-Markovian
theory showed an excellent agreement with the LIF model.
In the second case, we have applied the Markovian theory to models of an excitable
neuron with intrinsic feedback of spikes that can mimic an integrate-and-fire neuron
with dynamical threshold or with an adaptation current. For these systems, we found
a negative correlation of adjacent intervals as it is also observed in experiments on cer-
tain neurons [Ratnam and Nelson, 2000, Engel et al., 2008]. However, in these models, we
constraint the system to four internal states and achieved only rather modest correlations
of ρ1 ≈ −0.1. We expect that with the addition of more internal states, stronger negative
correlations are feasible. Another interesting task for future research is to compare the
results of the presented scheme with simulations of the leaky integrate-and-fire model
with dynamical threshold or with an adaptation current.
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Chapter 6.
Conclusions
In the last decades a number of studies have provided experimental evidence that the
spike trains of many types of neurons are not well described by a renewal point process,
i.e. by a process with independent interspike intervals (ISIs). In these studies, signifi-
cant serial correlations have been observed in the sequence of ISIs. Moreover, the spike
count variability often differed strikingly from that of the corresponding renewal spike
train that is obtained by shuffling the ISIs. Two important mechanisms that may cause
these non-renewal spike trains are temporal correlations in the neuronal input and self-
inhibitory feedback realized either by spike-triggered adaptation currents or by dynamic
firing thresholds. In both cases, there is memory in the system leading to correlations
between ISIs and hence non-renewal spike trains. Here, I addressed the following ques-
tions: How do these mechanisms shape the stationary spiking statistics and do they leave
a characteristic signature? And vice versa, what does the spiking statistics of a real neu-
ron tells us about the properties of the underlying sources of noise?
To investigate these questions, I studied the ISI statistics of stochastic integrate-and-
fire models that are either driven by external colored noise or feature a deterministic or
stochastic adaptation current. These reduced models are simple enough to be analytically
tractable but are still capable to capture important neuronal features like sub- and supra-
threshold stochastic spike generation, spike-frequency adaptation, channel noise as well
as temporal correlations of naturalistic stimuli. By deriving explicit formulas for both the
first-order ISI statistics and higher-order ISI statistics, most importantly, the serial corre-
lation coefficient (SCC), it has been possible to analyze the individual effects of colored
noise and adaptation currents.
Comparing different situations, I found large differences in the spiking statistics. The
most impressive distinction could be made for the suprathreshold regime, especially for
the cases of a neuron with a deterministic adaptation current in the presence of fast fluc-
tuations (Chap. 3) versus a neuron with a stochastic adaptation current (Chap. 4). The
former case exhibits short-range, negative serial correlations and an inverse Gaussian ISI
density. On the contrary, in the latter case, intrinsic noise associated to a slow internal
adaptation mechanism turned out to be a source of colored noise that remained unno-
ticed so far. As expected for colored noise, this adaptation noise causes long-range positive
serial correlations and an ISI density with a more pronounced peak than a corresponding
inverse Gaussian density (Chap. 2). Remarkably, in a collaborative work it has been pos-
sible to utilize these insights to draw conclusions about the dominating source of noise in
a particular sensory neuron solely on the basis of the ISI statistics (Chap. 4). In particular,
it has been found that channel noise associated with the adaptation mechanism likely
contributes to the response variability of auditory receptor neurons of locusts.
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Furthermore, extending a renewal model by colored noise or an adaptation current
gives rise to a large variety of ISI statistics. In a supra-threshold neuron with adaptation,
the neuron can operate in two different dynamical regimes: depending on the strength
and time scale of the adaptation current, the serial correlations may monotonically decay
or alternate with the lag (Sec. 3.2.3), the linear response function may be a rather smooth
high-pass filter or may show sharp resonance peaks (Sec. 3.4.2) and the spike train power
spectrum may be unimodal or may exhibit a multimodal structure (Sec. 3.4.3). In addition
to that, a complex temporal structure of the stimulus can lead to a rich serial correlation
structure, including oscillating patterns that resemble serial correlations of paddlefish
electroreceptors (Sec. 2.4). In the sub-threshold, excitable regime, an optimal amplitude
of the colored noise can be achieved that maximizes the SCC (Sec. 5.2). Furthermore,
correlations induced by self-inhibitory feedback also show short-range negative serial
correlations, although they are generally significantly smaller than in the suprathreshold
regime (Sec. 5.3).
Perhaps most importantly, this thesis presents a number of novel analytical techniques
to calculate the ISI statistics of non-renewal neuron models. For renewal models, as e.g.
white-noise driven integrate-and-fire models, the analysis usually amounts to the so-
lution of a one-dimensional first-passage-time problem, which is theoretically well es-
tablished and for which standard methods are available [see e.g. Gardiner, 1985, van
Kampen, 1992]. It seems that there is no such single concept for non-renewal models. In-
stead, a diversity of different approaches and approximation techniques had to be used
that were tailored to the specific problem. For instance, expressions for the SCC have
been obtained by directly calculating the n-th-order variances (Chap. 2), by constructing
a stochastic map of the hidden variable (Sec. 3.2), by adiabatic approximation techniques
(Chap. 4), by using the count statistics (Chap. 5) and by representing the ISI sequence as
a continuous process (Sec. 5.2.2).
From a theoretical point of view, all non-renewal models in this thesis are governed by
a hidden variable that forms a Markov chain when sampled at the moments of firing, so-
called Markov-renewal processes (Sec. 1.2.6). In principle, the ISI statistics is completely
given by the knowledge of the transition probability of the hidden variable from spike to
spike (transition probabilities of the Markov chain), the distribution of the hidden vari-
able upon firing (stationary distribution of the Markov chain) and the statistics of the
function that generates the ISIs from the Markov chain (conditional ISI statistics). Es-
pecially the upon firing distribution of the hidden variable is an important concept in the
theory of non-renewal neuron models. Preparing the system initially according to this
distribution corresponds to the conditional ensemble (realizations that exhibit a spike at
time t = 0), which is advantageous for a theoretical analysis of the ISI statistics. There-
fore, it is not surprising that the analytical calculation of the upon firing distribution has
been a recurrent theme in this thesis. In particular, it has served as the initial distribution
for the Fokker-Planck equation in Chap. 2 and the master equation in Chap. 5. However,
the analytical calculation of the upon firing distribution is often an intricate theoretical
problem. In Sec. 3.3.2 I have demonstrated for the case of an adapting neuron how this
distribution can be obtained by using the stationary Fokker-Planck equation.
In the supra-threshold regime, weak-noise approximation techniques have proven par-
ticularly fruitful. These powerful methods, which have been advanced in Chap. 2 and 3,
involve the analysis of the deterministic dynamics of a system and a perturbative treat-
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ment of a small amount of additional noise. This allowed us to study the whole range of
correlation times, adaptation times and feedback strength on the serial correlation coeffi-
cients. The dependence of the SCC on the noise intensity is weak and merely leads to an
overall reduction of correlations.
In this thesis, I have carried out detailed analyses of prominent non-renewal neuron
models with respect to the higher-order statistics of stationary spike trains. The theoret-
ical insights could be already applied as an indirect method to infer the time scales of
the underlying noise sources that cause spike response variability in neurons. However,
there are still open problems. For instance, the consequences of adaptation and colored
noise on neural coding have not been dealt with in this thesis. These functional aspects
are an interesting topic in itself and have been addressed by several studies [for a review
see Avila-Akerberg and Chacron, 2011]. However, analytical results in this direction are
sparse. Here, the solvable models of this thesis offer a reassessment of the functional
implications in the whole parameter range. Furthermore, in the brain neurons are con-
nected in a large network that can show a variety of spatio-temporal activity patterns.
Thus, an obvious question is how adaptation currents or colored noise alters the dynam-
ics of neural networks. The role of adaptation and negative serial correlations for the
dynamics of neural populations and their information processing capabilities has been
investigated only by a few studies [Fuhrmann et al., 2002, Avila-Akerberg and Chacron,
2009, Farkhooi et al., 2011]. It is interesting whether the ideas put forward in this the-
sis, in particular the limit-cycle representation of adapting neurons in the suprathreshold
regime, could yield further insights into the dynamics of coupled neurons with adap-
tation. For instance, the population study of Avila-Akerberg and Chacron [2009] has
assumed a network of particularly simple neurons for which only adjacent interspike
intervals are correlated [cf. Lindner et al., 2005a]. How do models with a more complex
correlation structure such as found in chapter 3 for the two different regimes (purely neg-
ative vs. oscillating correlations) affect the global network dynamics? The solutions to
these problems are worth the effort for future studies.
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Appendix A.
The perfect integrate-and-fire model driven
by colored noise
A.1. Higher-order perturbation theory for the ISI moment
generating function
In the following, the derivation of the moment generating function P¯n(s) and the cu-
mulants of the nth-order intervals Sn = Ti + · · ·+ Ti+n−1 is presented. To this end, the
moment generating function is represented as a perturbation series
P¯n(s) =
∞
∑
m=1
emP¯(m)n (s), (A.1)
where e determines the noise strength and plays the role of a small perturbation param-
eter. In the perturbation series, Eq. (A.1), the coefficients P¯(m)n (s) have been already de-
rived for m = 0, 1, 2 in the main text, Sec. 2.1.2. Specifically, it was found that P¯(0)n = e−sn,
P¯(1)n = 0 and P¯
(2)
n = s2e−sn
∫ n
0 dτ2
∫ τ2
0 dτ1 C(τ1). Here, I want to derive the next non-
vanishing correction to the moment generating function, which is required to compute
the skewness of the ISI density as well as the first noise correction of the coefficient of
variation and the serial correlation coefficient. As shown in Sec. 2.1.2, the higher-order
terms can be obtained iteratively from
P¯(m)n (s) = −ise−sn
∫ n
0
dτm bT∇kψ(m−1)(τm, c)
∣∣∣∣
c=0
, (A.2)
where
ψ(1)(τ, c) = iθ(τ)s
∫ τ
0
dτ1 bTσe−τ1A
T
c (A.3)
and
ψ(m)(τ, c) =
∫ τ
−∞
dτ′ ibT
[
∂x∇kψ(m−1) − σe−τ′AT c∂xψ(m−1) − s
(
∇kψ(m−1) − σe−τ′AT cψ(m−1)
)]
(A.4)
for m ≥ 2.
Thus, in order to calculate higher orders, the derivatives in Eq. (A.4) must be evaluated.
This involves the derivative of ψ(m−1)(τ, c) with respect to x at fixed k and with respect
to k at fixed x. It is not necessary, however, to compute integrals like in Eq. (A.3) and then
re-express ψ(m−1) as a function of x and k. It is instead convenient to apply the chain rule.
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Accordingly, the derivatives of a scalar function f (τ, c) read
(∇k f )T = [∂τ f∇kτ + (∇k ◦ c)∇c f ]T = (∇c f )TeτAT (A.5)
and
∂x f = ∂τ f + (∇c f )TATc. (A.6)
In the former equation, we used∇kτ = 0 and∇k ◦ c =
(
eτA
T
)T
= eτA (a ◦ b denotes the
dyadic product, i.e. (a ◦ b)ij = aibj). In Eq. (A.6), the relation ∂xc = ∂xexAT k = ATc was
used. Using Eq. (A.5), the gradient of ψ(1) with respect to k takes the form
(∇kψ(1))T = iθ(τ)s
∫ τ
0
dτ1 bTσeτ1A
T
. (A.7)
Similarly, one finds
∂xψ
(1) = iθ(τ)s
bTσe−τAT c + ∫ τ0 dτ1 bTσ e−τ1AT AT︸ ︷︷ ︸
− ddτ1 e
−τ1AT
c
 (A.8)
= iθ(τ)sbTσc. (A.9)
Differentiating the last expression with respect to k by means of Eq. (A.5) yields the mixed
derivative
(∇k∂xψ(1))T = iθ(t)sbTσeτAT . (A.10)
Substituting the derivatives into Eq. (A.4) results in the second-order perturbation term
ψ(2) = −θ(τ)s
∫ τ
0
dτ2
{
bTσeτ2A
T
b−
(
bTσe−τ2A
T
c
) (
bTσc
)
− s
[∫ τ2
0
dτ1 bTσeτ1A
T
b−
(
bTσe−τ2A
T
c
) ∫ τ2
0
dτ1 bTσe−τ1A
T
c
]}
. (A.11)
This is the first correction to ψ(0) that does not vanish upon setting c = 0.
The calculation of ψ(3) and ψ(4) are rather lengthy. At least not all terms involved in the
fourth-order correction must be computed, but only those terms that do not vanish upon
setting c = 0. The complete computation of the third order, however, cannot be avoided.
To this end, ψ(2) must be differentiated with respect to k and x. The former derivative
reads
(∇kψ(2))T = −θ(τ)s
∫ τ
0
dτ2
{
−
(
bTσc
)
bTσe(τ−τ2)A
T −
(
bTσe−τ2A
T
c
)
bTσeτA
T
+ s
(
bTσe−τ2A
T
c
) ∫ τ2
0
dτ1 bTσe(τ−τ1)A
T
+ s
(∫ τ2
0
dτ1 bTσe−τ1A
T
c
)(
bTσe(τ−τ2)A
T
)}
.
(A.12)
This derivative vanishes at c = 0, hence, equation (A.2) implies
P¯(3)n (s) = 0. (A.13)
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The derivative with respect to x is more involved: using the rule (A.6) leads to
∂xψ
(2) = −θ(τ)s
{
C(τ)−
(
bTσe−τA
T
c
) (
bTσc
)
− s
[∫ τ
0
dτ1 C(τ − τ1)−
(
bTσe−τA
T
c
) ∫ τ
0
dτ1 bTσe−τ1A
T
c
]
+
∫ τ
0
dτ2
[
−
(
bTσc
)
bTσe−τ2A
T
ATc−
(
bTσe−τ2A
T
c
)
bTσATc
+ s
(
bTσe−τ2A
T
c
) ∫ τ2
0
dτ1 bTσe−τ1A
T
ATc + s
(∫ τ2
0
dτ1 bTσe−τ1A
T
c
)(
bTσe−τ2A
T
ATc
)]}
.
(A.14)
Taking into account that e−τAT AT = − ddτ eτA
T
and integrating by parts simplifies the ex-
pression to
∂xψ
(2) = −θ(τ)s
{
bTσeτA
T
b−
(
bTσc
)2 − (bTσATc) ∫ τ
0
dτ1
(
bTσe−τ1A
T
c
)
− s
[∫ τ
0
dτ1 bTσeτ1A
T
b−
(
bTσc
) ∫ τ
0
dτ1 bTσe−τ1A
T
c
]}
. (A.15)
Differentiating this equation with respect to k yields the mixed derivative
(∇k∂xψ(2))T = −θ(τ)s
{
− 2
(
bTσc
)
bTσeτA
T
+
(∫ τ
0
dτ1 bTσe−τ1A
T
c
)
bTσ
(
sI d − AT
)
eτA
T
+
(
bTσ(sI d − AT)c
) ∫ τ
0
dτ1 bTσeτ1A
T
}
, (A.16)
where I d denotes the d× d identity matrix. Inserting the derivatives into Eq. (A.4) results
in the third-order perturbation term ψ(3):
ψ(3) = −iθ(τ) s
µ4
∫ τ
0
dτ3
{
− 2
(
bTσc
)
C(τ3) +
(∫ τ3
0
dτ1 bTσe−τ1A
T
c
)(
bTσ
(
2sI d − AT
)
eτ3A
T
b
)
+
(
bTσ(2sI d − AT)c
)(∫ τ3
0
dτ1 C(τ1)
)
−
(
bTσe−τ3A
T
c
) [
C(τ3)−
(
bTσc
)2 − (bTσATc) ∫ τ3
0
dτ1
(
bTσe−τ1A
T
c
)
− s
(∫ τ3
0
dτ1 C(τ1)−
(
bTσc
) ∫ τ3
0
dτ1 bTσe−τ1A
T
c
)]
− s2
∫ τ3
0
dτ2
[ (
bTσe−τ2A
T
c
) ∫ τ2
0
dτ1 C(τ3 − τ1) +
(∫ τ2
0
dτ1 bTσe−τ1A
T
c
)
C(τ3 − τ2)
]
+ s
(
bTσe−τ3A
T
c
) ∫ τ3
0
dτ2
[
C(τ2)−
(
bTσe−τ2A
T
c
) (
bTσc
)
− s
(∫ τ2
0
dτ1 C(τ1)−
(
bTσe−τ2A
T
c
) ∫ τ2
0
dτ1 bTσe−τ1A
T
c
)]}
. (A.17)
Finally, differentiating this expression with respect to k, setting c = 0, and taking the
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scalar product with the vector b yields
(∇kψ(3))Tb
∣∣∣
c=0
= iθ(τ)s
∫ τ
0
dτ3 {2C(τ3)C(τ) + C(τ − τ3)C(τ3)
+
∫ τ3
0
dτ1
[
C(τ − τ1)C′(τ3) + C(τ1)C′(τ)
]
− 2s
∫ τ3
0
dτ1 [C(τ − τ1)C(τ3) + C(τ1)C(τ) + C(τ1)C(τ − τ3)]
+ s2
∫ τ3
0
dτ2
∫ τ2
0
dτ1 [C(τ − τ2)C(τ3 − τ1) + C(τ − τ1)C(τ3 − τ2)
+C(τ − τ3)C(τ2 − τ1)]} (A.18)
Using Eq. (A.2), the fourth-order perturbation term of the moment generating function
is given by the lengthy formula
P¯(4)n (s) = e−sns2
∫ n
0
dτ4
∫ τ4
0
dτ3
{
2C(τ3)C(τ4) + C(τ4 − τ3)C(τ3)
+
∫ τ3
0
dτ1
[
C(τ4 − τ1)C′(τ3) + C(τ1)C′(τ4)
]
− 2s
∫ τ3
0
dτ1 [C(τ4 − τ1)C(τ3) + C(τ1)C(τ4) + C(τ1)C(τ4 − τ3)]
+ s2
∫ τ3
0
dτ2
∫ τ2
0
dτ1 [C(τ4 − τ2)C(τ3 − τ1) + C(τ4 − τ1)C(τ3 − τ2)
+C(τ4 − τ3)C(τ2 − τ1)]
}
(A.19)
In the formula for the variance of the n-th order interval only the quadratic term in s of
last equation enters. Thus, the n-th order variance reads up to fourth order in e
κ2,n ≡ var(tn) = 2(e2K2,1 + e4K2,2) +O(e6) (A.20)
with
K2,1 =
∫ n
0
dτ2
∫ τ2
0
dτ1 C(τ1) (A.21a)
K2,2 =
∫ n
0
dτ4
∫ τ4
0
dτ3
{
2C(τ3)C(τ4) + C(τ4 − τ3)C(τ3) +
∫ τ3
0
dτ1
[
C(τ4 − τ1)C′(τ3) + C(τ1)C′(τ4)
]}
(A.21b)
The third cumulant only involves the cubic term of P¯(4)n (s), whereas the fourth cumulant
involves the quartic term of P¯(4)n (s) and the quadratic term of P¯
(2)
n (s). As a result the
leading orders of these cumulants read
κ3,n = 12e4
∫ n
0
dτ3
∫ τ3
0
dτ2
∫ τ2
0
dτ1
[
C(τ3− τ1)C(τ2)+C(τ1)C(τ3)+C(τ1)C(τ3− τ2)
]
+O(e6)
(A.22)
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and
κ4,n = 24e4
{∫ n
0
dτ4
∫ τ4
0
dτ3
∫ τ3
0
dτ2
∫ τ2
0
dτ1
[
C(τ4 − τ2)C(τ3 − τ1)
+ C(τ4 − τ1)C(τ3 − τ2) + C(τ4 − τ3)C(τ2 − τ1)
]− 1
2
[∫ n
0
dτ2
∫ τ2
0
C(τ1)
]2}
+O(e6)
= O(e6). (A.23)
Thus, the fourth cumulant vanishes up to order e4.
A.2. Density of the nth-order intervals
An approximation for the nth-order interval density including the ISI density can be
derived from the characteristic function
q(ω, k, t) =
∫
dx eiωx
∫
ddy eik·y p(x, y, t), (A.24)
where p(x, y, t) is the joint probability density of the PIF model. This joint p.d.f. satis-
fies the Fokker-Planck equation (2.13) with the initial condition (2.29). Neglecting again
the reflecting boundary, the nth-order interval density is approximately equal to the in-
tegrated flux across the threshold defined by x = n:
Pn(t) =
∫
ddy (1+ ebTy)p(n, y, t). (A.25)
On the other hand, Pn(t) can be represented as the Fourier integral
Pn(t) =
1
2pi
∫
dω e−iωnP˜(ω, t), (A.26)
where the Fourier transform of the nth-order interval density is given by
P˜(ω, t) =
∫
dx eiωxPx(t) =
∫
dx eiωx
∫
ddy (1+ ebTy)p(x, y, t). (A.27)
Comparing with Eq. (A.24), the function P˜(ω, t) can be related to the characteristic func-
tion as follows:
P˜(ω, t) = q(ω, k, t)− ie [∇kq(ω, k, t)]T b
∣∣∣
k=0
. (A.28)
Thus, if the characteristic function q(ω, k, t) is known, one can derive the nth-order inter-
val density via Eq. (A.26) and (A.28).
An equation for the characteristic function is obtained by applying the Fourier trans-
form to the Fokker-Planck equation, which yields
∂tq−
(
kTA+ eωbT
)
∇kq =
(
−kTβk + iω
)
q. (A.29)
The initial condition for q(ω, k, t) at t = 0 becomes
q(ω, k, 0) =
(
1+ iebTσk
)
exp
(
−kTβk
)
. (A.30)
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Equation (A.29) with initial condition (A.30) can be again solved by the method of char-
acteristics. The characteristic equations are
k˙ = −ATk− eωb (A.31)
q˙ =
(
−kTβk + iω
)
q. (A.32)
The first equation is solved by
k(t, c) = e−tA
T
c− eω
∫ t
0
dt′ e−(t−t
′)AT b, (A.33)
which can be inverted for the “initial” vector c,
c(t, k) = etA
T
k + eω
∫ t
0
dt′ et
′AT b. (A.34)
Equation (A.32) is solved by the function
q(t, c) = Q0(c) exp
(
−1
2
kTσk + iωt− eωbTσ
∫ t
0
dt′ k(t′, c)
)
, (A.35)
where the relation Aσ+ σAT = −2β has been utilized. The prefactor Q0(c) is determined
by the initial condition (A.30):
Q0 = 1+ iebTσc. (A.36)
Next, the integrand k(t′, c) in Eq. (A.35) has to be replaced by the expression given in
Eq. (A.33), followed by a re-substitution of the vector c = c(t, k) according to Eq. (A.34).
The resulting formula for the characteristic function reads
q(ω, k, t) =
(
1+ iebTσetA
T
k + ie2ωγ2(t)
)
× exp
(
−1
2
kTσk + iωt− eωbTσ
∫ t
0
dt′ et
′AT k− e2ω2γ1(t)
)
, (A.37)
where
γ1(t) =
∫ t
0
dt′′
∫ t′′
0
dt′ C(t′), γ2(t) =
∫ t
0
dt′C(t′), C(t) = bTσetA
T
b. (A.38)
Setting k = 0 in the last expression, yields the characteristic functionΘ(ω, t) ≡ q(ω, 0, t)
of the random variable X(t):
Θ(ω, t) ≡
∫
dx eiωx p(x, t) =
[
1+ ie2ωγ2(t)
]
exp
(
iωt− e2ω2γ1(t)
)
. (A.39)
Taking furthermore the derivative of q(ω, k, t) with respect to k, setting k = 0 and using
Eq. (A.28) yields the Fourier transform of the nth-order interval density,
P˜(ω, t) =
[
1+ e2C(t) + 2ie2ωγ2(t)− e4ω2γ22(t)
]
eiωt−e
2ω2γ1(t). (A.40)
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Finally, performing the inverse Fourier transform results in
Pn(t) =
1
2
√
4pie2γ31(t)
exp
[
− (t− n)
2
4e2γ1(t)
]{
[(n− t)γ2(t) + 2γ1(t)]2
2γ1(t)
− e2 [γ22(t)− 2γ1(t)C(t)]
}
.
(A.41)
A.3. Exponentially correlated noise: Skewness and kurtosis of
interspike intervals
Higher-order terms of order O(e6) and O(e8) have been computed by using a computer
algebra system because they are necessary to calculate the first noise correction to the
kurtosis of the n-th order interval. As a result, the cumulants of the non-dimensionalized
n-th order intervals read
κ1 = n, (A.42a)
κ2 = 2τˆ2(K2,1e2 + K2,2e4 + K2,3e6 + K2,4e8), (A.42b)
κ3 = 6τˆ3(K3,2e4 + K3,3e6 + K3,4e8), (A.42c)
κ4 = 24τˆ4(K4,3e6 + K4,4e8) (A.42d)
with θ = n/τˆ and
K2,1 = e−θ + θ − 1,
K2,2 = 2e−2θ + (θ − 3)e−θ + 1,
K2,3 =
1
2
[
27e−3θ + (16θ − 48)e−2θ + (θ2 − 10θ + 21)e−θ
]
,
K2,4 =
1
6
[
1024e−4θ + 729(θ − 3)e−3θ + 48(2θ2 − 16θ + 29)e−2θ + (θ3 − 21θ2 + 129θ − 229)e−θ
]
,
K3,2 = 2
(
1− e−θ
) (
e−θ + θ − 1
)
,
K3,3 = 2
[
−9e−3θ + 4(−2θ + 5)e−2θ + (−θ2 + 8θ − 13)e−θ + 2
]
,
K3,4 = −
[
256e−4θ + 81(3θ − 8)e−3θ + 48(θ2 − 7θ + 11)e−2θ + (θ3 − 18θ2 + 93θ − 136)e−θ
]
,
K4,3 = 7e−3θ + (9θ − 19)e−2θ + (2θ2 − 14θ + 17)e−θ + 5(θ − 1),
K4,4 =
1
2
[
289e−4θ + 2(179θ − 429)e−3θ + 2(51θ2 − 320θ + 439)e−2θ + 2(2θ3 − 32θ2 + 141θ − 169)e−θ + 29
]
.
From the cumulants one finds the rescaled skewness and kurtosis as defined in Eq. (2.92)
and (2.93):
αs =
θ
θ − 1+ e−θ
[
1− e−θ + e
(
−5e−2θ + e−θ(5− θ)
)]
+ e2 As,2 (A.43)
and
αe =
θ2
[
7e−2θ + 2(θ − 6)e−θ + 5]
5 (θ − 1+ e−θ)2
+ eAe,1 (A.44)
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with
As,2 = − θ
2 (θ − 1+ e−θ)3
[
154e−5θ + (337θ − 528)e−4θ + (223θ2 − 813θ + 658)e−3θ +
(43θ3 − 308θ2 + 615θ − 346)e−2θ + (θ4 − 17θ3 + 85θ2 − 139θ + 60)e−θ + 2
]
Ae,1 =
θ2
[
205e−4θ + 4(73θ − 147)e−3θ + 2(45θ2 − 266θ + 280)e−2θ + 4(θ3 − 16θ2 + 60θ − 44)e−θ − 1]
10 (θ − 1+ e−θ)3
.
A.4. Harmonic noise
In the PIF model driven by harmonic noise and Ornstein-Uhlenbeck (OU) noise, Eq. (2.127),
the membrane potential X(t) and the colored noise η(t) = bTY(t) obey the equations
X˙ = 1+ ebY, (A.45)
Y˙ = AY + Bξ(t), (A.46)
where
A =
− 1τˆ 0 00 0 1
0 −ωˆ20 −γˆ
 , B =

√
2
τˆ 0 0
0 0 0
0 0
√
2γˆωˆ20
 (A.47)
and bT =
(
b,
√
1− b2, 0
)
. The firing threshold is at unity: X = 1. According to the
general formulas in Sec. A.1, the ISI statistics can be expressed in terms of integrals over
the correlation function C(t) of the colored noise. The correlation function of the har-
monic noise is known from the classical papers of Chandrasekhar [1943] and Wang and
Uhlenbeck [1945]. However, in order to check and demonstrate the proposed method the
correlation function will be re-derived in the following section.
Auto-correlation function of the colored noise For the derivation of the auto-correlation
function C(t) = 〈η(t′)η(t′ + t)〉, the nth-order variance and the ISI covariance, the addi-
tivity property found in Sec. 2.3 can be employed because the Ornstein-Uhlenbeck noise
and the harmonic noise are independent. This is also reflected in the block diagonal
structure of the matrices A and B. In particular, we have the decompositions
C(t) = COU(t) + Chn(t), (A.48a)
var(tn) = var(tn)OU + var(tn)hn +O(e4), (A.48b)
cov(Ti, Ti+n) = cov(Ti, Ti+n)OU + cov(Ti, Ti+n)hn +O(e4), (A.48c)
where the subscripts “OU” and “hn” refer to the models with either Ornstein-Uhlenbeck
or harmonic noise driving, i.e. X˙ = 1+ bY1 and X˙ = 1+
√
1− b2Y2, respectively.
For the first case, i.e. for a PIF model driven by a single OUP, the respective quantities
192
A.4. Harmonic noise
have been already obtained in Sec. 2.2. They read
COU(t) = b2e−
t
τˆ (A.49)
var(tn)OU = 2e2b2τˆ2
(
e−
n
τˆ +
n
τˆ
− 1
)
+O(e4), (A.50)
cov(Ti, Ti+n)OU = e2b2τˆ2
(
1− e−1/τˆ
)2
exp
(
−n− 1
τˆ
)
+O(e4). (A.51)
For a PIF model that is driven solely by harmonic noise, the auto-correlation func-
tion can be represented as Chn(t) = bT2 e
tA2σ2b2, where bT2 =
(√
1− b2, 0
)
, σ2 =
( 1 0
0 ωˆ20
)
and A2 =
( 0 1
−ωˆ20 −γˆ
)
. The matrix exponential etA2 can be obtained from the fundamental
solution of the harmonic oscillator. More precisely, let y1(t) and y2(t) be two linearly
independent solutions of the two-dimensional system y˙ = A2y. Then, a fundamental
solution is given by the matrix Yh(t) = [y1(t), y2(t)] and the matrix exponential can be
computed as etA2 = Yh(t)Y−1h (0). In the underdamped case, ωˆ0 > γˆ/2, the independent
solutions can be taken as
y1(t) =
(
− γˆ2 cosΩt +Ω sinΩt
ωˆ20 cosΩt
)
e−
γˆ
2 t, y2(t) =
(
Ω cosΩt + γˆ2 sinΩt
−ωˆ20 sinΩt
)
e−
γˆ
2 t, (A.52)
where Ω =
√
ωˆ20 − γˆ
2
4 . This results in the following matrix exponential
etA2 = e−
γˆ
2 t
(
cosΩt + γˆ2Ω sinΩt
1
Ω sinΩt
− ωˆ20Ω sinΩt cosΩt− γˆ2Ω sinΩt
)
, (A.53)
from which follows
Chn(t) = (1− b2)e−
γˆ
2 t
(
cosΩt +
γˆ
2Ω
sinΩt
)
. (A.54)
Variance of n-th order intervals, CV Taking the double integral of Chn(t) in Eq. (A.21)
leads to the part of the nth-order variance that is associated with harmonic noise:
var(tn)hn = (1− b2)2e
2
ωˆ20
{
1− γˆ
2
ωˆ20
+ γˆn− a1 sin(nΩ) + a2 cos(nΩ)
4Ωωˆ20
exp
(
− γˆ
2
n
)}
,
(A.55)
where
a1 =
γˆ
2
(
12Ω2 − γˆ2) , a2 = Ω (4Ω2 − 3γˆ2) .
The coefficient of variation arising from both OU noise and harmonic noise is the deter-
mined by the sum of var(tn)OU and var(tn)hn taken at n = 1. As a result, the squared CV
reads in leading order of e
C2V = 2e
2
{
b2τˆ2
(
e−
1
τˆ +
1
τˆ
− 1
)
+
1− b2
ωˆ20
[
1− γˆ
2
ωˆ20
+ γˆ− a1 sin(Ω) + a2 cos(Ω)
4Ωωˆ20
exp
(
− γˆ
2
)]}
.
(A.56)
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In the case that the OU noise has a small correlation time, τˆ  1, this formula reduces to
C2V = 2Dˆ
′ +
2Dˆ
γˆωˆ40
[
1− γˆ
2
ωˆ20
+ γ− a1 sin(Ω) + a2 cos(Ω)
4Ωωˆ20
exp
(
− γˆ
2
)]
. (A.57)
For this formula, it is required that the noise intensity of the OUP is sufficiently small,
Dˆ′  τˆ, to ensure that e is still a small parameter.
ISI density The ISI density is given by Eq. (A.41), where the functions γ1(t) and γ2(t)
are in this case,
γ1(t) = b2τˆ2
(
e−
t
τˆ +
t
τˆ
− 1
)
+
1− b2
ωˆ20
[
1− γˆ
2
ωˆ20
+ γˆt− a1 sin(Ωt) + a2 cos(Ωt)
4Ωωˆ20
exp
(
− γˆ
2
t
)]
(A.58)
γ2(t) = b2τˆ
(
1− e− tτˆ
)
+
1− b2
Ωωˆ20
[
γˆΩ
(
1− e− γˆ2 t cosΩt
)
+
(
Ω2 − γˆ
2
4
)
e−
γˆ
2 t sinΩt
]
.
(A.59)
Serial correlation coefficient In the formula for the covariance between ISIs, nominator
of Eq. (1.51), the terms of the nth-order variances that are linear in n cancel each other.
This leaves for the ISI covariance of a PIF neuron driven by harmonic noise:
cov(Ti, Ti+n)hn =
(1− b2)e2
2Ωωˆ40
exp
(
− γˆ
2
n
)
[λ1 sin(Ωn) + λ2 cos(Ωn)] . (A.60)
with
λ1 = a1
[
1− cosh( γˆ
2
)
cosΩ
]
− a2 sinh
( γˆ
2
)
sinΩ (A.61)
λ2 = a2
[
1− cosh( γˆ
2
)
cosΩ
]
+ a1 sinh
( γˆ
2
)
sinΩ (A.62)
Summing up the contributions of the OU noise, Eq. (A.51), and the harmonic noise,
Eq. (A.60) and dividing by the squared CV, Eq. (A.56) yields the zeroth-order of the serial
correlation coefficient:
ρn =
e2
C2V
[
b2τˆ2
(
1− e−1/τˆ
)2
exp
(
−n− 1
τˆ
)
+
1− b2
2Ωωˆ40
[λ1 sin(Ωn) + λ2 cos(Ωn)] exp
(
− γˆ
2
n
)]
.
(A.63)
In the case of small correlation times of the OU noise, the first term can be neglected
yielding
ρn =
Dˆ
2γˆΩωˆ60C
2
V
[λ1 sin(Ωn) + λ2 cos(Ωn)] exp
(
− γˆ
2
n
)
. (A.64)
Skewness In the formulas for the third cumulant or for the first correction of the CV,
the function C(t) = COU(t) + Chn(t) enters in a non-linear way. Hence, the respective
expressions cannot be obtained by simply computing the contributions of the OU noise
and the harmonic noise individually and adding them. Instead, the calculation must be
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carried out using the full correlation function C(t). Unfortunately, these calculations are
rather cumbersome. However, since the focus here is on the effect of harmonic noise, I
will consider the case b = 0 in the following, which corresponds to the presence of only
harmonic noise.
For b = 0, Eqs. (A.20)– (A.23) yield the cumulants of the nth-order intervals:
κ1 = n, (A.65)
κ2 = 2e2(K2,1 + K2,2e2) +O(e6), (A.66)
κ3 =
3e4
Ωωˆ20
K2,1
{
4γˆΩ+ e−
γˆ
2
[
(4Ω2 − γˆ2) sin(Ω)− 4γˆΩ cos(Ω)]}+O(e6), (A.67)
κ4 = O(e6) (A.68)
with
K2,1 =
1
ωˆ20
[
1− γˆ
2
ωˆ20
+ γˆ− a1 sin(Ω) + a2 cos(Ω)
4Ωωˆ20
exp
(
− γˆ
2
)]
(A.69)
As in the case of the PIF model driven by a single OUP, we compute the rescaled skewness
αs = κ3/(3κ22). In leading order, this quantity does not depend on e, specifically it reads
αs =
1
Ωωˆ20K2,1
[
γˆΩ
(
1− e− γˆ2 cosΩ
)
+
(
Ω2 − γˆ
2
4
)
e−
γˆ
2 sinΩ
]
+O(e2). (A.70)
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Appendix B.
The adapting PIF model driven by white noise
After presenting two supplementary results concerning the conditional statistics of the
adapting PIF model in Sec. B.1, I will derive the stationary solution of the Fokker-Planck
equation in Sec. B.2, which is the main part of this chapter.
B.1. The conditional ensemble
B.1.1. Weak-noise asymptotics of the conditional ISI density
Here, I want to show that in the weak-noise limit the inverse Gaussian density (3.50) ap-
proaches a Gaussian with the same mean and variance as the inverse Gaussian. This
property is used in the derivation of the SCC to justify the ansatz Eq. (3.31). From
Eq. (3.52) we know that the standard deviation scales with the square root of the noise
intensity,
σT(ai) =
√
2DTdet(ai)
µeff
, (B.1)
hence, the distribution becomes thin and tall. Typical ISIs lie within a few standard devi-
ations around the mean value Tdet(ai) and can be represented as Ti = Tdet(ai) + σTT′i for
some T′i ∼ O(1). Thus, to capture the distribution of typical ISIs it is reasonable to ask
for the distribution of the rescaled time
T′i =
Ti − Tdet(ai)
σT
∼ O(1). (B.2)
This distribution retains a variance of unity in the limit σT → 0. But what is the shape of
this distribution? Substituting Ti = Tdet(ai) + σTT′i , D = σ
2
Tµ
2
eff/(2Tdet) in Eq. (3.50) and
taking into account that dT′i = (µeff/
√
2DTdet)dTi I obtain
P(T′i |ai) =
1√
2pi
(
1+ σTTdet T
′
i
)3 exp
− T′2i
2
(
1+ σTTdet T
′
i
)
 (B.3)
∼ 1√
2pi
exp
(
−T
′2
i
2
)
, σT → 0. (B.4)
As a result, the conditional ISI density converges to
P(Ti|ai) ∼ 1√
2piσT
exp
[
− (Ti − Tdet(ai))
2
2σ2T
]
(B.5)
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in the limit σT → 0, T′i = (Ti − Tdet)/σT = const.. Hence, the conditional ISI density
converges to a Gaussian.
B.1.2. Moments of the transition probability density ptr(ai+1|ai)
An analytical expression for the conditional moments of ai+1 given ai can be derived as
follows: Using the transformation (3.5) leads to
〈ani+1|ai〉 =
∫ ai+∆
∆
dai+1 ani+1 p(ai+1|ai) (B.6)
=
∫ ∞
0
dTi (aie−Ti/τa + ∆)nP(Ti|ai) (B.7)
=
n
∑
k=0
(
n
k
)
an−ki ∆
kP¯
(
n− k
τa
∣∣∣∣ ai) , (B.8)
where P¯(s|ai) =
∫ ∞
0 dTi e
−sTi P(Ti|ai) is the Laplace transform of the conditional ISI den-
sity P(Ti|ai). The Laplace transform of the inverse Gaussian, Eq. (3.50), has the form
P¯(s|ai) = exp
[
−
(√
τeff(ai)s +
1
4
− 1
2
)
Tdet(ai)
τeff(ai)
]
, (B.9)
where τeff(ai) = D/µ2eff(ai) is an effective time constant. In particular, for n = 1 the
conditional mean is
〈ai+1|ai〉 = ai P¯
(
1
τa
∣∣∣∣ ai)+ ∆. (B.10)
Furthermore, from the second moment one obtains a simple expression for the condi-
tional variance
Var(ai+1|ai) ≡ 〈a2i+1|ai〉 − 〈ai+1|ai〉2 = a2i
[
P¯
(
2
τa
∣∣∣∣ ai)− P¯2 ( 1τa
∣∣∣∣ ai)] . (B.11)
This result will be analyzed in more detail in Sec. 3.3.5, where the variance of the station-
ary sequence {ai} will be studied.
B.2. Solution of the stationary Fokker-Planck equation
In Sec. 3.3.2, it was shown that the stationary probability density P0(V, a) is the solution
of the following boundary-value problem:
− (µ− a)∂V P0 + 1
τa
∂a(aP0) + eDˆ∂2V P0 = 0 (B.12)
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with the boundary conditions
(absorbing threshold) P0(Vth, a) = 0, (B.13)
(continuity) P0(0−, a) = P0(0+, a), (B.14)
(reset) ∂V P0(0+, a)− ∂V P0(0−, a) = ∂V P0(Vth, a− ∆), (B.15)
(natural boundaries) lim
V→−∞
P0(V, a) = 0, lima→∞ P0(V, a) = 0, (B.16)
(normalization) −eDˆ
∫ ∞
0
da ∂V P0(Vth, a) =
1
T∗
. (B.17)
Here, a derivation of the stationary solution P0(V, a) is given.
B.2.1. Region I
As explained in the main text, the solution is sought in different regions as indicated in
Fig. 3.13. These partial solutions are then patched together according to the boundary
conditions. Let us start with region I, which is defined by V < 0 in the case a∗ < µ, and
by V > 0 and a > µ in the case a∗ > µ. The direct limit e→ 0 of Eq. (B.12) yields
− (µ− a)∂V P0 + 1
τa
∂a(aP0) = 0, (B.18)
where it was assumed that the third term eDˆ∂2V P0 is small compared to the first two
terms. The only solution of Eq. (B.18) that satisfies the boundary condition (B.16) is the
trivial solution P0(V, a) = 0. This solution, however, does not fulfill the boundary con-
dition (B.14) at V = 0 because the left-sided limit P0(0+, a) will generally be non-zero.
Instead, for −e < V ≤ 0 the true solution develops a boundary layer, in which P(V, a)
is positive and rises steeply to P(0+, a) as V → 0− (Fig. 3.14). This non-vanishing prob-
ability corresponds to particles that diffuse into region I after resetting. Due to the rapid
change of P0 within the boundary layer, the diffusion term eDˆ∂2V P0 is not small compared
to the first two terms in Eq. (B.12). Therefore the diffusion term cannot be neglected in
the boundary layer. To obtain the leading-order solution close to the reset, the stretched
variable x = V/e is used. Furthermore, I define the function Pˆ0(x, a) =
√
eP0(V, a),
which satisfies the transformed Fokker-Planck equation
− (µ− a)∂x Pˆ0 + e
τa
∂a(aPˆ0) + Dˆ∂2x Pˆ0 = 0. (B.19)
In leading order, the second term can be neglected yielding the ordinary differential equa-
tion
− (µ− a)∂x Pˆ0 + Dˆ∂2x Pˆ0 = 0, (B.20)
which is subject to the boundary conditions
lim
x→−∞ Pˆ0(x, a) = 0 (B.21)
Pˆ0(0−, a) = Pˆ0(0+, a). (B.22)
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The solution of Eq. (B.20) that satisfies (B.21) is
Pˆ0(x, a) =
M(a)
λ(a)
eλ(a)x, (B.23)
where λ(a) = (µ− a)/Dˆ and M(a) is a function determined by the continuity condition
(B.22). Returning to the variable V, the leading-order solution in region I reads
P0(V, a) =
M(a)√
eλ(a)
exp
(
λ(a)V
e
)
. (B.24)
B.2.2. Region II
In the region that is complement to region I, called region II (see Fig. 3.13), the solution is
sought in the neighborhood of the limit curve C∗. Recall that in the deterministic limit, all
probability is concentrated on this limit set. Here, we aim at a Gaussian approximation
of the probability density around this limit-cycle for weak, but non-vanishing noise. To
this end, I use the so-called WKB ansatz [Schuss, 2009]
P0(V, a) = N (e)Ψ(V, a) exp
(
−Φ(V, a)
e
)
. (B.25)
The functions Φ(V, a) and Ψ(V, a) are independent of e and can be interpreted as a non-
equilibrium potential [Graham and Tél, 1984] and a modulation function, respectively.
The normalization factor must be proportional to 1/
√
e (see Sec. B.2.4), specifically it is
chosen as
N (e) = 1√
2pie
. (B.26)
Substituting the ansatz (B.25) into the Fokker-Planck equation (B.12) yields
0 =
[
(µ− a)ΦV − a
τa
Φa + DˆΦ2V
]
Ψ
+ e
[
−(µ− a)ΨV + a
τa
Ψa +
1
τa
Ψ− 2DˆΦVΨV − DˆΦVVΨ
]
+ e2ΨVV . (B.27)
Here, the indices on Φ and Ψ are shorthand notations for the respective partial deriva-
tives, e.g. ΦV = ∂VΦ, ΦVV = ∂2VΦ. Equating terms with like powers of e to zero results
in the system
(µ− a)ΦV − a
τa
Φa + DˆΦ2V = 0 (B.28)
(µ− a + 2DˆΦV)ΨV − a
τa
Ψa =
(
1
τa
− DˆΦVV
)
Ψ. (B.29)
Equation (B.28) is a first-order, nonlinear partial differential equation for Φ(V, a), which
is independent of Ψ(V, a) and can be solved for Φ(V, a). The solution can then be in-
serted into the linear, first-order equation (B.29) forΨ(V, a). In the context of WKB theory,
Eq. (B.28) and (B.29) are called eikonal and transport equation, respectively.
The solutionsΦ andΨ can in general not satisfy the boundary conditions at both V = 0
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and V = Vth because they are governed by first-order differential equations. This reflects
the boundary layer structure of the solution in region II: The WKB solution (B.25) that
satisfies the boundary condition at V = 0 is valid in almost the whole region II except
for a thin boundary layer of thickness O(e) close to the threshold (Fig. 3.14B). In this
boundary layer the solution drops rapidly to zero because of the absorbing boundary. In
the limit e → 0, the solution has a discontinuity: it is finite in the whole region II except
for the threshold line, where the probability density is zero. Applying boundary layer
theory, our strategy will be as follows: first, the WKB solution is calculated, which is
valid in the interval 0 ≤ V  Vth − e (“outer solution”). Second, the leading order inner
solution is calculated, which is valid for 0  V ≤ Vth. Finally, inner and outer solutions
are asymptotically matched in the overlap region 0 V  Vth − e.
WKB solution
I want to find the solutions to equation (B.28) and (B.29) that fulfill the following bound-
ary conditions at V = 0:
Φ(0, a) = φ0(a) (B.30)
and
Ψ(0, a) = ψ0(a). (B.31)
Here, φ0(a) and ψ0(t) are functions that will be determined later using the reset condition.
Furthermore, it must be required that in the deterministic limit e → 0 all probability is
concentrated on the limit curve C∗. This gives rise to further plausible constraints for
Φ(V, a) evaluated on C∗: first, Φ must vanish on C∗, i.e.
Φ(V, a)|C∗ = 0. (B.32)
Secondly, to prevent that the probability density diverges in the neighborhood of C∗ as e
tends to zero, it must be required that Φ is locally non-negative. This can be ensured by
the conditions
ΦV(V, a)|C∗ = 0, Φa(V, a)|C∗ = 0 (B.33)
and
ΦVV(V, a)|C∗ > 0, Φaa(V, a)|C∗ > 0. (B.34)
Equation (B.28) together with the conditions (B.30) and (B.32)– (B.34) can be solved by
the method of characteristics. Accordingly, the solution is sought in a coordinate system,
in which the partial differential equation (B.28) becomes an ordinary differential equa-
tion. This can be achieved by a variable transformation (V, a) → (τ, s), where τ and
s are the so-called characteristic coordinates. The transformation law V = V(τ, s) and
a = a(τ, s) can be found by the characteristic equations that will be derived in the fol-
lowing. Before proceeding, I state the boundary condition on Φ at the reset (Eq. (B.30)) in
parametric form. Specifically, τ = 0 is identified with the reset line {(V, a)|V = 0} and
the reset line is parametrized by the coordinate s as follows:
V(0, s) = 0, a(0, s) = s, s > 0. (B.35)
In other words, the coordinate s equals a on the reset line (Fig. 3.15).
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In order to apply the method of characteristics, Φ and its partial derivativesΦV andΦa
are regarded as functions of the new variables τ and s. To make this dependence explicit,
I introduce the functions
φ(τ, s) = Φ(V(τ, s), a(τ, s)) (B.36)
p(τ, s) = ΦV(V(τ, s), a(τ, s)) (B.37)
q(τ, s) = Φa(V(τ, s), a(τ, s)). (B.38)
The boundary condition (B.30) at V = 0 can now be written as
φ(0, s) = φ0(s). (B.39)
The constraints (B.32)– (B.34) become at τ = 0 and s = a∗
φ(0, a∗) = 0 (B.40)
p(0, a∗) = 0 (B.41)
q(0, a∗) = 0 (B.42)
qa(0, a∗) > 0, pV(0, a∗) > 0. (B.43)
In terms of p and q, equation (B.28) can be rewritten as
F(a, p, q) ≡ (µ− a)p− a
τa
q + Dˆp2 = 0. (B.44)
From the theory of first-order partial differential equations, it is known that the partial
derivatives p and q satisfy quasilinear first-order partial differential equations. In fact,
differentiating F with respect to V and noting that qV = φaV = pa results in
Fp pV + Fq pa = 0. (B.45)
Analogously, differentiating F with respect to a and using pa = φVa = qV gives
FpqV + Fqqa = −Fa. (B.46)
The quasilinear equations (B.45) and (B.46) are solved by the characteristic equations1
1 The general quasilinear equation a(x, y, u)ux + b(x, y, u)uy = c(x, y, u) can be solved by the method of
characteristics. To this end, we formally regard x and y as a function of a parameter τ. Taking the total
derivative of u(x, y) with respect to τ we see that u changes according to dudτ = ux
dx
dτ + uy
dy
dτ . Thus, if we
choose x(τ) and y(τ) such that
dx
dτ
= a(x, y, u), and
dy
dτ
= b(x, y, u) (B.47)
it follows from the quasilinear equation that
du
dτ
= c(x, y, u). (B.48)
The three last equations are called characteristic equations and form a system of ordinary differential
equations. A curve (x(τ), y(τ), u(τ)) is called a characteristic. The set of all characteristics that emanate
from an initial curve C0(s) = (x0(s), y0(s), u0(s)) (for each s there is one characteristic) form the solution
surface (x(τ, s), y(τ, s), u(τ, s)) containing the initial curve (boundary condition).
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dV
dτ
= Fp = µ− a + 2Dˆp (B.49)
da
dτ
= Fq = − a
τa
(B.50)
dp
dτ
= 0 (B.51)
dq
dτ
= −Fa = p + 1
τa
q (B.52)
with the “initial conditions” (B.35) and
p(0, s) = p0(s), q(0, s) = q0(s). (B.53)
The initial conditions p0(s) and q0(s) can be obtained from φ0(s). In fact, for q0 it holds
q0(s) = Φa(0, a) = ∂sφ(0, s) = φ′0(s). (B.54)
Furthermore, equation (B.44) evaluated at τ = 0 yields
p20 +
µ− s
Dˆ
p0 − s
Dˆτa
q0 = 0. (B.55)
The quadratic equation has two solutions
p0(s) = −µ− s
2Dˆ
±
√
(µ− s)2
4Dˆ2
+
s
Dˆτa
q0 (B.56)
= −µ− s
2Dˆ
±
√
(µ− s)2
4Dˆ2
+
s
Dˆτa
φ′0(s). (B.57)
Only one solution satisfies the constraints at s = a∗. From Eq. (B.41) and (B.42) it is known
that p0(a∗) = 0 and q0(a∗) = φ′(a∗) = 0. Depending on the sign of µ− a∗ the solution is
p0(s) = −µ− s
2Dˆ
+ sgn(µ− a∗)
√
(µ− s)2
4Dˆ2
+
s
Dˆτa
φ′0(s). (B.58)
Equation (B.51) states that p is conserved along the characteristics, hence
p(τ, s) = p0(s). (B.59)
Using this result, Eqs. (B.49), (B.50) and (B.52) can be easily solved:
V(τ, s) =
[
µ+ 2Dˆp0(s)
]
τ − τas
(
1− e−τ/τa
)
, (B.60)
a(τ, s) = se−τ/τa , (B.61)
q(τ, s) = φ′0(s)eτ/τa − τa p0(s)
(
1− eτ/τa
)
. (B.62)
To obtain an equation for φ(τ, s) I take the total derivative of Φ(V, a) with respect to τ.
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Using Eqs. (B.49) and (B.50) this gives
dφ
dτ
=
dΦ
dτ
= ΦV
dV
dτ
+Φa
da
dτ
(B.63)
= pFp + qFq = p(µ− a) + 2Dˆp2 − a
τa
q = Dˆp2. (B.64)
The last equality results from applying the relation (B.44).
As a result, the solution Φ(V, a) of Eq. (B.28) is given in parametric form as
V(τ, s) =
[
µ+ 2Dˆp0(s)
]
τ − τas
(
1− e−τ/τa
)
, (B.65)
a(τ, s) = se−τ/τa , (B.66)
Φ(V, a) ≡ φ(τ, s) = Dˆp20(s)τ + φ0(s) (B.67)
with t > 0 and s > 0. The function p0(s) is given by Eq. (B.58). The curves C(s) =
{(V, a, φ)(t)} with the initial conditions V(0, s) = 0 a(0, s) = s and φ(0, s) = φ0(s) are
called characteristics. Each characteristic is uniquely characterized by the parameter s –
the initial condition of a. The union of all characteristics forms a surface in the V, a,Φ-
space, which represents the solution Φ(V, a).
Equation (B.29) for Ψ(V, a) can be solved in a similar manner. As a result, Ψ(V, a) is
found in the parametric form as
ψ(τ, s) = ψ0(s)eτ/τa
√
µ− s + 2Dˆp0(s)
2Dˆp0′(s)sτ/τa + µ− s + 2Dˆp0(s)
. (B.68)
This solution can be derived as follows: Equation (B.29) is equivalent to the character-
istic equations
dV
dτ
= µ− a + 2Dˆp(s) (B.69)
da
dτ
= − a
τa
(B.70)
dψ
dτ
=
(
1
τa
− DˆφVV(τ, s)
)
ψ. (B.71)
The solution for V and a is identical to Eqs. (B.65) and (B.66). The equation for ψ can
easily be integrated yielding
ψ(τ, s) = ψ0(s) exp
[
−
∫ τ
0
dt′
(
DˆφVV(t′, s)− 1
τa
)]
. (B.72)
At this point,ΦVV is needed, which is in principle available as the solution for φ(τ, s) and
also its first derivative p(τ, s) = φV(τ, s) = p0(s) are known. An explicit differentiation
with respect to V is, however, infeasible because it is impossible to find the inverse trans-
formation law τ = τ(V, a) and s = s(V, a) in explicit form. Hence, the solution cannot be
expressed as a function of the original variables V and a. However, φVV can be obtained
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by implicit differentiation: Using the chain rule yields
φVV(τ, s) =
(
∂p
∂V
)
a
=
∂p
∂τ
(
∂τ
∂V
)
a
+
∂p
∂s
(
∂s
∂V
)
a
= p′0(s)
(
∂s
∂V
)
a
. (B.73)
Here, (∂ f /∂x)y denotes the partial derivative of f with respect to x with y fixed. At the
same time, this notation indicates that f is regarded as a function of x and y. In particular,
let us regard V as a function of s and a:
V = V(s, a) =
[
µ+ 2Dˆp0(s)
]
τa ln
s
a
− τas + τaa. (B.74)
Differentiating this relation with respect to V yields 1 =
(
∂V
∂s
)
a
(
∂s
∂V
)
a
or
(
∂s
∂V
)
a
=
1(
∂V
∂s
)
a
=
1
2Dˆp′0(s)τa ln
( s
a
)
+ τas
(
µ+ 2Dˆp0(s)− s
) . (B.75)
Inserting into Eq. (B.73) and substituting a = se−τ/τa yields
φVV(τ, s) =
p′0(s)
2Dˆp′0(s)τ +
τa
s
(
µ+ 2Dˆp0(s)− s
) . (B.76)
Taking the integral in (B.72) one arrives at (B.68).
Inner solution and asymptotic matching with WKB solution
The rapid change of the solution near the threshold can be treated in essentially the same
manner as the solution in region I near the reset potential V = 0. In particular, I pass
to the stretched variable x = (V − Vth)/e. The function Pˆ0(x, a) =
√
eP0(V, a) satisfies
again equation (B.19) and the leading order solution that vanishes at the threshold, x = 0,
is given by
Pˆ0(x, a) =
N(a)
λ(a)
(
eλ(a)x − 1
)
, (B.77)
where λ(a) = (µ− a)/Dˆ. The exponential term in (B.77) reveals that the thickness of the
boundary layer at the threshold is d(e) = e/λ(a) = O(e) as e → 0. From this it follows
that the WKB solution is a valid asymptotic approximation only for 0 < V < Vth −O(e)
(Fig. 3.14). On the other hand, I assume that the inner solution is not only valid inside
the boundary layer (i.e. V = Vth −O(e)), but also at V = Vth −O(e1/2). Then, at this
position both WKB and inner solution are valid and should match asymptotically. This
corresponds to the so-called intermediate limit, where
e→ 0, V → Vth, x = V −Vthe → −∞. (B.78)
In the intermediate limit, the outer solution (B.25) becomes asymptotic to
1√
2pie
Ψ(Vth, a) exp
(
−Φ(Vth, a)
e
)
. (B.79)
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On the other hand, the inner solution (B.77) converges to −N(a)/[√eλ(a)]. Equating
both limits and solving for N(a) yields
N(a) = − λ(a)√
2pi
Ψ(Vth, a) exp
(
−Φ(Vth, a)
e
)
. (B.80)
Patching region I and II
The so far undetermined function M(a) can now be specified by requiring the continuity
of the probability density at V = 0 (boundary condition (B.22)). Eq. (B.24) and (B.25)
results in
M(a) =
µ− a√
2piDˆ
Ψ(0, a) exp
[
−Φ(0, a)
e
]
. (B.81)
B.2.3. Reset condition
In principle, the reset condition (B.15) and the normalization condition (B.17) can be used
to determine the functions φ0(a) = Φ(0, a) and ψ0(a) = Ψ(0, a). It turns out, however,
that this is not feasible in the whole domain a > 0. Fortunately, in the case of weak noise,
the knowledge of φ0(a) and ψ(a) is not necessary for all a > 1. Rather, it is sufficient to
know the local behavior in the neighborhood of a∗ because most probability is located
close to the deterministic limit-cycle. This suggests to expand φ0(a) and ψ0(a) about a∗
to lowest order in δa = a− a∗:
φ0(a) =
φ′′0 (a∗)
2
δa2 +O(δa3), (B.82)
ψ0(a) = ψ0(a∗) +O(δa). (B.83)
Here, it was taken into account that both φ0(a) and φ′0(a) vanish on the limit-cycle (cf.
equations (B.40) and (B.42)). Hence, φ0(a) is locally a parabola. The reset condition can
be used to determine φ′′0 (a∗) instead of the whole function φ0(a). Afterwards, the nor-
malization condition is used to calculate ψ0(a∗) (Sec. B.2.4).
Let us rewrite the reset condition for convenience
∂V P0(0+, a)− ∂V P0(0−, a) = ∂V P0(Vth, a− ∆). (B.84)
The derivatives can be found from the solutions (B.24), (B.25) and (B.77) in the respective
regions. For a∗ < µ they are given by
∂V P0(0+, a) =
1√
2pie3
(eΨV(0, a)−ΦV(0, a)ψ0(a)) exp
(
−φ0(a)
e
)
(B.85)
∂V P0(0−, a) = e−3/2M(a) =
µ− a√
2pie3Dˆ
ψ0(a) exp
(
−φ0(a)
e
)
(B.86)
∂V P0(Vth, a− ∆) = e−3/2N(a− ∆) = −µ− a + ∆√
2pie3Dˆ
Ψ(Vth, a− ∆) exp
(
−Φ(Vth, a− ∆)
e
)
.
(B.87)
In the case a∗ > µ, the expressions for ∂V P0(0+, a) and ∂V P0(0−, a) have to be inter-
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changed. Inserting into (B.84) and neglecting the higher-order term eΨV(0, a) yields the
reset condition in terms of the functions Φ and Ψ:
(µ− a + ∆)Ψ(Vth, a− ∆) exp
(
−Φ(Vth, a− ∆)
e
)
=
sgn(µ− a) (µ− a + DˆΦV(0, a))ψ0(a) exp(−φ0(a)
e
)
. (B.88)
In this equation, Ψ(Vth, a− ∆), Φ(Vth, a− ∆) and ΦV(0, a)) ≡ p0(a) are functionals of the
initial data ψ0(a) and φ0(a). As already mentioned, Eq. (B.88) together with the normal-
ization condition should, in principle, determine ψ0(a) and φ0(a). Unfortunately, there
are several obstacles that render Eq. (B.88) intractable and make the determination of
ψ0(a) and φ0(a) in the full range a > 0 impossible. Firstly, the solution of Ψ and Φ on the
threshold line is needed, i.e. for V = Vth. Indeed, the full solutions ψ(τ, s) and φ(τ, s)
are available by the equations (B.68) and (B.67). However, the characteristic coordinates
cannot be explicitly expressed in terms of the coordinates V and a. This problem might
be resolved by an approximate inversion of the transformation law (B.65), (B.66) in the
interesting region about the limit-cycle, e.g. around the point V = Vth, a = a∗ − ∆. I
will not pursue this approach because an approximate mapping of the threshold line into
the t, s-coordinate system resulted in rather complicated formulas, which made a fur-
ther analytical calculation difficult. Secondly, even if we knew the functions Ψ and Φ
on the threshold line, it would be difficult to solve the non-linear equation (B.88), unless
Φ(Vth, a − ∆) = φ0(a), in which case the exponentials would cancel out. And thirdly,
p0(a) and ψ(τ, s) contain derivatives of φ0(a), which would render Eq. (B.88) a nonlinear
differential equation. In short, I will not try to satisfy the reset condition for all a.
Local reset condition. The approach pursued here is to demand that the reset condition
(B.88) is satisfied only locally around a = a∗, i.e. close to the deterministic limit-cycle.
This weaker condition will hold strictly only in the asymptotic limit of weak noise. In
particular, both sides of Eq. (B.88) are expanded about a∗. In this expansion one can
use the properties (B.32) and (B.33) for Φ(V, a) on the limit-cycle. Specifically it holds
Φ(Vth, a∗ − ∆) = φ0(a∗) = 0 and Φa(Vth, a∗ − ∆) = Φa(0, a∗) = 0. With this, the right
hand side of Eq. (B.88) reads up to first order in δa = a− a∗
(µ− a∗ + ∆)Ψ(Vth, a∗ − ∆) + [(µ− a∗ + ∆)Ψa(Vth, a∗ − ∆)−Ψ(Vth, a∗ − ∆)] δa.
The left hand side reads
|µ− a∗|ψ0(a∗) + sgn(µ− a∗)
[
(µ− a∗)Ψa(0, a∗)− (Dˆ∂aΦV(0, a∗)− 1)ψ0(a∗)
]
δa.
Equating the zeroth order terms yields the condition
(µ− a∗ + ∆)Ψ(Vth, a∗ − ∆) = |µ− a∗|ψ0(a∗) (B.89)
or equivalently
ψ(T∗, a∗) =
|µ− a∗|
µ− a∗ + ∆ψ0(a
∗). (B.90)
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In contrast to the full reset condition (B.88), the local conditions only involve the functions
φ(τ, s), ψ(τ, s) and its derivatives with respect to V and a on the limit-cycle, i.e. at s = a∗.
In this way, a cumbersome inversion of the transformation law (V, a) → (τ, s) can be
avoided. To obtain the leading order of the stationary probability density it is sufficient
to compute φ′′0 (a∗) and ψ(a∗). These quantities are completely determined by the zeroth
order condition (B.90) and the normalization.
Calculation of φ′′0 (a∗). The solution of ψ(τ, s), Eq. (B.68), leads to the particular value
ψ(T∗, a∗) = ψ0(a∗)
a∗
(a∗ − ∆)√νT∗ + 1 (B.91)
with
ν =
2Dˆa∗2φ′′0 (a∗)
τ2a (µ− a∗)2
. (B.92)
In deriving (B.91), it has been used that p0(a∗) = 0, eT
∗/τa = a∗/(a∗ − ∆) and that the
derivative of p0(s) at s = a∗ is
p′0(a∗) =
a∗φ′′0 (a∗)
τa(µ− a∗) (B.93)
(cf. Eq. (B.58)). Inserting ψ(T∗, a∗) into the zeroth-order reset condition (B.90)the factor
ψ0(a∗) drops out and the resulting equation can be solved for ν:
ν =
1
T∗
[(
(µ− a∗ + ∆)a∗
(µ− a∗)(a∗ − ∆)
)2
− 1
]
. (B.94)
Using the definition of ν, Eq. (B.92), the last equation can be solved for φ′′0 (a∗). The final
result can be written as
φ′′0 (a∗) =
τ2aµ∆ [2a∗(µ− a∗ + ∆)− µ∆]
2Dˆa∗2T∗(a∗ − ∆)2 . (B.95)
B.2.4. Normalization condition
For the leading approximation of P0(V, a) it remains to determine the prefactor ψ0(a∗).
This quantity can be obtained from the normalization condition (3.64). We already know
the leading order of the firing rate: it is simply given by 1/T∗ – the inverse of the deter-
ministic period. Thus, the leading order solution of P0(V, a) must fulfill the equation
− eDˆ
∫ ∞
0
da ∂V P(Vth, a) =
1
T∗
. (B.96)
The left hand side of this equation must also be of zeroth order, which can be achieved
by properly choosing the factor N in Eq. (B.25). As it becomes clear below, our choice
N = 1/√2pie was indeed justified because only this scaling of e makes the left hand side
of Eq. (B.96) of order zero.
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Using Eq. (B.87) yields
1
T∗
= −eDˆ
∫ ∞
0
da
N(a)
e3/2
(B.97)
=
1√
2pie
∫ ∞
0
da (µ− a)Ψ(Vth, a) exp
(
−Φ(Vth, a)
e
)
. (B.98)
For small e 1, the integrand is strongly peaked at a = a∗ − ∆. Using Laplace’s method
[see e.g. Bender and Orszag, 1999], the prefactor of the exponential can be taken at a =
a∗ − ∆ and can be pulled in front of the integral. Furthermore, Φ(Vth, a) is expanded to
lowest order in δa = a− (a∗ − ∆):
Φ(Vth, a) =
1
2
Φaa(Vth, a∗ − ∆)(a− a∗ + ∆)2. (B.99)
Finally, the lower integration bound is extended to −∞ because negative values a do not
contribute to the integral for small e. Thus, Eq. (B.98) takes the form
1
T∗
=
1√
2pie
(µ− a∗ + ∆)Ψ(Vth, a∗ − ∆)
∫ ∞
−∞
da exp
(
−Φaa(Vth, a
∗ − ∆)
2e
(a− a∗ + ∆)2
)
,
(B.100)
=
µ− a∗ + ∆√
Φaa(Vth, a∗ − ∆)
ψ(T∗, a∗). (B.101)
Here, the Gaussian normalization formula
∫
da exp(−ba2/(2e)) = √2pie/b was used.
Thus, e cancels out.
The second derivative of Φ with respect to a in Eq. (B.101) is taken on the limit-cycle
and the threshold line, which corresponds to s = a∗ and τ = T∗. For general τ, Φaa is
given on the limit-cycle by
Φaa|∗C = ∂aq(τ, a∗) =
∂q(τ, a∗)
∂τ
(
∂τ
∂a
)
V
+
∂q(τ, a∗)
∂s
(
∂s
∂a
)
V
∣∣∣∣
V=V(τ,s=a∗)
(B.102)
From Eq. (B.52) and (B.62) it follows that ∂q(τ, a∗)/∂τ = 0 because p0(a∗) = 0 and
φ0(a∗) = 0; hence the first term in Eq. (B.102) vanishes. For the second term it holds
∂q(τ, a∗)
∂s
= φ′′0 (a∗)
[
eτ/τa − a
∗
µ− a∗
(
1− eτ/τa
)]
, (B.103)
where (B.62) and (B.93) have been used. In order to compute (∂s/∂a)V I regard V as a
function of the variables s and a:
V(s, a) =
[
µ+ 2Dˆp0(s)
]
τa ln
s
a
− τas + τaa. (B.104)
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The partial derivatives of this function at s = a∗ are(
∂V
∂a
)
s=a∗
= τa
(
1− µ
a
)
(B.105)(
∂V
∂s
)
a
∣∣∣∣
s=a∗
= τa
(
µ
a∗
+ 2Dˆp′0(a∗) ln
a∗
a
− 1
)
. (B.106)
Using Eqs. (B.93) and (B.92) and substituting a = a∗eτ/τa finally results in
(
∂s
∂a
)
V=V(τ,s=a∗)
= −
(
∂V
∂a
)
s(
∂V
∂s
)
a
∣∣∣∣∣∣
s=a∗,a=a∗e−
τ
τa
=
µeτ/τa − a∗
(µ− a∗)(ντ + 1) . (B.107)
Thus, it follows
Φaa|C∗ = µe
τ/τa − a∗
(µ− a∗)(ντ + 1)
[
eτ/τa − a
∗
µ− a∗
(
1− eτ/τa
)]
φ′′0 (a∗). (B.108)
It can be shown that the prefactor in front of φ′′0 (a∗) becomes unity for τ = T∗. In other
words, we have found the remarkable result that Φ exhibits the same shape at the reset
and the threshold:
Φaa(Vth, a∗ − ∆) = φ′′0 (a∗). (B.109)
Substituting Φaa(Vth, a∗ − ∆) = φ′′0 (a∗) into Eq. (B.101) and using (B.91) and (B.94)
yields
ψ0(a∗) =
√
φ′′0 (a∗)
|µ− a∗|T∗ . (B.110)
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Neuron models with a stochastic adaptation
current
C.1. Perfect integrate-and-fire model
In the main text, we derived a Langevin equation for the perfect integrate-and-fire (PIF)
model with an adaptation current mediated by Na two-state adaptation channels. The
subthreshold membrane potential and the fraction of open adaptation channels W obey
the dynamical equations
V˙ = µ− βW +
√
2Dξ(t), (C.1a)
τwW˙ = −W + w∞(t) +
√
2τwσ2(W, w∞(t))
Na
ξa(t), (C.1b)
where w∞(t) is unity for a duration of τAP = 1 ms following each threshold crossing
(V = Vth) and is zero otherwise. The noise strength σ2(W, w∞(t)) is given by
σ2(W(t), w∞(t)) =
1
2
{[1− w∞(t)]W + w∞(t)[1−W]} . (C.2)
Alternatively, the fraction of open channels W may be written as the sum of a determin-
istic part w and a noise part η:
W = w + η, (C.3)
τww˙ = −w + w∞(t), (C.4)
τwη˙ = −η +
√
2τwσ2(w + η, w∞(t))
Na
ξa(t). (C.5)
It is a feature of the PIF model that the firing rate is directly proportional to a constant
driving current and independent of the noise. However, even for the slowly varying
driving current µ− βW(t) in Eq. (C.1a), one can define an instantaneous firing rate
r¯(t) =
µ− βW
Vth
, (C.6)
which can be seen as the slowly varying firing rate that is obtained by averaging the
spike train over the time scale τw of the adaptation. Averaging over time scales much
larger than τw yields a constant firing rate r because the process is stationary. Thus, the
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(stationary) firing rate can be obtained by averaging Eq. (C.6), which gives r = (µ −
β〈w〉)/Vth. On the other hand, the firing rate is related to the mean fraction of open
channels by averaging Eq. (C.4):
〈w〉 = 〈w∞(t)〉 = rτAP. (C.7)
Solving for r yields
r =
λµ
Vth
, (C.8)
where λ = (1+ βτAP/Vth)−1.
Additive-noise approximation The noise term in Eq. (C.1b) or (C.5) is multiplicative
because both arguments of the noise strength σ2(W, w∞(t)) depend on the dynamical
variables. For slow adaptation, rτw  1, and large Na, however, the relative fluctua-
tions of σ2(W, w∞(t)) are small and, hence, σ2 can be treated as constant (additive-noise
approximation). This can be seen as follows: The rapid changes of σ2(W, w∞(t)) due to
the switchings of w∞(t) between 0 and 1 on the time scale of the mean ISI are averaged
out by the linear filter dynamics Eq. (C.5) if rτw  1. Thus, in Eq. (C.2) w∞(t) can be
replaced by its local average τAPr¯(t). Because of Eq. (C.6), σ2 can therefore be written as a
quadratic function of W. As explained in Sec. 4.2.4 (paragraph “Stochastic adaptation”),
the variance of W is λσ2/Na. Thus, using 〈W〉 = 〈w〉 and 〈W2〉 ≈ λ〈σ2〉/Na + 〈w〉2 the
mean of σ2 can be self-consistently determined. It can be shown that
〈σ2〉 = (〈w〉 − 〈w〉2) /(1− ∆
(1+ ∆)Na
)
(C.9)
≈ 〈w〉 − 〈w〉2 (C.10)
= rτAP − (rτAP)2, (C.11)
where ∆ = βτAP/Vth and r is given by Eq. (C.8). In the second line we neglected the
term that depends on N−1a because for large Na it is much smaller than unity. Similarly,
the variance of σ2 can be calculated neglecting terms that are third and forth order in
W. As a result, we obtain Var
[
σ2
]
= (1−∆)
2
4(1+∆)Na
〈w〉+O (〈w〉2). The relative fluctuations
of the noise intensity are given by
√
Var[σ2]/〈σ2〉. Inserting the expressions for mean
and variance of σ2 to first order in 〈w〉, we find that the additive-noise approximation
σ(W, w∞(t)) ≈ 〈σ2〉 is roughly valid if
|1− ∆|
2
√
NaτAPµ/Vth
 1. (C.12)
For the standard parameter set used in Chap. 4, ∆ = 3, µ = 0.4, τAP = 1, Vth = 1, we find
the condition 1/
√
0.4Na  1. For instance, for Na = 200 the relative fluctuations of σ2
are 11%.
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C.2. Modified Traub-Miles model
In Sec. 4.3, the analytical predictions of the PIF model have been tested in the more real-
istic conductance-based Traub & Miles model modified by Ermentrout et al. [2001]. This
model is given by the current-balance equation
Cm
dV
dt
= −INa − IK − IL − Ia + I +
√
2Dξ(t) , (C.13)
where Cm = 1 µF/cm2 is the membrane capacitance, I is the base current, and D denotes
the intensity of Gaussian white noise with correlation function 〈ξ(t)ξ(t′)〉 = δ(t − t′).
The deterministic ionic currents are given by the following equations Ermentrout et al.
[2001]:
Sodium current: INa = g¯Nam3h(V − ENa)
g¯Na = 100 mS/cm2, ENa = +50 mV
dm/dt = αm(V)(1−m)− βm(V)m, dh/dt = αh(V)(1− h)− βh(V)h
αm(V) = 0.32(V+ 54)/(1− exp(−(V+ 54)/4)), βm(V) = 0.28(V+ 27)/(exp((V+
27)/5)− 1)
αh(V) = 0.128 exp(−(V + 50)/18), βh(V) = 4/(1+ exp(−(V + 27)/5)).
Potassium current: IK = g¯Kn4(V − EK)
g¯K = 80 mS/cm2, EK = −100 mV, dn/dt = αn(V)(1− n)− βn(V)n
αn(V) = 0.032(V + 52)/(1− exp(−(V + 52)/5)), βn(V) = 0.5 exp(−(V + 57)/40).
Leak current: IL = g¯L(V − EL)
g¯L = 0.2 mS/cm2, EL = −67 mV.
M-type adaptation current: Ia = g¯aw(V − Ea)
g¯a = 1.15 mS/cm2, Ea = −100 mV, dw/dt = (w∞(V)− w)/tw(V)
tw(V) = 11.4 τw/(3.3 exp((V + 35)/20) + exp(−(V + 35)/20)), τw = 100 ms,
w∞(V) = 1/(1+ exp(−(V + 35)/10)).
In the case of a stochastic adaptation current, the M-type adaptation current is modeled
as Ia = g¯aW(V − Ea), where W = Nop/Na denotes the fraction of open channels. As in
the PIF model, the adaptation channels were assumed to be binary ion channels with
transition rates αw(V) = w∞(V)/tw(V) and βw(V) = (1−w∞(V))/tw(V). The maximal
channel conductance g¯a and the constant base current (I = 18 µA/cm2) were chosen
to result in a CV of approximately 0.6 and a firing rate of 100 Hz for a simulation of
Na = 100 ion channels. For the simulation with deterministic adaptation current and
additive white noise the base current was adjusted to yield the same rate while keeping
the conductance g¯a the same. The simulation of this model has been carried out by K.
Fisch [Fisch, 2011].
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