We consider the computation of a fixed point of a time-stepper using NewtonKrylov methods, and propose and analyze equivalent operator preconditioning for the resulting linear systems. For a linear, scalar advection-reaction-diffusion equation, we investigate in detail how the convergence rate depends on the choice of preconditioner parameters and on the time discretization. The results are especially valuable when computing fixed points of a coarse time-stepper in the equation-free multiscale framework, in which one simulates an unavailable coarse-scale model by wrapping a set of computational routines around appropriately initialized fine-scale simulations. Both analytical results and numerical experiments are presented, showing that one can speed up the convergence of iterative methods significantly for a wide range of parameter values in the preconditioner.
Introduction
We consider systems for which only a time-stepper (and not the corresponding partial differential equation) is available, and one is interested in the direct computation of fixed points. This situation arises when dealing with legacy codes, and also in the context of equation-free multiscale computation, as will be discussed below. Several classes of methods exist that only use selected matrix-vector products with the system's Jacobian, estimated using repeated calls to the time-stepper starting from several nearby initial conditions. We mention the recursive projection method (RPM) [27] and generalizations [18, 19] , and Jacobian-free Newton-Krylov methods. For the latter class, efficiency depends on the use of a good preconditioner for the linear systems arising in each Newton iteration; see e.g. [15] for an review.
In this paper, we investigate equivalent operator preconditioning for the Newton-Krylov computation of fixed points of a time-stepper for an unavailable reaction-advection-diffusion equation 1) in which the coefficients D, β and δ are unknown in closed form. As a preconditioner, we propose to use a time-stepper for an arbitrary reaction-advection-diffusion equation 2) in which the coefficients D * , β * and δ * are chosen to optimize the convergence rate.
For elliptic operators, preconditioning using a different, simpler operator has been developed in a large number of works, starting with the early papers [3, 12] , and later e.g. [2, 20, 4, 31, 28] . The notion of an equivalent operator has been used to construct a general theory for such preconditioning, see e.g. [8, 20, 21, 11] ; for operators that are a compact perturbation of unity, a superlinear convergence result has been obtained [1] . In [20] , an analysis of so-called optimal equivalent preconditioners was presented for general second-order elliptic problems in two space dimensions; the main idea is to precondition using the leading part L plus a zeroth-order term δ * I, in which δ * is chosen to optimize the convergence factor. If one can obtain small convergence factors, this is an appealing strategy, since the preconditioner L+δ * I is symmetric, positive definite, and easily inverted, especially for large δ * . We note that a generalization of this idea, in which δ * is allowed to be complex, has also been studied to precondition Helmholtz equations [7] .
One particular situation in which this analysis is useful, is the computation of coarse fixed points in the equation-free framework [13, 14] . This framework considers systems for which only a fine-scale description is available, and a corresponding coarse-scale model (such as a reaction-advection-diffusion PDE) should conceptually exist, but is difficult (or impossible) to derive analytically from the underlying fine-scale model without introducing simplifying assumptions that are hard to justify. Typical cases include bacterial chemotaxis [6] and the ionization reaction in gases [17] . The key idea, which was first proposed in [29] , is to construct a coarse time-stepper for the unavailable coarse equation as a three step procedure: (1) lifting, i.e. the creation of appropriate initial conditions for the fine-scale model, conditioned upon the coarse state at time t * ; (2) simulation, using the fine-scale model, over the time interval [t * , t * + ∆t]; and (3) restriction, i.e. the extraction of the coarse state at time t * + ∆t. In the equation-free context, the Jacobian of the coarse timestepper is not explicitly available, and therefore one cannot use preconditioning techniques that rely on algebraic manipulation, such as incomplete LU factorization (ILU). It has been proposed to construct a preconditioner based on a time-stepper for an approximate coarse model, e.g. obtained from a mean field approximation or an asymptotic expansion [22, 26] . By preconditioning with an equivalent operator, one avoids the derivation of an approximate macroscopic model, since only the order of the coarse equation is required. This paper exclusively deals with the analysis of equivalent operator preconditioning for linear scalar problems with constant coefficients. For an equation-free numerical study of coarse systems of non-linear equations with space-dependent coefficients, we refer to [25] , where we use equivalent operator preconditioners to compute traveling waves of a fine-scale multi-speed lattice Boltzmann problem.
The remainder of this paper is organized as follows. We briefly review the basic properties of the coarse time-stepper and its use in an equation-free Newton-Krylov method in section 2. In section 3, we describe the preconditioning procedure in detail, and summarize some results that are available in the literature on the choice of an optimal equivalent operator. We analyze the spectrum of the preconditioned system as a function of the preconditioning parameters, both in the continuous (section 4) and the discrete case (section 5). An additional complication in the discrete case is the effect of the time discretization. In the linear scalar case that is considered in this paper, the preconditioner B becomes identical to A for the correct choice of parameters, provided the same space and time discretization is used for both operators. The analysis reveals to what extent the preconditioned spectrum is affected by an incomplete knowledge of the parameters of A. In section 6, we present numerical convergence tests for the Richardson iteration and for GMRES. These results show that, besides the spectral convergence factor, issues related to non-normality (and the associated stagnation of iterative methods) should be taken into account when choosing the preconditioning parameters. We conclude in section 7 with a brief discussion on the applicability of the results.
2 Equation-free Newton-Krylov methods
The coarse time-stepper
We briefly review the coarse time-stepper as it was introduced by Kevrekidis et al. [13] . Consider an abstract fine-scale evolution law, and corresponding time-stepper,
in which u(x, t) represent the fine-scale state variables, x ∈ D m and t are the fine-scale independent variables, ∂ t denotes the time derivative, and δt is the size of the fine-scale time-step. We assume that a coarse model, denoted by
conceptually exists, but is unavailable in closed form. In equation (2.2), U (X, t) represent the coarse state variables, and X ∈ D M and t are the coarse independent variables. The aim is to obtain a coarse time-stepperS for the variables U (X, t) as
where ∆t denotes the size of the coarse time-step, and the bars have been introduced to emphasize the fact that the time-stepper for the coarse variables is an approximation of a time-stepper for (2.2), since this equation is not explicitly known.
To this end, we introduce two operators that make the transition between fine-scale and coarse variables. We define a lifting operator,
which maps coarse to fine-scale variables, and its complement, the restriction operator,
The restriction operator can often be determined as soon as the coarse variables are known. For instance, when the fine-scale model consists of an evolving ensemble of many particles, the restriction typically consists of the computation of the first few low order moments of the distribution (density, momentum, energy).
The construction of the lifting operator is usually more involved. Again taking the example of a particle model, we need to define a mapping from a few low order moments to initial conditions for each of the particles. The assumption that an equation exists and closes at the level of these low order moments, implies that the higher order moments become functionals of the low order ones on time-scales that are fast compared to the overall system evolution (slaving); but unfortunately, these slaving relations are unknown (since the coarse evolution law is also unknown). Several approaches have been suggested to address this problem. We refer to [9, 10, 30] for an algorithm that only uses a time-stepper for the original fine-scale system.
Given an initial condition for the coarse variables U (X, t * ) at some time t * , we construct the time-stepper (2.3) in the following way:
1. Lifting. Using the lifting operator (2.4), create appropriate initial conditions u(x, t * ) for the fine-scale time-stepper (2.1), consistent with the coarse variables.
2. Simulation. Use the fine-scale time-stepper (2.1) to compute the fine-scale state
3. Restriction. Obtain the coarse state U (X, t * + ∆t) from the fine-scale state u(x, t * + ∆t) using the restriction operator (2.5).
Assuming ∆t = kδt, this can be written as
where we have represented the k fine-scale time-steps by a superscript on s. If the finescale model is stochastic, one may need to perform multiple replica simulations, using an ensemble of fine-scale initial conditions, to obtain an accurate result with a sufficiently low variance.
Computation of coarse steady states
A coarse steady state can be computed as a fixed point of the coarse time-stepper,
This nonlinear system can be solved with a Newton-Raphson procedure, 8) with the correction dŪ (k) the solution of the linear system
is the linearization of a coarse time-stepper, we do not have its explicit formula. However, we can estimate matrix-vector products as
Therefore, we solve the linear system (2.9) using a Krylov method, such as GMRES [24] .
5
The convergence rate of GMRES depends heavily on the spectral properties of the system matrix in equation (2.9) . For GMRES to converge rapidly, the eigenvalues should be clustered, e.g. around one [23] . SinceS(Ū, ∆t) is a time-stepper, most of its eigenvalues are contained within the unit circle; the eigenvalues ofḠ U (Ū, ∆t) can then lie arbitrarily close to zero. Preconditioning will be therefore be necessary to bound the eigenvalues away from zero while keeping the large eigenvalues small.
We define a preconditioning matrix M (Ū, ∆t), and replace the linear system (2.9) with
Ideally, M (Ū, ∆t) is both a good approximation of the system matrix, as well as a matrix for which an efficient (direct) solver is available.
Optimal equivalent operator preconditioning
Consider a linear advection-reaction-diffusion equation 
As a preconditioner, we propose to use a different advection-reaction-diffusion equation
Obviously, if we choose D * = D, β * = β and δ * = δ, we have B = A; however, when the coefficients of A are not known, this choice is not possible. Hence, we are led to investigate the effect of the parameters of the operator B on the convergence of iterative methods.
In [20] , it was proposed to build a preconditioner using the leading part (the diffusion term), to which a linear reaction is added, i.e. (3.2) with β * = 0, in which D * is an estimate for the diffusion coefficient D, and δ * ∈ R is chosen to optimize the convergence rate. The paper [20] analyzed the case D = D * = 1. When δ = δ * = 0, the spectrum of B −1 A then lies on the union of intervals 1 ± i(0, √ 2β/4π]; however, for some value δ
the spectrum of B −1 A can be confined in a circle with radius r − < 1/4 and center 1 − r − , independent of the value of β [20] . Because the spectra of the preconditioned matrices are in a region that is bounded away from zero and independent from β and h, the convergence rate of iterative methods is also independent of β and the mesh size. For Richardson iteration, the convergence factor is minimized by choosing δ * = δ − . For Krylov methods, δ * should typically be chosen much smaller [20] ; however, an analytical treatment in that case is highly nontrivial, see e.g. [16] .
A similar result was obtained for the space discretization B
−1
h A h , both in the case of upwind and central discretizations on a mesh Π = {x 0 = 0,
L} with homogeneous Dirichlet boundary conditions; for the central discretizations, there is a requirement that that Peclet number γ = βh/(2D) < 1. In this paper, we only discuss centered finite differences in space; we refer to [20] for a comparison between an upwind and a centered discretization of the advection term.
We are interested in computing steady state solutions of equation (2.7). We discretize (3.1) and (3.2) in space and time to obtain a time-stepper that can be used in equation (2.9) . To this end, we introduce the semi-discretized operators
and
Clearly, the choice of the time discretization scheme will influence the spectral properties of the corresponding matrices. We give two examples. If we take the same discretization for the preconditioner, we are interested in the spectrum of
Note that the preconditioning matrix will have an increased bandwidth. If we define a backward Euler scheme with time-step ∆t = kδt for the preconditioner, only linear systems with B h need to be solved [26] . The matrix to analyze is then given by
4 Spectral analysis for the continuous case
In this section, we investigate the spectrum of the continuous operator B −1 A, which we consider on the domain [0, L] with homogeneous Dirichlet boundary conditions. The eigenvectors of A are given by u n (x) = e −β/2D x sin(nπx/L), with corresponding real eigenvalues
Note that the operator A is a non-normal operator. The eigenstates u n (x) are not orthogonal. We denote the largest eigenvalue as λ
A < 0, the solution decays in the long-term limit.
In the following, we will denote the spectrum of an operator by Σ(·). We now proceed to characterize Σ(B −1 A). 
then all eigenvalues of the preconditioned system B −1 A lie on a circle with radius
that intersects the real axis at D/D * .
Proof. As in [20] , we rewrite the eigenvalue problem B −1 Au = µu as
The values of µ for which the operator A−µB has a zero eigenvalue correspond to eigenvalues of the preconditioned problem. By noting that the advection-diffusion-reaction operator
is similar to A but with different constant coefficients, we obtain the condition
which we rewrite as a second-order polynomial in µ,
Before we analyze the solutions, we make a convenient transformation. Since the dominant term is (D − µD * ) 2 (nπ/L) 2 as n → ∞, the zeros of (4.6) accumulate towards D/D * . We therefore rewrite the equation with respect to this accumulation point and make the transformationμ
(4.7) Around the accumulation point, the solutions are complex since the discriminant,
is negative for large n.
All the eigenvalues of the preconditioned system fit the polynomial equation (4.7). For a given n, the equation has a negative discriminant (4.8) if δ * is chosen between
The term under the square root is recognized as −λ n A /D, with λ n A < 0 an eigenvalue of A. The square root is therefore real and, for all n, both δ + n and δ − n are real. It is also clear that
, then the discriminant is negative for each n and all the solutions of equation (4.7) are complex conjugate and satisfy, with the help of Vieta's root formula,μ
We now proceed to prove that the eigenvaluesμ n lie on a circle that touches the origin. When we assume the circle to be in C − , we writeμ n = r(e iφ − 1) we find a radius
independently of n; hence the spectrum lies on a circle. If r < 0, the spectrum lies on a circle in C + . We then conclude the proof by performing the substitution µ =μ + d.
The case β * = 0. When we set β * = 0, we obtain the optimal equivalent preconditioner that was proposed by Manteuffel and Otto [20] . The choice δ * = δ − is then the optimal choice proposed by Manteuffel and Otto in [20] for the Richardson iteration. It corresponds to the minimal radius of circles When β → ∞, we can simplify the equation for δ ± in (4.9) to The case β * > 0. When β * > 0, the preconditioner becomes a non-symmetric operator, requiring more computational effort to solve. In the equation-free setting, however, this is not problematic, since the cost of the computation of a matrix-vector product using the coarse time-stepper can be huge. We therefore really want to minimize the number of preconditioned iterations, and we can safely neglect the work that is done in solving linear systems with the preconditioner. As a final remark, we note that one should expect to see superlinear convergence for Krylov methods [1] , since most of the eigenvalues will lie on the right hand side of the circle and will accumulate near d.
5 Spectral analysis for the discrete case
A single forward Euler time step
We now turn to the discrete case (3.5), in which we first consider k = 1 (∆t = δt) for simplicity; we introduce the discretization parameter h = N/L and the Peclet number 2) and the matrix (3.5) then reduces toB
hÃ h ∈ R N ×N . We provide some results for more general cases in the subsequent sections.
The eigenvalues of the preconditioned matrixB −1 hÃ h are µ ∈ C for whichÃ h − µB h has an eigenvalue zero. In the following, we will denote the spectrum of a matrix by Σ(·). As for the continuous case, we now proceed to characterize Σ(B 
that intersects the real axis at
Proof. The eigenvalues of a tridiagonal N by N matrix M=tridiag(b, a, c) are given by
with n = 1, 2, . . . , N . Applied to the matrix A h , as defined in (3.3), the eigenvalues are
Depending on the sign of 4D 2 − β 2 h 2 , these eigenvalues either lie on the negative real axis or on a line parallel with the imaginary axis intersecting the real axis in −2D/h 2 + δ. We look for the values of µ that satisfỹ
We introduceμ = µD * /D, and look forμ as the solutions of
with n = 1, . . . , N and t n = cos( nπ N +1 ). Since cos(nπ/(N +1)) = − cos((N +1−n)π/(N +1)), this is equivalent to
hÃ h ) is formed by the solutions of
with n ≤ N/2.
The analysis of the solutions of equation (5.6) is easier if we first make a transformation of variables fromμ toν,μ
where the shift is found by solving equation (5.5) forμ with t n = 0. This transformation leads to a second order polynomial in the new variableν,
with coefficients
Again the application of Vieta's root formula and writingν n =r(e iφ − 1) we find a radiuŝ
This radius is independent of n, which suggests that the solutions lie on circle. This, however, is only true if all eigenvalues form complex conjugate pairs. To check this, we consider the discriminant of the equation (5.8), which is given as
Depending on the choice ofδ * , D n changes sign. Only if D n ≤ 0, the solutions lie on the circle. Since D n is a quadratic function of δ * , its value is negative between the roots of D n = 0, provided the term leading δ * 2 is positive. This is the case for γ < 1.
The interval of possible choices ofδ * that make D n < 0 for all n ≤ N/2 is determined by n = 1. Setting D 1 = 0 with n = 1 and solving forδ * leads to two solutions
These bounds onδ * are real if the term under the square root (which is proportional to the product λ 1
) is positive. Since we have assumed Σ(A h ) ∈ C − , this is always the case.
When scaling back fromμ to µ, we find that the eigenvalues µ lie on a circle with radius
that intersects with the real axis at
To conclude the proof, we now rewrite these formulae in terms of the original δ, δ * , D and 
If the limit h → 0 is taken with all other parameters fixed, the point where the circle intersects with the real axis, µ * = (−2D + h 2 δ)/(−2D * + h 2 δ * ), shifts to d = D/D * , our result for the continuous case. Similarly, it can also be checked that the radius of the circle approaches our continuous result. Hence, for sufficiently small h, one can bound the radius of the circles -and the associated convergence factor -independently of β and h.
Numerical illustration
We now proceed to illustrate this result numerically. We first show that the resulting preconditioners are unaffected by a scaling of all coefficients. 
/d (and hence the resulting optimal preconditioner is identical up to scaling of all values with d). The radius is then scaled with d and the Richardson convergence factor is independent of d.
Next, we look at the effect of using γ * = γ on the optimal parameters and associated Richardson convergence rate. [20] . We also recover the result of [20] that, for γ * = 0, r − < 1/4, and
Next, we illustrate the effects of deviating from optimality on the convergence factors. Given the freedom in all preconditioning parameters, and the difficulty in selecting a convenient δ * once D * and γ * have been chosen, one could be inclined to simply put δ * = 0, and look at the convergence factor as a function of γ * . The next example investigates this (λ) (λ)
Figure 5: Left: The eigenvalues of the system using a forward Euler preconditioner using k = 1 (crosses) and k = 2 (circles) steps. The value of µ * for k = 2 is indicated with a black dot. Right: Spectrum of (3.5) for increasing k with γ = 0.2 and ν = 0.2.
Multiple time steps preconditioned with forward Euler
If we consider two forward Euler steps (k = 2), the situation immediately becomes much more complicated. Starting from (3.5) and substituting ν = δt/h 2 , we have 20) which can be seen as the discretization of a fourth order equation that depends on ν. Finding the eigenvalues µ of (5.20) is equivalent to finding the values of µ for which
For k > 1, we will only obtain approximations to some particular points in the spectrum. figure 5 (left). We see that for the leftmost eigenvalues, there is agreement between k = 1 and k = 2. This can be understood by looking at behavior for smooth modes. For modes
h u we can make the following approximation
For these modes, the eigenvalues are independent of k and they behave as the eigenvalues of B
−1
h A h , which were discussed in the previous section. However, the behaviour of the rightmost eigenvalues is significantly different. To understand this, we look at the dominant part of A h and B h . This is tridiag 1/h 2 , −2/h 2 , 1/h 2 multiplied with, respectively, D and D * . The largest eigenvalues of this dominant part is approximated by, respectively, −4D/h 2 and −4D * /h 2 , which leads to the approximation of the dominant eigenvalue of the preconditioned system figure 5 (right) . We see that the leftmost eigenvalues are still well approximated by the values for k = 1. The circles, however, quickly become perturbed and the value µ * → 1; this can be explained with the help of (5.23) by realizing that, for numerical stability of the time integration, both |1 − 4Dν| < 1 and |1 − 4D * ν| < 1. For k > 1, we also see two real eigenvalues at the left end of the circle, indicating that the value of δ − (for which we have a double real eigenvalue) depends on k. We see that the eigenvalues away from the real axis are still well approximated by the values for k = 1. The circles, however, quickly become perturbed and the value µ * → 1; this can be explained by realizing that, for numerical stability of the time integration, both |1 − 4Dν| < 1 and |1 − 4D * ν| < 1.
Multiple time steps preconditioned with backward Euler
In a similar way, we analyze some particular eigenvalues in the spectrum when backward Euler is used as a preconditioner. The advantage of using backward Euler is that one only needs to solve linear systems with the matrix B h to apply the preconditioner [26] , reducing the bandwidth compared to k forward Euler steps.
Again, if u is a mode for which u
h u holds, we make the approximation
These modes will behave like the forward Euler case with k = 1 and align with the circles that were discussed before.
Another particular eigenvalue is found by looking at the dominant parts in A h and B h . This eigenvalue is now given by Again, we see that the leftmost eigenvalues are not significantly different from those for the forward Euler case with k = 1. We also confirm that for ν 1, the intersection with the real axis is at µ * = D/D * . For k → ∞, we see µ * → 1. Also here, δ − depends on k, as is seen from the fact that two real eigenvalues appear for k > 1.
Numerical convergence tests
In this section, we illustrate convergence of both Richardson and Krylov iterative methods. In the equation-free context, Richardson iterations are impractical to use, due to the presence of a user-defined damping parameters that depends on the preconditioned spectrum (which is unknown). However, numerical convergence tests using this method are still useful, since they confirm the spectral analysis of section 5, and additionally showing the effects of non-normality. Moreover, these experiments provide an upper bound for the convergence of GMRES. In all experiments, we search the solution x of A h x = b, with b a random vector, using x 0 = 0 as the initial guess.
The case β
We start by considering preconditioning using β * = 0. To this end, we consider the matrix the preconditioner B h using D * = 1 and β * = 0 using several values of δ * . For each value of δ * , we choose the corresponding optimal Richardson parameter τ = 1/(µ * − r). The results are shown in figure 7 . The figure shows that the convergence factor, computed as the average over 5 iterations, agrees with the spectral analysis during the initial iterations for δ * < δ − . For δ * > δ − , although real eigenvalues appear that are not on the derived circle, we still observe initial convergence with a rate that corresponds to the radius of the circle. After a few iterations, we notice stagnation during a number of iterations that is proportional to δ * . This can be explained by the non-normality of the iteration matrix. A careful analysis, however, is somewhat involved [5] . After this stagnation, we again expect convergence with the asymptotic convergence factor. Convergence does accelerate, but the maximal accuracy was reached before we obtained the asymptotic convergence factor. However, convergence accelerates faster when δ * is closer to δ − . We remark that, for values of δ * > δ c ≈ −1237, Richardson iterations diverge (not shown on figure).
We repeat the experiment using GMRES as the iterative method. The results are shown in figure 8 . We see that, in contrast to Richardson iterations, GMRES converges for all values of δ * , and exhibits an initial stagnation period that grows with δ * . Also, the convergence rate initially increases with decreasing δ * , but quickly reaches a rate that is independent of δ * . Again, the tolerance was reached before we could observe the asymptotic convergence factor. 6.2 The case β * = 0 with δ
Since the non-normality is caused by the advection term depending on β, we now investigate to what extent the above stagnation can be eliminated by adding an advection term to the preconditioner. We again consider the matrix A h with D = 1, β = 50, δ = 20, h = 2 · 10 −3 , and N = 499, leading to γ = 0.05. We define the preconditioner B h using D * = 1 and several values of β * , each time using the corresponding value of δ * = δ − (β * ). We again use Richardson iterations with the corresponding optimal Richardson parameter. The results are shown in figure 9 . It can be seen that, as expected, the initial convergence factor is smaller for values of γ * closer to γ. Moreover, the initial convergence factor is the same for γ * = 0.03 and γ * = 0.07, as well as for γ * = 0.04 and γ * = 0.06. We also note that, for γ * < γ, the length of the stagnation period decreases for increasing γ * . However, we note that there is no stagnation for γ * > γ. We may explain this as follows. From the previous section, we know that stagnation becomes more important for large negative values of δ − . From the observation in example 5.3, it is seen that δ − (γ * ) does not decrease rapidly for γ * > γ, hence we may expect that there will be less stagnation.
We again repeat the experiment using GMRES as the iterative method. The results are shown in figure 10 . The conclusions are the same: for values γ * < γ, we have an initial stagnation period with a length that depends on |γ * − γ|, whereas this stagnation is absent for γ * > γ. 6.3 The case β * = 0 with δ * = 0.
Since we are interested in cases where the coefficients in the matrix A h are not known exactly, we cannot expect to have the optimal value δ − available. We now investigate convergence when we simply use δ * = 0, as a function of γ * . We again consider the matrix Note that δ − > 0 for γ * > 0.1, so that, with δ * = 0, not all eigenvalues are on the circle in that case. Figure 11 (left) shows convergence for several values of γ * . We see that there never is stagnation (which could be expected since δ * = 0). We also show the convergence factor, which is computed as the 6-th root of the ratio of the residual at iterations n and n − 6, with n the total number of iterations at convergence, as a function of γ * , see figure 11 (right). There is perfect agreement, even for γ * > 0.1, which indicates that the eigenvalues that are not on the circle do not influence the asymptotic convergence rate.
We now repeat the same experiment with GMRES, and compare the behaviour with Richardson. The results are shown in figure 12 . We can make two observations. First, for γ > 0, the asympotic convergence factors of Richardson and GMRES are nearly identical. At the left, we see (for γ * = 0.15) that GMRES converges faster during the initial iterations, after which convergence proceeds at the same rate as Richardson iteration. This can be explained by recalling that the eigenvalues of the preconditioned system lie on circles with only a few eigenvalues at the leftmost side. Also note that for negative γ * , the asymptotic convergence rates differ. For γ * = −0.03, for instance, Richardson diverges, while GMRES converges very slowly (ρ ≈ 1), since GMRES cannot diverge.
Multiple time steps
In the next experiments, we assess the influence of taking multiple time-steps. We first consider forward Euler preconditioning leading to preconditioned linear systems of the form (3.5). We consider the matrix A h with D = 1, β = 50, δ = 20, h = 2 · 10 −3 , and N = 499, leading to γ = 0.05. We define the preconditioner B h using D * = 0.7, β * = 100 and δ * = 0. For the time discretization, we consider k ∈ {1, 2, 4, 8} and ν ∈ [0.01, 0.15] using forward Euler both in the system and the preconditioner. We again use Richardson iterations with the corresponding optimal Richardson parameter. (As follows from the previous section, the results for GMRES iteration are identical.) The results are shown in figure 13 (left). For k = 1, the spectrum does not depend on ν, and the observed convergence factor is approximately constant. For k > 1, the convergence factor decreases with increasing ν, until it reaches a stationary value. This can be explained from the spectral analysis. As k increases, the intersection point µ * → 1, and therefore the spectrum gets compacted in a smaller region.
We now repeat the experiment with backward Euler preconditioning. The effect is more dramatic, see figure 13 (right). For each value of k, we note a sharp increase of the convergence factor as a function of ν, up to a peak, after which the convergence factor decreases again. The larger the value of k, the less pronounced this peak is. (For k = 1, we even get divergence for ν > 0.12.) 
Conclusions and discussion
The equation-free framework constitutes a class of numerical multiscale methods that allow the computation of solutions of an unavailable coarse-scale model by means of a coarse time-stepper, wrapped around appropriately initialized fine-scale simulations. This coarse time-stepper can be used to estimate matrix-vector products with the system's unavailable Jacobian, allowing the use of iterative methods to directly compute coarse steady states as fixed points of the coarse time-stepper. Since the spectral properties of the time-stepper are unfavorable, preconditioning will be necessary. In this paper, we proposed to precondition equation-free Newton-Krylov computations using an operator of the same type, in which one chooses the parameters to achieve fast convergence.
We have analyzed this equivalent operator preconditioning for a linear reaction-advectiondiffusion A with constant coefficients, as a function of the parameters of the preconditioner B. The analysis shows that, for given diffusion and advection coefficients D * and β * in B, one can always find an optimal reaction coefficient δ * = δ − , such that the spectrum of the operator B −1 A is contained in a circle with a radius r − that is bounded uniformly in the advection coefficient β of the operator A; consequently the Richardson and GMRES convergence rates are also bounded uniformly. (For β * = 0, we recover the result by Manteuffel and Otto [20] .) A similar result was obtained for the discrete case, using central differences, provided the Peclet number γ = βh/(2D) < 1, confirming mesh-independent convergence rates. These results were verified numerically. The numerical experiments additionally revealed a stagnation period during convergence, which grows with |δ * |. Since |δ − | is does not become very large when γ * > γ, we do not see stagnation in this case.
We also analyzed the effect of time discretization when multiple forward Euler time-25 steps with the operator A are taken. We considered two cases. When taking the same number of forward Euler time-steps with the preconditioner B, the results show that the convergence rate decreases as k increases. One can, however, also use a single backward Euler step in the preconditioner, which results in a lower bandwidth of the linear systems that need to be solved with the preconditioner. In that case, the convergence slows rapidly as a function of ν = δt/h 2 , and speeds up with k.
Choosing β * = 0 and δ * = δ − results in a symmetric positive definite preconditioner that is easily inverted. However, this choice may result in stagnation of the iterations (especially in one space dimension). Since, in our case, a matrix-vector product involves integration with the coarse time-stepper, we really want to minimize the number of matrixvector products, and we may safely neglect the amount of work that is required for a system solve with the preconditioner. The results then indicate that, to get an acceptable convergence rate, it is advisable to add some advection to the preconditioner, and it is better to overestimate the advection term than to underestimate it. Then, one can simply put the reaction term δ * = 0. This paper only contains an analysis for linear scalar problems with constant coefficients. For systems of coupled nonlinear equations, we propose to use a decoupled system of reaction-advection-diffusion equations as preconditioner. A detailed numerical study of the convergence behaviour for this case is given [25] , where we also apply the method to compute coarse traveling waves in a multispeed lattice Boltzmann model for the ionization of gases.
