Abstract. The aim of this paper is to derive higher order energy estimates for solutions to the Cauchy problem for damped wave models with time-dependent propagation speed and dissipation. The model of interest is
Introduction
Let us consider the following Cauchy problem for the damped wave equation with time-dependent propagation speed and dissipation: u tt − a 2 (t)∆u + b(t)u t = 0, u(0, x) = u 0 (x), u t (0, x) = u 1 (x).
The total energy of the solution to (1) is defined by E(u, t) = 1 2 R n a 2 (t)|∇u(t, x)| 2 + |u t (t, x)| 2 dx.
The properties of the time-dependent propagation speed a = a(t) and the coefficient b = b(t) in the damping term have different effects on the behavior of E(u, t) as t → ∞. First we consider the properties of the energy in the case b(t) ≡ 0 in (1). If 0 < a 0 ≤ a(t) ≤ a 1 , in general one cannot expect the so-called generalized energy conservation property (GEC), that is, the both sided estimate C 0 E(u, 0) ≤ E(u, t) ≤ C 1 E(u, 0)
holds for the wave energy with positive constants C 0 and C 1 . The main reason is, that an oscillating behavior of a = a(t) may have a very deteriorating influence on the energy behavior of the solutions to (1) (see [5] , [14] ). However, if we assume for the oscillating behavior of a = a(t) the assumptions |a (k) (t)| ≤ C k (1 + t) −k for k = 0, 1, 2, then (GEC) holds (see [12] ). In this case only very slow oscillations are allowed. In general, very fast oscillating coefficients one might expect to destroy the estimates, which are valid for very slow oscillating coefficients. However, in [8] even though the oscillations are very fast, the author has proved (GEC) to (1) under the following additional assumptions to the coefficient:
and
for some real a ∞ and q ∈ (0, 1) with r > q + 1 − q M . Here (3) is called stabilization condition (see [8] ) and by this condition one can get some benefit of higher order regularity of a = a(t). Moreover, in the case b(t) ≡ 0 in the paper [10] the authors studied the Cauchy problem (1) after introducing a(t) = λ(t)ω(t) with the monotonously increasing shape function λ = λ(t) and the (bounded) oscillating function ω = ω(t). By using the C M -property of λ = λ(t) and ω = ω(t) and the idea of stabilization condition they proved a two sided estimate
where the non-negative constants C 0 and C 1 depend on the data and E λ (u, t) = 1 2 R n λ 2 (t)|∇u(t, x)| 2 + |u t (t, x)| 2 dx.
Now we discuss the Cauchy problem (1) in the case of constant speed of propagation a(t) ≡ 1. Assuming a suitable control of the oscillations in b = b(t), the following classification of damping terms b(t)u t is proposed in [16] and [17] : noneffective dissipation, effective dissipation, scattering producing and over-damping producing. Now let us consider the Cauchy problem (1) with time-dependent propagation speed and dissipation. In [2] the authors studied the Cauchy problem (1) assuming a suitable control of the oscillations of a = a(t) and b = b(t). They proposed a classification of the damping term b(t)u t in terms of an increasing speed of propagation a = a(t), given in [16] and [17] . For the effective dissipation case the authors proved energy of the solution (1) the following L 2 − L 2 energy estimate for all t > 0:
In this paper we will restrict ourselves to "effective shape functions" ρ = ρ(t) in the sense of [2] and [17] . The main goal of this paper is to derive higher order energy estimates for solutions of the Cauchy problem (1) with coefficients bearing very fast oscillations and effective shape functions. For this reason, in order to allow very fast oscillations and to control them we assume that the coefficients a = a(t) and b = b(t) can be represented by the following products:
a(t) = λ(t)ω(t) and b(t) = ρ(t)ω(t).
Here λ = λ(t) and ρ = ρ(t) determine different kinds of non-trivial shape functions and ω = ω(t) determines a bounded oscillating function, having certain very fast oscillations. Thus, in this paper we devote ourselves to the following Cauchy problem:
u tt − λ 2 (t)ω 2 (t)∆u + ρ(t)ω(t)u t = 0, u(0, x) = u 0 (x), u t (0, x) = u 1 (x), (5) with suitable assumptions on the time-dependent coefficients λ(t), ρ(t) and ω(t). The content of the paper is organized as follows:
-In Section 2 we will introduce our assumptions for the coefficients λ = λ(t), ρ = ρ(t) and ω = ω(t). -In Section 3 we apply (hyperbolic and elliptic) WKB-analysis to get representations of solutions. For this reason we divide the extended phase space into some zones and transform the second order equation to a system of first order for suitable micro-energies. This gives us precise information on the structure of fundamental solutions in different parts of the extended phase space. -Section 4 is devoted to glue the estimates for the fundamental solutions from different parts of the extended phase space. -In Section 5 we present our main theorem containing energy estimates for solutions of the Cauchy problem (5). -In Section 6 we explain our assumptions and the main results for some examples of admissible coefficients. -Some concluding remarks and open problems in Section 7 complete the paper.
Notations In this paper we use f g for positive functions f and g if there exists a constant C > 0 such that the estimate f ≤ Cg is valid. Moreover, f ≈ g denotes if f and g satisfyf g and g f . f = o g denotes that lim sup x→∞ f (x) g(x) = 0. (| · |) denotes for a matrix the matrix of the absolute values of its entries. We introduce [x] + := max{x, 0}. By H σ andḢ σ we denote Bessel and Riesz potential spaces based on L 2 , respectively.
Assumptions
We assume the following conditions for λ = λ(t) and ω = ω(t) belonging to C M (R + ) with M ≥ 2 (here we follow some ideas of [10] ):
(A1) λ(t) > 0 and λ ′ (t) > 0 for all times t > 0 and the derivatives of λ satisfy the conditions
where λ 0 and all λ k are positive constants and Λ(t) = 1 + t 0 λ(τ )dτ is a primitive of λ(t); (A2) 0 < c 0 ≤ ω(t) ≤ c 1 and the derivatives of ω satisfy the conditions
where all ω k are positive constants and Ξ = Ξ(t) is a positive, monotonous and continuous function satisfying the compatibility condition
where Θ = Θ(t) is a strictly increasing continuous function with Θ(0) = 1, Θ(t) < Λ(t) for t > 0 and
(A4) for M ≥ 2 the following estimate holds:
(A5) the function F = F (Λ(t)) is defined by
This implies that
where F (Λ(t)) → ∞ as t → ∞. Here we suppose that the right-hand side exists for all t ≥ 0.
Cauchy problems with increasing speed of propagation have been considered in [15] . Following their approach the assumption (A1) is standard. The assumption (A3), which is introduced as stabilization condition, allows us to control a certain amount of very fast oscillations. In particular, this stabilization condition describes an error made from the oscillating behavior of the coefficients.
Remark 1. If we consider very slow oscillations (according to the definitions in [14] ), that is, Θ(t) ≡ Λ(t) and F (Λ(t)) ≡ Λ(t) the assumptions (A3) to (A5) trivially hold and by these choices the stabilization condition disappears. Hence, the stabilization condition (A3) has a meaning only in the case M ≥ 2.
Now motivated by the considerations from [1] and [2] , in order to study the interaction between the shape functions λ = λ(t), ρ = ρ(t) and the oscillating function ω = ω(t) we assume the following conditions:
, where all µ k are positive constants;
is monotonic and µ(t) → ∞ for t → ∞;
, where C 5 is a positive constant.
The assumptions (B3) and (B4) describe the effective damping case related to a given increasing propagation speed. In particular, (B4) excludes the overdamping case (see [2] ). The assumption (B5) allows us to control a certain amount of very fast oscillations in the damping term ρ(t)ω(t)u t .
Representation of solutions
We perform the partial Fourier transformationû(t, ξ) = F x→ξ (u)(t, ξ) to (5) with respect to spatial variables. Then, we havê
Applying the transformation
transfers the Cauchy problem (6) into
where
The coefficient m = m(t, ξ) of the mass term is defined by
Due to the assumptions (B2), (B3) and (B5) we see that ρ(t)ω(t) ′ is a negligible term in (8) , that is, it holds ρ(t)ω(t) ′ = o (ρ(t)ω(t)) 2 as t → ∞. Hence, we can introduce a separating curve Γ as follows:
This curve divides the extended phase space in two regions, the hyperbolic region Π hyp and the elliptic region Π ell , as follows:
Let us define the auxiliary weight function
Division of the extended phase space. Now we will divide both regions of the extended phase space into zones in order to organize the necessary steps of WKB-analysis. This procedure was developed in [15] and [18] . Here we follow some ideas of [2] . However, we shall restrict the considerations to a smaller hyperbolic zone and elliptic zone in the extended phase space to cope with stronger oscillations in ω = ω(t) in our approach. The zones are defined as follows:
-hyperbolic zone:
and Θ(t)|ξ| ≥ N ; -oscillation subzone:
and Θ(t)|ξ| ≤ N, Λ(t)|ξ| ≥ N ; -reduced zone:
-elliptic zone:
-dissipative zone:
Here in general, N is a large positive constant and ε is a small positive constant. Both will be chosen later. Let us introduce the separating lines between the dissipative zone and the elliptic zone by t diss (|ξ|) =: t diss , between the elliptic zone and the reduced zone by t ell (|ξ|) =: t ell , between the reduced zone and oscillation subzone by t red (|ξ|) =: t red , between the oscillation subzone and the hyperbolic zone by t osc (|ξ|) =: t osc . By the definitions of the zones we can see that these separating lines really exist and can be described by functions due to the monotonicity of the functions
and F (Λ(t)). We define
where χ ∈ C ∞ [0, ∞) such that χ(t) = 1 for 0 ≤ t ≤ 1 2 and χ(t) = 0 for t ≥ 1. Introducing the micro-energy U (t, ξ) := h 1 (t, ξ)û(t, ξ), D tû (t, ξ)
T we obtain from (6) the system of first order
with the initial condition
On the other hand, we define the micro-energy
by (7) we obtain that V = V (t, ξ) satisfies the following system of first order:
Definition 1. For any t ≥ s ≥ 0, we denote by E = E(t, s, ξ) and E V = E V (t, s, ξ) the fundamental solutions of (11) and (12), respectively, that is, the matrix-valued functions solving the Cauchy problems
Hence, it is easy to prove that
Remark 2. By the previous considerations, after obtaining estimates for E V (t, s, ξ) it is sufficient to apply the backward transformation to the original Cauchy problem. That is, we transform back E V (t, s, ξ) to estimate the fundamental solution E(t, s, ξ) which is related to a system of first order for the micro-energy λ(t)|ξ|û, D tû , which gives the representation
where the matrix T (t, ξ) is defined in the following way:
with the inverse matrix
where the auxiliary function
is related to the transformed damping term ρ(t)ω(t)û t .
Considerations in the hyperbolic zone
In the hyperbolic zone after M steps of diagonalization procedure we can guarantee that the remainder part is uniformly integrable over the hyperbolic zone.
Here we follow some ideas of [8] , [10] and [18] . First of all let us introduce the following family of symbol classes in the hyperbolic zone.
are valid for all (t, ξ) ∈ Z hyp (N ) and all k = 0, 1, · · · , l with l ≤ M . Here M is the order of the regularity of the time-dependent coefficients as well as the number of steps of the diagonalization procedure.
We note that in Z hyp (N ) the auxiliary symbol ξ λ(t),ω(t) can be estimated by
From the definition of the symbol classes we may conclude the following rules.
Proposition 1. The following statements are true:
Proof. We only verify the fourth property.
where we used (15), the assumption (A4) and the definition of the hyperbolic zone. ⊓ ⊔ Proposition 2. Assume the conditions (A1), (A2) and (B1), (B2). Then, the following inequalities hold:
In the hyperbolic zone we have h 2 (t, ξ) = ξ λ(t),ω(t) . So, we introduce the micro-
Let us carry out the first step of the diagonalization procedure. The eigenvalues of the first matrix are ± ξ λ(t),ω(t) . Thus, the matrix of eigenvectorsM and its inverseM
{0, 1}. Now we want to carry out further steps of the diagonalization procedure. The goal is to transform the previous system such that the new matrix has diagonal structure and the new remainder belongs to a "better" hyperbolic symbol class. The diagonalization procedure for the following lemma is essentially based on the approach used in [14] and [18] for wave equations with variable speed of propagation.
Lemma 1.
There exists a zone constant N > 0 such that for any k = 0, 1, · · · , M we can find matrices with the following properties:
all these matrices are defined in Z hyp (N ) such that the operator identity
is valid.
Finally, we obtain for
which is uniformly integrable over the hyperbolic zone by Proposition 1. To complete the derivation of our representation we need more information on the diagonal matrices D k = D k (t, ξ). An improvement of the diagonalization procedure was developed in [8] . The author performed diagonalization steps in order to use structural properties of the coefficient matrices by assuming higher regularity of the entries of the matrix. Following [8] and [9] we arrive at the following lemma. 
For this reason after M steps of diagonalization it is sufficient to construct the fundamental solution satisfying the system
At first we solve the diagonal system
Its fundamental solution is given by
We make the ansatz
with a uniformly bounded and invertible matrix Q M = Q M (t, s, ξ). It follows that the matrix Q M satisfies the Cauchy problem
with the coefficient matrix
The solution Q M = Q M (t, s, ξ) can be represented as Peano-Baker series
Then, we obtain the following statement.
is representable in the following form: 
After constructing the fundamental solution
we use the backward "dissipative" transformation to the Fourier transformed original Cauchy problem (6) . Thus, we get the following estimate for the fundamental solution E hyp = E hyp (t, s, ξ) in the hyperbolic zone. Corollary 1. The fundamental solution E hyp = E hyp (t, s, ξ) satisfies the estimate
Considerations in the oscillation subzone
We have already chosen the hyperbolic zone as large as possible to cope with the stronger oscillating behavior of ω = ω(t). For this reason we have a zone between the reduced zone Z red (ε) and the hyperbolic zone Z hyp (N ), the so-called oscillation subzone Z osc (N, ε). The basic approach in this zone bases on [10] . Essentially, in Z osc (N, ε) we relate the fundamental solution E osc = E osc (t, s, ξ) to the fundamental solution E λ = E λ (t, s, ξ) to the corresponding model with ω(t) ≡ 1 and effective dissipation. Note that Z osc (N, ε) ⊂ Z λ hyp (N ) such that we can use the known estimates for E λ = E λ (t, s, ξ) from [2] (see Lemma 3.5 of [2] ). This estimate reads as follows:
Let us introduce the micro-energy U (t, ξ) = λ(t)|ξ|û, D tû T . Then, we obtain from (6) the system of first order
Our aim is to construct the corresponding fundamental solution, that is, the matrix-valued solution of the system
If we set formally ω(t) ≡ 1 and define the micro-energy to the corresponding model by U λ (t, ξ) = λ(t)|ξ|û, D tû T , then it satisfies the system of first order
We denote the corresponding fundamental solution as E λ = E λ (t, s, ξ), i.e., the solution to
Hence, in Z osc (N, ε) we relate E osc (t, s, ξ) to E λ (t, s, ξ) and use the stabilization condition (A3).
Corollary 2. Assume the conditions (A1) to (A3) and (B1). Then, the fundamental solution E osc = E osc (t, s, ξ) satisfies the estimate
Considerations in the elliptic zone
In a similar manner as in the hyperbolic zone we will try to cope with the stronger oscillating behavior of ω = ω(t) by shrinking the elliptic zone. For this reason, we shall enlarge the dissipative zone in the extended phase space, since we do not propose any oscillation subzone between these two zones. In the elliptic zone we can follow the standard diagonalization procedure. That is, contrary to the hyperbolic zone Z hyp (N ), we will perform two diagonalization steps to derive an estimate for the fundamental solution. The considerations are based on the papers [2] and [17] . Now let us introduce the following family of symbol classes in Z ell (d 0 , ε).
Definition 3. A function f = f (t, ξ) belongs to the elliptic symbol class S l {m 1 , m 2 } of limited smoothness if the derivatives of f satisfy the estimates
Note that the auxiliary symbol ξ λ(t),ω(t) can be estimated in
Some useful properties of the symbolic calculus are collected in the following proposition.
Proposition 3. The following statements are true:
1. S l {m 1 , m 2 } is a vector space for all non-negative integers l;
Proof. We only verify the integrability statement.
where we used (20), the definition of the elliptic region, Ξ(t) =
In the elliptic zone we introduce the micro-energy
Then, the corresponding first order system to the Cauchy problem (7), with respect to the micro-energy V , is stated as
Performing the diagonalization procedure we get after the second step of the diagonalization that the entries of the remainder matrix are uniformly integrable over the elliptic zone.
Step 1. We denote byM the matrix consisting of eigenvectors of the first matrix and its inverseM −1 . So, we havẽ
Then, defining V (0) :=M −1 V we get the system
Then, we obtain
Step 2. Let us introduce F 0 (t, ξ) = diag R(t, ξ). Now we carry out the next step(s) of the diagonalization. The difference of the diagonal entries of the matrix
for t ≥ t 0 with a sufficiently large t 0 = t 0 (ε) by using | ρ(t)ω(t)
. Now we can follow the usual diagonalization procedure. Therefore, we choose a matrix
Taking into consideration the rules of the symbolic calculus we have
For a sufficiently large time t ≥ t 0 the matrix N 1 = N 1 (t, ξ) is invertible with uniformly bounded inverse N
. Indeed, in the elliptic zone it holds
→ 0 for t → ∞ due to the assumption (B5). Let
Then, we have the following operator identity:
Hence, the previous steps of the diagonalization procedure give us the following lemma.
Lemma 5. Assume that λ = λ(t), ω = ω(t) satisfy the conditions (A1), (A2) and (A5) and ρ = ρ(t) satisfies the conditions (B1), (B2) and (B5). Then, there exists a sufficiently large t 0 such that in Z ell (d 0 , ε) the following statements hold:
Moreover, the operator identity
holds for all (t, ξ) ∈ Z ell (d 0 , ε).
Step 3. Construction of the fundamental solution. In order to solve the transformed system and construct its fundamental solution we can not follow the considerations from the theory of the hyperbolic zone, since the main diagonal entries are purely imaginary.
Lemma 6. Assume the conditions (A1), (A2), (A5) and (B1), (B2), (B5). Then, the fundamental solution
can be estimated by
In order to prove Lemma 6 one can proceed in the same manner as in the papers [2] and [17] .
Step 4. Transforming back to the original Cauchy problem. Now we want to obtain an estimate for the energy of the solution to our original Cauchy problem. For this reason we need to transform back to get an estimate of the fundamental solution E ell = E ell (t, s, ξ) which is related to a system of first order for the micro-energy λ(t)|ξ|û, D tû .
Lemma 7.
Under the assumptions (B1) to (B3) the following holds:
1. In the elliptic zone it holds ξ λ(t),
where δ = δ(t) = exp
Proof. By using the property
for any x ≥ 0 and y ≥ −x, the first statement is equivalent to the following inequality:
(t) .
After integration the second statement follows directly from the first one together with the definition of δ = δ(t). ⊓ ⊔ From Lemma 6 we get for (t, ξ), (s, ξ) ∈ Z ell (d 0 , ε) the estimate
This yields in combination with (13) the estimate
Remark 3. Taking into account the estimates (21), we see that the estimates for the first row are reasonable. However, the estimates for the second row seem to be not reasonable. Because, the estimate for |E
ell | is only reasonable for decreasing coefficients ρ = ρ(t) and the estimate for |E ell | is not bounded in the elliptic zone. This "contradicts somehow" the damping effect in our model. For this reason we derive a refined estimate which we present in the next step.
Step 5. A refined estimate for the fundamental solution in the elliptic zone Corollary 3. The fundamental solution E ell = E ell (t, s, ξ) satisfies the following estimate:
Proof. Let us assume that Φ k = Φ k (t, s, ξ), k = 1, 2, are solutions to the equation
Our basic idea is to relate the entries of the above given estimates to the multipliers Φ k = Φ k (t, s, ξ) and use Duhamel's formula to improve the estimates for the second row using estimates from the first one (see [17] ). ⊓ ⊔ Remark 4. We are able to derive a refined estimate for the fundamental solution, because in the proof of Corollary 3 we use only estimates for E (11) ell and E (12) ell and both estimates seem to be optimal with our analytical tools.
Remark 5. If we choose a fixed s, then the second summand in Corollary 3 is dominated by the first one. Indeed, if we set s = t ell , then by using λ(t ell )|ξ| ∼ ρ(t ell ) we get the following estimate:
Considerations in the dissipative zone
In the dissipative zone we define the micro-energy U = U (t, ξ) by
γ(t) := λ(t) F (Λ(t))
.
This seems to be reasonable because we will later need to estimate λ(t)|ξ|û and it holds λ(t)|ξ| λ(t) F (Λ(t)) due to the definition of the dissipative zone. Then, the Fourier transformed Cauchy problem (6) leads to the system of first order
We are interested in the fundamental solution
to the system (22), that is, the solution of
We will use the auxiliary function
which is related to the entry iρ(t)ω(t) of the coefficient matrix.
The entries E (kl) diss (t, s, ξ), k, l = 1, 2, of the fundamental solution E diss (t, s, ξ) satisfy the following system of Volterra integral equations for k = 1, 2:
together with their initial conditions
Then, by direct calculations we get
The next lemma is important for deriving suitable estimates for the entries E Lemma 8. The assumption (B3) implies
Moreover,
is monotonously decreasing for large t.
Proof. From µ(t) → ∞ as t → ∞ it follows µ(t) ≥ 1+ε ω(t) . Then, we may conclude
which implies the integrability of
. Furthermore, for large t we have
Moreover, we have
and µ(t) ≥ 1+ε ω(t) for large t, which implies that
is decreasing for large t.
This completes the proof.
⊓ ⊔
In order to estimate the modulus |E diss (t, s, ξ) we will use the assumption (B6).
Corollary 4. Assume the conditions (A1) for λ(t), (A2) for ω(t), (B3) and (B6) for ρ(t). Then, we have the following estimate in the dissipative zone:
Proof. First let us consider the first column. Plugging the representation for E diss (t, s, ξ) into the integral equation for E (11) diss (t, s, ξ) gives
By setting y(t, s, ξ) := γ(s) γ(t) E (11) diss (t, s, ξ) and applying partial integration we obtain y(t, s, ξ) = 1 + |ξ|
dτ y(θ, s, ξ)dθ
Then, we have
Applying Gronwall's inequality and partial integration, respectively, we get
Here we have used
from the definition of the elliptic region, |ξ| ≤ d0 F (Λ(t)) from the definition of the dissipative zone and the assumption (B6), respectively. Hence, we may conclude
λ(s) .
Now we consider E (21)
diss (t, s, ξ). By using the estimate for |E (11) diss (t, s, ξ)| we obtain
Here we used diss (t, s, ξ) into the integral equation for E (12) diss (t, s, ξ) gives E (12) diss (t, s, ξ)
By setting y(t, s, ξ) := 1 γ(t) E (12) diss (t, s, ξ) and proceeding in the same manner as with E (11) diss (t, s, ξ), after integration by parts we obtain
Now we can use again Gronwall's inequality, since the first integral can be esti-
due to Lemma 8. Then, we get
Thus, we obtain
Finally, let us consider E
diss (t, s, ξ) by using the estimate for |E (12) diss (t, s, ξ)|. In the same way as in the estimate for |E diss (t, s, ξ)| we obtain
We rewrite the last inequality as
where we used that Λ(t) δ 2 (t) is decreasing for large t due to Lemma 8. Thus, we get
where we used Λ(t) ≥ F Λ(t) . This completes the proof. ⊓ ⊔
Considerations in the reduced zone
In the reduced zone we introduce the micro-energy V = V (t, ξ) by
Then, by (7) the function V satisfies the following system:
We want to estimate the fundamental solution (23), that is, the solution to
Moreover, we have the estimate
Hence, we obtain the following estimate:
where we used ρ(t)ω(t) ′ = o (ρ(t)ω(t)) 2 . Finally, the norm of the coefficient matrix of (23) can be estimated by ερ(t)ω(t) for sufficiently large t.
Remark 6.
From the backward transformation we may conclude that the fundamental solution E red = E red (t, s, ξ) can be estimated as follows:
Corollary 5. Under the assumptions (B1), (B2) and (B5) the fundamental solution E red = E red (t, s, ξ) satisfies the following estimate in the reduced zone:
for t ≥ s ≥ t 0 with a sufficiently large t 0 = t 0 (ε) and (t, ξ), (s, ξ) ∈ Z red (ε).
Gluing procedure
In the previous sections we have derived estimates for fundamental fundamental solutions in different zones. Now we have to glue these estimates from Corollaries 1, 2, 3, 4 and 5.
Taking into account of the estimates in Z hyp (N ), Z osc (N, ε) and Z red (ε) we can uniformly estimate |E hyp (t, s, ξ)| and |E osc (t, s, ξ)| by the upper bound from the estimate for |E red (t, s, ξ)| . Therefore, we can glue Z red (ε) to the hyperbolic region and we define new regions by
We denote by t diss (|ξ|) =: t diss the separating line between Z ell (d 0 , ε) and Z diss (d 0 ) and by t(|ξ|) =: t |ξ| the separating curve between Π ell (d 0 , ε) and Π hyp (N, ε). Due to the definitions of the zones these separating lines really exist and can be described by functions due to the definitions of the zones and the monotonicity of these functions. Indeed, denoting η(t) := µ(t) 2Λ(t) , this curve is given by
Definition 4. We denote by B λ = B λ (s, t), 0 ≤ s ≤ t, the primitive of λ 2 (t) ρ(t) which vanishes at t = s. So, it is defined by
In order to obtain energy estimates, first we establish some auxiliary estimates.
Lemma 9.
Under the assumptions (A1), (B1), (B2) and (B6) the following estimates hold:
Case 1: the function η = η(t) is monotonously decreasing Now we distinguish between two cases related to the setting of the zones in the extended phase space.
Large frequencies
In this case the large frequencies are in Z hyp (N ) only. Then, it follows
,
Small frequencies In this case if η = η(t) is decreasing, in general all zones appear for small frequencies (see Fig. 1, Case a) . Then, we have the following three cases:
In this case (t, ξ) belongs to Z diss (d 0 ). Then, we have the following estimate from Corollary 4: 
Proof. The fundamental solution E = E(t, 0, ξ) can be represented as
, where we used λ(t diss )|ξ| ρ(t diss ) and |ξ|F Λ(t diss ) ∼ 1. Due to the first statement of Lemma 9 we can extend B λ (t diss , t) to B λ (0, t). This completes the proof.
⊓ ⊔ Case 1.3 : t ≥ t |ξ| To derive the corresponding estimates for t ∈ [t |ξ| , ∞) we shall estimate the term
This term explains the competition of influences from different zones. We use the decreasing behavior of the function S = S(t, |ξ|) in |ξ|. So, the function S = S(t, |ξ|) takes its maximum for| ξ| satisfying t = t| ξ| , that is, the second integral vanishes in S(t, |ξ|) (see [2] ).
Lemma 11. For any t ≥ t |ξ| and for a sufficiently small positive constant C the function S = S(t, |ξ|) satisfies the following estimate:
Now we will glue the estimates from Π hyp (N, ε) and
Lemma 12. The following estimates hold for all |ξ| ≥ d0 F (Λ(t)) and t ∈ [t |ξ| , ∞):
Proof. Using the representation of the fundamental solution E(t, 0, ξ) as
we arrive at the estimate
where we used ρ(t |ξ| ) ∼ λ(t |ξ| )|ξ|. Defining C ′ := min{C 1 , C 2 } we used Lemma 11 with
This completes the proof. ⊓ ⊔ Finally, for small frequencies it remains to glue the estimates in Π hyp (N, ε) with those in Z ell (d 0 , ε) and in Z diss (d 0 ). We remark that this case comes into play only if η = η(t) is decreasing. We have already obtained in Lemma 10 the desired estimate after gluing the estimates in Z ell (d 0 , ε) with those in Z diss (d 0 ). Denoting the glued propagator by E = E(t, 0, ξ) we will only glue the estimates in Z red (ε) with the estimate from Lemma 10.
Lemma 13. The following estimates hold for all t ∈ [t |ξ| , ∞):
Proof. We have the following estimate in Π hyp (N, ε):
Then, by using the estimate from Lemma 10 we get
for all t ≥ t |ξ| . Here we used ρ(t |ξ| ) ∼ λ(t |ξ| )|ξ|. Defining C ′ := min{C 1 , C 2 } by Lemma 11 we also used
This completes the proof. ⊓ ⊔ Case 2: the function η = η(t) is monotonously increasing In this case the elliptic zone lies on the top of the hyperbolic zone. Then, we have two different parts of the phase space to glue (see Fig. 1 , Case b).
Small frequencies
Small frequencies lie completely inside Π ell (d 0 , ε). For this reason we can use the estimates that we obtained in Case 1.1 and Case 1.2.
Large frequencies Case 2.1 : t ≤ t |ξ| In this case (t, ξ) belongs to Π hyp (N, ε). Then, we have
Case 2.2 : t ≥ t |ξ| First let us consider the case (t, ξ) ∈ Z ell (d 0 , ε). Then, from Corollary 3 we get
. Now we have to glue the estimates in Z ell (d 0 , ε) with those in Π hyp (N, ε).
Lemma 14. The following estimates hold for all t ∈ [t |ξ| , ∞):
Proof. Taking account of the representation
we have
, where we used ρ(t |ξ| ) ∼ λ(t |ξ| )|ξ|. Defining C ′ := min{C 1 , C 2 } and Lemma 13 we also used
This completes the proof. ⊓ ⊔
Preliminaries
Now we introduceK 0 (t, 0, ξ) as the solution of the Cauchy problem (6) with initial conditionsû 0 (ξ) = 1 andû 1 (ξ) = 0. Then, we have the following identity for k = 1, 2:
Moreover, it holds
, (9) and (10), respectively. Moreover, E 1 (t, 0, ξ) := E(t, 0, ξ) and E 2 (t, 0, ξ) := E V (t, 0, ξ) are defined in Definition 1. The above relations allows us to transfer properties of E k (t, 0, ξ) tô K 0 (t, 0, ξ) for k = 1, 2. Thus, we obtain
In the same way we considerK 1 =K 1 (t, 0, ξ) as the solution of the Cauchy problem (6) with initial conditionsû 0 (ξ) = 0 andû 1 (ξ) = 1. Then, we get
Final estimates
Let us define for any t ≥ 0 the function
Remark 7. We distinguish between small and large frequencies. Small frequencies satisfy the condition |ξ| ≤ Ω(0, t), while, large frequencies satisfy the condition |ξ| ≥ Ω(0, t).
Summarizing, we arrived at the following estimates for |∂ l tKj (t, 0, ξ)| with j, l = 0, 1.
Corollary 6.
If |ξ| ≥ Ω(0, t), then we have the following estimates for j, l = 0, 1:
≤ |ξ| ≤ Ω(0, t), then we have the following estimates j, l = 0, 1:
, then we have the following estimates j, l = 0, 1:
5 Energy estimates for solutions to damped wave models with additional regularity of the data
The solution u = u(t, x) to the Cauchy problem
can be represented as
Thus, we may conclude the following estimate for the solution u = u(t, x):
In order to estimate the
for any |σ| ≥ 0 and j, l = 0, 1, we can follow the techniques used in [6] and [11] . Then, we have the following statements for large and small frequencies.
Lemma 15. The following estimates hold for large frequencies |ξ| ≥ Ω(0, t):
with |σ| + l ≥ j and for any |σ| ≥ 0 and j, l = 0, 1. Moreover, if |σ| = l = 0 and j = 1 we distinguish between the following two cases:
is increasing, then we have the estimate
2. If η = η(t) is decreasing we have the estimate
Proof. We have the following estimate for |σ| + l ≥ j:
The second term on the right-hand side can be estimated by u j H |σ|+l−j . Now let us consider the L ∞ norm of ∂ l t K j (t, 0, ξ). Indeed, by using the estimate (24) we get
Let |σ| = l = 0 and j = 1. Then, we arrive at the estimate
⊓ ⊔ Lemma 16. The following estimates hold for small frequencies 
for any |σ| ≥ 0, and j, l = 0, 1, where m ∈ [1, 2). Proof. The proofs of Lemmas 16 and 17 use Hölder's inequality and HausdorffYoung inequality. ⊓ ⊔ Theorem 1. We assume that λ = λ(t), ρ = ρ(t) and ω = ω(t) satisfy the conditions (A1) to (A5) and (B1) to (B6). Then, the solution to the Cauchy problem (5) satisfies the following estimates with m ∈ [1, 2) and |σ| ≥ 0:
Proof. Due to condition (B6) from (31) and (32) it follows for l = 0, 1. For this reason the right-hand sides in the estimates in Lemmas 15 and 17 decay faster than that one in the estimates of Lemma 16. On the other hand, the regularity of the data is coming from the large frequencies from the estimates (28) to (30). In this way we have proved the desired statements. ⊓ ⊔ Remark 8. We note that in our estimates we replace B λ (0, t) by 1 + B λ (0, t). This can be done modulo a compact set in the extended phase space. Such a compact set will never influence the desired estimates.
Some examples
Example 1 (Polynomial growth of the shape function in the propagation speed). Let us choose λ(t) = (α + 1)(1 + t) α , α > 0. So, we have Λ(t) = (1 + t) α+1 and Θ(t) = (1 + t) γ+1 , −1 < γ < α.
Moreover, we choose ρ(t) = (α + 1) 2 2α − β + 1 (1 + t) β , α − γ − 1 < β < 2α + 1.
Now if we put Ξ(t) = (1 + t) κ from the condition (A2), then the condition (A4) holds with 1 ≥ κ ≥ κ M = 1 − α + γ + α − γ M + 1 ,
where M denotes the order of regularity for the coefficients. On the other hand, by the condition (A5) we obtain F (Λ(t)) ≈ (1 + t) α+2κ−1 , α + 2κ − 1 > 0.
Finally, from the condition (B6) we have the estimate
Summarizing, the above relations yield
Therefore, we obtain that the range for admissible κ is given by κ ≥ 
Example 2 (Exponential growth of the shape function in the propagation speed). Let us choose λ(t) = e t . So, we have Λ(t) = e t and Θ(t) = e rt , 0 < r < 1.
Moreover, we choose ρ(t) = 1 2 − q e qt , 1 − r < q < 2.
Now if we put Ξ(t) = e κt from the condition (A2), then the condition (A4) is satisfied with 0 ≥ κ ≥ κ M = r − 1 + 1 − r M + 1 , where M denotes the order the regularity for the coefficients. On the other hand, by the condition (A5) we get F (Λ(t)) ≈ e (2κ+1)t , κ ≥ − q 4 .
Construction of an admissible oscillating function Now we present an admissible non-trivial oscillating function ω = ω(t) in (27) satisfying the hypotheses of Theorem 1. The construction of the function ω = ω(t) was proposed in [10] . In order to construct a non-trivial function ω = ω(t) satisfying (A2) and (A3) let us choose the positive sequences {t j } j , {δ j } j and {η j } j in the following way:
t j → ∞, δ j ≤ ∆t j := t j+1 − t j and η j ≤ 1, Then, we define
The last sum is convergent, since by (33) for each t at most one term is present. Furthermore, if c 0 = min ψ(t) and c 1 = max ψ(t), then we get the bound 0 < 1 + c 0 ≤ ω(t) ≤ 1 + c 1 .
For (A2) we can take C −1
and the sequence {t j } j satisfying C −1 2 λ(t k+1 ) ≤ λ(t k ) ≤ C 2 λ(t k+1 ) and C
−1
3 Λ(t k+1 ) ≤ Λ(t k ) ≤ C 3 Λ(t k+1 ) (35) with positive constants C j , j = 1, 2, 3, which are independent of k. Indeed by (33) and the definition of ω = ω(t) we have ω(t) = 1 + η k ψ t − t k δ k for all t ∈ [t k , t k+1 ].
Taking account of (34) and (35) it follows
Using again the definition of ω = ω(t) we conclude for all t ∈ [t k , t k+1 ] the estimate This implies that the stabilization condition (A3) is ensured if we assume η j δ j are small enough. Indeed,
λ(t j )∆(t j ) .
