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Abstract
In this paper we investigate the spectrum and the spectral singularities of an operator L generalized
in L2(R+) by the differential expression
l(y)= y′′ −
n−1∑
k=0
λkqk(x)y, x ∈R+ = [0,∞),
and the boundary condition
∞∫
0
K(x)f (x)dx + αf ′(0)− βf (0)= 0,
where λ is a complex parameter, qk , k = 0,1, . . . , n− 1, are complex valued functions, q0, q1, . . . ,
qn−1 are differentiable on (0,∞), K ∈ L2(R+), and α,β ∈ C with |α| + |β| 	= 0. Discussing the
spectrum we obtain that L has a finite number of eigenvalues and spectral singularities with finite
multiplicities if the conditions
lim
x→∞qk(x)= 0, supx∈R+
{
eε
√
x
{
n−1∑
k=0
∣∣q′k(x)∣∣+ ∣∣K(x)∣∣
}}
<∞
hold, where k = 0,1, . . . , n− 1 and ε > 0.
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Let us consider the operator L0 defined by the differential expression
l0(y)=−y ′′ + q(x)y, x ∈R+,
and the boundary condition y(0) = 0 in L2(R+), where q is a complex valued function.
The spectral analysis of L0 was investigated by Naimark first [13]. In this paper he proved
that the spectrum consists of a continuous spectrum, eigenvalues, and spectral singulari-
ties which are poles of the resolvent’s kernel. Spectral singularities are on the continuous
spectrum and are not eigenvalues. Moreover he proved that L0 has a finite number of
eigenvalues and spectral singularities with finite multiplicities if the condition
∞∫
0
eεx
∣∣q(x)∣∣dx <∞, ε > 0,
holds. Afterwards he obtained the spectral expansion. Lyance investigated the effect of
spectral singularities in the spectral expansion of L0 in [11]. Pavlov studied the dependence
of the structure of the spectral singularities of L0 to the behaviour of q at infinity in [14].
Now let us consider a differential expression of the form
l(y)= y ′′ −
n−1∑
k=0
λkqk(x)y, x ∈R+,
where λ is a complex parameter, qk are complex valued functions, q0, q1, . . . , qn−1 are
differentiable on (0,∞). We denote by D0 those functions f defined on R+ and satisfying
(a) f ∈L2(R+),
(b) f ′ exists and absolutely continuous on each finite subinterval of R+,
(c) l(f ) ∈L2(R+).
Let K be an arbitrary complex valued function in L2(R+), α,β ∈C and |α| + |β| 	= 0.
We denote by D those functions f satisfying
(i) f ∈D0,
(ii) ∫∞0 K(x)f (x) dx + αf ′(0)− βf (0)= 0.
Using similar technique given in [8], we can show that D is dense in L2(R+).
We define the operator L by Lf = l(f ) for all f in D. Related with the operator L, we
will consider the boundary value problem
y ′′ −
n−1∑
k=0
λkqk(x)y = λ2ny, x ∈R+, (1.1)
∞∫
K(x)y(x,λ) dx+ αy ′(0)− βy(0)= 0. (1.2)0
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pletely studied in [8,9] by Krall.
Some problems of the spectral theory of the non-selfadjoint operator L1 generated in
L2(R+) by the differential expression
l(y)=−y ′′ + (q(x)+ 2λp(x)− λ2)y, x ∈R+,
and the boundary condition y(0)= 0, where p and q are real valued functions, p is con-
tinuously differentiable on R+ and bounded, was investigated by Jaulent and Jean [7] and
by Maksudov and Guseinov [12].
In [5], Guseinov obtained a transformation operator for Eq. (1.1) with a condition at
infinity. Furthermore Guseinov gives a transformation operator for the equation
y ′′ −
n∑
k=0
λkqk(x)y = λ2ny.
Note that for n= 1, with the boundary condition y(0)= 0, the operator reduces to L1 (also
to the Klein–Gordon s-wave equation for a particle of zero mass with static potential).
Moreover spectral analysis of a quadratic pencil of a Schrödinger operator with bound-
ary conditions (1.2) and y(0)= 0 were studied in detail by Krall et al. [10] and Bairamov
et al. [1], respectively, when potentials are complex valued functions.
Let us consider the Klein–Gordon s-wave equation for a particle of zero mass with static
potential p, generated in L2(R) by the differential expression
l2(y)= y ′′ +
(
λ− p(x))2y, x ∈R+,
with the boundary condition y(0) = 0. Let us denote this operator by L2. Some spectral
properties of L2 was investigated in [4] by Degasperis when p is a real valued function,
in [2] by Bairamov and Çelebi when p is a complex valued function. The results in [2] was
extended to the Klein–Gordon equation on the whole real axis by Bairamov et al. [3].
Some problems of spectral theory of differential operator with spectral singularities
were investigated by others in [6,15,16].
In this paper, we first give some inequalities that the kernel of transformation operator
of Eq. (1.1) holds. Then we prove that the operator L has a finite number eigenvalues and
spectral singularities with finite multiplicities under the conditions
lim
x→∞qk(x)= 0, supx∈R+
{
eε
√
x
{
n−1∑
k=0
∣∣q ′k(x)∣∣+ ∣∣K(x)∣∣
}}
<∞,
where k = 0,1, . . . , n− 1 and ε > 0.
In the rest of the article, we use the notations
C
+ = {µ: µ ∈C, Reµ> 0}, C− = {µ: µ ∈C, Reµ< 0},
C¯
+ = {µ: µ ∈C, Reµ 0}, C¯− = {µ: µ ∈C, Reµ 0},
C
0 = {µ: µ ∈C, Reµ= 0}, C0∗ =C0\{0},
‖ϕ‖(x)=
∞∫
0
∣∣ϕ(x, t)∣∣dt.
210 G. Bas¸canbaz-Tunca / J. Math. Anal. Appl. 286 (2003) 207–2192. Special solutions
Let the following conditions hold [5]:
(a) The functions q1(x), . . . , qn−1(x) are differentiable on (0,∞);
(b) The integrals
∞∫
0
(1+ u)1−k/n∣∣q ′k(u)∣∣du (2.1)
converge for k = 1,2, . . . , n− 1 and σ(0) <∞, where
σ(x)=
n−1∑
k=0
21−k/n
Γ (2− k/n)
∞∫
x
(1+ u)1−k/n∣∣qk(u)∣∣du, (2.2)
and Γ is the Euler–Gamma function. Moreover we have the following notation:
σ1(x)=
∞∫
x
∣∣q0(u)∣∣du+ n−1∑
k=1
21−k/n
Γ (2− k/n)
∞∫
x
(1+ u)1−k/n∣∣q ′k(u)∣∣du. (2.3)
In [5], Guseinov has obtained the following important results: Under (a) and (b), if (2.1)
holds, then in each sector
∆¯k =
{
λ:
−π
2n
+ kπ
n
 argλ π
2n
+ kπ
n
}
, k = 1, . . . ,2n,
Eq. (1.1) has a transformation operator solution fk(x,λ), satisfying the condition
lim
x→∞ exp
{
(−1)kλnx}fk(x,λ)= 1,
and representable in the form
fk(x,λ)= exp
{
(−1)k−1λnx}+
∞∫
x
A(x, t − x) exp{(−1)k−1λnt} dt, (2.4)
where A(x, t) is the solution of the following integral equation of Volterra type:
A(x, t)=
n−1∑
k=0
1
2Γ (1− k/n)
{
t−k/n
∞∫
x
qk(u) du−
x+t/2∫
x
(
t + 2(x − u))−k/nqk(u) du
}
+
n−1∑
k=0
1
2Γ (1− k/n)
t∫
0
{
(t − s)−k/n
∞∫
x
qk(u)A(u, s) du
−
x+(t−s)/2∫ (
t + 2(x − u)− s)−k/nqk(u)A(u, s) du
}
ds, (2.5)x
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‖A‖(x) exp{σ(x)}− 1, (2.6)
(∂/∂x)A(x, t) exists and is integrable with respect to t on (0,∞) and∥∥∥∥ ∂∂x A
∥∥∥∥(x) σ1(x)(1+ σ(x)) exp{σ(x)}. (2.7)
In order to reach to the main results we need an estimate for∣∣A(x, t)∣∣ and ∣∣∣∣ ∂∂xA(x, t)
∣∣∣∣.
For this aim, let us define first the following functions:
ρ(x) :=
n−1∑
k=0
1
Γ (1− k/n) t
−k/n
∞∫
x
∣∣qk(u)∣∣du,
w(x) := 1
2
∞∫
x
∣∣q ′0(u)∣∣du+
n−1∑
k=1
1
Γ (1− k/n) t
−k/n
∞∫
x
∣∣q ′k(u)∣∣du,
and then apply the method of successive approximations to Eq. (2.5). So, setting Al , l =
0,1, . . . , in (2.5) (see [5]), after some calculations, we reach to the following results:
∣∣A0(x, t)∣∣ ρ
(
x + t
2
)
,
∣∣Al(x, t)∣∣ n−1∑
k=0
21−k/n
Γ (2− k/n)
∞∫
x
u1−k/n
∣∣qk(u)∣∣∣∣Al−1(u, t)∣∣du,
therefore using mathematical induction we get
∣∣Al(x, t)∣∣ ρ
(
x + t
2
)
(σ (x))l
l! . (2.8)
Thus the series
A(x, t)=
∞∑
l=0
Al(x, t) (2.9)
converges uniformly in the interval 0 < a  x  t for any a > 0, and its sum satisfies the
inequality
∣∣A(x, t)∣∣ ρ(x + t
2
)
exp
{
σ(x)
}
. (2.10)
From (2.5), since the functionsAl(x, t), l = 0,1, . . . , have derivatives with respect to x ,
then setting (∂/∂x)Al(x, t), l = 0,1, . . . (see [5]), after some calculations, we reach to the
following results:
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∣∣∣∣ ∂∂xA0(x, t)
∣∣∣∣w
(
x + t
2
)
,
∣∣∣∣ ∂∂xAl(x, t)
∣∣∣∣
∞∫
x
∣∣q0(u)∣∣∣∣Al−1(u, t − 2u+ 2x)∣∣du
+
n−1∑
k=1
21−k/n
Γ (2− k/n)
×
∞∫
x
u1−k/n
[∣∣q ′k(u)∣∣∣∣Al−1(u, t)∣∣+ ∣∣qk(u)∣∣
∣∣∣∣ ∂∂uAl−1(u, t)
∣∣∣∣
]
du,
therefore taking into account estimate (2.8) and proceeding by mathematical induction we
find ∣∣∣∣ ∂∂xAl(x, t)
∣∣∣∣ ρ
(
x + t
2
)(
(σ (x))l−1
(l − 1)! σ1(x)l
)
+w
(
x + t
2
)
(σ (x))l
l! .
Differentiating series (2.9) with respect to x , we obtain that∣∣∣∣ ∂∂xA(x, t)
∣∣∣∣ ρ
(
x + t
2
)
σ1(x)e
σ(x)
(
σ(x)+ 1)+w(x + t
2
)
eσ(x). (2.11)
Now let gk(x,λ) denote the solution of l(y)= λ2ny subject to the conditions
lim
x→∞gk(x,λ) exp
{
(−1)k−1λnx}= 1,
lim
x→∞
∂
∂x
gk(x,λ) exp
{
(−1)k−1λnx}= (−1)kλn, λ ∈ ∆¯k, k = 1, . . . ,2n. (2.12)
Let us replace µ= λn in (2.4), and hence define the following functions f+ and f−:
f+(x,µ)= f2k(x,µ)= e−µx +
∞∫
x
A(x, t − x)e−µt dt, λ ∈ ∆¯2k,
f−(x,µ)= f2k−1(x,µ)= eµx +
∞∫
x
A(x, t − x)eµt dt, λ ∈ ∆¯2k−1, (2.13)
for k = 1, . . . , n. It is clear from (2.4) and (2.13) that in order to investigate the struc-
ture of f2k(x,λ) in ∆¯2k (or f2k−1(x,λ) in ∆¯2k−1), k = 1, . . . , n, it is sufficient to observe
the structure of f+(x,µ) in C¯+ (or f−(x,µ) in C¯−), µ = λn. Therefore f+(x,µ) and
f−(x,µ) are analytic with respect to µ in C+ and C−, respectively, and are also continu-
ous in µ, up to the imaginary axis. Moreover f±(x,µ) satisfy
f±(x,µ)= e∓µx +O
(
e∓x
(
Reµ
)
|µ|
)
, µ ∈ C¯±, |µ| →∞,
∂
f±(x,µ)=∓µe∓µx +O(1), µ ∈ C¯±, |µ| →∞, (2.14)∂x
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1, . . . ,2n, define g+ and g− as
g+(x,µ) := g2k(x,λ), g−(x,µ) := g2k−1(x,λ), (2.15)
respectively. Therefore (2.12) will be as follows:
lim
x→∞g
±(x,µ)e∓µx = 1,
lim
x→∞
∂
∂x
g±(x,µ)e∓µx =±µ, µ ∈ C¯±. (2.16)
Therefore we have
W
{
f±(x,µ), g±(x,µ)
}=±2µ, µ ∈ C¯±, (2.17)
W
{
f+(x,µ),f−(x,µ)
}= 2µ, µ ∈C0, (2.18)
where W {f,g} is the Wronskian of f and g.
3. The resolvent and the continuous spectrum of L
Let us define the following functions:
B±(µ)=
∞∫
0
K(x)f±(x,µ) dx + αf±x (0,µ)− βf±(0,µ),
B˜±(µ)=
∞∫
0
K(x)g±(x,µ) dx + αg±x (0,µ)− βg±(0,µ). (3.1)
Let
R(x, t;µ)=
{
R+(x, t;µ), µ ∈C+,
R−(x, t;µ), µ ∈C−, (3.2)
be the Green’s function of the operator L. Using standard methods we obtain that
R±(x, t;µ)= R±1 (x, t;µ)+R±2 (x, t;µ), (3.3)
where
R±1 (x, t;µ)=
f±(x,µ)h±(t,µ)
B±(µ)
, (3.4)
R±2 (x, t;µ)=
−1
2µ
{0, 0 t < x,
−f±(x,µ)g±(t,µ)+ f±(t,µ)g±(x,µ), x  t <∞, (3.5)
and
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2µ
{
B±(µ)g±(t,µ)− B˜±(µ)f±(t,µ)
− g±(t,µ)
∞∫
t
K(x)f±(x,µ) dx + f±(t,µ)
∞∫
t
K(x)g±(x,µ) dx
}
.
(3.6)
Using standard techniques (see [13]) we get that
‖Rµ‖→∞, (3.7)
µ→ µ0, µ0 ∈C0, where µ0 is any purely imaginary number, in particular
‖Rλ2n‖→∞
if λ belongs to the resolvent set of the operator L and λ→ λ0, λ0 ∈ ∂∆k , λ= µ1/n.
We denote the continuous spectrum of L by σc(L). So we have
Theorem 3.1. σc(L) = ∂∆k , k = 1,2, . . . ,2n (i.e., σc(L) consists of the rays which are
boundary of the sectors ∆k , k = 1,2, . . . ,2n).
Proof. We only have to show that D(Rλ2n (L))= L2(R+), or the orthogonal complement
of R(L− λ2nI) consists only of the zero element. (Here D denotes the domain, R denotes
the range.) Since the orthogonal complement of R(L− λ2nI) is the space of solutions f
of the equation L∗f = λ2nf . Obviously using the same method in [8], the adjoint operator
L∗ of L is generated by the following boundary value problem:
y ′′ +
(
n−1∑
k=0
λ¯kqk(x)− λ¯2n
)
y = K(x)y(0)
α¯
,
α¯y ′(0)− β¯y(0)= 0. (3.8)
Since the linearly independent solutions of the homogeneous equation are f±(x,µ) and
g±(x,µ), µ= λn, if we use the method of variation of parameters to (3.8) then we get that
the general solution of (3.8) cannot belong to L2(R+) for µ ∈ C0, µ= λn, λ ∈ ∂∆k , k =
1, . . . ,2n (here ∂ denotes the boundary of the set ∆k). So the number λ ∈ ∂∆k , λ= µ1/n,
µ ∈C0, cannot be an eigenvalue of the operator L∗. ✷
4. The eigenvalues and the spectral singularities of L
We get from (2.17), (2.18), and (3.1) that the functions ϕ±(x,µ) and ϕ(x,µ), defined
by
ϕ±(x,µ)= B˜±(µ)f±(x,µ)−B±(µ)g±(x,µ), µ ∈C±, (4.1)
ϕ(x,µ)= B+(µ)f−(x,µ)−B−(µ)f+(x,µ), µ ∈C0∗, (4.2)
µ= λn, λ ∈ ∆¯k , are the solutions of the boundary value problem (1.1)–(1.2).
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respectively. From (2.14)–(2.16), (3.4), (4.1), and (4.2) we get that
σd(L)=
{
λ ∈∆2k: λ= µ1/n, µ ∈C+, B+(µ)= 0
}
∪ {λ ∈∆2k−1: λ= µ1/n, µ ∈C−, B−(µ)= 0}, (4.3)
σss(L)=
{
λ ∈ ∂∆2k: λ= µ1/n, µ ∈C0∗, B+(µ)= 0
}
∪ {λ ∈ ∂∆2k−1: λ= µ1/n, µ ∈C0∗, B−(µ)= 0}, (4.4)
k = 1,2, . . . , n, moreover{
µ: µ ∈C0∗, B+(µ)= 0
}∩ {µ: µ ∈C0∗, B−(µ)= 0}= ∅.
Definition 4.1. The multiplicity of an nth root of a zero B±(µ) in C¯± is called as the
multiplicity of the corresponding member of the spectrum.
From (4.3) and (4.4) we must investigate the quantitative properties of the zeros of B±
in C¯±. We only consider B+ in C¯+ (B− in C¯− will be similar).
Now let us define
Q+1 (µ)=
{
µ: µ ∈C+, B+(µ)= 0}, Q+2 (µ)= {µ: µ ∈C0, B+(µ)= 0}.
Lemma 4.2. Let K ∈L1(R+)∩L2(R+). Under conditions (a), (b), and (2.1) we have
(i) Q+1 is a bounded set, and it has at most a countable number of elements. Moreover its
limit points can lie only in a bounded subinterval of the imaginary axis;
(ii) Q+2 is a compact set.
Proof. From (2.13) we get that B+ is analytic in C+, continuous in C¯+, and has the
following form:
B+(µ)=−αµ+ αA(0,0)− β +
∞∫
0
h+(t)e−µt dt, (4.5)
where
h+(t)= αAx(0, t)− βA(0, t)+K(t)+
t∫
0
K(x)A(x, t − x) dx. (4.6)
Clearly h+ ∈L1(R+), therefore from (4.5) we arrive at
B+(µ)=−αµ+ αA(0,0)− β + o(1), µ ∈ C¯+, |µ| →∞. (4.7)
Hence the proof follows from (4.7). ✷
Let us suppose now that for ε > 0,
216 G. Bas¸canbaz-Tunca / J. Math. Anal. Appl. 286 (2003) 207–219lim
x→∞qk(x)= 0,
∞∫
0
eεx
{
n−1∑
k=0
∣∣q ′k(x)∣∣+ ∣∣K(x)∣∣
}
dx <∞, (4.8)
k = 0,1, . . . , n− 1.
Theorem 4.3. Under condition (4.8) the operator L has a finite number of eigenvalues and
spectral singularities with finite multiplicities.
Proof. From (4.8) we obtain that
∞∫
0
eεx
{
n−1∑
k=0
∣∣qk(x)∣∣+ ∣∣K(x)∣∣
}
dx <∞,
∣∣A(x, t)∣∣, ∣∣∣∣ ∂∂xA(x, t)
∣∣∣∣ c exp
{
−ε
(
x + t
2
)}
, (4.9)
where c > 0 is a constant. Therefore the function B+(µ) can be continued analytically
from C+ into the half plane Reµ >−ε/2. Hence the sets Q+1 and Q+2 cannot have limit
points on the imaginary axis. From Lemma 4.2 we get that Q+1 and Q
+
2 have finite number
of points with finite multiplicities. (The finiteness of the zeros of B− in C− and their
multiplicities can be showed similarly.) From (4.7) and (4.8) the proof follows. ✷
Now let us assume the following conditions hold:
lim
x→∞qk(x)= 0, supx∈R+
{
eε
√
x
[
n−1∑
k=0
∣∣q ′k(x)∣∣+ ∣∣K(x)∣∣
]}
<∞, (4.10)
k = 0,1, . . . , n− 1. In this case we obtain that
∣∣A(x, t)∣∣, ∣∣∣∣ ∂∂xA(x, t)
∣∣∣∣ c exp
{−ε
2
√
x + t
2
}
, (4.11)
similarly to (4.9). But (4.11) cannot give the analytic continuation of B+ into a domain
containing the imaginary axis. So the technique of analytic continuation fails to apply
here.
From (2.10), (2.11), (2.13), (4.10), and (4.11) we get that B+ is analytic in C+ and
(dr/dµr)B+(µ), r = 1,2, . . . , are continuous in C¯+. Now we denote the set of all limit
points of Q+1 and Q
+
2 by Q
+
3 and Q
+
4 , respectively, and the set of all zeros of B+ with
infinite multiplicity in C¯+ by Q+5 . Therefore we have
Q+3 ⊂Q+2 , Q+4 ⊂Q+2 , Q+5 ⊂Q+2 .
Since all the derivatives of B+ are continuous on the imaginary axis, then we arrive at
Q+3 ⊂Q+5 , Q+4 ⊂Q+5 . (4.12)
Now we need the following uniqueness theorem for the analytic functions given by Pavlov.
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derivatives are continuous on Im z 0, and there exists N > 0 such that∣∣g(r)(z)∣∣Kr, r = 0,1, . . . , Im z 0, |z|< 2N, (4.13)
and ∣∣∣∣∣
−N∫
−∞
ln |g(x)|
1+ x2 dx
∣∣∣∣∣<∞,
∣∣∣∣∣
∞∫
N
ln |g(x)|
1+ x2 dx
∣∣∣∣∣<∞. (4.14)
If the set P , with linear Lebesgue measure zero, is the set of all zeros of the function g with
infinite multiplicity and if
h∫
0
lnE(s) dµ(Ps)=−∞,
where E(s)= infr Krsr/r!, r = 0,1, . . . , µ(Ps) is the linear Lebesgue measure of s-neigh-
borhood of P and h is an arbitrary positive constant, then g(z)≡ 0.
In order to show the finiteness of the zeros of B+ and their multiplicities we need to
prove that Q+5 = ∅. In doing so let us consider first the transformation w = iµ. Therefore,
by this transformation, Reµ 0 is transformed into Imw  0, and the function B+ into
g+(w)= αiw+ αA(0,0)− β +
∞∫
0
h+(t)eiwt dt, (4.15)
where h+(t) is given in (4.6). Moreover Q+5 is transformed into G+5 , which denotes the
set of all zeros of g+ with infinite multiplicities in Imw  0. Obviously i times the zeros
of B+ in the right-half plane, are the zeros of g+ in the upper-half plane. It is clear from
(2.10), (2.11), (2.13), (4.10), (4.11), and (4.15) that all the derivatives of g+ are continuous
in Imw  0, and g+ is analytic in Imw > 0. Furthermore∣∣g+(w)− αiw∣∣<∞, Imw  0, (4.16)
and ∣∣∣∣ drdwr g+(w)
∣∣∣∣K+r , Imw 0, r = 1,2, . . . , (4.17)
where
K+r = c
n−1∑
k=0
2r+1−k/n
(r + 1− k/n)Γ (1− k/n)
∞∫
0
ur+1−k/n exp
{−ε
2
√
u
}
du, (4.18)
r = 1,2, . . . , in which c > 0 is a constant.
Now we will use Pavlov’s theorem to prove
Lemma 4.5. Q+ = ∅.5
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conditions (4.13) and (4.14). Since g+ 	≡ 0, then by Theorem 4.4, G+5 satisfies
h∫
0
lnE(s) dµ
(
G+5,s
)
>−∞, (4.19)
where E(s)= infr (Krsr/r!), and µ(G+5,s) is the linear Lebesgue measure of the s-neigh-
borhood of G+5 and the constants K+r are defined by (4.18). We can reach the following
estimates for K+r :
K+r  n
23ε−4e3/2
r + 1/n (2
4ε−2e)r rrr! nDdr rr r!, (4.20)
where D = 23ε−4e3/2 and d = 24ε−2e. Substituting (4.20) in the definition of E(s) we
obtain that
E(s)= inf
r
K+r sr
r!  nD infr {d
rsr rr} nD exp{−d−1e−1s−1},
or by (4.19),
h∫
0
1
s
dµ
(
G+5,s
)
<∞. (4.21)
(4.21) holds for an arbitrary s if and only if µ(G+5,s)= 0 or G+5 = ∅. From the transforma-
tion, we conclude that Q+5 = ∅. ✷
Lemma 4.6. B+ has a finite number of zeros with finite multiplicities in C¯+.
Proof. We get from (4.12) and Lemma 4.5 that Q3 =Q4 = ∅. Therefore the bounded sets
Q+1 and Q
+
2 have no limit points. That means, B
+ has only a finite number of zeros in C¯+.
From Lemma 4.5, multiplicities of these zeros are finite. ✷
The structure of zeros of B− in C¯− can be investigated similarly. So B− has a finite
number of zeros with finite multiplicities in C¯−. Considering (4.3) and (4.4) we have the
following
Theorem 4.7. Under condition (4.10), the operator L has a finite number of eigenvalues
and spectral singularities with finite multiplicities.
The properties of the principal functions corresponding to the eigenvalues and the spec-
tral singularities of the operator L, and the spectral expansion in terms of the principal
functions of L will be subject of another article.
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