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Quantum metrology offers a quadratic advantage over classical approaches to parameter estima-
tion problems by utilizing entanglement and nonclassicality. However, the hurdle of actually imple-
menting the necessary quantum probe states and measurements, which vary drastically for different
metrological scenarios, is usually not taken into account. We show that for a wide range of tasks in
metrology, 2D cluster states (a particular family of states useful for measurement-based quantum
computation) can serve as flexible resources that allow one to efficiently prepare any required state
for sensing, and perform appropriate (entangled) measurements using only single qubit operations.
Crucially, the overhead in the number of qubits is less than quadratic, thus preserving the quantum
scaling advantage. This is ensured by using a compression to a logarithmically sized space that
contains all relevant information for sensing. We specifically demonstrate how our method can be
used to obtain optimal scaling for phase and frequency estimation in local estimation problems, as
well as for the Bayesian equivalents with Gaussian priors of varying widths. Furthermore, we show
that in the paradigmatic case of local phase estimation 1D cluster states are sufficient for optimal
state preparation and measurement.
PACS numbers: 06.20.-f, 03.67.Lx, 03.65.Ta
I. INTRODUCTION
Quantum metrology is positioned at the forefront of
modern quantum sciences, spearheading the development
of future quantum technologies. By utilizing the power of
quantum mechanics to gain advantages over previously
known techniques in practical tasks such as parameter
estimation [1–4], state discrimination [5], or hypothesis
testing [6], quantum-enhanced measurement procedures
have already led to breakthrough discoveries [7, 8]. More-
over, nonclassical effects can be harnessed to enhance the
precision of determining quantities of interest, including
magnetic fields [9, 10], forces [11, 12], phases [13, 14],
or frequencies [15–17]. For many different applications,
the quantum advantage manifests as a quadratic scal-
ing gap in terms of the relevant resources [18–21], e.g.,
the number of sensing systems, with respect to the best
classical approaches. However, to achieve this so-called
Heisenberg scaling, different tasks require different re-
source states as well as different (potentially non-local)
measurements, which have to be separately determined
for any specific case, rendering the design of a universally
applicable, optimal sensing device difficult. Moreover,
this still leaves open the important (and often ignored)
question of how the desired states and measurements can
be implemented efficiently.
Here we report on the design of a flexible device that
allows one to obtain a quantum scaling advantage for
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a large class of different metrological problems by us-
ing only a specific entangled state and single-qubit op-
erations. We show that a 2D cluster state [22, 23] —
a particular entangled state associated with a rectangu-
lar lattice that can be prepared by commuting, nearest-
neighbour interactions among qubits on the lattice — al-
lows achieving Heisenberg scaling for an important group
of paradigmatic metrology problems. This includes the
sensing of local observables such as magnetic fields [9, 10],
as well as the estimation of phases [18, 19], frequen-
cies [15–17], and certain interaction strengths [24]. Cru-
cially, we show that this can be done both in the lo-
cal (frequentist) approach with arbitrarily many repe-
titions, and in the (single-shot) Bayesian approach for
arbitrary cost functions and priors (see, e.g., Ref. [25]),
including flat [19–21] and Gaussian priors with varying
width [26, 27]. The key difference between these estima-
tion problems lies in the incorporation of a priori avail-
able knowledge about the estimated parameter. In lo-
cal estimation, no quantification of prior knowledge is
required in principle, but it is often assumed that fluc-
tuations around a well-known value of the parameter are
being estimated in order to make use of the quantum
Fisher information (QFI) as a relevant figure of merit. In
Bayesian estimation, the initial information is encoded in
a prior probability distribution that is updated according
to Bayes’ law after each individual measurement.
The optimal probe state for these different problems
vary strongly, ranging from Greenberger-Horne-Zeilinger
(GHZ) states in the case of local phase estimation, to
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FIG. 1. Cluster state for Metrology. 2D cluster states
can be efficiently used for quantum metrology if the numbers
of qubits used for state preparation (Np) and measurement
(Nm) increase less than quadratically with N , the number of
qubits used for sensing.
certain superpositions of states with different Hamming
weights (e.g., with sine-shaped profiles for the coeffi-
cients [19]) for Bayesian phase estimation (for flat priors).
Moreover, also the corresponding optimal measurements
are vastly different, including simple local measurements
for GHZ states, but also complicated, entangled mea-
surements on all qubits [28, 29], e.g., discrete Fourier ba-
sis measurements for Bayesian estimation with flat pri-
ors [19]. In particular, some states and measurements
may be significantly more difficult to realize than others.
The 2D cluster state allows one to deal with all of these
problems. On the one hand, the fact that it is a universal
resource for measurement-based quantum computation
(MBQC) [30, 31] trivially enables arbitrary state prepa-
ration and measurements on a subset of the qubits in
the cluster, provided the latter is large enough. On the
other hand, MBQC provides a simple, unifying frame-
work in which state preparation and measurements can
be assigned an unambiguous resource cost in terms of the
overall number of qubits in the cluster1, as illustrated
in Fig. 1. To guarantee a quantum scaling advantage
for metrological applications, the probe preparation and
measurements must be efficiently executable. That is,
any metrological scaling advantage is lost if the size of
the cluster required for a given estimation strategy with
an N -qubit probe grows as N2 or stronger, in which case
it becomes favourable to use all qubits in the cluster as
individual, classical probes instead.
We show that the preparation of optimal probe states
and corresponding suitable measurements for local as
well as Bayesian phase and frequency estimation can in-
deed be carried out efficiently using 2D cluster states. For
the local scenario, we explicitly construct the preparation
and measurement strategy achieving optimality. For the
Bayesian scenario, we present a construction that can
generate all optimal probe states with a linear overhead
in N . We then introduce a compression procedure that
1 Note that, in a different context, cluster states have previously
also been used for specific metrology tasks directly (i.e., using all
qubits for sensing) [32].
can be implemented on a 2D cluster with O(N log2N)
qubits, which enables one to efficiently perform measure-
ments even when the circuit descriptions of the corre-
sponding unitaries are of exponential size in the num-
ber of qubits of the compressed space. These construc-
tions allow achieving Heisenberg scaling for phase and
frequency estimation scenarios using the 2D cluster in a
flexible manner. Crucially, this flexibility holds the po-
tential for yielding (nearly) optimal scaling performance
for a variety of estimation problems, and hence goes be-
yond the capabilities of architectures dedicated to specific
individual tasks [33]. To further illustrate these general
results, we discuss a particular choice of probe states and
measurements that can be efficiently implemented in our
framework, for which Heisenberg scaling can be achieved
for Gaussian priors of varying widths.
This paper is structured as follows. In Section II we
first discuss the basic structure of parameter estimation
problems and the general form of all optimal probe states.
We then argue that 2D cluster states provide flexible re-
sources to achieve Heisenberg scaling in phase and fre-
quency estimation problems by using an efficient com-
pression to the subspace of the optimal probes. In Sec-
tion III we then show how Heisenberg scaling can be
achieved in Bayesian phase (and frequency) estimation,
before demonstrating in Section IV how the necessary
probe states can be prepared in a measurement-based
architecture consisting of O(N) qubits. Finally, we intro-
duce the explicit construction of the efficient compression
algorithm required for the measurements in Section V.
At last, we discuss our findings and their implications in
Section VI, including generalization to the estimation of
quantities other than phases and frequencies.
II. 2D CLUSTER STATES AS UNIVERSAL
RESOURCES FOR PHASE AND FREQUENCY
ESTIMATION
II.A. Parameter Estimation Problems
In typical parameter estimation procedures, one wishes
to determine an unknown parameter θ that is not di-
rectly measurable. To this end, a probe state described
by a density operator ρo is prepared, which undergoes
a dynamical evolution governed by θ, encoding the pa-
rameter in the resulting state ρ(θ). The evolution can
in principle be an arbitrary quantum channel but we are
here mainly interested in pure states ρo = ∣ψ ⟩⟨ψ ∣ and
unitary channels, where
ρ(θ) = Uθ ∣ψ ⟩⟨ψ ∣U †θ , (1)
for a unitary Uθ = exp(−iθH) generated by the Hamilto-
nian2 H =H†. For example, in phase (and frequency) es-
2 We work in units where h̵ = 1. In addition, we adopt the usual
convention of Hamiltonian estimation where the eigenvalues of
3timation, one considers a local Hamiltonian for N qubits,
i.e.,
H = N∑
i=1Hi (2)
and Hi acts nontrivially only on the ith qubit. Typically,
one has
Hi ≡ 12Z ∀i , (3)
where Z is the usual Pauli operator, but other local
Hamiltonians can be brought to this form by local uni-
taries. After the encoding, a measurement of the probe
state ρ(θ) is performed, which can be represented by
a positive-operator valued measure (POVM), i.e., a set{Em} of positive semi-definite operators Em ≥ 0 satisfy-
ing ∑mEm = 1, where 1 is the identity operator. For
an introduction to POVM measurements see, e.g., [34,
pp. 90] or [35].
From the measurement outcomes, labelled m, an esti-
mate of the parameter in question can be obtained. The
precise nature of the estimator depends on the type of
estimation scenario, distinguishing, for example, between
local and Bayesian estimation mentioned previously. All
these scenarios have in common that the precision of the
estimation [as quantified by some figure of merit, e.g., the
mean-square error (MSE)] improves with the number N
of probe systems. For classical strategies based on prod-
uct states, this increase is at most linear in N , which is
referred to as the standard quantum limit (or shot noise
scaling). However, using approaches based on the op-
timal quantum mechanical probes the improvement in
this figure of merit can be quadratic in N , i.e., achieving
(optimal) Heisenberg scaling. For reviews of parameter
estimation techniques and quantum metrology we direct
the reader to, e.g., Refs. [1, 3, 4] or the Appendix.
In local phase (and frequency) estimation one typically
considers many repetitions of the same measurement that
provide an estimate, whose variance one is interested in
minimizing using the available resources. In this scenario,
the optimal N -qubit probe state is a GHZ state
∣ψGHZ ⟩ = 1√2( ∣0 ⟩⊗N + ∣1 ⟩⊗N) , (4)
and the accompanying optimal measurements are local
X measurements. This can be determined via the QFI,
the relevant figure of merit for local estimation, as we ex-
plain in more detail in Appendix A.I. In Bayesian param-
eter estimation (see, e.g., Refs. [4, 36] or Appendix A.II),
the situation is somewhat different. Here one quanti-
fies the initial knowledge (or belief) about the parameter
by a prior probability distribution that is updated after
H (and hence θ) are taken to be dimensionless. For example, for
frequency estimation one then has θ = ωt, where the time t is
assumed to be known precisely.
each single measurement. In this case, a figure of merit
is the average variance of the updated distribution. In
the Bayesian estimation scenario, the optimal probes and
measurements depend on the shape of the prior and the
cost function used. For instance, for phase estimation
with flat priors (i.e., no prior knowledge), the optimal
probe state achieving Heisenberg scaling is given by
∣ψopt ⟩ = N∑
n=0 ψn ∣n ⟩ , (5)
where ∣n ⟩ are eigenstates of H corresponding to its N +
1 different eigenvalues, and the coefficients ψn have a
sinusoidal profile (see, e.g., Ref. [19]), i.e.,
ψn = √ 2N + 2 sin((n + 1)piN + 2 ) . (6)
Although different from the optimal measurement, we
find that for the state in Eq. (5) a projective measurement
in the basis obtained via the quantum Fourier transform
(QFT) of the basis {∣n ⟩} allows for Heisenberg scaling for
Bayesian phase and frequency estimation with Gaussian
priors of varying widths, as we discuss in Section III, as
well as in Appendices A.IV and A.V.
The crucial observation required to extend the appli-
cability of this approach to arbitrary priors (and cost
functions) lies in noticing that in N -qubit phase (and
frequency) estimation scenarios of any kind, H only has
N + 1 different eigenvalues. For each of these values,
only one representative eigenstate needs to be selected.
Moreover, within the subspaces corresponding to fixed
eigenvalues one may choose those eigenstates that can
be prepared most efficiently. Instead of the typical Dicke
states that are symmetric with respect to the exchange of
the qubits, we therefore employ eigenstates correspond-
ing to a unary encoding of n, i.e.,
∣n ⟩
un
= ∣1 ⟩⊗n ∣0 ⟩⊗N−n . (7)
All optimal probe states can hence be chosen to be of
the form of Eq. (5) with ∣n ⟩ ≡ ∣n ⟩
un
for some choice of
the coefficients ψn. Most importantly, all of these probe
states have support in an (N + 1)-dimensional subspace
of the 2N -dimensional overall Hilbert space.
Therefore, the problem of optimal state preparation
and measurements for N qubits can be translated to that
of λ ∶= ⌈log(N +1)⌉ qubits (where the logarithm is under-
stood to be to base 2), provided that one can efficiently
and coherently convert the unary encoding ∣n ⟩
un
to a
binary encoding in λ qubits. More precisely, one can
initially prepare a state of λ qubits and convert it (effi-
ciently) to the desired N -qubit state for sensing (using
at least N −λ auxiliary qubits). After the parameter has
been encoded, one performs the reverse procedure before
carrying out the final measurement on λ qubits. In Sec-
tion V we present a quantum circuit of size O(N log2N)
(and its MBQC representation) achieving exactly such
a unary-to-binary compression. On the logarithmically
4small space of these λ qubits the probe state prepara-
tion and measurement can then be carried out even with
exponential overhead in λ while maintaining Heisenberg
scaling.
II.B. Parameter Estimation in MBQC
Architectures
The premise for taking advantage of the quadratic scal-
ing gap in resources (here, the number of qubits) between
the quantum strategy described in the previous section
and the best classical strategy is that the required probe
states and measurements can be implemented efficiently.
Here, we will take efficiency to mean that the overhead
in the number of qubits used for the execution of the
quantum strategy, including preparation and measure-
ment, must grow less strongly than N2. To illustrate
this requirement, consider a situation where an array of
qubits is provided and one is given the task of using the
array most efficiently for the estimation of a parameter.
For instance, an array of spins (which may otherwise be
used for quantum computation or quantum simulation)
could be exposed to a magnetic field with fixed direc-
tion but unknown strength for this purpose. If one has
the ability to prepare arbitrary quantum states of these
(spin) qubits, then one may initialize a GHZ state for lo-
cal phase estimation, or the corresponding optimal state
for Bayesian phase estimation (or any other estimation
problem for that matter). However, as we have seen in
the previous section, states and measurements that of-
fer advantages for different metrological problems are in
general quite distinct, and the conversion from one to
the other may involve arbitrarily long sequences of en-
tangling operations. The preparation and measurement
hence comes at a cost that we wish to quantify.
An approach that allows for preparing arbitrary quan-
tum states and performing any measurements on them,
while naturally including a resource count for these tasks
is MBQC. In this paradigm, introduced in Ref. [30], an
array of qubits is initialized in a particular (entangled)
quantum state, typically a so-called cluster state [22]. A
cluster state is a type of graph state, i.e., it can be rep-
resented by a graph (a set of vertices vi and edges eij
connecting the vertices). Each vertex represents a qubit
initialized in the state ∣+ ⟩, and controlled phase gates
CZ, given by
CZij = ∣0 ⟩⟨0 ∣i ⊗ 1j + ∣1 ⟩⟨1 ∣i ⊗Zj = CZji , (8)
are applied to each pair of qubits connected by an edge.
For simplicity, we will here only consider 2D cluster
states where the underlying graph is a regular, rectangu-
lar lattice, but in principle, also other graph states [37]
could be considered for our purposes. By applying only
single-qubit gates and carrying out local measurements
on a subset of all qubits in a 2D cluster, arbitrary uni-
tary operations can be implemented on the remaining
qubits [31]. Performing a unitary transformation in the
circuit model of quantum computation hence translates
to a sequence of measurement angles for single-qubit
measurements in the cluster. For a more detailed intro-
duction to MBQC see Refs. [38, 39], or Appendix A.VI.
In other words, a number of the initial qubits can be
sacrificed to obtain a probe state of fewer qubits, which is
more suitable for a given metrological task at hand. Note
that using the unmodified cluster state as a probe state
itself does not provide a scaling advantage with respect
to classical strategies, i.e., its QFI is O(N). Similarly,
additional qubits can be used to implement arbitrary
measurements by performing appropriate unitaries fol-
lowed by computational basis measurements. Here, one
needs to ensure that only the part of the cluster used to
prepare the probe state is subjected to the transforma-
tion encoding the parameter. This can be achieved, e.g.,
by appropriately timed Pauli-X operations on the qubits
used for the measurement at the middle and at the end
of the interaction period. For spins this corresponds to
the general practice of refocusing of the magnetisation,
i.e., a spin echo.
Crucially, the overall number of qubits required for the
preparation and measurement of thisN -qubit probe state
must grow less than quadratically with N to maintain a
potential metrological scaling advantage. This is possi-
ble, for instance, for local phase estimation, where the
optimal measurement strategy can be carried out with
2N − 1 qubits in a 1D cluster state as shown in Fig. 2.
As we will show in the following, such efficient construc-
tions also exist for Bayesian phase (and frequency) es-
timation problems. In Section IV, we demonstrate that
all probe states (including the optimal ones) of the form
of Eq. (5) can be efficiently prepared from a 2D clus-
ter state using only local operations. In Section V we
then present the unary-to-binary compression requiring
O(N log2N) qubits of the cluster to reduce the problem
of implementing optimal measurements to the subspace
of λ ∶= ⌈log(N + 1)⌉ qubits. On this subspace, projective
measurements in any basis can be carried out efficiently,
provided that the unitary transformation relating it to a
computational-basis measurement requires no more than
O(2λ) (nearest neighbour) gates. This is the case, for
instance, for the QFT measurement, which performs op-
timally for flat priors [19] and achieves Heisenberg scal-
ing for Gaussian priors of varying widths as we will show
next.
III. QUANTUM ADVANTAGE IN BAYESIAN
ESTIMATION
We now briefly discuss the Bayesian phase estimation
scenario, more details on which can be found in Ap-
pendix A.II, and show that the combination of sine states
and QFT measurements can achieve Heisenberg scaling.
In Bayesian parameter estimation, the initial knowledge
about the parameter is encoded in a prior probability
distribution p(θ). When a measurement with POVM
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FIG. 2. Local phase estimation in MBQC. (a) The circuit representation of an efficient local phase estimation procedure
based on a seven-qubit architecture for MBQC is shown. The vertical lines ( ) represent controlled phase gates CZij applied to
the respective qubit pairs (i, j). Here, the rounded boxes correspond to applications of single-qubit gates, where H = (X+Z)/√2
is the Hadamard gate, and the symbol indicates a measurement in the computational basis {∣s ⟩ ∣s = 0,1} with outcome s.
In the preparation stage (green), the resource state, a four-qubit GHZ state, is created by measurements of the three qubits of a
1D seven-qubit cluster state. Given the measurement outcome sn of the qubit labelled 2n, the qubit (2n+1) is corrected locally
by a Pauli-X operation if ∑ni=1 sn is odd. After the local corrections, the encoding transformation Uθ is applied, imprinting
the parameter that is to be estimated. In the final measurement stage (orange), the remaining qubits in the cluster are locally
measured. In (b), the preparation and sensing stages are illustrated as MBQC measurement patterns in a graphical notation
(see, e.g., Ref. [38]). Measured qubits are represented by circles inscribed with the corresponding measurement angle in the
x − y plane (here ϕ = 0), while output qubits are indicated by diamonds ( ). The connecting lines between qubits indicate
the initial application of CZ gates, and all qubits are assumed to have been initialized in the state ∣+ ⟩.
elements {Em} is performed on the parameter-encoded
state ρ(θ), the conditional probability of obtaining the
outcome labelled m is
p(m∣θ) = Tr(Emρ(θ)) . (9)
To obtain the unconditional probability for the same out-
come, these values are weighed according to one’s prior
belief, i.e.,
p(m) = ∫ dθ p(θ)p(m∣θ). (10)
The information obtained in a measurement with out-
come m is then used to update this belief via Bayes’ law,
obtaining the posterior distribution p(θ∣m) given by
p(θ∣m) = p(m∣θ)p(θ)
p(m) . (11)
In turn, the posterior distribution provides an estimate
θˆ(m) for the parameter via
θˆ(m) = ∫ dθ p(θ∣m) θ . (12)
As a figure of merit for this estimation procedure one
then quantifies the width of the posterior by a suitable
measure V (m)post and averages over all possible outcomes,
such that
Vpost = ∑
m
p(m)V (m)post . (13)
For instance, when the parameter in question has sup-
port over all of R (e.g., for frequency estimation, see Ap-
pendix A.V), one may use the MSE
V (m)post = V [p(θ∣m)] = ∫ dθ p(θ∣m) (θ − θˆ(m))2. (14)
Here, we want to focus on phase estimation, i.e., the
case where the parameter has support on the interval[−pi,pi] ⊂ R. When the prior is appropriately narrow, one
may still use the MSE, which allows the use of some sim-
ple techniques (e.g., a Bayesian version of the Crame´r-
Rao inequality, see the Appendix A.II.2 and Ref. [25])
for the comparison with classical strategies. Nonetheless,
wrapped distributions and covariant measures of their
width are in general more suitable for phase estimation.
As an example, one can consider the wrapped Gaussian
distribution of the form
p(θ) = 1√
2piσ
∞∑
q=−∞ e−
(θ−θo+2piq)2
2σ2 , (15)
where q ∈ Z, and the mean angle is
arg(⟨ eiθ ⟩p(θ)) = pi∫−pi dθ p(θ) = θo. (16)
The non-negative parameter σ can be identified with the
circular standard deviation
S = √ln(1/∣ ⟨ eiθ ⟩p(θ) ∣2) = σ , (17)
corresponding to the width of the underlying Gaussian
distribution. However, for our purposes, it is more useful
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FIG. 3. Example for quantum strategy:. The inverse of
the average phase variance Vφ,post of the posterior is shown
for up to N = 100 qubits for the measurement strategy using
probe states with coefficients as in Eq. (6) and QFT measure-
ments. Although N is an integer with N ≥ 1, the curves have
been plotted for continuous values of N for the purpose of
illustration. The prior is chosen to be a wrapped Gaussian
with θo = 0 and curves are shown for values of σ from pi8 (blue)
to pi (green) in steps of pi
8
. The curves, although difficult to
tell apart visually, are distinct. Additional analysis of this
measurement strategy using the MSE and comparisons with
classical strategies can be found in Fig. A.5, whereas simi-
lar results for Bayesian frequency estimation are presented in
Appendix A.V.
to quantify the width of this wrapped distribution by the
Holevo phase variance [40] Vφ, given by
Vφ = ∣ ⟨ eiθ ⟩p(θ) ∣−2 − 1 = eσ2 − 1 . (18)
Likewise, we will quantify the width of the posterior by
V (m)φ,post = ∣ ⟨ eiθ ⟩p(θ∣m) ∣−2 − 1 . (19)
For the probe states of Eq. (5) with the sinusoidal profile
of Eq. (6), and the QFT measurement represented by the
basis {∣ek ⟩}, where
∣ek ⟩ = 1√
N + 1 N∑n=0 ein 2pikN+1 ∣n ⟩un , (20)
we then calculate the average phase variance Vφ,post =∑m p(m)V (m)φ,post. The results for various values of σ and
for up to 100 qubits are shown in Fig. 3. The numerical
results indicate that for all widths of the priors the ex-
ample quantum strategy exhibits Heisenberg scaling. In
Appendix A.IV we discuss the performance of this mea-
surement strategy in more detail and give a comparison
with the performance of classical strategies, which can be
shown to exhibit shot noise scaling.
IV. EFFICIENT PREPARATION OF PROBE
STATES
In this section we present a method that allows for
the efficient preparation of the probe state of Eq. (5),
which immediately generalizes to any state in the sub-
space of optimal probes spanned by {∣n ⟩
un
}n=0,...,N . This
method relies on the simple observation that in the bit-
string (u1u2u3 . . . uN) representing the state
∣n ⟩
un
= ∣1 ⟩⊗n ∣0 ⟩⊗N−n = ∣u1 ⟩ ∣u2 ⟩ . . . ∣uN ⟩ , (21)
i.e., where uk ∈ {0,1} and n = ∑k uk, the n entries
u1, u2, . . . , un = 1 are always to the left of the entries
un+1, . . . , uN = 0. In other words, the k-th qubit can only
be in the state ∣1⟩, if all of the k−1 qubits before are also
in the state ∣1⟩.
Focussing on the sine state of Eq. (6) as an exam-
ple, note that the coefficients are all real and posi-
tive. Initializing all qubits in the state ∣0 ⟩, the circuit
preparing the sine state must hence be a cascade of N
(controlled) single-qubit Y -rotations CRy(φi), whose an-
gles {φi}i=1,...,N determine the weights ψn, see Fig. 4.
This becomes apparent when inspecting the single-qubit
Pauli-Y rotations
Ry(φ) = exp(i φ2Y ) = ⎛⎝ cos(φ2 ) sin(φ2 )− sin(φ
2
) cos(φ
2
)⎞⎠ . (22)
The action of the circuit in Fig. 4 then transforms the
k-th qubit to the state cos(φk
2
) ∣0 ⟩ + sin(φk
2
) ∣1 ⟩ if the(k − 1)-th qubit is in the state ∣1 ⟩. All together, these N
rotations are parametrized by angles φn ∈ [0, pi/4), such
that both the sine and the cosine in the above expression
are non-negative. It is straightforward to verify that the
output of the circuit is the state of Eq. (5) with ampli-
tudes
ψn =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
cos(φn+1
2
) n∏
k=1 sin(φk2 ) ∀n ∈ {0,1, . . . ,N − 1}
N∏
k=1 sin(φk2 ) for n = N
.
(23)
∣0 ⟩
∣0 ⟩
∣0 ⟩
∣0 ⟩
∣0 ⟩
Ry(φ1)
Ry(φ2)
Ry(φ3)
Ry(φN)
⋮ ⋮ ⋱ ⋮
1
2
3
N − 1
N
FIG. 4. Circuit preparing the sine state. After an ini-
tial single-qubit Y -rotation on the first qubit, a sequence of
controlled Y -rotations, where the black dots (●) indicate the
control qubits, creates a state of the form of Eq. (5).
7Note that ψ0 uniquely determines φ1 and that each of
the ψn depends only on {φk}n+1k=1 . This allows inverting
Eq. (23) and expressing the angles φn as
φn =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
2 arccos(ψ0) for n = 1
2 arccos
⎛⎜⎝ ψn−1√1 −∑n−2k=0 ψ2k
⎞⎟⎠ for n ∈ {2,3, . . . ,N}
,
(24)
which allows reconstructing the rotation angles for any
real, non-negative choice of {ψn}.
Having found the circuit shown in Fig. 4, the only dif-
ficulty is to arrange the required measurements such that
the overall preparation procedure can be embedded effi-
ciently in a rectangular 2D structure, which is shown in
Appendix A.VI.2. We hence arrive at the MBQC mea-
surement pattern depicted in Fig. 5, which generates the
sine state of Eq. (5) with weights as in Eq. (6). It requires
a square 2D cluster of (at most) 3 × (4N − 2) qubits to
prepare an N -qubit probe state. Crucially, the number
of qubits in the cluster increases only linearly with the
size of the probe. Moreover, any other probe state in
the subspace spanned by the vectors {∣n ⟩
un
}n=0,...,N can
be prepared with the same efficiency in a similar way
by replacing the Pauli-Y rotations by other single-qubit
unitaries.
Next, we will show in Section V how a large class of
useful measurements of the encoded probe states (includ-
ing the QFT measurement) can be carried out efficiently.
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α1
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α2
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β1
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β2
b2
β3
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α′1 α′2 α′3 β′1 β′2(a)
ϕ1
ϕ2
ϕ3 β1
α3
α2 α1
β2 β3 β
′
1
α′3
α′2 α′1
β′2 β′3(b)
FIG. 5. MBQC pattern for sine state. In (a) the measure-
ment pattern for the preparation of the sine state of Eq. (5)
is shown (in part). The measurement angles ϕi (i = 1,2,3)
determine the angle φ1 of the first rotation Ry(φ1) in Fig. 4,
while the angles αi and βi are chosen to realize Ry(−φ2/2) and
Ry(φ2/2), respectively, which combine with the CZ gate of
the cluster to realize the first controlled operation in Fig. 4.
The initial Hadamard gates to switch the qubits initialized
in ∣+ ⟩ to ∣0 ⟩ are also included in this measurement pattern.
(b) shows the pattern as part of an initial 2D cluster. As-
suming that each qubit in the cluster is initially connected to
its nearest neighbours, the qubits indicated by isolated gray
disks have to be disconnected from the remaining cluster by
Z-measurements. The qubits indicated by (blue) diamonds
represent the probe state qubits, which are subsequently ex-
posed to the transformation Uθ.
V. EFFICIENT UNARY-TO-BINARY
COMPRESSION
Finally, we turn to the implementation of the measure-
ments required to achieve Heisenberg scaling. In princi-
ple, the optimal measurement for a given prior and cost
function may be an arbitrarily complicated measurement
in an entangled basis of N -qubit states, for example,
a projective measurement in the QFT basis (see, e.g.,
Ref. [34, Chapter 5] or [42, 43]).
Fortunately, closer inspection reveals that we do not
require arbitrary measurements on N but only on λ ∶=⌈log(N + 1)⌉ qubits, where the logarithm is understood
to be to base 2. This is the case because all en-
coded information about the phase is stored within the(N + 1)-dimensional subspace spanned by the vectors{∣n ⟩
un
}n=0,...,N . All optimal measurements can hence be
restricted to this subspace. To exploit this observation,
we will now present an efficient algorithm that coher-
ently compresses the information encoded in the probe
state on the 2N -dimensional Hilbert space of N qubits
to the exponentially smaller space of λ ∶= ⌈log(N + 1)⌉
qubits.
The principle of operation of this N -step compression
algorithm, shown in Fig. 6 (a), is to switch from the unary
encoding of the number n in the state
∣n ⟩
un
= ∣1 ⟩⊗n ∣0 ⟩⊗N−n = ∣u1, u2, . . . , uN ⟩ (25)
to a binary encoding of the same number via a unitary
transformation and extend the result to superpositions of
different states ∣n ⟩
un
by linearity. The unary-to-binary
conversion is achieved by successive binary addition of
each bit in the string (u1, u2, . . . , uN) to the bit string
of an auxiliary register of length λ initially representing
the number 0. The corresponding qubits are initialized
in the state
∣b(0)λ−1, b(0)λ−2, . . . , b(0)1 , b(0)0 ⟩ = ∣0 ⟩⊗λ . (26)
In the k-th step of the procedure, the bit uk is added to
the binary representation (b(k − 1)λ−1 , . . . , b(k − 1)0 ) of the num-
ber n(k − 1) = ∑λ−1i=0 b(k − 1)i 2i, where n(k) = k for 0 ≤ k ≤ n
and n(k) = n for n < k ≤ N .
The binary addition of uk to the least significant digit
b(k − 1)0 of n(k − 1) is performed by a half adder circuit, see
Fig. 6 (a). It, in turn consists of a CNOT gate for the
modulo-2 addition, producing the original value uk and
the new binary digit b(k)0 = uk ⊕ b(k − 1)0 , where ⊕ denotes
addition modulo 2. The CNOT is preceded by a Toffoli
gate whose target is an additional auxiliary qubit which
stores the carry bit (see, e.g., Ref. [44–46] for quantum
arithmetic operations). This carry bit is then added to
the next binary digit b(k − 1)1 by another half adder. The
procedure carries on until reaching the final binary digit
b(k − 1)λ−1 , where the half adder can be replaced by a simple
CNOT gate, since the register size was chosen such that
the final carry bit is always 0.
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. . .
AMBQC1
O(λ)
O(λ) ⋰
O(λ)
state
preparation
sensing
AMBQC2 ⋰ AMBQC3 . . . AMBQCN ⋮ QFT ⋮
FIG. 6. Unary-to-binary compression & Bayesian estimation in MBQC. The circuit depicted in (a) coherently
compresses the N -qubit unary encoding ∣n ⟩
un
= ∣u1, u2, . . . , uN ⟩ of the number n (for 0 ≤ n ≤ N) to the binary representation∣ b(N)0 , b(N)1 , . . . , b(N)λ−1 ⟩ on λ = ⌈log(N+1)⌉ qubits. In each of the N steps Ak, one of the unary bits is added to the bits of the binary
representation by way of λ half adder circuits. Each of the latter consists of a Toffoli gate writing the carry bit on one of the λ−1
auxiliary qubits initialized in the state ∣0 ⟩, and a CNOT gate carrying out the modulo-2 addition. The final half adder does not
require its own auxiliary qubit or Toffoli gate, since the last carry bit always takes the value 0. After the binary addition, the
carry bits and the respective unary register are uncomputed, i.e., coherently erased. For the carry bits this is achieved by Toffoli
gates, while the register carrying the value uk is switched to 0 by a generalized Toffoli (a CNOT gate with multiple controls)
conditioned on the binary encoding of the number k (shown in A1 for k = 1, where ○ and ●, indicate conditioning on the states∣0 ⟩ and ∣1 ⟩, respectively). A final parallel application of nearest neighbour swap gates ( ) arranges the auxiliary and binary
register qubits appropriately for the application of the next step Ak+1. The circuit depth and size of each Ak is O(λ). In (b),
the complete measurement pattern for Bayesian phase estimation in MBQC is shown, incorporating the preparation scheme
(green) of Fig. 5 into the same 2D cluster as the measurement procedure. Note that for the parameter encoding, only the
preparation part (green) should be exposed to the transformation, while the remaining cluster must be shielded or dynamically
decoupled (see, e.g., Ref. [41]). Each of the Ak circuits from (a) can be translated to a measurement pattern AMBQCk on O(λ2)
qubits of the cluster, which are connected to the k-th output qubit of the preparation phase (blue disks). Black lines indicate
“teleportation wires” of length O(λ), i.e., that additional qubits have to be introduced to connect the correct input qubits
(blue) to the corresponding parts AMBQCk of the cluster. After the unary-to-binary compression, measurements (e.g., the QFT)
can be carried out efficiently on the logarithmically small subspace even if their MBQC implementation requires O(2λ) qubits.
Subsequently, the qubits corresponding to the carry
bits and uk have to be disentangled from the qubits
carrying the binary encoding. For the carry bits, this
is achieved by another cascade of Toffoli gates [see
Fig. 6 (a)], since the carry bit can only have the value 1,
if both of the previously added bits have the value 1 as
well. To coherently erase uk, note that the binary string(b(k)λ−1, . . . , b(k)0 ) encodes the number k only if uk = 1. We
can hence flip the corresponding qubit conditioned on the
binary encoding of k using a generalized Toffoli gate. Us-
ing the already existing ancillas (which have previoulsy
been returned to the state ∣0 ⟩), this multi-controlled
CNOT gate can be realized in a standard construction
using λ−1 nearest-neighbour (NN) SWAP gates, preced-
ing and following an array of 2(λ − 1) Toffolis on three
adjacent qubits along with a single CNOT [34, p. 184].
Conditioning on states ∣0 ⟩ rather than ∣1 ⟩ requires at
most 2λ additional single-qubit X gates. Having disen-
tangled all other qubits from the λ qubits storing the
binary encoding, we perform another λ NN SWAPS in
anticipation of inputting the next unary digit uk+1.
Taking into account that each Toffoli or NN SWAP
9gate can be realized with a constant overhead in NN
CNOT and single-qubit gates, we find that the circuit
for Ak requires at most O(λ) NN CNOT and single-qubit
gates. The entire unary-to-binary compression algorithm
consists of N such elements, resulting in a circuit size of
O(N logN) on an input of length O(logN), which can
hence be realized with at most O(N log2N) qubits in
MBQC, see Fig. 6 (b).
On the logarithmically sized (in N) output, any mea-
surement can then be performed efficiently as long as the
corresponding unitary on λ ∶= ⌈log(N+1)⌉ qubits requires
no more than 2λ NN gates. While this does not cover
all possible unitaries (e.g., the construction discussed in
Ref. [34, p. 193] requires O(λ222λ) two-qubit and single-
qubit gates), some particularly useful unitaries may be
much less costly. For instance, an implementation of
the QFT on a λ-qubit linear nearest-neighbour architec-
ture presented in Ref. [43] has circuit size O(λ logλ) and
depth O(λ), meaning an overhead of only O(λ2) qubits
(depth times input length) in a measurement-based set-
ting.
VI. DISCUSSION
In summary, we have shown that 2D architectures for
MBQC provide flexible resources for quantum-enhanced
metrology tasks. That is, an initial array of qubits pre-
pared in a 2D cluster state and local operations are used
to achieve Heisenberg scaling for phase and frequency es-
timation in both the local (frequentist) and the Bayesian
approach to parameter estimation. In the Bayesian sce-
nario, the preparation procedure presented can be ap-
plied to execute strategies with optimal states for ar-
bitrary priors and cost functions. This flexibility al-
lows outperforming other approaches where a fixed probe
state (e.g., an array of differently sized GHZ states) is
used for different task without adaption to the specific
problem at hand. The efficient compression algorithm
further allows to perform measurements with up to expo-
nential circuit sizes. This includes the QFT measurement
that is optimal for flat priors, provides Heisenberg scaling
for Gaussian priors of varying widths, and is expected to
perform similarly well also for other priors under certain
regularity conditions.
In principle, our results can be generalized also to sce-
narios beyond phase and frequency estimation. For all
local Hamiltonians that are not proportional to Z, ap-
propriate local corrections can be applied on the sensing
qubits before and after the encoding such that the overall
transformation commutes with the controlled phase gates
used to create the cluster. For instance, when H = 1
2
X,
Hadamard gates before and after Uθ produce an encoding
transformation that commutes with CZ and can hence
be applied after the entire cluster for sensing and mea-
surements has been prepared. Moreover, when the cor-
responding states and measurements giving Heisenberg
scaling are known, a similar method can also be employed
for nonlocal interaction Hamiltonians, provided that they
are proportional to a product of Pauli operators, or lin-
ear combinations of products of only one type of Pauli
operators. For example, for parameter estimation with
Ising-type couplings of the form H = ∑i,j cijXi⊗Xj , GHZ
states and local measurements achieve Heisenberg scal-
ing [24], which can hence be efficiently implemented in
our scheme. Nonetheless, many interesting questions re-
garding the applicability to general dynamics and scaling
beyond the Heisenberg limit [47–51] remain.
Our results are of practical significance since they sug-
gest that a single platform, 2D cluster states, can be flex-
ible enough for a plethora of precision-enhanced param-
eter estimation tasks. In addition, this platform could in
principle also be part of an integrated device, where a pa-
rameter estimation strategy is used to learn about, e.g.,
stray fields or the particular form of noise processes. For
this purpose, part of the 2D cluster state can be used for
sensing, while the remaining qubits are used to perform
MBQC. The gathered information from the parameter es-
timation can then be used to improve the performance of
the computation: By learning stray fields, one can com-
pensate for systematic errors. By learning the particular
shape of a noise process, one can adapt to an optimized
error correction code, thereby reducing the overhead for
fault-tolerant implementations.
At the same time, this connection between computa-
tional and metrological resources provides interesting in-
sights. The advantage in metrology is provided by the
entanglement of the cluster state, i.e., the CZ gates ap-
plied to neighbouring pairs of qubits, which ensures the
improved performance with respect to an array of unen-
tangled, individual qubits. At the same time, it is known
that metrological advantages can, but need not arise
solely from entanglement [52–54]. For example, nonclas-
sicality in terms of squeezing can lead to Heisenberg scal-
ing in precision [55, 56] without any entanglement when
the average energy is considered as the resource. This
work hence also contributes to the discussion of the re-
quired physical resources for parameter estimation [57],
and the relationship between computational power and
metrology [58].
Finally, open questions remain regarding the role of
noise [59–61], especially in connection with adaptive ap-
proaches to computation and error-correction involving
metrology [62–67]. Although noise is known to be prob-
lematic in the limit of infinitely many qubits since it is
known to restrict to a linear scaling of precision, i.e.,I ≤ κN for some constant κ, the approach presented here
holds the promise of significantly outperforming classical
strategies for finite system sizes. Indeed, this follows from
the observation that the constant κ strongly depends
on the strength and type of the noise [60, 64] and can
be arbitrarily large if the noise is weak enough. Mean-
while, the overhead needed for preparation and measure-
ment of the optimal state does not depend on the noise,
leaving room for an arbitrarily large advantage of our
scheme over classical strategies for any fixed N . In ad-
dition, techniques that deal with errors and maintain a
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metrological advantage are known (see, e.g., [62–64]) and
may be applicable here. We leave such extensions for fu-
ture work, along with the explicit determination of op-
timal [68, 69] and “pretty good” states [70] for specific
metrological tasks in our framework, where recent algo-
rithmic approaches [71] may prove to be useful.
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A.I. Local Parameter Estimation
In this appendix, we give a detailed description of
the local parameter estimation scenario and show how
Heisenberg scaling can be achieved using a GHZ state
and local measurements.
A.I.1. The Local Estimation Scenario
We consider a typical parameter estimation scenario,
where θ, the quantity of interest, is encoded in a density
operator ρ(θ) by a dynamical (unitary) transformation
Uθ = e−iθH , i.e.,
ρ(θ) = Uθ ρ(0)U †θ . (A.1)
We then perform a measurement with POVM elements{Em} which yields an outcome m. The (conditional)
probability of obtaining the measurement outcome m
(given that the parameter has the value θ) is then
p(m∣θ) = Tr(Emρ(θ)). (A.2)
To each measurement outcome m, an estimator θˆ(m)
assigns a corresponding estimate for the value of θ. The
estimator is called unbiased if it assigns the value θ on
average, that is, if the expected value of the estimator
satisfies ⟨ θˆ(m) ⟩ = ∑
m
p(m∣θ) θˆ(m) = θ . (A.3)
This requirement ensures the accuracy of the measure-
ment procedure, but not its precision, which is deter-
mined by the variance V [θˆ(m)] of the estimator. We use
the mean-square error (MSE) given by
V [θˆ(m)] = ∑
m
p(m∣θ) (θˆ(m) − θ)2 , (A.4)
and σ = √V [θˆ(m)] is the associated standard deviation.
Unfortunately, it is often the case that a given estima-
tor offers high precision only within a small range of the
parameter θ, but not globally, as we shall discuss for a
simple example in Appendix A.I.4. Such estimators are
hence useful locally, i.e., for estimating small fluctuations
of the parameter around some known value. In such local
estimation scenarios, accuracy is guaranteed even when
unbiasedness as specified in Eq. (A.3) is required to hold
only in the vicinity of this value.
To increase the precision, the procedure consisting
of preparation, encoding, and measurement may be re-
peated a number of times, say ν, providing estimates θ(i)(i = 1, . . . , ν), from which the mean value
θ¯ν = 1
ν
ν∑
i=1 θ(i) (A.5)
and the associated MSE
Vν[θ(i)] = 1
ν
ν∑
i=1(θ(i) − θ¯ν)2 (A.6)
can be calculated. As ν increases, the mean and vari-
ance computed from the measurement data converge to
the expected value ⟨ θˆ(m) ⟩ of the estimates and the ex-
pected value of the corresponding variance, V [θˆ(m)], re-
spectively. Trusting that the results of the individual
runs are independent and identically distributed (i.i.d.),
the variance of the distribution of mean values with
ν samples decreases linearly with ν. The overall ex-
pected precision associated to the result θ¯ν is hence
quantified by the standard error of the mean, given by
σν = σ/√ν = √V [θˆ(m)]/ν. In other words, the precision
increases with the number of runs, but the options for
choosing a probe state, measurement, and estimator still
leave room for improvement.
It is here that measurement strategies using genuine
quantum features such as entanglement and nonclassi-
cality can provide advantages with respect to classical
strategies. To determine the potential gain and to allow
comparisons with the best classical protocol it is useful
to eliminate the choice of estimator, and consider the
important Crame´r-Rao bound, before discussing an ex-
ample estimation scenario in Appendix A.I.4.
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A.I.2. The Crame´r-Rao bound
For any unbiased estimator the variance V [θˆ(m)] can
be shown (see, e.g., Refs. [72–74] or Appendix A.I.3) to
satisfy the Crame´r-Rao (CR) inequality
V [θˆ(m)] ≥ 1
I(ρ(θ)) , (A.7)
where I(ρ(θ)) is the Fisher information (FI) given by
I(ρ(θ)) = ∑
m
p(m∣θ) ( ∂
∂θ
log p(m∣θ))2
= ∑
m
(Tr[Em ρ˙(θ)])2
Tr(Emρ(θ)) . (A.8)
Here it is noteworthy that, on the one hand, the FI does
not depend on the choice of the estimator (as long as it
is unbiased), and one can hence determine a lower bound
for the variance based solely on the initial state and the
chosen measurement. On the other hand, the FI typically
depends on the value of the parameter and an unbiased
estimator for which the CR inequality globally becomes
an equality may not exist for all values. However, esti-
mators can be found for which the bound is tight locally,
and globally in the asymptotic limit of ν →∞, see, e.g.,
Ref. [75].
One may then further ask, what the optimal measure-
ment strategy is for a given probe state and parameter
encoding. The maximization of the FI over all possible
POVMs then yields (see, e.g., [76]) the quantum Fisher
information (QFI) I(ρ(θ)), given by
I(ρ(θ)) = 2 Tr(Sˆθ ρ˙(θ)) , (A.9)
where the operator Sˆθ ≡ Sˆ[ρ(θ)], called the symmetric
logarithmic derivative (SLD) is implicitly given by the
relation
Sˆθρ(θ) + ρ(θ)Sˆθ = ρ˙(θ) , (A.10)
and where the dot indicates the partial derivative with
respect to θ, i.e., ρ˙ = ∂
∂θ
ρ. The corresponding quan-
tum Crame´r-Rao bound is hence simply V [θˆ(m)] ≥
1/I(ρ(θ)). The optimal measurement for which the FI
and the QFI coincide is a projective measurement in the
eigenbasis of the SLD Sˆθ [76].
For unitary encodings that we consider here, see
Eq. (A.1), the QFI is independent of the value of the
parameter, I(ρ(θ)) = I(ρ(θ′)) ∀θ, θ′. To see this, sim-
ply note that in such a case ρ(θ′) = Uθ′−θρ(θ)U †θ′−θ and
ρ˙(θ) = i [ρ(θ) ,H ] . (A.11)
Therefore the derivative appearing in the QFI in
Eq. (A.9) is just ρ˙(θ′) = Uθ′−θ ρ˙(θ)U †θ′−θ. Using Eq. (A.10)
one then finds that the SLDs are related in the same
way, i.e., Sˆθ′ = Uθ′−θ SˆθU †θ′−θ. Cyclically permuting the
unitary operators in the trace then gives the result,I(ρ(θ)) = I(ρ(θ′)).
If we additionally restrict to pure probe states ∣ψ ⟩ as
before, the QFI takes the simple form (see, e.g., Ref. [4])
I(∣ψ ⟩) = 4( ⟨ ψ˙θ ∣ ψ˙θ ⟩ − ∣⟨ ψ˙θ ∣ψθ ⟩∣2) , (A.12)
where ∣ψθ ⟩ = Uθ ∣ψ ⟩ is the encoded state and the dot
indicates a partial derivative with respect to θ. Since
Uθ = e−iθH , a simple computation then reveals that the
QFI for such scenarios is proportional to the variance of
the Hamiltonian generating the dynamics, i.e.,
I(∣ψ ⟩) = 4 (⟨H2 ⟩ψθ − ⟨H ⟩2ψθ) = 4(∆H)2 (A.13)
and the SLD coincides with ρ˙(θ). The QFI is hence max-
imal for pure states that maximize the variance of H, see,
e.g., Refs. [4, 77].
Let us now consider an estimation scenario where a
probe state of N qubits is subject to a local trans-
formation, i.e., where the Hamiltonian is of the form
H = ∑i=1,...,N Hi and Hi acts nontrivially only on the ith
qubit. For simplicity, we assume that each qubit under-
goes the same local transformation, Hi = Hj ≡ H1∀i, j,
and that the local Hamiltonian has eigenvalues3 ± 1
2
with
the corresponding eigenstates denoted by ∣0 ⟩ and ∣1 ⟩.
We may further align our reference frame such that
H1 = Sz = 12Z, where Si is the spin- 12 angular momentum
operator for direction i = x, y, z and X,Y,Z denote the
usual Pauli operators. A comment on estimation scenar-
ios for other Hamiltonians can be found in Section VI of
the main text, but here we are restricting our discussion
to phase estimation scenarios where Uθ =⊗Nn=1U (n)θ , such
that U (n)θ = exp(−iθS(n)z ) acts only on the nth qubit. For
ease of notation, we will drop the superscript (n) in the
following when referring to single-qubit operations and
there is no risk of confusion.
If the probe state is classical, i.e., a product state of
the form ∣ψ1 ⟩⊗ ∣ψ2 ⟩⊗ . . .⊗ ∣ψN ⟩, then the QFI becomes
maximal when the local single-qubit probe states are all
chosen to be ∣+ ⟩ = (∣0 ⟩ + ∣1 ⟩)/√2, maximizing the vari-
ance of H1 = Sz. From Eq. (A.13) it then follows imme-
diately that the largest possible value of the QFI for a
classical probe of N qubits is
I(∣+ ⟩⊗N) = 4N (⟨H21 ⟩ − ⟨H1 ⟩2) = N . (A.14)
The corresponding SLD is easily found to be Sˆθ =(cos θSy−sin θSx)⊗N , i.e., the optimal measurement is re-
alized by single-qubit projective measurements in the ba-
sis Uθ+pi/2 ∣± ⟩, where ∣± ⟩ are the eigenstates of Sx = 12X.
3 Any deviation from this assumption enters the problem as a con-
stant factor multiplying the parameter θ, and can hence be ab-
sorbed into θ.
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It hence becomes obvious that classical measurement
strategies can (at most) decrease the variance linearly
with the number of qubits. This scaling behaviour is re-
ferred to as the standard quantum limit. As we shall dis-
cuss next, a different scaling behaviour can be achieved
for quantum probes.
A.I.3. A Proof of the Crame´r-Rao Bound
In this section we present a proof of the Crame´r-Rao
bound of Eq. (A.7) following Refs. [73, 74]. For an un-
biased estimator θˆ(m), we can write the unbiasedness
condition of Eq. (A.3) as
∑
m
p(m∣θ) (θˆ(m) − θ) = 0 , (A.15)
where we have used that the conditional probability is
normalized, i.e., ∑m p(m∣θ) = 1. Differentiating the con-
dition of Eq. (A.15) with respect to the parameter we
have
∑
m
∂p(m∣θ)
∂θ
(θˆ(m) − θ) − ∑
m
p(m∣θ) = 0 , (A.16)
which we can rewrite as
∑
m
(θˆ(m) − θ)p(m∣θ) ∂
∂θ
log p(m∣θ) = 1 . (A.17)
Then, we define the quantities x ∶= √p(m∣θ)(θˆ(m) − θ)
and
y ∶= √p(m∣θ) ∂
∂θ
log p(m∣θ) , (A.18)
and use the Cauchy-Schwarz inequality
∣∑∫ xy∣2 ≤ ∑∫ ∣x∣2 ∑∫ ∣y∣2 (A.19)
to arrive at
∑
m
p(m∣θ) (θˆ(m) − θ)2 ×∑
n
p(n∣θ) ( ∂
∂θ
log p(n∣θ))2 ≥ 1.
(A.20)
The first factor on the left-hand side of Eq. (A.20) is just
the variance
V [θˆ(m)] = ∑
m
p(m∣θ) (θˆ(m) − θ)2 . (A.21)
Dividing by the second factor, which we identify with the
Fisher information
I(ρ(θ)) = ∑
m
p(m∣θ) ( ∂
∂θ
log p(m∣θ))2 , (A.22)
we finally obtain the Crame´r-Rao inequality
V [θˆ(m)] ≥ 1
I(ρ(θ)) . (A.23)
A.I.4. Heisenberg Scaling in Local Metrology
Let us now revisit the local phase estimation scenario
for an entangled state, for instance, the N -qubit GHZ
state, given by
∣ψGHZ ⟩ = 1√2( ∣0 ⟩⊗N + ∣1 ⟩⊗N) . (A.24)
A quick calculation of the QFI of Eq. (A.12) for this
state provides the result I(∣ψGHZ ⟩) = N2. The preci-
sion may hence quadratically increase with the number
of qubits. This optimal scaling behaviour is usually called
the Heisenberg limit. To see how one can practically
achieve Heisenberg scaling, let us consider a simple par-
ity measurement, that is, a projective measurement with
outcomes m = +1 (even) and m = −1 (odd), and associ-
ated POVM elements
Eeven = ∑
n even
En and Eodd = ∑
n odd
En , (A.25)
where En projects into the subspace where n qubits are
in the state ∣− ⟩ and (N − n) qubits are in the state ∣+ ⟩.
Denoting the single-qubit projectors as P± = ∣± ⟩⟨± ∣, we
can write
En = ∑
i
pii(P⊗n− P⊗N−n+ ) , (A.26)
where the sum is over all (N
n
) permutations pii. One then
straightforwardly finds
Tr(Enρ(θ)) = 1
2N
(N
n
)(1 + (−1)n cos(Nθ)) , (A.27)
which in turn yields the conditional probabilities
p(+∣θ) = Tr(Eevenρ(θ)) = cos2(Nθ2 ) , (A.28a)
p(−∣θ) = Tr(Eoddρ(θ)) = sin2(Nθ2 ) . (A.28b)
Using the definition in Eq. (A.8) one can then verify that
this measurement is optimal, i.e., the FI and QFI coin-
cide, I(∣ψGHZ ⟩) = I(∣ψGHZ ⟩) = N2.
We then only need to find a suitable estimator. We
can construct such an estimator from the expected value
of the associated observable M , which has the spectral
decompositionM = Eeven−Eodd =X⊗N , such that ⟨M ⟩ =
cos(Nθ). Crucially, note that the required measurements
are just local X-measurements, the results of which are
multiplied to obtain the overall measurement result in
each run, i.e., m = m1m2 . . .mN . For θ ∈ [0, piN ] we then
assign the estimator
θˆ(m) = 1
N
arccos(m) = 1−m
2N
pi = {0 if m = +1pi
N
if m = −1 .
(A.29)
Computing the mean and variance for this estimator one
finds, ⟨ θˆ(m) ⟩ = pi
N
sin2(Nθ
2
) , (A.30a)
V [θˆ(m)] = θ2 + sin2(Nθ
2
) ( pi2
N2
− 2piθ
N
) . (A.30b)
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The estimator is only unbiased for θ = pi
2N
, but in this
case the variance admits Heisenberg scaling and takes
the value pi
2
4N2
. However, one can do better than this
by averaging over the outcomes before assigning an es-
timate, rather than averaging the individual estimates.
Practically speaking, one can view this as estimating
m(θ) = cos(Nθ) followed by a simple reparametrization
using θ(m) = arccos(m)/N . This estimator is unbiased
by definition, since m(θ) = ⟨M ⟩ and one finds the vari-
ance
V [m(θ)] = ∑
m
p(m∣m(θ))(m − ⟨M ⟩)2 = sin2(Nθ) .
(A.31)
Propagating the error through the reparameterization
then yields
V [θ(m)] = V [m(θ)] ( ∂θ
∂m
)2 = 1
N2
. (A.32)
One can hence get a quadratic scaling advantage for lo-
cal phase estimation using an N -qubit GHZ state and
local measurements. By extension via error propagation,
Heisenberg scaling is also maintained for frequency esti-
mation by reparameterizing θ = ωt for any fixed inter-
rogation time t. As shown in Fig. 2 in the main text,
the preparation of an N -qubit GHZ state can be real-
ized using a (2N −1)-qubit 1D cluster state, which hence
constitutes a resource for local phase and frequency esti-
mation at the Heisenberg limit.
A.II. Bayesian Parameter Estimation
In Appendix A.II.1, we first review the basic structure
of Bayesian parameter estimation problems. We then
discuss an inequality that serves as a Bayesian analogue
of the Crame´r-Rao bound in Appendix A.II.2 and present
a simple proof in Appendix A.II.3, before highlighting an
interesting connecting between Bayesian estimation and
noisy local estimation in Appendix A.II.4. Finally, we
investigate the limitations of the MSE cost function for
Bayesian estimation in Appendix A.II.5.
A.II.1. The Bayesian Estimation Scenario
Much like in the local estimation scenario discussed in
Appendix A.I, the Bayesian scenario considers the esti-
mation of a parameter θ that has been encoded onto a
quantum state ρ(θ) by performing a measurement given
by some POVM {Em}. As before, the conditional proba-
bility to obtain the outcome m given that the parameter
has the value θ is
p(m∣θ) = Tr(Emρ(θ)). (A.33)
However, where the local estimation scenario requires
only that the parameter be close to values for which an
unbiased estimator is available, the Bayesian estimation
scenario captures all previously held belief about θ in
a probability distribution referred to as the prior p(θ).
Performing a single measurement, the probability to ob-
tain the outcome m is then simply
p(m) = ∫ dθ p(θ)p(m∣θ) = Tr(EmΓ) , (A.34)
where we have defined the quantity
Γ = ∫ dθ p(θ)ρ(θ) , (A.35)
following the notation of Ref. [36]). Given some outcome
m, we then want to provide an estimate θˆ(m) for the
value of the parameter. To this end, note that Bayes’
law lets us determine p(θ∣m), the probability that the
parameter had the value θ given the outcome m, as
p(θ∣m) = p(m∣θ)p(θ)
p(m) . (A.36)
As an estimate we then simply average the possible val-
ues of θ weighted with the corresponding probabilities
p(θ∣m), i.e.,
θˆ(m) = ∫ dθ p(θ∣m) θ = ∫ dθ p(m∣θ)p(θ)
p(m) θ = Tr(Emη)Tr(EmΓ) ,
(A.37)
where we have inserted from Eqs. (A.36) and (A.34), and
defined the new quantity [36]
η = ∫ dθ p(θ)ρ(θ) θ . (A.38)
Thus, the estimate for θ given that the outcome m was
observed, depends on the prior p(θ) and the encoding of
the parameter in the state ρ(θ) via the quantities Γ and
η from Eqs. (A.35) and (A.38), respectively, and on the
chosen POVM {Em}. Note that the estimator used for
the Bayesian estimation scenario need not be unbiased
in the sense of Eq. (A.3). Instead, on average, we now
expect the estimator to assign the same mean value as
the prior, i.e.,
θ¯ =∑
m
p(m) θˆ(m) =∑
m
Tr(Emη) = Tr(η) = ∫ dθ p(θ) θ .
(A.39)
As a figure of merit for the precision of the estimate, we
then wish to quantify how close θˆ(m) is to θ according
to our updated belief. We are hence interested in the
variance V (m)post of the posterior p(θ∣m) given the outcome
m. Using the MSE approach as in Eq. (A.4), but now
with the posterior instead of the conditional probability
p(m∣θ), we write
V (m)post = V [p(θ∣m)] = ∫ dθ p(θ∣m) (θ − θˆ(m))2 (A.40)
= 1
p(m)[Tr(Em∫ dθ p(θ)ρ(θ) θ2) − (Tr(Emη))
2
Tr(EmΓ) ] ,
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where we have used (A.36) and (A.37). In general, the
width of the posterior may decrease or increase with re-
spect to the width of the prior, depending on the mea-
surement outcome. It is therefore more useful to average
over different outcomes and define
Vpost =∑
m
p(m)V (m)post = ∫ dθ p(θ) θ2 −∑
m
(Tr(Emη))2
Tr(EmΓ) .
(A.41)
Here, a comment on the choice of Vpost as a figure of
merit for the average increase in the knowledge is in or-
der. For parameters (and priors) that have support on
the entirety of R, the MSE is certainly a useful choice.
However, when estimating parameters with bounded sup-
port other quantifiers of the width of the posterior may be
more appropriate. For instance, for phase estimation one
may consider the Holevo phase variance as discussed in
Section III. We will nonetheless consider the MSE in the
following. This has several reasons. First, the MSE can
still be useful for phase estimation when the priors are
suitably narrow (see Appendix A.II.5) and it allows to es-
tablish some simple bounds (see Appendix A.II.2) for the
optimal classical estimation strategies, as we shall explain
in Appendix A.III.2. Second, the MSE is of course useful
for frequency estimation problems (see Appendix A.V),
where the parameter range is not bounded. We hence
allow the parameter to take values θ ∈ [−∞,∞] for the
remainder of this work.
As a simple example, consider a Gaussian prior of
width σ > 0 centered at θ = θo, that is,
p(θ) = 1√
2piσ
e− (θ−θo)22σ2 , (A.42)
with θ¯ = θo and V [p(θ)] = ∫ dθ p(θ) (θ − θo)2 = σ2. The
first term on the right-hand side of Eq. (A.41) then eval-
uates to
∫ dθ p(θ) θ2 = σ2 + θ2o , (A.43)
while the remaining term
θ2o ≤ ∑
m
(Tr(Emη))2
Tr(EmΓ) < σ2 + θ2o (A.44)
determines the average decrease in width of the posterior
with respect to the prior.
A.II.2. A Bayesian Crame´r-Rao bound
The average variance of the posterior can be bounded
from below using the van Trees inquality (see, e.g.,
Ref. [74, 78] or Appendix A.II.3)
Vpost ≥ 1
I(p(θ)) + I¯(ρ(θ)) , (A.45)
which can be viewed as a type of Crame´r-Rao bound for
Bayesian estimation, where
I(p(θ)) = ∫ dθ p(θ) ( ∂
∂θ
log p(θ))2 , (A.46)
is the classical Fisher information of the prior and
I¯(ρ(θ)) = ∫ dθ p(θ) I(ρ(θ)) (A.47)
= ∫ dθ p(θ)∑
m
p(m∣θ) ( ∂
∂θ
log p(m∣θ))2 .
is the averaged (over the unknown parameter θ) FI asso-
ciated to the state ρ(θ) and the POVM {Em} as specified
in Eq. (A.8).
Since the QFI I(ρ(θ)) arises as a maximization of the
FI I(ρ(θ)) over all POVMs, we have I(ρ(θ)) ≥ I(ρ(θ)).
If, as before for the local case, we consider the parameter
to be encoded by a unitary transformation of the form of
Eq. (A.1), the QFI is independent of θ, as we have shown
in Appendix A.I.2. This allows us to bound the average
FI by the QFI, i.e.,
I¯(ρ(θ)) ≤ ∫ dθ p(θ)I(ρ(θ)) = I(ρ(θ)) , (A.48)
and consequently we can modify the van Trees inequality
to
Vpost ≥ 1
I(p(θ)) + I(ρ(θ)) . (A.49)
In contrast to the (quantum) Crame´r-Rao inequal-
ity (A.7), the bounds in (A.45) and (A.49) are gen-
erally not tight, so they do not allow us to conclude
that a measurement strategy exists such that 1/Vpost
grows quadratically with N . And while it can indeed
be shown [25] that Heisenberg scaling is asymptotically
achievable for arbitrary priors in the Bayesian regime we
require an explicit description of the involved states and
measurements to determine whether these can be effi-
ciently implemented.
Nonetheless, a simple consequence of the van Trees in-
equality pertains to the classical scaling behaviour. Re-
call from Eq. (A.14) that the maximal value of the QFI
for product states is proportional to N . This implies
that Vpost decreases at most linearly with N for classical
strategies, i.e., 1/Vpost ≤ N + I(p(θ)), where I(p(θ)) is a
constant independent of N . For instance, for the Gaus-
sian prior of Eq. (A.42), which we want to focus on in
the following, we have I(p(θ)) = 1/σ2.
At this point, two comments on the choice of Gaus-
sian priors are in order. First, note that there exists an
interesting connection between Bayesian estimation with
Gaussian priors and local estimation subject to parallel,
Gaussian noise [26]. As is outlined in Appendix A.II.4,
this connection provides an alternative way of comput-
ing the variance Vpost via the (quantum) Fisher informa-
tion of the probe state after a noisy channel. Here, we
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do not explicitly consider the problem of noisy metrol-
ogy in more detail, but we refer the interested reader to
Refs. [59, 60].
The second comment concerns the fact that the proba-
bility distribution of Eq. (A.42) has support on the entire
real line, whereas for phase estimation, θ only takes val-
ues in an interval of length 2pi. In addition, the use of
the MSE means that differences between estimates and
parameter values larger than pi are disproportionately pe-
nalized. Intuitively it is clear that this becomes an issue
when the width of the Gaussian prior becomes compa-
rable with (half of) the length of the interval for θ. In
Appendix A.II.5 this problem is discussed in more detail.
For sufficiently narrow priors the MSE is hence still a
useful cost function for the variance and (non-wrapped)
Gaussians can be employed instead of the more compli-
cated wrapped Gaussians to simplify calculations. More-
over, the use of the MSE (rather than some circu-
lar statistics equivalent or covariant cost function, cf.
Ref. [4]) as a measure for the precision of the estimate
allows us to remain within the framework of Ref. [36]. It
also permits us to apply the Bayesian Crame´r-Rao bound
of Ineq. (A.49), which provides a straightforward compar-
ison with classical strategies, as we shall discuss in Ap-
pendix A.III.2. Finally, note that these considerations
arise for the phase estimation problem discussed in this
section, but are no cause for concern in the frequency es-
timation paradigm, which is presented in Appendix A.V.
A.II.3. A Proof of the Bayesian Crame´r-Rao Bound
We now want to present an explicit proof that the
average variance V post of the posterior p(θ∣m) can be
bounded from below by the van Trees inequality [78],
which is the Bayesian equivalent of the Crame´r-Rao
bound, given by
Vpost ≥ 1
I(p(θ)) + I¯(ρ(θ)) , (A.50)
where I(p(θ)) is the classical Fisher information of the
prior, given by
I(p(θ)) = ∫ dθ p(θ) ( ∂
∂θ
log p(θ))2 , (A.51)
and I¯(ρ(θ)) = I¯(ρ(θ),{Em}) is the Fisher information
associated to the state ρ(θ) and the POVM {Em}, av-
eraged over the (unknown) parameter θ. That is, it is
given by
I¯(ρ(θ)) = ∫ dθ p(θ) I(ρ(θ)) (A.52)
= ∫ dθ p(θ)∑
m
p(m∣θ) ( ∂
∂θ
log p(m∣θ))2 .
In the frequency estimation scenario, the parameter θ is
typically allowed to take on any value in R, but the prior
is assumed to have compact support, such that p(±∞) =
0. In the phase estimation scenario, on the other hand,
the parameter can take values in the interval [a, a+2pi] for
some a ∈ R and w.l.o.g. one may pick a = 0. In this case,
one may assume that the probability densities are either
wrapped, e.g., the prior satisfies p(θ) = p(θ mod 2pi) and
θ is to be understood as θ mod 2pi. Alternatively, one
can also treat θ to be any real number, and require that
the prior be sufficiently narrow. In the latter scenario,
one can still use the MSE approach for the variance, but
care needs to be taken with the initial width of the prior,
as discussed in Appendix A.II.5. With this in mind, we
now discuss a proof of Eq. (A.50). First, note that
b∫
a
dθ θˆ(m) ∂
∂θ
(p(θ)p(m∣θ)) = θˆ(m) [p(θ)p(m∣θ)]b
a
= 0 ,
(A.53)
due to the assumptions above for (a, b) = (0,2pi) or(a, b) = (−∞,+∞), respectively. Similarly, integration
by parts immediately lets us evaluate the integral
b∫
a
dθ θ
∂
∂θ
(p(θ)p(m∣θ)) = − b∫
a
dθ p(θ)p(m∣θ) , (A.54)
where we have eliminated the boundary term using the
previous assumptions. Using Bayes’ law [see Eq. (A.36)]
and the preliminary results of Eqs. (A.53) and (A.54), we
can then calculate
∫ dθ (θˆ(m) − θ) ∂
∂θ
(p(θ)p(m∣θ)) = ∫ dθ p(θ)p(m∣θ)
= p(m)∫ dθ p(θ∣m) = p(m) , (A.55)
since p(θ∣m) is normalized. When we sum over the pos-
sible measurement outcomes, we must hence just get
∑
m
∫ dθ (θˆ(m) − θ) ∂
∂θ
(p(θ)p(m∣θ)) = ∑
m
p(m) = 1 .
(A.56)
On the other hand, we can rewrite parts of the integrand
as
∂
∂θ
(p(θ)p(m∣θ)) = p(θ)p(m∣θ) ∂
∂θ
log(p(θ)p(m∣θ))
(A.57)
and use the Cauchy-Schwarz inequality from Eq. (A.19)
with x = (θˆ(m) − θ)√p(θ)p(m∣θ) and
y = √p(θ)p(m∣θ) ∂
∂θ
log[p(θ)p(m∣θ)] (A.58)
to arrive at the inequality
1 ≤ ∑
m
∫ dθ p(θ)p(m∣θ) (θˆ(m) − θ)2 × (A.59)
× ∑
n
∫ dθ′ p(θ′)p(n∣θ′) ( ∂
∂θ′ log[p(θ′)p(n∣θ′)])2 .
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The first factor on the right-hand side of Eq. (A.59) is
just Vpost from Eq. (A.41). The second factor can be
split into three terms by squaring
∂
∂θ
log[p(θ)p(m∣θ)] = ∂
∂θ
log p(θ) + ∂
∂θ
log p(m∣θ) .
(A.60)
Summing over the normalized conditional probability
p(m∣θ), the first term gives the classical Fisher informa-
tion for the prior, i.e.,
∫ dθ p(θ) ( ∂
∂θ
log p(θ))2 = I(p(θ)) , (A.61)
while the term containing the square of ∂
∂θ
log p(m∣θ)
gives I¯(ρ(θ)) as defined in Eq. (A.52). The remaining
cross term is of the form
∑
m
∫ dθ p(θ)p(m∣θ) ( ∂
∂θ
log p(θ)) ( ∂
∂θ
log p(m∣θ))
= ∑
m
∫ dθ ( ∂
∂θ
p(θ)) ( ∂
∂θ
p(m∣θ))
= ∫ dθ ( ∂
∂θ
p(θ)) ( ∂
∂θ
∑
m
p(m∣θ)) = 0 , (A.62)
which vanishes since the sum over p(m∣θ) is independent
of θ, i.e.,
∑
m
p(m∣θ) = ∑
m
Tr(Emρ(θ)) = Tr(ρ) = 1 . (A.63)
Dividing both sides of the inequality in (A.59) by the
sum of the nonzero terms of the second factor, we arrive
at the Bayesian Crame´r-Rao bound
Vpost ≥ 1
I(p(θ)) + I¯(ρ(θ)) . (A.64)
A.II.4. Relating Noisy Local Estimation with Bayesian
Estimation for Gaussian Priors
In this appendix we discuss an interesting connection
between noisy local estimation and Bayesian estimation
for Gaussian priors. We hence consider a local estima-
tion scenario as in Section A.I.1, where “parallel” noise is
present on top of the unitary encoding of Eq. (A.1). That
is, the noise is generated by the same Hamiltonian as the
encoding of the parameter but distributed according to
some probability distribution p˜(θ). The state encoding
the parameter is then given by
ρ˜(θ) = Uθ ρ˜(0)U †θ , (A.65)
where the noise can be understood as part of preparing
the initial state
ρ˜(0) = ∫ dθ′ p˜(θ′)Uθ′ ∣ψ ⟩⟨ψ ∣U †θ′ (A.66)
starting from some pure state ∣ψ ⟩. We further assume
that the noise has a Gaussian profile centered around
zero, that is, the noise distribution is
p˜(θ) = p(θ + θo) , (A.67)
where θo is the mean of the Gaussian prior p(θ) of
Eq. (A.42). We can now see how the encoded state of
this noisy local scenario corresponds to the quantity Γ
from Eq. (A.35) in the Bayesian scenario, i.e.,
Γ = ∫ dθ p(θ)ρ(θ) = ∫ dθ p(θ)Uθ ∣ψ ⟩⟨ψ ∣U †θ
= ∫ dθ′ p(θ′ + θo)Uθ′+θo ∣ψ ⟩⟨ψ ∣U †θ′+θo = ρ˜(θo) ,
(A.68)
where we have substituted θ′ = θ − θo. To establish a
similar connection for η from Eq. (A.38), we make use of
the fact that the prior (and the noise distribution in the
local scenario) are Gaussian, such that
d
dθ
p(θ) = p˙(θ) = − θ − θo
σ2
p(θ) . (A.69)
With this, we find
η =∫ dθ θ p(θ)ρ(θ) = θo∫ dθ p(θ)ρ(θ) − σ2∫ dθ p˙(θ)ρ(θ)
= θoΓ + iσ2∫ dθp(θ) [ρ(θ) ,H ] = θoΓ + σ2 ˙˜ρ(θo) ,
(A.70)
where the dot indicates a partial derivative w.r.t. θ.
Reinserting the expressions for Γ and η into Eq. (A.41),
the last term gives
∑
m
(Tr(Emη))2
Tr(EmΓ) = σ4∑m (Tr[Em ˙˜ρ(θo)])
2
Tr(Em ρ˜(θo)) + θ2o . (A.71)
The first term on the right-hand side of Eq. (A.71) can
easily be recognized as the Fisher information I(ρ˜(θo))
from Eq. (A.8) for the POVM {Em} in the local scenario
with parallel Gaussian noise. Combining this result with
Eqs. (A.41) and (A.43), we find
Vpost = σ2 − σ4 I(ρ˜(θo)) . (A.72)
Since the variance of the initial Gaussian prior is just
V [p(θ)] = σ2, one arrives at the conclusion that the
average decrease in variance in the Bayesian scenario
with Gaussian prior, ∆V = V [p(θ)]− Vpost for any given
POVM is proportional to the Fisher information at θ = θo
for the same POVM in the local scenario with paral-
lel Gaussian noise, ∆V = σ4I(ρ˜(θo)). In particular, for
the optimal POVM one obtains the QFI, which is inde-
pendent of the value of the parameter for the unitary
encoding with parallel noise, and hence
∆Vopt = σ4 I(ρ˜) . (A.73)
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This result immediately informs us about an important
property of the Bayesian scenario. Since I(ρ˜) is the
QFI in a scenario with parallel noise that can be viewed
as dephasing, one cannot expect Heisenberg scaling ofI(ρ˜), i.e., that I(ρ˜) increases quadratically with N , see
Refs. [59, 60]. Instead, it is clear that I(ρ˜) ≤ 1/σ2 since
Vpost ≥ 0. On the other hand, one expects that I(ρ˜) ap-
proaches the bound 1/σ2 from below as N increases. As
suggested in Ref. [61], it is reasonable to assume that
I(ρ˜) = 1
σ2
− K
Nα
(A.74)
for some positive constant K and some power α ≥ 1, such
that Vpost =Kσ4/Nα. Therefore, a scaling advantage of
a quantum strategy with respect to a classical strategy
is obtained if one finds an (efficiently preparable) state
and POVM such that α > 1.
A.II.5. Limitations of the MSE Approach
Here, we aim to discuss the limitations of applicabil-
ity of the mean square error (MSE) cost function for
Bayesian phase estimation, i.e., for a scenario where the
parameter θ is encoded by a unitary Uθ = e−iθH , with
H = 1
2
Z for each qubit. Since the difference between the
two eigenvalues of H is 1, it is immediately apparent that
values of θ that differ by 2pi cannot be distinguished in
such a scenario. This periodicity is not accurately re-
flected in the use of the MSE, since estimates that differ
by integer multiples of 2pi are unduly penalized. In a lo-
cal estimation scenario where small fluctuations around
a fixed value of the parameter are being estimated, this is
not an issue. Similarly, this is of no concern for Bayesian
estimation when the prior is sufficiently localized, but can
become an issue for larger values of σ [where we focus on
Gausian priors as in Eq. (A.42)]. We are therefore inter-
ested in quantifying for which values of σ the approach
using the MSE cost function becomes problematic.
We will take a pragmatic point of view and consider
the MSE approach as useful, if this post-processing of the
measurement data provides an increase in knowledge in
the sense of an average decrease of the width of the pos-
terior p(θ∣m). We therefore ask, what the minimal MSE
of the posterior can be in principle, given a fixed Gaus-
sian prior of width σ. When obtaining a measurement
outcome m, the corresponding estimate may in principle
only be understood modulo 2pi. In other words, if no
prior knowledge is available, and one were to trust the
estimate of the parameter unconditionally, the posterior
would be a “comb” of Dirac delta functions δ(θ − 2pik)
for all values k such that θ − 2pik lies within the allowed
range of parameters. For an unrestricted range, θ ∈ R,
we hence have infinitely many side-peaks at distances 2pik
for k ∈ Z. If we take into account the prior information,
some of these peaks are suppressed by its shape, e.g., as
exp(− θ2
2σ2
) for a Gaussian prior. The optimally reachable
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FIG. A.1. Limitations of the MSE approach. The min-
imally achievable MSE Vmin of the posterior, normalized by
the variance σ2 of the prior, is plotted against σ. For small
θ, the width of the optimal posterior is close to zero and the
MSE appropriately captures the increase in knowledge about
θ. However, when the width of the prior reaches a threshold
value close to pi/2, the minimal MSE of the posterior drasti-
cally increases and quickly saturates at the initial width of the
prior. In this regime the MSE does not reflect the increase in
knowledge about θ in a meaningful way.
posterior is then given by
popt(θ) = N ∑
k∈Z e
− θ2
2σ2 δ(θ − 2pik) , (A.75)
where the normalization is given by N −1 =∑
k∈Z exp(− (2pik)22σ2 ). The MSE of this distribution is
Vmin = N ∑
k∈Z e
− (2pik)2
2σ2 (2pik)2 . (A.76)
As illustrated in Fig. A.1, the MSE of this optimal pos-
terior strongly increases from around σ ≈ pi/2, and from
around 5pi/4 the width stays virtually constant as com-
pared to the MSE of the prior. Of course this does not
mean that the measurement process does not provide in-
formation about the parameter. Clearly, knowing the
value of θ exactly modulo 2pi is more useful than a uni-
form prior. However, the MSE simply fails to capture this
distinction. We hence have to keep this limited applica-
bility of the approach using (non-wrapped, Gaussian) pri-
ors and the MSE cost function in mind. Specifically, we
restrict our analysis to Gaussian priors of widths smaller
or equal than 1.
A.III. Classical Bayesian Estimation Strategies
After introducing the quantities of interest for
Bayesian parameter estimation in the previous appendix,
we now want to illustrate these techniques for classical
Bayesian estimation. This provides the opportunity to
establish a direct comparison with the results obtained
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for a strategy exploiting quantum features that we will
present in Appendix A.IV.
We consider a strategy to be classical, if no quan-
tum correlations are used for the state preparation or
measurement, which corresponds to the choice of prod-
uct states for N qubits along with single-qubit measure-
ments. The Bayesian approach allows updating the esti-
mation strategy based on the outcomes of previous mea-
surements. Consequently, a parallel strategy of N in-
dividual probes that are prepared and measured in the
same way may not be optimal even among the clas-
sical measurement schemes. At the same time, the
explicit evaluation of a sequential measurement strat-
egy with intermediate updates is computationally ex-
tremely demanding. To give a fair representation of
the performance of classical strategies we hence con-
sider a bound for the sequential measurement scheme
in Appendix A.III.2, and compute the average vari-
ance explicitly for the optimal parallel strategy in Ap-
pendix A.III.3. In preparation for these scenarios, we
begin with the single-qubit Bayesian estimation problem
in Appendix A.III.1
A.III.1. Single-Qubit Measurements
For the scenario that we consider here, i.e., Gaussian
priors as in Eq. (A.42) and unitary parameter encodings
as in Eq. (A.1), the optimal single-qubit measurement
strategy for Bayesian estimation is similar to that of the
local scenario. That is, the probe state is chosen to be∣+ ⟩, i.e., a uniform superposition of the eigenstates of H.
The optimal accompanying measurement is a projective
measurement with POVM elements
E˜± = Uθo+pi/2 ∣± ⟩⟨± ∣ U †θo+pi/2 , (A.77)
which corresponds to a measurement in a direction on
the equatorial plane of the Bloch sphere that is orthog-
onal to the direction obtained by rotating ∣± ⟩ by the
expected value θo of the prior. This can be seen by not-
ing that probe states and measurement directions can be
restricted to the equatorial plane, followed by an opti-
mization over the angle defining their relative orienta-
tion. For this combination of state and measurement,
the conditional probabilities to obtain the outcomes “+”
or “−” are
p(±∣θ) = Tr(E˜±ρ(θ)) = 1
2
(1 ± sin(θ − θo)) , (A.78)
such that p(±∣θo) = 1/2. We further compute
Tr(E˜±Γ) = p(m = ±) = 12 , (A.79a)
Tr(E˜±η) = 12(θo ± σ2 e−σ2/2) . (A.79b)
The corresponding estimates are then easily found by
inserting into Eq. (A.37), yielding
θm=± = θo ± σ2e−σ2/2 . (A.80)
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FIG. A.2. Posterior distributions for single-qubit
probe. The posterior distributions for the outcome m = + for
the optimal single-qubit measurement are shown when start-
ing from a Gaussian prior of width σ (shown for σ = 0.1, . . . ,1
in steps of 0.1). The prior is centered at θ = θo, while the
mean value of the posterior p(θ∣m = +) is just the estimator
θm=+ from Eq. (A.80), indicated by the vertical dashed lines.
Together with Eqs. (A.41) and (A.43) we then find the
average variance of the posterior
Vpost = σ2(1 − σ2e−σ2) . (A.81)
Since 0 < σ2e−σ2 < 1 for finite, nonzero σ, the variance
decreases on average, Vpost < σ2, but it becomes apparent
that the decrease in width quantified by ∆V ∶= σ2−Vpost
has a maximum for σ = 2. This signifies that the MSE
approach using Gaussian priors is not useful for priors of
large width when considering phase estimation (see Ap-
pendix A.II.5 for a discussion of this issue). It is also
interesting to note that the posterior distributions con-
ditional on the outcomes m = ± are given by
p(θ∣m = ±) = 1√
2piσ
(1 ± sin(θ − θo))e− (θ−θo)22σ2 . (A.82)
Unlike the prior, the posterior distributions illustrated
in Fig. A.2 are no longer Gaussian, and they are not
symmetric around their mean values θ = θm=±.
A.III.2. Bound for Multi-Qubit Measurements
We are now interested in making statements about
the optimal strategy for Bayesian estimation using a se-
quence of N consecutive single-qubit probes. Unfortu-
nately, the posterior even after one measurement is no
longer Gaussian (or symmetric). Therefore, determin-
ing the optimal single-qubit measurements and updating
the prior becomes problematic for large numbers of mea-
surements. This may not be an issue in an actual mea-
surement, where each qubit gives a single outcome based
on which the next measurement is chosen. However, we
are interested in the variance of the posterior averaged
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over all possible sequential measurement outcomes, the
set of which grows exponentially. Having 2N potentially
different posterior distributions makes such an approach
computationally infeasible.
We shall therefore refrain from obtaining the exact ex-
pression for the optimal expected variance Vpost after N
sequential single-qubit measurements with updated di-
rections. Instead, we construct a bound based on the
Bayesian Crame´r-Rao inequality (A.49). We note that
the updating procedure can be entirely thought of as
part of the choice of measurement direction, while the
probe state ∣+ ⟩ remains the same throughout. Further
recall that the QFI entails an optimization over all pos-
sible measurements including correlated measurements
that can depend on previous outcomes. A lower bound
for Vpost in the classical case is hence obtained from the
QFI for the state ∣+ ⟩⊗N , which we have previously de-
termined in Eq. (A.14) to be given by I(∣+ ⟩⊗N) = N .
Inserting into Ineq. (A.49) we arrive at the bound
Vpost ≥ σ2
1 + Nσ2 , (A.83)
where we have used that I(p(θ)) = 1/σ2. Any classical
strategy, may it consist of parallel or sequential measure-
ments, must give an expected variance larger than this
bound. This result also extends to the (asymptotic) be-
haviour of the Holevo phase variance Vφ of Eq. (18) since
Vφ reduces to the MSE as σ → 0 (see, e.g., [79, p. 7]).
Consequently, the Holevo phase variance of any success-
ful sequential measurement strategy will approach the
behaviour of the MSE. The faster (in terms of the num-
ber of measurements) the strategy decreases the phase
variance, the sooner one will enter a regime where the
bound of Ineq. (A.64) applies. Moreover, the bound in
Ineq. (A.83) is not tight and might significantly overes-
timate the performance of classical strategies since the
optimization in the QFI also includes entangled mea-
surements. We therefore complement this bound by an
investigation into the optimal parallel strategy in Sec-
tion A.III.3.
A.III.3. Optimal Parallel Strategy
Having obtained the previous lower bound for Vpost for
the optimal classical strategy, one may wonder, how close
a practical classical strategy may come to this bound. To
address this question, we now consider the optimal clas-
sical, parallel strategy for Gaussian priors. That is, we
compute Vpost in the case where N qubits are identically
prepared and measured (i.e., without intermediate up-
dates) with the optimal single-qubit strategy based on
the prior information (see Section A.III.1). The probe
state is hence ∣+ ⟩⊗N and for each qubit we perform the
POVM with elements E˜± as in Eq. (A.77). Since the state
is invariant under the exchange of qubits, it is irrelevant,
which of the N qubits give results “+”, and which give re-
sults “−”, we note that there are only N +1 qualitatively
different measurement outcomes.
We label these outcomes by m = 0,1, . . . ,N , which we
take to be the number of outcomes “−”. In other words,
for the given state this measurement is equivalent to the
POVM with element Em from Eq. (A.26). The condi-
tional probability to obtain the outcome m, given that
the parameter takes the value θ is then
p(m∣θ) = p(+∣θ)N−mp(−∣θ)m(N
m
) . (A.84)
We then insert for p(±∣θ) from Eq. (A.78) and find
Tr(EmΓ) = (N
m
)∫ dθ p(θ)p(+∣θ)N−mp(−∣θ)m
= 1
2N
(N
m
)N−m∑
k=0
m∑
k′=0(N −mk )(mk′)(−1)k′ Ik+k′ , (A.85)
where the quantity Ik+k′ is given by
In = 1√
2piσ
∫ dθ e− θ22σ2 sinn θ (A.86)
and powers of the sine function arise from the binomial
expansion of (1 ± sin(θ − θo)) followed by a substitution
θ − θo → θ. Now it is easy to see that the integral In
vanishes for odd n. To solve the integral in Eq. (A.86)
for even n, we use the trigonometric identity (which holds
only for even n)
sinn θ = 1
2n
(nn
2
) + 2
2n
n
2
−1∑
l=0 (−1)n2 −l(nl ) cos([n − 2l]θ),
(A.87)
as well as the integral formula
1√
2piσ
∞∫−∞ dθ e− θ
2
2σ2 cos(aθ) = e−a2σ2/2. (A.88)
Combining Eqs. (A.85) to (A.88) we obtain
Tr(EmΓ) = N−m∑
k=0
m∑
k′=0
((−1)k′ + (−1)k)N !
2N+k+k′+1k!k′!(N −m−k)!(m−k′)!
×⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(k+k′)![(k+k′
2
)!]2 + 2
k+k′−2
2∑
l=0
(−1)k+k′−2l2 e− (k+k′−2l)2σ22 (k+k′)!
l!(k + k′ − l)!
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(A.89)
For the Gaussian prior we then need to further compute
Vpost = σ2 + θ2o − ∑
m
(Tr(Emη))2
Tr(EmΓ) = σ2 − ∑m γ2mTr(EmΓ) ,
(A.90)
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where
γm = (N
m
)∫ dθ θ p(θ)p(+∣θ)N−mp(−∣θ)m
= 1
2N
(N
m
)N−m∑
k=0
m∑
k′=0(N −mk )(mk′)(−1)k′ Jk+k′ .
(A.91)
Here we have a different integral, Jk+k′ , which is of the
form
Jn = 1√
2piσ
∫ dθ θ e− θ22σ2 (sin θ)n. (A.92)
Since θ exp(− θ2
2σ2
) = −σ2 ∂
∂θ
exp(− θ2
2σ2
) we can easily inte-
grate by parts and write
Jn = nσ√
2pi
∫ dθ e− θ22σ2 (sin θ)n−1 cos θ. (A.93)
When k + k′ = n is even, the integral vanishes. When k +
k′ = n is odd, on the other hand, then (n−1) is even and
we can use the trigonometric identity from Eq. (A.87)
along with the formula
cos θ cos([n − 1 − 2l]θ) = 1
2
cos([n − 2 − 2l]θ) (A.94)
+ 1
2
cos([n − 2l]θ). (A.95)
This, together with the Gaussian integral of Eq. (A.88)
allows us to rewrite Jn as
Jn = nσ2[1 − (−1)n]
2n
{e−σ22 (n − 1n−1
2
) (A.96)
+ n−32∑
l=0 (−1)n−2l−12 (n − 1l )(e− (n−2l−2)
2σ2
2 + e− (n−2l)2σ22 )} .
With this, the average variance of the posterior of
Eq. (A.90) can be computed, which we have done for
up to N = 200 qubits. The results, depicted in Fig. A.3,
show that Vpost decreases at most as 1/N , as expected.
Moreover, the data suggests that the parallel classical
strategy is close the bound of Ineq. (A.83) when the
width of the prior is much smaller than pi/2. For in-
stance, when σ = 0.1, the relative deviation of the data
for Vpost from the bound Vmin = σ2/(1 +Nσ2) as quan-
tified by ∆V ∶= (Vpost − Vmin)/Vmin is ∆V < 5 × 10−7 for
N = 1 and ∆V < 1.65 × 10−5 for N = 90. For σ = 0.5 the
corresponding deviations are already at ∆V ≈ 6.6 × 10−3
and 2.9×10−2 for N = 1 and N = 90, respectively, and for
larger values of σ the deviation of 1/Vpost from a func-
tion increasing linearly with N is already clearly visible
in Fig. A.3.
Having thoroughly investigated the performance of
classical estimation strategies in Bayesian scenarios, we
will next turn to strategies involving genuine quantum
features.
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FIG. A.3. Optimal parallel classical strategy. The in-
verse expected variance of the posterior 1/Vpost is shown for
the optimal, classical, parallel strategy when starting from a
Gaussian prior of width σ (shown for σ = 0.1, . . . ,1 in steps of
0.1) as functions of the qubit number N . As indicated by the
different curves for 1/Vpost, the variance decreases as 1/N for
small widths, but decreases less strongly for larger values of σ.
Note that the decrease in performance may be attributed to
the choice of the MSE cost function and the Gaussian priors.
A.IV. Quantum Advantage in Bayesian Estimation
With respect to the local estimation scenario, Bayesian
estimation is made considerably more complicated by the
in principle arbitrary shape of the prior. Consequently,
results on optimality are scarcely available apart from
very special cases such as phase estimation for flat pri-
ors [19], for which an optimal (albeit with respect to
a different cost function for the variance) pair of probe
state and measurement have been determined. Here, we
will discuss a slightly modified version of the scheme of
Ref. [19] as an example and show that it can lead to a
scaling advantage also for other choices of priors (and
cost functions).
The probe state in question is a superposition of N -
qubit computational basis states, where one representa-
tive ∣n ⟩
un
= ∣1 ⟩⊗n ∣0 ⟩⊗N−n is selected for each Hamming
weight, i.e., from each subspace with a fixed number of
qubits in the state ∣1 ⟩. That is, ∣n ⟩
un
is a unary encod-
ing of the integer n. For flat priors [and using the Holevo
phase variance [40] instead of the MSE of Eq. (A.40)],
the optimal probe state ∣ψsine ⟩ is of the form
∣ψsine ⟩ = N∑
n=0 ψn ∣n ⟩un , (A.97)
where the coefficients are chosen with a sinusoidal profile
(see, e.g., Ref. [19]), i.e.,
ψn = √ 2N + 2 sin((n + 1)piN + 2 ) . (A.98)
For the sake of illustration, we will study the performance
of this particular state that we will refer to as the sine
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state for the MSE and Gaussian priors of finite width.
Nonetheless, it is crucial to note that the optimal probe
state for phase estimation with any prior (and variance)
must be of the form of Eq. (A.97) for some choice of
coefficients. This is due to the fact that ∣ψsine ⟩ already
contains one representative eigenvector of Uθ (and H)
for each of its different eigenvalues. Adding any other
components outside of the span of {∣n ⟩
un
}n=0,...,N would
hence not provide any more information about the phase
θ. After the unitary dynamics Uθ, the probe state is thus
of the form
Uθ ∣ψsine ⟩ = e−iNθ/2 N∑
n=0 ψn einθ ∣n ⟩un . (A.99)
Also note that the probe state we have chosen is not
symmetric with respect to the exchange of the different
qubits. However, relinquishing this symmetry require-
ment allows us to operate in an (N +1)-dimensional sub-
space of the total Hilbert space of dimension 2N , which
will prove to be crucial for the efficient implementation
of the estimation scheme in MBQC.
As a measurement strategy for our example, we will
consider a quantum Fourier transform (QFT) in the sub-
space spanned by the vectors ∣n ⟩
un
, followed by compu-
tational basis measurements. This measurement can be
represented by a POVM with elements Ek = ∣ek ⟩⟨ek ∣ for
k = 0,1,2, . . . ,N and EN+1 = 1 −∑k=0,...,N Ek, where
∣ek ⟩ = 1√
N + 1 N∑n=0 ein 2pikN+1 ∣n ⟩un . (A.100)
Practically, we can ignore the POVM element EN+1, as
the corresponding outcome never occurs for the chosen
probe state (in the absence of noise). With this, we are
now in a position to compute Vpost from Eq. (A.41) where
we again assume a Gaussian prior as in Eq. (A.42). We
hence need to calculate
Vpost = σ2 + θ2o − ∑
k
(Tr(Ekη))2
Tr(EkΓ) . (A.101)
To rewrite this quantity, it is useful to first determine
Tr(Ekρ(θ)) where ρ(θ) = Uθ ∣ψsine ⟩⟨ψsine ∣U †θ , for which
we obtain
Tr(Ekρ(θ)) = N∑
m,n=0
ψ∗mψn
N + 1 ei(m−n)( 2pikN+1−θ) . (A.102)
With this, we quickly find
Tr(EkΓ) = N∑
m,n=0
ψ∗mψn
N + 1 ei(m−n)( 2pikN+1−θo) e− (m−n)2σ22 ,
(A.103)
Tr(Ekη) = N∑
m,n=0
ψ∗mψn
N + 1 (θo − i(m − n)σ2)×
× ei(m−n)( 2pikN+1−θo) e− (m−n)2σ22 . (A.104)
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FIG. A.4. Example for quantum strategy:. The inverse
average variance of the posterior 1/Vpost is plotted against the
qubit number N for the quantum measurement strategy using
the sine states from Eq. (A.98) with QFT measurements for
θo = 0 and for values of σ from 0.1 (blue) to 1 (green) in steps
0.1. Additional plots for other values of θo and comparisons
with classical strategies can be found in Fig. A.5.
Inserting Eqs. (A.103) and (A.104) back into (A.101)
and making use of ∑kEk = 1, and the normalization
of ρ(θ) and p(θ), as well as the identity ∑k exp(i(m −
n) 2pik
N+1) = (N + 1)δmn, one arrives at
Vpost = σ2 − ∑
k
γ2k
Tr(EkΓ) , (A.105)
where γk is given by
γk = iσ2N+1 N∑
m,n=0ψ∗mψn(m − n) ei(m−n)( 2pikN+1−θo) e− (m−n)
2σ2
2 .
(A.106)
Finally inserting Eqs. (A.102) and (A.106) into the for-
mula for Vpost in Eq. (A.105), the average variance of
the posterior for the sine state and the QFT measure-
ment can be evaluated numerically. The results for up to
N = 200 qubits and for the prior centered at θo = 0 are
shown in Fig. A.4.
The plots in Fig. A.4 indicate that for narrow priors
(e.g. for σ = 0.1, . . . ,0.5) the example quantum strategy
exhibits a quadratic scaling gap with respect to all clas-
sical measurements schemes, meaning that the variance
in the quantum strategy decreases more strongly with
N than classically possible. As discussed in Ref. [25],
this is possible for all priors under certain regularity as-
sumptions, but the explicit form of the optimal states and
measurements is generally not known. Indeed, we cannot
conclude that the strategy that we discuss here is opti-
mal, but (at least) for narrow Gaussian priors (σ ≤ 0.5)
we find that it directly outperforms even the (overly op-
timistic) bound on classical strategies from Ineq. (A.83)
already for N = 6 qubits. For broader priors, we can not
report a scaling advantage for this example, but this is
to be expected using the MSE. However, recall that the
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FIG. A.5. Quantum strategy vs. classical bound. The
inverse average variance of the posterior 1/Vpost is plotted
(dots) against the qubit number N for the quantum measure-
ment strategy using the sine states from Eq. (A.98) with QFT
measurements for θo = 0 and values of σ = 0.1,0.5, and 1 in
(a), (b), and (c), respectively. The solid lines correspond to
the Bayesian Crame´r-Rao bound of Ineq. (A.83), which over-
estimates the best sequential classical strategy. The dashed
lines correspond to the optimal classical parallel strategy from
Fig. A.3. As can be seen in (a) and (b), the quantum strategy
using the sine states may outperform the best classical strat-
egy for small prior widths σ, providing a scaling advantage,
i.e., 1/Vpost increases stronger than linearly with N . However,
for larger σ it performs worse, that is, it still outperforms the
optimal classical parallel strategy, but only by a constant im-
provement, as can be seen in (c).
measurement strategy we discuss here is known to be op-
timal in the case of flat priors for an appropriately chosen
cost function [19], and our results are hence complimen-
tary in the sense that we provide numerical evidence for
optimal scaling in a regime of narrow priors. Additional
plots for direct comparison with the classical bounds can
be found in Fig. A.5.
A.V. Bayesian Frequency Estimation
In this appendix we investigate on Bayesian frequency
estimation, i.e., the case where the parameter to be esti-
mated is the angular frequency, ω, rather than the phase
θ, i.e., such that θ = ωt. The key difference of frequency
estimation compared to phase estimation is that in the
former we have the freedom to optimize over the inter-
rogation time t. We shall do this for some of the states
and measurement previously considered for phase estima-
tion. Specifically, for the optimal classical parallel mea-
surement strategy and for the quantum strategy using
the sine states and QFT measurements from Eqs. (A.98)
and (A.100), respectively.
More precisely, the dynamical evolution of each qubit
is described by the unitary transformation U(ωt) =
e−iωtZ/2, and our prior information about ω is given by
the normal distribution
p(ω) = √ 1
2pi∆2
e
−ω2
2∆2 , (A.107)
where we have assumed without loss of generality that
the mean frequency is centered at ω0 = 0. With the ini-
tial state as in Eq. (A.97) the matrix elements of the op-
erators Γ and η of Eqs. (A.35) and (A.38), respectively,
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FIG. A.6. Optimal classical parallel frequency estima-
tion. The inverse expected variance of the posterior 1/Vpost,
optimized over the interrogation time, is shown for the opti-
mal, classical, parallel strategy [with probe state ∣+ ⟩⊗N and
POVM with elements Em as in Eq. (A.26)] when starting from
a Gaussian prior (in frequency space) of width ∆ in units of
∆2. The horizontal axis shows the qubit number N .
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FIG. A.7. Frequency estimation: sine states & QFT
measurements. The inverse average variance of the poste-
rior 1/Vpost, optimized over the interrogation time t, is plotted
against the qubit number N for the quantum measurement
strategy using the sine states from Eq. (A.98) with QFT mea-
surements for ωo = 0 and for values of ∆ from 0.1 (blue) to 1
(green) in steps 0.1, in units of ∆2.
read
Γ = N∑
n,m=0ψnψ∗me
−(m−n)2τ2
2 ∣n⟩⟨m∣ , (A.108)
η = −iτ∆ N∑
n,m=0(m − n)ψnψ∗me −(m−n)2τ22 ∣n⟩⟨m∣ , (A.109)
where we have defined the dimensionless parameter
τ ≡ t∆. The final average variance is again given by
Eq. (A.101). However, due to the dependence of the
Fisher information on τ , we need to optimize the av-
erage final variance over all τ . The results for the op-
timal, classical parallel strategy (see Appendix A.III.3)
and for the quantum strategy using the sine states and
QFT measurements (see Appendix A.IV) are plotted in
Figs. A.6 and A.7, respectively, and a comparison is
shown in Fig. A.8.
A.VI. Measurement-Based Quantum Computation
A.VI.1. Basics of MBQC
In this appendix, we will briefly review the basic con-
cepts of MBQC, but we direct the interested reader to
more detailed reviews in Refs. [38, 39]. In this computa-
tional paradigm, established in Refs. [30, 80], a specific
entangled state (e.g., a cluster state) is prepared in an
array of qubits. Using the entanglement present in the
system along with local measurements on a subset of the
qubits, (arbitrary) unitary transformation may be im-
plemented on the remaining qubits (if the cluster is large
enough). Here, we will focus on MBQC based on 1D and
2D cluster states, i.e., graph states [37] based on regular,
linear or rectangular lattices. Each vertex of the graph
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FIG. A.8. Frequency estimation comparison. The in-
verse average variance of the posterior ∆2/Vpost, optimized
over the interrogation time t and plotted against the qubit
number N , is compared for the optimal classical parallel strat-
egy (red, dashed) and the quantum strategy using the sine
states and QFT measurements (blue, solid). For the plotted
range one can clearly see that the quantum strategy provides
a scaling advantage with respect to the best parallel classical
measurements, that is, the solid blue curve for ∆2/Vpost in-
creases quadratically with N , while the the dashed, red curve
only increases linearly with N .
corresponds to a qubit initialized in the state ∣+ ⟩, while
edges connecting the vertices indicate that controlled
phase gates CZ, given by
CZij = ∣0 ⟩⟨0 ∣i ⊗ 1j + ∣1 ⟩⟨1 ∣i ⊗Zj = CZji , (A.110)
have been applied to these pairs of qubits. A simple
example for a cluster state is shown in Fig. A.9.
The essence of the working principle of a measurement-
based computation is captured by single-qubit gate tele-
portation [81]. That is, by measuring one of the qubits
of an entangled pair in a suitable local basis and apply-
ing local correction operators dependent on the outcome
on the other qubit, a desired quantum gate can be effec-
tively implemented on the remaining qubit, as illustrated
in Fig. A.10. Concatenating this procedure for a chain of
∣ + ⟩1∣ + ⟩2∣ + ⟩3∣ + ⟩4
v1
v3
v2
v4
e12
e13
e34
e23
(a) (b)
FIG. A.9. Two-dimensional cluster states. In (a) the
circuit representation of a two-dimensional (2D) cluster state
with 4 qubits is shown. Each horizontal line represents a
qubit, initialized in ∣+ ⟩i (i = 1,2,3,4), and time goes from
left to right. The vertical lines ( ) represent controlled phase
gates CZij applied to the respective qubit pairs (i, j). Fig. A.9
shows the graph structure of the 2D cluster of (a), with ver-
tices vi on a square lattice connected by edges vij .
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∣ψ ⟩
∣+ ⟩
Rz(ϕ) H s
HZsRz(ϕ) ∣ψ ⟩
ϕ
s
(a) (b)
FIG. A.10. Single-qubit gate teleportation. (a) After the
entangling CZ operation on a pair of qubits prepared in the
states ∣ψ ⟩ and ∣+ ⟩, respectively, the first qubit is measured
in the basis {Rz(ϕ)H ∣s ⟩ ∣s = 0,1}, where ϕ specifies an angle
in the x–y plane. Here, the rounded boxes correspond to ap-
plications of single-qubit gates, where H = (X +Z)/√2 is the
Hadamard gate, and the symbol indicates a measure-
ment in the computational basis {∣s ⟩ ∣s = 0,1} with outcome s.
The remaining qubit is then left in the state HZsRz(ϕ) ∣ψ ⟩.
Up to the outcome-dependent local correction HZs (and an
irrelevant global phase) the output qubit hence carries the re-
sult of the computation, Rz(ϕ) ∣ψ ⟩. (b) In a graphical nota-
tion (see, e.g., Ref. [38]) for the circuit in (a), measured qubits
are represented by circles inscribed with the corresponding
measurement angle ϕ, while output qubits are indicated by
diamonds ( ). The connecting lines between qubits indi-
cate the initial application of CZ gates, and the symbols for
input qubits, which may be prepared in arbitrary states are
coloured in red, whereas all other qubits are assumed to have
been initialized in the state ∣+ ⟩.
qubits in a 1D cluster state, arbitrary single-qubit gates
may be performed in such a way that only local correc-
tions on the final qubit are required.
Although the measurement-based implementation of
the CNOT gate [CX] in the notation of Eq. (A.110)] is
not possible in a 1D cluster, it can be achieved in two
dimensions [31], as is demonstrated by a simple example
in Fig. A.11. Since the combination of arbitrary single-
qubit gates with the CNOT gate is computationally uni-
versal, one may hence prepare an arbitrary quantum
state (e.g., for performing parameter estimation) from
a 2D cluster.
∣ψ ⟩1,2
∣ + ⟩3∣ + ⟩4
Zs1
H
H
Zs1 Xs2
s1
s2
∣ψ ⟩1,2
0
s1
0
s2
(a) (b)
FIG. A.11. CNOT gate in MBQC. The four-qubit cir-
cuit in (a), and the corresponding measurement pattern in
(b) illustrate how the measurement of two of the qubits in
a 2D cluster, followed by local Pauli corrections on the two
remaining qubits dependent on the measurement outcomes si
(i = 1,2) can realize an effective CNOT gate in an MBQC
architecture. The notation is as in Fig. A.10. Note that of
the two input qubits marked red in (b) one is measured, but
the other is also an output qubit.
∣ψ ⟩
∣+ ⟩
∣+ ⟩
∣+ ⟩
Rz(ϕ1) H s1
Rz(ϕ2) H s2
Rz(ϕ3) H s3
Xs1+s3Zs2HRy(φ) ∣ψ ⟩
ϕ1
s1
ϕ2
s2
ϕ3
s3
(a) (b)
FIG. A.12. Pauli-Y rotation in MBQC. (a) The circuit
representation of the MBQC realization of a Pauli-Y rota-
tion is shown. Measuring the first three qubits in bases in
the x-y plane rotated with respect to the X-basis by ϕ1 = pi2 ,
ϕ2 = (−1)s1φ, and ϕ3 = (−1)s2+1 pi2 , respectively, and apply-
ing the local Pauli corrections Xs1+s3Zs2H dependent on the
measurement outcomes si = 0,1 (i = 1,2,3) leaves the fourth
qubit in the desired state. (b) Graphical representation of the
circuit in (a) following the notation of Fig. A.10.
A.VI.2. Probe State Preparation in MBQC
In this last appendix, we present details on the con-
version of the circuit for generating probe states (shown
in Fig. 4 of the main text) to an MBQC measurement
pattern. To do this, let us first see how a Y -rotation
can be performed in MBQC, and consider the concatena-
tion of three steps of single-qubit gate teleportation (see
Fig. A.10) as shown in Fig. A.12. That is, we prepare a
one-dimensional four-qubit cluster state, where the first
qubit is initialized in an arbitrary state ∣ψ ⟩. The first
three qubits are then measured with angles ϕ1, ϕ2, and
ϕ3, respectively, leaving the fourth qubit in the state (up
to a global phase)
Xs1+s3Zs2HRz((−1)s2ϕ3)Rx((−1)s1ϕ2)Rz(ϕ1) ∣ψ ⟩ .
(A.111)
Noting that a Y -rotation about an arbitrary angle φ
can be written as Ry(φ) = Rz(−pi2 )Rx(φ)Rz(pi2 ), select-
ing measurement angles ϕ1 = pi2 , ϕ3 = (−1)s2+1 pi2 , and
ϕ2 = (−1)s1φ in Fig. A.12 realizes Ry(φ) up to appropri-
ate local corrections on the last qubit.
=
Ry(−φ/2) Ry(φ/2) Ry(φ)Z
Xs1
Xs2
∗= Xs1
Xs2
Zs2
Zs1
(a)
(b)
FIG. A.13. Circuit identities. The circuit in (a) imple-
ments the controlled Ry(φ)Z rotation by incorporation of a
controlled phase gate CZ. In (b) a circuit identity for com-
muting single-qubit X-operations past the controlled phase
gates (featuring, e.g., in cluster states) is shown. The symbol∗= indicates equality up to a possible global phase.
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With this strategy, we are able to implement Ry(φ1).
One may even commute the Hadamard correction with
the Y -rotation to switch the initial state of the qubit
from ∣+ ⟩ to ∣0 ⟩, as required in Fig. 4 of the main text.
For the remaining controlled rotations, we make use of
the simple identity Ry(φ)Z = ZRy(−φ), which allows us
to utilize the CZ-gates naturally appearing in the cluster
state to perform the operation CRy(φ), as shown in the
circuit in Fig. A.13 (a). The spurious application of the
operator Z before the rotation can be disregarded, since
all qubits in the circuit in Fig. 4 are assumed to be in the
state ∣0 ⟩ in the beginning. This initialization step can
be included as for Ry(φ1) before.
Since we already know from the circuit in Fig. A.12
how to implement rotations Ry(φ) for arbitrary angles,
all that is left to do to translate the preparation cir-
cuit in Fig. 4 to MBQC is to commute the local X-
corrections past the CZ-gate appearing on the left-hand
side of Fig. A.13 (a), as shown in Fig. A.13 (b), such that
all local corrections can be applied in the final step of the
state preparation. We hence arrive at the MBQC mea-
surement pattern generating the sine state ∣ψsine ⟩, which
is shown in Fig. 5 of the main text.
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