ABSTRACT. The finite moving horizon ( MH) is proposed for the suboptimal decentralized linear quadratic problems. 
Introduction
Optimal control theory has been employed for suboptimal decentralized control of multivariable systems. In the case of linear quadratic gaussian designs, one has to have reliable algorithms that solve very high-dimensional Riccati equations [1, 2] . The major difficulty is the computational requirements of solving the Riccati equation at each time interval [3] . To overcome this difficulty many methods [4 -10] have been proposed to obtain nearly optimal decentralized control for the high order systems. In [11] , the Riccati equation is iterated once at each time step, which reduces the computational load of solving the steady-state Riccati equation. However, the quality of control and energy conservation at each time step may not be optimal and good transient behavior is not always assured. It would be interesting to simplify this calculation by the use of MH optimization schemes which often result in both robustness and fast computability [12, 13] . The idea of MH method was firstr proposed by Kleinman [14] , and was developed by others [15 -18] . In this paper, the suboptimal control law for a large scale system is derived from the suboptimal law of the subsystems obtained by solving Riccati equations which make use of MH.
The behavior of the algorithm is illustrated by a numerical example. The properties of the suboptimal decentralized controller are studied using a largescale system consisting of N subsystems associated with the MH technique.
Regulation
Consider a large-scale system consisting of N subsystems described by :
where
The MH controller is defined as the one which minimizes the quadratic loss function as follows by [3] :
where F i T = F i 〉 0 is a positive definite matrix called the " final state penalization matrix" , Q i T = Q i 〉 0 is a positive semidefinite matrix and R i T = R i 〉 0 is a positive definite matrix. All the matrices subject to system equation (1).
The control law in the case of state feedback is given by [1] :
where P i(N-1) is the stage solution, hence
starting with P i (0) = F i . N i , where N i is an any positive integer . For the existence of a stabilizing MH control , it is required that
which guarantee the ordering :
so that the MH is stable.
Computational Load
The solution of the steady-state Riccati equation:
Using the matrix sign algorithm, it can be summarized as follows :
The matrix sign algorithm is :
(10) ≡ Γ j define a matrix W given by : (11) where I = block diagonal [ I n , -I n ].
The approximate Riccati gain matrix P j is given by :
In the moving horizon method the corresponding gain matrix P(N) is given by : At each iteration the matrix sign algorithm requires one matrix inversion of order 2nx2n, plus two matrix inversions of order nxn, to solve equation (8) and (9), while the moving horizon method requires only one matrix inversion of order nxn. Taking into consideration that the matrix inversion calculation is proportional to n 2 , it becomes clear that the moving horizon method is about seven times faster. From the curves, it is clear that the states of the variables (VAR 1 ,VAR 2 , VAR 3 and VAR 4 ) for the suboptimal closed-loop ( A+BFC) subsystem 1 , subsystem 2 , and subsystem 3 reach steady state in a short time.
Conclusions
A finite moving horizon technique for the suboptimal state feedback is applied to large scale linear systems to obtain a solution for the decentralized control problem. The suboptimal control law for the large scale system is obtained from the suboptimal laws of the subsystems. This method is suboptimal, very fast and easy to implement with low computational requirements. A simulated example is given in which the procedure is applied to suboptimal decentralized control.
