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STEIN’S METHOD OF EXCHANGEABLE PAIRS FOR
ABSOLUTELY CONTINUOUS, UNIVARIATE DISTRIBUTIONS
WITH APPLICATIONS TO THE POLYA URN MODEL
CHRISTIAN DÖBLER
Abstract. We propose a way of finding a Stein type characterization of a given
absolutely continuous distribution µ on R which is motivated by a regression prop-
erty satisfied by an exchangeable pair (W,W ′) where L(W ) is supposed or known
to be close to µ. We also develop the exchangeable pairs approach within this set-
ting. This general procedure is then specialized to the class of Beta distributions
and as an application, a convergence rate for the relative number of drawn red
balls among the first n drawings from a Polya urn is computed.
1. Introduction
Since its introduction in [Ste72] in 1972 Stein’s method has become a very famous
and useful tool for proving distributional convergence. One of its main advantages
is, that it usually automatically yields a concrete error bound for various distribu-
tional distances. Being first only developed for normal approximation, it was ob-
served by several authors, that Stein’s technique of characterizing operators is by no
means restricted to the normal distribution (see, e.g. [Che75] for the Poisson distri-
bution, [Ste86] and [SDHR04] for absolutely continuous distributions on R). Highly
recommendable accounts of Stein’s method are the books [CGS11] for the normal
approximation and [BC05] for a general introduction into the method.
In this paper we consider an absolutely continuous distribution µ on (R,B) with den-
sity function p and corresponding distribution function F . Let −∞ ≤ a < b ≤ ∞ be
extended real numbers, such that supp
(
µ
)
⊆ (a, b) and such that for each choice of
real numbers a′ > a and b′ < b we have that supp
(
µ
)
6⊆ (a′, b) and supp
(
µ
)
6⊆ (a, b′),
i.e. if a is real, then it is the left endpoint of the support of µ and if b is real it is the
right endpoint of supp
(
µ
)
. Here and in what follows, the closing operation is with
respect to the usual topology on R. If the density p is positive on (a, b) and absolutely
continuous on every compact subinterval of (a, b), then the so called density approach
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within Stein’s method gives a Stein identity and even a Stein characterization for µ
(see [SDHR04], [CS11] or [CGS11]). In short, a real valued random variable X has
distribution µ if and only if for each function f in a suitable class F we have
(1) E
[
f ′(X) + ψ(X)f(X)
]
= 0 ,
where ψ(x) := d
dx
log p(x) is the logarithmic derivative of p. For a given Borel-
measurable test function h with
∫
R
|h(x)|dµ(x) < ∞ this characterization motivates
the so called Stein’s equation
(2) f ′(x) + ψ(x)f(x) = h(x)− µ(h) ,
to be solved for f , where we write µ(h) for
∫
R
hdµ. It turns out, that a solution fh
to (2) on (a, b) is given by
(3) fh(x) :=
1
p(x)
∫ x
−∞
(
h(y)− µ(h)
)
p(y)dy = −
1
p(x)
∫ ∞
x
(
h(y)− µ(h)
)
p(y)dy
and that, if fh is bounded and
1
p
is unbounded on (a, b), then fh is the only bounded
solution on (a, b). For general properties of the solutions fh see [CS11] or [CGS11].
Note that for general Borel-measurable h it cannot be expected that there exists a
solution f which is differentiable on all of (a, b) and satisfies (2) pointwise. Thus, a so-
lution is understood to be an almost everywhere differentiable and Borel-measurable
function which satisfies (2) at all points x ∈ (a, b) where it is in fact differentiable
and contrary to the usual convention, at the remaining points x ∈ (a, b) one defines
f ′(x) := −ψ(x) + h(x) − µ(h). This yields a Borel-measurable function f ′ on (a, b)
such that (2) holds for each x ∈ (a, b).
In order to understand the exchangeable pairs technique in the framework of the
density approach it might be helpful to recall the exchangeable pairs method in
the situation of normal approximation. This method, which was first presented in
Stein’s monograph [Ste86], is a cornerstone of Stein’s method of normal approx-
imation and is still the most frequently used coupling. This is due to the wide
applicability of standard couplings like the Gibbs sampler or making one time step
in a reversible Markov chain, which generally yield exchangeable pairs. By definition,
an exchangeable pair is a pair (W,W ′) of random variables, defined on a common
probability space, such that their joint distribution is symmetric, i.e. such that
(W,W ′)
D
= (W ′,W ). In [Ste86], in order to show that a given real-valued random
variable W is approximately standard normally distributed, Stein proposes the con-
struction of another random variable W ′, a small random perturbation of W , on the
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same space as W such that (W,W ′) forms an exchangeable pair and additionally the
following linear regression property holds:
(4) E[W ′ −W |W ] = −λW
Here, λ ∈ (0, 1) is a constant which is typically close to zero for conveniently
chosen W ′. If this condition is satisfied, then the distributional distance of L(W ) to
N(0, 1) can be efficiently bounded in various metrics, including the Kolmogorov and
Wasserstein metrics (see, e.g. [Ste86], [CS05] or [CGS11] for the common “plug-in
theorems”).
The range of examples to which this technique could be applied was considerably
extended by the work [RR97] of Rinott and Rotar who proved normal approximation
theorems allowing the linear regression property to be satisfied only approximately.
Specifically, they assumed the existence of a random quantity R, which is dominated
by λW in size, such that
(5) E[W ′ −W |W ] = −λW +R .
Note, that necessarily R is σ(W )-measurable and that unlike condition (4), con-
dition (5) is not a true condition on the pair (W,W ′) since we can always define
R := E[W ′ −W |W ] + λW for each given constant λ > 0. However, the “plug-in
theorems” in [RR97], [SS06] or [CGS11] clarify that R has to be of smaller order than
λ in order to yield useful bounds. SinceW is supposed to have a “true” distributional
limit, it follows that both, λ and R, are at least asymptotically unique (see also the
introduction of [RR09] for the discussion of this topic).
When dealing with our possibly non-normal distribution µ, the question is what
condition to substitute for the linear regression property (4) or (5). This question
was succesfully answered independently by Eichelsbacher and Löwe in [EL10] and by
Chatterjee and Shao in [CS11]. They pointed out, that in this more general setting
the appropriate regression property is
(6) E[W ′ −W |W ] = λψ(W ) +R ,
where, again λ > 0 is constant and R is of smaller order than λψ(W ). In order to
give a flavour of the resulting “plug-in theorems”, we present parts of Theorem 2.4
from [EL10].
Theorem 1.1. Let the density p be positive and absolutely continuous on (a, b). Sup-
pose that there exist positive real constants c1, c2 and c3 such that for any Lipschitz-
continuous function h : (a, b) → R with minimal Lipschitz constant ‖h′‖∞, the solu-
tion fh given by (3) satisfies
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‖fh‖∞ ≤ c1‖h‖∞ , ‖f
′
h‖∞ ≤ c2‖h
′‖∞ and ‖f
′′
h‖∞ ≤ c3‖h
′‖∞ ,
where, for a function f : (a, b)→ R we let ‖f‖∞ be its essential supremum norm.
Then, for any exchangeable pair (W,W ′) satisfying condition (6) we have
|E[h(W )]− µ(h)|(7)
≤ ‖h′‖∞
(
c2E
[∣∣∣1− 1
2λ
E
[
(W −W ′)2|W
]∣∣∣]+ c3
4λ
E
[
|W ′ −W |3
]
+
c1
λ
√
E[R2]
)
.
The third term of the bound (7) reveals that, in fact, R must be of smaller order
than λ in order for the bound to be useful and from the second term we conclude
that λ should such that E [(W ′ −W )2] ≈ 2λ. The first term appearing in the bound
on the right hand side of (7) is usually interpreted such, that the random vari-
able E
[
(W −W ′)2|W
]
/2λ must “obey a law of large numbers” to obtain decreasing
bounds. Bounding this term is often decisive for the success of applying Theorem 1.1.
Having discussed the method of exchangeable pairs within the density approach,
we now address the problem, that condition (6) with negligible remainder term R is in
some examples not satisfied by an exchangeable pair, which, however, appears natural
to us for our approximation problem. For example, in many situations where the
exchangeable pair (W,W ′) is constructed via the Gibbs sampler, we have a regression
property of the form
(8) E[W ′ −W |W ] = λ
(
−c
(
W − E[Z]
))
+R ,
where λ, c > 0 are constants (the reason why λ and c are not subsumed into a single
constant will become clear later on) and where, again, R is a negligible remainder.
Here, again Z ∼ µ. Following the theory of the paper [CS11], condition (8) suggests
approximating W with a normal distribution with mean E[Z] and variance 1
c
. But
there are situations, where the exchangeable pair (W,W ′) is good, meaning that the
difference |W ′ − W | is “small”, condition (8) is satisfied and where we know that
W is approximately distributed as a non-normal random variable Z ∼ µ and so the
normal approximation is inappropriate. In general, this either means that the above
discussed law of large numbers cannot hold or that the resulting error term R in (6)
is not negligible. These observations motivate a new version of Stein’s method, that
allows for a more general regression property.
Suppose, that an appropriately chosen exchangeable pair (W,W ′) satisfies the
following general regression property :
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(9) E[W ′ −W |W ] = λγ(W ) +R ,
where λ > 0 is constant, γ is a measurable function, whose domain contains (a, b)
and will be discussed further below and where R is a negligible remainder term. We
will see, that it will be advantageous if the term γ(x) · g(x) appears in the “new”
Stein equation. So we make the following ansatz for the Stein identity:
(10) E[η(Z)g′(Z) + γ(Z)g(Z)] = 0 ,
where η is another function which still has to be found.
Starting from the Stein identity (10) our aim is to identify the function η. If this
approach is succesful, the Stein equation corrersponding to a meaurable function h
will be
(11) η(x)g′(x) + γ(x)g(x) = h(x)− µ(h) .
Let fh be the solution (3) to the equation (2). For the solution gh of (11) we make
the ansatz gh(x) = α(x)fh(x) for some (sufficiently smooth) function α. We will
always let h˜ := h− µ(h) and obtain
η(x)g′h(x) = η(x)
(
α′(x)fh(x) + α(x)f
′
h(x)
)
= η(x)α′(x)fh(x) + η(x)α(x)
(
h˜(x)− η(x)ψ(x)fh(x)
)
= η(x)α′(x)fh(x) + η(x)α(x)h˜(x)− η(x)ψ(x)gh(x)(12)
!
= h˜(x)− γ(x)gh(x) .
For this identity to hold, irrespective of the test function h, it must be the case
that α(x) = 1
η(x)
(particularly η must be differentiable at least almost everywhere)
and hence
(13) α′(x) =
−η′(x)
η(x)2
= −
η′(x)
η(x)
α(x) .
Plugging this into (12) we obtain
η(x)g′h(x) = −η
′(x)gh(x)− η(x)ψ(x)gh(x) + h˜(x) .
This equals h˜(x) − γ(x)gh(x) if and only if η satisfies the ordinary differential
equation
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(14) η′(x) = γ(x)− ψ(x)η(x) .
This is a first order linear differential equation, which can of course be solved
explicitly by the method of variation of the constant. It turns out, that the right
solution is given by
(15) η(x) =
1
p(x)
∫ x
a
γ(t)p(t)dt ,
at least, if
∫ b
a
|γ(t)|p(t)dt = E[|γ(Z)|] < ∞. But this is a very natural condition
to hold, since the function γ was motivated by the regression property (9) and so, if
the random variables W and W ′ are integrable we obtain that both sides of (9) must
be P -integrable and, in fact
E[λγ(W ) +R] = E
[
E[W ′ −W |W ]
]
= E[W ′]−E[W ] = 0 .
Neglecting the remainder term R we thus see that E[γ(W )] should exist and, in
fact, be close to zero. So since W
D
≈ Z we find it reasonable that E[γ(Z)] exists and
even equals zero. Furthermore, it is a matter of routine to check, that η as given
in (15) indeed still satisfies (14). The above calculations starting with (10) were
rather formal but crucial for the motivation and understanding of our approach. The
paper is organized in the following way. Rigorous results and the abstract theory for
general µ are presented in Section 2. These results are then further spezialized to
the Beta distributions in Section 3. In Section 4 the theory combined with a suitable
exchangeable pairs coupling is used to prove a rate of convergence of order 1
n
in a
Polya urn model (see Theorem 4.3). In Section 5 some rather lengthy or technical
proofs can be found and a sufficiently general version of de l’ Hôpital’s rule for merely
absolutely continuous functions is provided. This result justifies all the invocations
of this famous rule in the present work.
Acknowledgements
A few days after this work was on the arXiv, G. Reinert and L. Goldstein posted a
preprint (see [GR12]), which also develops Stein’s method for the Beta distributions
and uses a comparison technique to prove error bounds of order n−1 in the Wasser-
stein distance for the more special Polya urn model, where the drawn ball is replaced
to the urn together with only one extra ball of the same colour.
2. The general theory
In this section we state the main results concerning bounds on the solution of
the Stein equation (11) and its first two derivatives and present a general “plug-in
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theorem” within a general exchangeable pairs approach.
In order to derive precise results, we have to impose conditions on the density p of
µ and on the coefficient γ from (11), which was motivated by (9). In applications
it might be the case that a sequence of random variables of unbounded support
converges in distribution to a random variable Z with bounded support. Usually
Stein’s method for the distribution µ of Z cannot handle such approximation prob-
lems, since the Stein equation and its solution are only defined on (a, b) or (a, b).
However, in many practical cases, the coefficients in Stein’s equation are given by
certain “analytical expressions”, which also make sense on R \ (a, b) and hence, also
the Stein solution can be defined there. In order to cover these situations, too, we
will have to assume a number of conditions in this section. Those readers, who are
only interested in approximation problems for random sequences, whose support is
contained in (a, b) may restrict their attention to the relevant results. For reasons of
readability most proofs are deferred to the appendix, only some short ones and the
proof of Proposition 2.31 are given in this section.
In the following we always let Z be a real-valued random variable with distribution µ.
We will always assume the following conditions on the density p and the coefficient
γ:
condition 2.1. The density p is positive on the interval (a, b) and absolutely con-
tinuous on every compact interval [c, d] ⊆ (a, b).
condition 2.2. The function γ : (a, b)→ R is such that
(i) γ is continuous on (a, b)
(ii) γ is strictly decreasing on (a, b)
(iii)
∫ b
a
|γ(t)|p(t)dt <∞ and in fact E[γ(Z)] =
∫ b
a
γ(t)p(t)dt = 0
(iv) There is a unique x0 ∈ (a, b) with γ(x0) = 0.
Remark 2.3. Note that in Condition 2.2 (iv) is actually implied by (i),(ii) and (iii)
and the intermediate value theorem. Furthermore, (iv) implies that γ is positive on
(a, x0) and is negative on (x0, b).
By item (iii) in Condition 2.2 we can define the function I : (a, b)→ R by I(x) :=∫ x
a
γ(t)p(t)dt which is continuously differentiable on (a, b) if γ satisfies Condition 2.2.
Proposition 2.4. Under Conditions 2.1 and 2.2 the function I has the following
properties:
(a) I(x) = −
∫ b
x
γ(t)p(t)dt
(b) I(x) > 0 for each x ∈ (a, b)
(c) I is strictly increasing on (a, x0) and strictly decreasing on (x0, b) and hence
attains its global maximum at x0.
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Proof. Of course, (a) is immediately implied by item (iii) from Condition 2.2.
To prove (b) and (c) first observe that by (iii) we have limxցa I(x) = 0 = limxրb I(x).
Furthermore, I ′(x) = γ(x)p(x) is postive on (a, x0) and negative on (x0, b) implying
the results. 
We begin developing Stein’s method for the distribution µ satisfying Condition
2.1 and the coefficient γ of the unknown function g in (11), which we assume to
fulfill Condition 2.2. We define the function η : (a, b) → R by (15) and for a given
Borel-measurable test function h with E[|h(Z)|] <∞ we consider the Stein equation
(11). In most cases of practical interest we will have limxցa η(x) = 0 if a > −∞ so
that we can define η(a) = 0 to obtain a function which is continuous at a. The same
remark holds for b (see also Proposition 2.5 down below and the discussion following
it). Note that we can also write η(x) = I(x)
p(x)
and so we can infer several properties of
η from those of the function I.
Proposition 2.5. Under Conditions 2.1 and 2.2 the function η has the following
properties:
(a) η is positive on (a, b), absolutely continuous on every compact subinterval [c, d] ⊆
(a, b) and η′(x) = γ(x)− ψ(x)η(x) for λ-almost all x ∈ (a, b).
(b) limxցa η(x)p(x) = limxրb η(x)p(x) = 0
(c) If limxցa p(x) = 0, then limxցa η(x) =
γ(a)
limxցa ψ(x)
, if this limit exists.
(d) If lim infxցa p(x) ∈ (0,∞) ∪ {∞} then limxցa η(x) = 0
(e) If limxրb p(x) = 0, then limxրb η(x) =
γ(b)
limxրb ψ(x)
, if this limit exists.
(f) If lim infxրb p(x) ∈ (0,∞) ∪ {∞} then limxրb η(x) = 0
Proof. The first part of (a) follows from the fact, that I is positive on (a, b) and
C1 on (a, b) and hence absolutely continuous on [c, d] and that p is also absolutely
continuous and bounded below by a positive constant on [c, d]. The rest of (a) has
already been observed. Items (b), (d) and (f) follow immediately from the properties
of the function I in Proposition 2.4. To prove (c), we use de l’Hôpital’s rule (see
Theorem 5.1) to derive
lim
xցa
η(x) = lim
xցa
I(x)
p(x)
= lim
xցa
γ(x)p(x)
p′(x)
=
γ(a)
limxցa ψ(x)
.
In a similar way one can prove (e). 
The following “Mill’s ratio” condition on the density p and the corresponding dis-
tribution function F is often satisfied and will yield limxցa η(x) = limxրb η(x) = 0.
condition 2.6. The density p of µ satisfies all the properties from Condition 2.1
and also the following:
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(i) If a > −∞, then limxցa
F (x)
p(x)
= 0.
(ii) If b <∞, then limxրb
1−F (x)
p(x)
= 0.
Remark 2.7. (a) Condition 2.6 is always satisfied if the density p is bounded away
from zero in suitable neighbourhoods of a and b.
(b) Assume that both, a > −∞ and b <∞ and that limxցa p(x) = limxրb p(x) = 0.
Then Condition 2.6 is satisfied, if there is a δ > 0 such that p is increasing on
(a, a+ δ) and decreasing on (b− δ, b). This is easily seen by the inequality
F (x) =
∫ x
a
p(t)dt ≤ p(x)(x− a) ,
valid for x ∈ (a, a+ δ) and a similar one for the right end point b.
(c) Suppose that a > −∞ and b < ∞, that limxցa p(x) = limxրb p(x) = 0 and
that there is a δ > 0 such that p is convex on (a, a + δ) and on (b − δ, b). Then
the assumptions of (b) and hence Condition 2.6 is satisfied. In fact, first we can
extend p to a continuous and convex function on [a, b) by setting p(a) := 0. Now,
let a < x < y < a + δ. Then, there exists a λ ∈ (0, 1) with x = λa + (1 − λ)y
and by convexity we have:
p(y)− p(x) = p(y)− p
(
λa+ (1− λ)y
)
≥ p(y)− λp(a)− (1− λ)p(y)
= λp(y) > 0
Thus, p is strictly increasing on (a, a + δ). Similarly, one shows, that p is
strictly decreasing on (b− δ, b), if p is convex there.
(d) If p is analytic at a and b, then Condition 2.6 is also satisfied. Indeed, if there is
an r > 0 such that p(x) =
∑∞
k=0 ck(x−a)
k for all x ∈ (a, a+r), then the function
f : (a − r, a + r) → R with f(x) :=
∑∞
k=0 ck(x − a)
k is well-defined. Let n0 :=
min{k ≥ 0 ck 6= 0}. Then n0 < ∞ since supp
(
µ
)
= (a, b). If n0 = 0 and hence
f(a) = c0 = limxցa p(x) 6= 0, then there is nothing to show. Otherwise, we have
p(x) = (x−a)n0
∑∞
k=n0
ck(x−a)
k−n0 and p′(x) = (x−a)n0−1
∑∞
k=n0
kck(x−a)
k−n0
for x ∈ (a, a + r) and hence, by de l’Hôpital’s rule
lim
xցa
F (x)
p(x)
= lim
xցa
p(x)
p′(x)
= lim
xցa
(x− a)
∑∞
k=n0
ck(x− a)
k−n0∑∞
k=n0
kck(x− a)k−n0
=
cn0
n0cn0
lim
xցa
(x− a) = 0 .

The following proposition provides the announced result.
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Proposition 2.8. Assume Condition 2.6. Then the function η vanishes at the finite
end points of the support (a, b) of µ, i.e. if a > −∞, then limxցa η(x) = 0 and if
b < ∞, then limxրb η(x) = 0. Hence, we may extend η to a continuous function on
(a, b) by letting η(a) := η(b) := 0.
Proof. Suppose, that a > −∞. Then, by the positivity of I and the monotonicity of
γ, for a < x < b:
0 < I(x) =
∫ x
a
γ(t)p(t)dt < γ(a)
∫ x
a
p(t)dt = γ(a)F (x)
Hence,
0 ≤ lim inf
xցa
η(x) ≤ lim sup
xցa
η(x) = lim sup
xցa
I(x)
p(x)
≤ γ(a) lim
xցa
F (x)
p(x)
= 0 ,
so that limxցa η(x) = 0. The proof of limxրb η(x) = 0 for finite b is similar by
using the representation I(x) = −
∫ b
x
γ(t)p(t)dt and is therefore omitted. 
From our above heuristic calculations we know that the function gh : (a, b) → R
with
gh(x) :=
1
p(x)η(x)
∫ x
a
(h(t)− µ(h))p(t)dt
= −
1
p(x)η(x)
∫ b
x
(h(t)− µ(h))p(t)dt(16)
solves the Stein equation (11) for x ∈ (a, b). This can also be proved directly
by differentiation and the formula for gh could also be derived by the method of
variation of the constant using the fact that log(p · η) is a primitive function of γ
η
,
which follows from (14). If we can show that gh is bounded, then it will immediately
follow from Proposition 2.5 (a) that gh is the only bounded solution of (11), since
the solutions of the corresponding homogeneous equation are constant multiples of
1
p·η
.
Since we do not exclude approximating random variables which take on the values a
or b, we show that the solution gh can be extended continuously to a and b, if h is
continuous there. By the properties of the function I = pη on (a, b), from Proposition
2.5, the continuity of γ and by de l’Hôpital’s rule (see Theorem 5.1) we have
(17) lim
xցa
gh(x) = lim
xցa
∫ x
a
h˜(t)p(t)dt
I(x)
= lim
xցa
h˜(x)p(x)
γ(x)p(x)
= lim
xցa
h˜(x)
γ(x)
=
h˜(a)
γ(a)
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and, similarly, limxրb gh(x) =
h˜(b)
γ(b)
, if h is continuous at a and b. Thus, we can
conclude the following proposition.
Proposition 2.9. Assume Conditions 2.1 and 2.2 and let h : R → R be a Borel-
measurable test function with E
[
|h(Z)|
]
<∞ and being continuous at a and b. Then
the Stein solution gh as defined above may be extended to a continuous function on
R by letting
gh(a) :=
h(a)− µ(h)
γ(a)
and gh(b) :=
h(b)− µ(h)
γ(b)
.
As is typical for Stein’s method, its success within the applications considerably
depends on good bounds on the solutions gh and their derivative(s), generally uni-
formly over some given class H of test functions h.
The next step will be to prove such bounds. It has to be mentioned that we cannot
expect to derive concrete good bounds in full generality, but that sometimes further
conditions have to be imposed either on the distribution µ (e.g. through the density
p) or on the coefficient γ. Nevertheless, we will derive bounds involving functional
expressions which can a posteriori be simplified, computed or further bounded for
concrete distributions. So our abstract viewpoint will pay off. Moreover, some of our
bounds will actually hold in complete generality.
The next Proposition contains a bound for the solutions gh for bounded and Borel-
measurable test functions h.
Proposition 2.10. Assume Conditions 2.1 and 2.2 and let m be a median for µ.
Then, for h : (a, b)→ R Borel-measurable and bounded we have
(18) ‖gh‖∞ ≤
‖h− µ(h)‖∞
2I(m)
=
‖h− µ(h)‖∞
2
∫ m
a
γ(t)p(t)dt
The proof is deferred to the appendix. The following corollary specializes this
result to the case that γ(x) = −c(x−E[Z]) and that µ is symmetric with respect to
its median, which is then equal to its expected value E[Z], that is Z −m
D
= m− Z.
Corollary 2.11. In addition to Conditions 2.1 and 2.2 assume that the distribution
µ is symmetric with respect to m = E[Z] and that γ(x) = −c(x − E[Z]) for some
positive constant c. Then for each bounded and Borel-measurable test function h :
(a, b)→ R we have
(19) ‖gh‖∞ ≤
‖h− µ(h)‖∞
cE[|Z −m|]
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Proof. In this case we clearly have I(m) = c
2
E[|Z −m|] which implies the result by
Proposition 2.10. 
In the case that µ = N(0, 1) and c = 1 this result specializes to the well known
bound
√
pi
2
‖h− µ(h)‖∞ (see [CGS11] or [CS05], e.g.).
Remark 2.12. In the formulation of Proposition 2.10 it might suprise that there
is no bound mentioned for ‖g′h‖∞. This is because, in general a bound of the form
‖g′h‖∞ ≤ C‖h‖∞ does not exist with a finite constant C in this setup. Note that this
is contrary to the density approach, where one generally has such a bound (see [CS11]
or [CGS11]).
Next, we will turn to Lipschitz continuous test functions h. In contrast to bounded
measurable test functions, there we will also be able to prove useful bounds for ‖g′h‖∞.
In order to obtain bounds for Lipschitz continuous test functions we need a further
condition on the distribution µ which guarantees that its expected value exists.
condition 2.13. The density p is positive on the interval (a, b) and absolutely contin-
uous on every compact interval [c, d] ⊆ (a, b). Furthermore, E[|Z|] =
∫
(a,b)
|x|p(x)dx <
∞.
The following proposition, which is also proved in the appendix, includes bounds
for both, gh and g
′
h, when h is Lipschitz.
Proposition 2.14. Under Conditions 2.13 and 2.2 we have for any Lipschitz con-
tinuous test function h : (a, b)→ R and any x ∈ (a, b):
(a) |gh(x)| ≤ ‖h
′‖∞
F (x)E[Z]−
∫ x
a
yp(y)dy
I(x)
(b) |g′h(x)| ≤ ‖h
′‖∞
∫ x
a
F (s)dsG(x)+
∫ b
x
(1−F (s))dsH(x)
p(x)η(x)2
Here, for x ∈ (a, b) the positive functions H(x) and G(x) are defined by
H(x) := I(x)− γ(x)F (x) = p(x)η(x)− γ(x)F (x) and G(x) := H(x) + γ(x) .
Remark 2.15. In general, the term S(x) :=
F (x)E[Z]−
∫ x
a
yp(y)dy
I(x)
cannot be bounded
uniformly in x ∈ (a, b) unless |γ| grows at least linearly in x.
Corollary 2.16. Assume Condition 2.13 and that γ(x) = c(E[Z] − x) for some
c > 0. Then we have for any Lipschitz continuous test function h : (a, b) → R and
each x ∈ (a, b) :
(a) ‖gh‖∞ ≤
‖h′‖∞
c
(b) |g′h(x)| ≤
2‖h′‖∞
c
H(x)G(x)
I(x)η(x)
= 2‖h′‖∞
∫ x
a
F (s)ds
∫ b
x
(1−F (t))dt
η(x)
(
E[Z]F (x)−
∫ x
a
yp(y)dy
)
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Proof. Claim (a) follows from Proposition 2.14 (a) and the observation that in this
case we have
I(x) =
∫ x
a
γ(y)p(y)dy = c
∫ x
a
(
E[Z]− y
)
p(y)dy = c
(
E[Z]F (x)−
∫ x
a
yp(y)dy
)
.
Part (b) follows from Proposition 2.14 (b) and Lemma 5.2 by observing that in
this case
H(x) = I(x)− γ(x)F (x) = c
(∫ x
a
(
E[Z]− t
)
p(t)dt−
(
E[Z]− x
)
F (x)
)
= c
(
E[Z]F (x)−
∫ x
a
tp(t)dt−E[Z]F (x) + xF (x)
)
= c
∫ x
a
F (s)ds
and, similarly, G(x) = c
∫ b
x
(1− F (s))ds. 
Remark 2.17. (i) It is quite remarkable that in the case of normal approximation
(via its classical Stein equation) the bound given in Corollary 2.16 (a) even
improves on the best bound 2‖h′‖∞ currently mentioned in the literature (see,
e.g. [CGS11] or [CS05]). In fact, in this case c = 1 and thus our bound reduces
to ‖h′‖∞.
(ii) For concrete distributions the ratio appearing in the bound for g′h(x) may be
bounded uniformly in x by some constant which can sometimes also be com-
puted explicitely. Nevertheless, in [EV12] the authors give mild conditions for
the existence of a finite constant k such that ‖g′h‖∞ ≤ k‖h
′‖∞ for any Lipschitz-
continuous h. In practice, these conditions are usually met. However, there is
no hope of estimating the constant k by their method of proof. Thus, for con-
crete distributions and explicit constants it might therefore by useful to work
with our bound from Corollary 2.16 (b).
(iii) For the normal distribution and also for the larger class of distributions dis-
cussed in [EL10], one also has a bound of the form ‖g′′h‖∞ ≤ C‖h
′‖∞ for some
finite constant C holding for each Lipschitz function h. As was shown by a
universal example in [EV12], such a bound cannot be expected unless a = −∞
and b =∞, if one takes γ(x) = c(E[Z]−x). This is why we will have to assume
that h′ is also Lipschitz, for example by demanding that h has two bounded
derivatives. For the Stein solutions of the density approach, however, there are
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many examples of distributions, whose support is strictly included in R but for
which such bounds are available (see, e.g., chapter 13 of [CGS11]).
Next, we will discuss, how we can express the density p of µ in terms of γ and η.
This will be useful to bound the second derivative of gh in some special cases. Let
x0 be as in Condition 2.2. Since η
′ = γ − ηψ and hence ψ = γ−η
′
η
, we have
p(x) = p(x0) exp
(∫ x
x0
ψ(t)dt
)
= p(x0) exp
(∫ x
x0
γ(t)
η(t)
dt
)η(x0)
η(x)
(20)
=
I(x0)
η(x)
exp
(∫ x
x0
γ(t)
η(t)
dt
)
.(21)
Formula (20) is a more general version of formula (3.14) in [NV09] and is also de-
rived in [KT12]. Now, differentiating Stein’s equation (11), we obtain for h Lipschitz
(22) η(x)g′′h(x) + g
′
h(x)
(
η′(x) + γ(x)
)
= h′(x)− γ′(x)gh(x) =: h2(x) .
This means, that the function g˜ := g′h is a solution of the Stein equation cor-
responding to the test function h2 for the distribution µ˜ which satisfies the Stein
identity
E
[
η(Y )f ′(Y ) +
(
η′(Y ) + γ(Y )
)
f(Y )
]
= 0 ,
where Y ∼ µ˜. From (20) we know that a density p˜ of µ˜ is given by
(23) p˜(x) =
K˜
η(x)
exp
(∫ x
x0
η′(t) + γ(t)
η(t)
dt
)
= K exp
(∫ x
x0
γ(t)
η(t)
dt
)
,
where K˜,K > 0 are suitable normalizing constants. Thus, if we have bounds
for the first derivative of the Stein solutions for the distribution µ˜ and for Lipschitz
functions h, then we obtain from this observation bounds on g′′h for h such that h2 is
Lipschitz (if γ(x) = c(E[Z] − x), this essentially means that h′ must be Lipschitz).
Of course, it has to be verified, that µ˜(h2) = 0 in order to use these bounds. But
this will follow immediately, if one can show that g˜ belongs to a class of functions
for which the Stein identity for µ˜ is valid.
In the following we are going to adress the question of how to extend Stein’s
equation and its solution on R \ (a, b). To this end, we suppose that the functions γ
and η both have a natural extension to all of R, for example that they are given by
some “analytical expression” on (a, b) which still makes sense on R \ (a, b). We will
need the following condition.
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condition 2.18. The functions γ and η are defined as before on (a, b) and may be
extended on R such that the following properties are satisfied:
(i) On (a, b) the function γ has all the properties listed in Condition 2.1 and is
continuous and strictly decreasing on R.
(ii) The function η is given by (15) for x ∈ (a, b) and is absolutely continuous
on every compact sub-interval [c, d] ⊆ R. Furthermore, η(x) 6= 0 for all x ∈
R \ {a, b}.
Let h : R → R be a given Borel-measurable test function with E
[
|h(Z)|
]
< ∞.
Then we have the following Stein equation, valid now for all x ∈ R:
(24) η(x)g′(x) + γ(x)g(x) = h(x)− µ(h) =: h˜(x)
We already know, how to solve (24) for x ∈ (a, b). So now, we will assume that at
least one of a and b is finite and try to solve the equation outside (a, b). Furthermore,
we will discuss conditions that ensure that the composed solution gh behaves nicely
at the edges a and/or b. We will henceforth assume Condition 2.18.
For x 6= a, b equation (24) is clearly equivalent to
(25) g′(x) = −
γ(x)
η(x)
g(x) +
h˜(x)
η(x)
.
Let us assume that both a > −∞ and b < ∞ (the other cases are of course
included) and let Fl be any primitive function of
γ
η
on (−∞, a). Such a function
exists by continuity and is hence continuously differentiable. By the method of
variation of the constant one may derive the following formula for x ∈ (−∞, a):
(26) gh(x) := exp
(
−Fl(x)
) ∫ x
a
h˜(t)
η(t)
exp
(
Fl(t)
)
dt ,
if this integral exists. Note that this property does not depend on the particular
choice of the primitive function Fl. For a fixed primitive function Fl of
γ
η
on (−∞, a)
we define the function
ql :=
exp
(
Fl
)
η
.
Analogously, for a given primitive function Fr of
γ
η
on (b,∞) we define the function
qr :=
exp
(
Fr
)
η
.
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Note that inside the interval (a, b) we have that log(ηp) is a primitive of γ
η
and
hence ql plays the role of p on (−∞, a) (and similarly for qr). As we have observed,
we will need the following Condition:
condition 2.19. There exist primitive functions Fl : (−∞, a) → R and Fr :
(b,∞) → R of γ
η
on (−∞, a) and on (b,∞), respectively, such that for each x ∈
(−∞, a) the function ql is integrable over [x, a) and for each y ∈ (b,∞) the function
qr is integrable over (b, y]. We may thus define functions Ql : (−∞, a) → R by
Ql(x) :=
∫ x
a
ql(t)dt and Qr : (b,∞)→ R by Qr(y) :=
∫ y
b
qr(t)dt.
Similarly, for x ∈ (b,∞) we arrive at the definition
(27) gh(x) := exp
(
−Fr(x)
) ∫ x
b
h˜(t)
η(t)
exp
(
Fr(t)
)
dt = exp
(
−Fr(x)
) ∫ x
b
h˜(t)qr(t)dt ,
if this integral exists. So, in the following we will always implicitly assume that
also
∫ y
b
|h˜(t)qr(t)|dt < ∞ and
∫ a
x
|h˜(t)ql(t)|dt < ∞ both hold for each x ∈ (−∞, a)
and each y ∈ (b,∞).
Remark 2.20. Note that the definition of the solution gh does not depend on the
choice of the primitive functions Fl and Fr since two such functions may only differ
by an additive constant.
Next, we prove that the above constructed solution gh is continuous as long as h
is continuous at a and b. To deal with the limits limxրa gh(x) and limxցb gh(x) we
first formulate a condition which will usually be satisfied in practice.
condition 2.21. The functions Fl and Fr satisfy limxրa Fl(x) = ±∞ and
limxցb Fr(x) = ±∞.
Again, the validity of this condition does not depend on the choice of the functions
Fl and Fr. By Condition 2.21 we may again apply de l’Hôpital’s rule to compute
lim
xրa
gh(x) = lim
xրa
∫ x
a
h˜(t)ql(t)dt
exp
(
Fl(x)
) = lim
xրa
h˜(x)ql(x)
exp
(
Fl(x)
)
F ′l (x)
= lim
xրa
h˜(x)ql(x)
γ(x)ql(x)
= lim
xրa
h˜(x)
γ(x)
=
1
γ(a)
lim
xրa
h˜(x)(28)
and, similarly, limxցb gh(x) =
1
γ(b)
limxցb h˜(x), if these limits exist. Again, the
continuity of h at a and b is sufficient for this to hold. By Proposition 2.9 we can
thus conclude the following proposition.
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Proposition 2.22. Assume Conditions 2.18, 2.19 and 2.21 and let h : R→ R be a
Borel-measurable test function satisfying the above integrability conditions and being
continuous at a and b. Then the Stein solution gh as defined above may be extended
to a continuous function on R by letting
gh(a) :=
h(a)− µ(h)
γ(a)
and gh(b) :=
h(b)− µ(h)
γ(b)
.
Next, we want to present bounds on gh(x) and g
′
h(x) for x /∈ (a, b). But first we
will show that our conditions already imply that η(x) < 0 if x < a or x > b. Since
F ′l (x) =
γ(x)
η(x)
is then negative on (−∞, a) this also ensues that limxրa Fl(x) = −∞.
Similarly, limxցb Fr(x) = −∞.
Proposition 2.23. Assume Conditions 2.18, 2.19 and 2.21. Then the functions η,
Fl and Fr have the following properties:
(a) For all x ∈ R \ (a, b) we have η(x) < 0. Especially, by continuity we have
η(a) = η(b) = 0.
(b) We have limxրa Fl(x) = limxցb Fr(x) = −∞.
Proof. To prove (a), first note, that by Condition 2.18 η has no sign changes on
(−∞, a). Suppose contrarily to the assertion, that η(x) > 0 for all x ∈ (−∞, a).
Then, the function ql is also positive and hence 0 ≤
∫ a
x
ql(t)dt = −Ql(x) for each
x ∈ (−∞, a). By Conditions 2.19 and 2.21 we may apply de l’Hôpital’s rule to
conclude
0 ≤ lim
xրa
−Ql(x)
exp
(
Fl(x)
) = lim
xրa
−ql(x)
γ(x)
η(x)
exp
(
Fl(x)
) = lim
xրa
−ql(x)
γ(x)ql(x)
= − lim
xրa
1
γ(x)
=
−1
γ(a)
< 0 ,
by Condition 2.18. This is a contradiction and hence we must have η(x) < 0 for
x ∈ (−∞, a). Similarly, one shows that also η(x) < 0 for x ∈ (b,∞).
To prove (b), note that F ′l (x) =
γ(x)
η(x)
< 0 for x < a. By Condition 2.21 this necessarily
implies that limxրa Fl(x) = −∞. Analogously, we have F
′
r(x) > 0 for x > b (since
γ(x) < 0 there) which by Condition 2.21 implies that limxցb Fr(x) = −∞. 
Proposition 2.23 particularly implies the conclusion of Proposition 2.8 and hence
makes Condition 2.6 redundant, at least as far as the assertion of this proposition
is concerned. In order to get general bounds, we will need yet another condition on
the functions Fl and Fr
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condition 2.24. The functions Fl and Fr satisfy limxց−∞ Fl(x) = limxր∞ Fr(x) =
+∞.
The next result gives bounds on gh for bounded, Borel-measurable functions h. As
usual, the proof is in the appendix.
Proposition 2.25. Assume Conditions 2.18, 2.19, 2.21 and 2.24 and let m be a
median for µ. Then, for any bounded and Borel-measurable test function h : R→ R
we have
‖gh‖∞ ≤ ‖h− µ(h)‖∞max
(
1
2I(m)
,
1
γ(a)
,
−1
γ(b)
)
.
Before turning to Lipschitz test functions, we dicuss properties of the functions
exp(Fl) and exp(Fr), respectively. In particular, we will show, that they correspond
to the function I on (a, b) and have similar integral representations.
Proposition 2.26. We define the functions Il : (−∞, a)→ R and
Ir : (b,∞)→ R by Il(x) := exp
(
Fl(x)
)
and Ir(x) := exp
(
Fr(x)
)
. Then the following
representations hold:
(a) For each x ∈ (−∞, a) we have Il(x) =
∫ x
a
γ(t)ql(t)dt.
(b) For each x ∈ (b,∞) we have Ir(x) =
∫ x
b
γ(t)qr(t)dt.
In particular, these integrals exist.
Proof. We only prove (a). Let x ∈ (−∞, a) and let (an)n∈N be any sequence in
(−∞, a) with limn→∞ an = a. Then, for each n ∈ N
∫ x
an
γ(t)ql(t)dt =
∫ x
an
γ(t)
η(t)
exp
(
Fl(t)
)
dt =
∫ x
an
F ′l (t) exp
(
Fl(t)
)
dt
=
∫ Fl(x)
Fl(an)
esds = exp
(
Fl(x)
)
− exp
(
Fl(an)
)
n→∞
−→ exp
(
Fl(x)
)
,
by Proposition 2.23. Hence
∫ x
a
γ(t)ql(t)dt exists and equals Il(x). 
Proposition 2.27. Assume Conditions 2.13, 2.18, 2.19, 2.21 and 2.24. Then, for
any Lipschitz-continuous test function h : R→ R the following bounds hold true:
(a) For each x ∈ (−∞, a) we have |gh(x)| ≤ ‖h
′‖∞
Ql(x)E[Z]−
∫ x
a
sql(s)ds
Il(x)
.
(b) For each x ∈ (b,∞) we have |gh(x)| ≤ ‖h
′‖∞
Qr(x)E[Z]−
∫ x
b
sqr(s)ds
Ir(x)
.
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(c) For each x ∈ (−∞, a) we have
|g′h(x)| ≤
‖h′‖∞
−η(x)Il(x)
(
γ(x)
(
−xQl(x) +
∫ x
a
tql(t)dt
)
+
(
E[Z]− x
)(
Ql(x)γ(x)− Il(x)
))
(d) For each x ∈ (b,∞) we have
|g′h(x)| ≤
‖h′‖∞
−η(x)Ir(x)
(
γ(x)
(
xQr(x)−
∫ x
b
tqr(t)dt
)
+
(
x− E[Z]
)(
γ(x)Qr(x)− Ir(x)
))
Corollary 2.28. Assume Conditions 2.13, 2.18, 2.19, 2.21 and 2.24 and that
γ(x) = c
(
E[Z]−x
)
for some c > 0. Then, for any Lipschitz-continuous test function
h : R→ R one has the following bounds:
(a) ‖gh‖∞ ≤
‖h′‖∞
c
(b) For each x ∈ (−∞, a) we have
|g′h(x)| ≤ 2‖h
′‖∞
γ(x)
(
−xQl(x) +
∫ x
a
tql(t)dt
)
−η(x)Il(x)
.
(c) For each x ∈ (b,∞) we have
|g′h(x)| ≤ 2‖h
′‖∞
γ(x)
(
xQr(x)−
∫ x
b
tqr(t)dt
)
−η(x)Il(x)
.
Again, the proof is in the appendix.
Next, we will give a short account of the properties of the solutions gz corresponding
to the test functions hz := 1(−∞,z], z ∈ R, yielding the Kolmogorov distance. In
general, these functions are only of interest for z ∈ (a, b) since for any real-valued
random variable W and any z ≤ a we have∣∣∣P (W ≤ z)− P (Z ≤ z)∣∣∣ = P (W ≤ z)
and for any z ≥ b we have∣∣∣P (W ≤ z)− P (Z ≤ z)∣∣∣ = 1− P (W ≤ z) = P (W > z) .
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These probabilities have nothing to do with the distribution µ of Z and hence, one
should be able to bound them as well directly for a given W . Thus, we will focus on
z ∈ (a, b).
Proposition 2.29. Let z ∈ (a, b) be given. Then, under the Conditions 2.1, 2.18,
2.19 and 2.21 we have:
gz(x) =


(1−F (z))Ql(x)
Il(x)
, x < a
1−F (z)
γ(a)
, x = a
F (x)(1−F (z))
I(x)
, a < x ≤ z
F (z)(1−F (x))
I(x)
, z < x < b
−F (z)
γ(b)
, x = b
−F (z)Qr(x)
Ir(x)
, x > b
Furthermore, one has the bounds ‖gz‖∞ =
F (z)
(
1−F (z)
)
I(z)
and also
supz∈(a,b)‖gz‖∞ < ∞. The functions gz are absolutely continuous on every compact
sub-interval of R and
g′z(x) =


−(1−F (z))ql(x)(γ(x)Ql(x)−Il(x))
Il(x)2
, x < a
(1−F (z))p(x)(I(x)−γ(x)F (x))
I(x)2
, a < x < z
−F (z)p(x)(I(x)+γ(x)(1−F (x)))
I(x)2
, z < x < b
−F (z)qr(x)(Ir(x)−γ(x)Qr(x))
Ir(x)2
, x > b
Remark 2.30. (i) It is clear, that a similar discussion of the solutions gz is possible,
if a = −∞ or b =∞.
(ii) Note, that we can write g′z(x) =
(1−F (z))p(x)H(x)
I(x)2
for x ∈ (a, z) and
g′z(x) =
−F (z)p(x)G(x)
I(x)2
for x ∈ (z, b), with the functions H and G from Proposition
2.14. For concrete distributions one may often prove, that g′z is increasing on
(a, z) and decreasing on (z, b), but this seems to be hard to prove in generality,
if it is true at all.
Finally, in our general setting, we will prove suitable “plug-in theorems” for ex-
changeable pairs satisfying our general regression property (9). As was observed
in [Röl08] for the normal distribution, in case of univariate distributional approx-
imations, one does not need the full strength of exchangeability, but equality in
distribution of the random variables W and W ′ is sufficient. This may allow for a
greater choice of admissible couplings in several situations, or at least, relaxes the
verification of asserted properties.
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In the following, let (Ω,A, P ) be a probability space and let W,W ′ be real-valued
random variables defined on this space such that W
D
= W ′. Let, as before, µ be
our target distribution with support (a, b) fulfilling Condition 2.1 . From now on we
will assume, that the random variables W and W ′ only have values in an interval
I ⊇ (a, b) where both functions η and γ are defined (recall that it might be the case
that η can only be defined on (a, b)).
Proposition 2.31. Assume, that γ satisfies Condition 2.2 and that W is square
integrable with E[|γ(W )|] <∞. Furthermore, let the pair (W,W ′) satisfy the general
regression property (9). Let f : I → R be an absolutely continuous function with
‖f‖∞, ‖f
′‖∞ < ∞, where f
′ is a given, Borel-measurable version of the derivative
of f . Then we have
∣∣∣E[η(W )f ′(W ) + γ(W )f(W )]∣∣∣
≤ ‖f ′‖∞E
[∣∣η(W )− 1
2λ
E
[
(W ′ −W )2|W
]∣∣]
+
1
λ
E
[
(W ′ −W )2
∫ 1
0
(1− s)
∣∣f ′(W )− f ′((W + s(W ′ −W ))∣∣ds]
+
‖f‖∞
λ
E
[
|R|
]
.(29)
If f ′ is also absolutely continuous and ‖f ′′‖∞ < ∞ for some Borel-measurable
version f ′′ of the second derivative, then we also have the bound
∣∣∣E[η(W )f ′(W ) + γ(W )f(W )]∣∣∣
≤ ‖f ′‖∞E
[∣∣η(W )− 1
2λ
E
[
(W ′ −W )2|W
]∣∣]
+
‖f ′′‖∞
6λ
E
[
|W ′ −W |3
]
+
‖f‖∞
λ
E
[
|R|
]
.(30)
Proof. Let x0 be as in Condition 2.2 and define the function G : I → R by G(x) :=∫ x
x0
f(y)dy. Then, by a suitable version of Taylor’s formula, for each x, x′ ∈ I we
have
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G(x′)−G(x) = G′(x)(x′ − x) +
∫ x′
x
(x′ − t)G′′(t)dt
= f(x)(x′ − x) +
∫ x′
x
(x′ − t)f ′(t)dt
= f(x)(x′ − x) + (x′ − x)2
∫ 1
0
(1− s)f ′
(
x+ s(x′ − x)
)
ds .
Hence, by distributional equality, we obtain
0 = E
[
G(W ′)
]
− E
[
G(W )
]
= E
[
f(W )(W ′ −W )
]
+ E
[
(W ′ −W )2
∫ 1
0
(1− s)f ′
(
(W + s(W ′ −W )
)
ds
]
= E
[
f(W )E
[
W ′ −W |W
]]
+ E
[
(W ′ −W )2
∫ 1
0
(1− s)f ′
(
(W + s(W ′ −W )
)
ds
]
= λE
[
f(W )γ(W )
]
+ E
[
f(W )R
]
+E
[
(W ′ −W )2
∫ 1
0
(1− s)f ′
(
(W + s(W ′ −W )
)
ds
]
,
yielding
(31)
E
[
f(W )γ(W )
]
= −
1
λ
E
[
(W ′−W )2
∫ 1
0
(1−s)f ′
(
(W+s(W ′−W )
)
ds
]
−
1
λ
E
[
f(W )R
]
.
This immediately implies the identity
E
[
η(W )f ′(W ) + γ(W )f(W )
]
= E
[
f ′(W )
(
η(W )−
1
2λ
(W ′ −W )2
)]
+
1
λ
E
[
(W ′ −W )2
∫ 1
0
(1− s)
(
f ′(W )− f ′
(
(W + s(W ′ −W )
))
ds
]
−
1
λ
E
[
f(W )R
]
.(32)
From (32) and the assumptions on f the bound (29) now easily follows. To prove
(30) it suffices to observe that
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∣∣∣f ′(W )− f ′((W + s(W ′ −W ))∣∣∣ ≤ ‖f ′′‖∞ s|W ′ −W |
and
∫ 1
0
s(1− s)ds = 1
6
. 
Remark 2.32. (i) From the first term on the right hand side of (29) we see, that
the bound can only be useful, if E
[
(W ′ −W )2|W
]
≈ 2λη(W ). Similarly, the
third term reveals, that, indeed, R should be of smaller order than λ.
(ii) The proof shows, that Proposition 2.31 can easily be generalized to the situa-
tion, where there is a σ-algebra F with σ(W ) ⊆ F ⊆ A and the more general
regression property
(33) E
[
W ′ −W |F
]
= λγ(W ) +R
with some F -measurable remainder term R is satisfied.
(iii) If H is some class of test functions, such that there are finite, positive constants
c0, c1 and c2 with ‖gh‖∞ ≤ c0, ‖g
′
h‖∞ ≤ c1 and ‖g
′′
h‖∞ ≤ c2 for each h ∈ H,
then (30) immediately yields a bound on the distance
dH
(
µ,L(W )
)
= sup
h∈H
∣∣∣E[h(W )]− E[h(Z)]∣∣∣ .
3. Stein’s method for Beta distributions
In this section we will specialize the abstract theory from section 2 to the family
of Beta distributions. This is not the first time, that Stein’s method for Beta distri-
butions is considered. In [Sch01] the Stein equation is found, but no bounds on the
solutions are given. Specialized to the Beta distributions, the general results from
the papers [KT12] and [EV12] yield useful bounds on the Stein solutions and their
first derivatives. Our bounds are qualitatively comparable to those from [EV12].
The class of Beta distributions is rather large including as special cases the arc-
sine distribution, the semi-circle law and the uniform distribution over an interval.
Usually, the family of Beta distributions is defined as a family of distributions on
[0, 1] depending on two parameters a, b > 0. Recall, that for a, b > 0, the Beta
function B(a, b) :=
∫ 1
0
xa−1(1 − x)b−1dx is well-defined and hence, the function
qa,b(x) :=
1
B(a,b)
xa−1(1 − x)b−11(0,1)(x) is a probability density function. The cor-
responding distribution νa,b is called the Beta distribution on [0, 1] corresponding to
the parameters a and b.
However, in some cases, including the semicircular law, it is more convenient to con-
sider the corresponding distribution on [−1, 1]. Using the substitution rule, it is a
matter of routine to check, that for α, β > −1 the function pα,β(x) := C(α, β)(1 −
x)α(1+x)β1(−1,1)(x) is also a probability density function, where C(α, β) :=
1
B(α+1,β+1)2α+β+1
=
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Γ(α+β+2)
2α+β+1Γ(α+1)Γ(β+1)
. Here , we have used the well-known relation B(a, b) = Γ(a)Γ(b)
Γ(a+b)
be-
tween the Beta function and Euler’s Gamma function. The probability distribution
corresponding to the density pα,β will be denoted by µα,β and is called the Beta
distribution on [−1, 1] corresponding to the parameters α and β. We denote its dis-
tribution function by Fα,β. Thus, Fα,β(x) =
∫ x
−∞
pα,β(t)dt, x ∈ R. One can easily
see that if X ∼ νa,b and if we define Y := 2X − 1, then Y ∼ µb−1,a−1. Conversely, if
Y ∼ µα,β and if X :=
Y+1
2
, then X ∼ νβ+1,α+1. As this transformation is merely a
matter of translation and scaling it will only be necessary to develop the theory for
one of these intervals. For definiteness we choose the interval [−1, 1] but will later
on transfer our theory to the corresponding distributions on [0, 1].
From now on, fix α, β > −1. Now, we introduce a Stein identity for the Beta
distribution µα,β. It is easily checked, that its density pα,β satisfies the ordinary
differential equation
(34) 0 = (x2 − 1)p′α,β(x)− (α+ β)xpα,β(x) + (β − α)pα,β(x) =: Af(x)
Integrating by parts one obtains the conjugate operator L := A∗, which is defined
by the equation < Af, g >L2=< f,A
∗g >L2, and which is known to serve as a
characterizing operator for the distribution µα,β. To be concrete, in our case we have
Lg(x) = (1− x2)g′(x)− (α+ β + 2)xg(x) + (β − α)g(x)
for smooth enough functions g, yielding the Stein identity
E
[
(1− Z2)g′(Z)−
[
(α + β + 2)Z + (α− β)
]
g(Z)
]
= 0 ,
where Z ∼ µα,β.
Next we want to show that the operator L characterizes the distribution µα,β. To
do so, we introduce the function ̺α,β(x) := C(α, β)(1− x)
α+1(1 + x)β+11(−1,1)(x) =
(1− x2)pα,β(x) and the class Kα,β consisting of all continuous and piecewise contin-
uously differentiable functions g : R→ R vanishing at infinity with∫
R
|g′(x)|̺α,β(x)dx <∞. Our observations lead to the following proposition.
Proposition 3.1 (Stein characterization for µα,β). A real-valued random variable
is distributed according to µα,β if and only if for all functions g ∈ Kα,β the expected
values E[(1−X2)g′(X)] and E[(α+β+2)Xg(X)+ (α−β)g(X)] exist and coincide.
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Proof. First, let L(X) = µα,β and let g ∈ Kα,β. By the hypothesis and the transfor-
mation formula, we have
∞ >
∫
R
|g′(x)|̺α,β(x)dx = C(α, β)
∫ 1
−1
|g′(x)|(1− x)α+1(1 + x)β+1dx
= C(α, β)
∫ 1
−1
(1− x2)|g′(x)|(1− x)α(1 + x)βdx =
∫
R
|(1− x2)g′(x)|pα,β(x)dx
= E[|(1−X2)g′(X)|] .
Hence the expexted value E[(1−X2)g′(X)] exists. Since g is continuous, it is bounded
on [−1, 1] and so the expected value E[(α+β+2)Xg(X)+ (α−β)g(X)] exists, too.
Again, by the transformation rule and since g and ̺α,β are absolutely continuous on
[−1, 1] we can use integration by parts and have
E[(1−X2)g′(X)]
=
∫
R
(1− x2)g′(x)pα,β(x)dx =
∫ 1
−1
g′(x)̺α,β(x)dx
= g̺α,β|
1
−1 −
∫ 1
−1
g(x)̺′α,β(x)dx
= 0− C(α, β)
∫ 1
−1
g(x)[(β + 1)(1 + x)β(1− x)α+1 − (α + 1)(1− x)α(1 + x)β+1]dx
= −
∫ 1
−1
g(x)[β − α− x(β + α + 2)]C(α, β)(1− x)α(1 + x)βdx
=
∫
R
g(x)[α− β + x(α + β + 2)]pα,β(x)dx
= E[(α + β + 2)Xg(X) + (α− β)g(X)] .
For the converse fix an arbitrary z ∈ R \ {−1,+1} and consider the solution gz to
Stein’s equation
(35) (1− x2)g′(x)− (α + β + 2)xg(x) + (β − α)g(x) = hz(x)− µα,β ((−∞, z]) ,
where hz := 1(−∞,z]. It will be shown in Proposition 3.2 below that gz ∈ Kα,β, so
that by hypothesis we have
26 CHRISTIAN DÖBLER
0 = E[(1−X2)g′z(X)− (α + β + 2)Xg(X) + (β − α)g(X)]
= E[hz(X)− µα,β ((−∞, z])]
= P (X ≤ z)− µα,β ((−∞, z]) .
Since z ∈ R \ {−1,+1} was arbitrary and by continuity from the right of distri-
bution functions, the proof is complete. 
Since we have fixed the parameters α and β, henceforth we may and will suppress
them as sub-indices at objects which might well depend on them (for example we
will simply write p for pα,β and so on). As we would like to use the theory from
section 2 we have to make sure, that our Stein identity for the Beta distribution fits
into this framework, i.e. that relation (15) is satisfied with η(x) = 1− x2 and
γ(x) = −(α+β+2)x+(β−α) = −[(α+β+2)x+(α−β)] = (α+β+2)(E[Z]−x) ,
where we have used, that E[Z] = β−α
α+β+2
. In principle, this is clear, because we
have just established a Stein characterization for µ and given the density p and the
function γ, the corresponding η is, of course, unique. However, we give a formal
proof.
According to (15) we must show that
(36) (1− x2)p(x) =
∫ x
−1
[−(α + β + 2)t+ (β − α)]p(t)dt
holds for all x ∈ (−1, 1). First note, that
ψ(x) =
p′(x)
p(x)
=
−(α + β)x+ β − α
1− x2
.
Differentiating the left hand side of (36), we obtain
d
dx
(1− x2)p(x) = −2xp(x) + (1− x2)p′(x) = p(x)
(
−2x+ (1− x2)ψ(x)
)
= p(x)[−(α + β + 2)x+ (β − α)]
which is of course the derivative of the right hand side, too. Since
lim
xց−1
(1− x2)p(x) = 0 = lim
xց−1
∫ x
−1
[−(α + β + 2)t+ (β − α)]p(t)dt
relation (36) is proved. Note, that we may extend the functions γ and η to functions
on R by just the same “analytical” expressions as above. Next we will show that all
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the conditions from section 2 are satisfied in the special case of Beta distributions.
It is easy to see, that Conditions 2.1, 2.2, 2.2 and 2.18 are satisfied by the functions
γ, η and p.
Condition 2.6 is also satisfied but need not be proved, because its most important
conclusion, namely that η(1) = η(−1) = 0 is clear from the above discussion. To ver-
ify Conditions 2.19, 2.21 and 2.24, we must first define the functions Fl on (−∞,−1)
and Fr on (1,∞). We claim, that the functions
Fl(x) := (α + 1) log(1− x) + (β + 1) log(−1 − x) , x < −1
and
Fr(x) := (α+ 1) log(x− 1) + (β + 1) log(1 + x) , x > 1
do the job. In fact,
F ′l (x) =
α+ 1
1− x
(−1) +
β + 1
−1 − x
(−1) =
−(α + β + 2)x+ β − α
1− x2
=
γ(x)
η(x)
for each x < −1 and similarly F ′r(x) =
γ(x)
η(x)
for x > 1. From these two functions
we obtain the functions ql : (−∞,−1)→ R and qr : (1,∞)→ R defined by
ql(x) :=
exp(Fl(x))
η(x)
=
(1− x)α+1(−1− x)β+1
1− x2
= (1− x)α(−1− x)β
and
qr(x) :=
exp(Fr(x))
η(x)
=
(x− 1)α+1(1 + x)β+1
1− x2
= (x− 1)α(1 + x)β .
These two functions are of course locally integrable and hence, Condition 2.19 is
satisfied. Since
lim
xր−1
Fl(x) = −∞ = lim
xց1
Fr(x)
and
lim
x→−∞
Fl(x) = +∞ = lim
x→∞
Fr(x) ,
Conditions 2.21 and 2.24 also hold. Consequently, all results from section 2 are
valid in particular for the case of Beta distributions.
Now, let h : R→ R be a given Borel-measurable test function with∫
R
|h(x)|p(x)dx <∞,
∫ −1
x
|h(x)|(−ql(x))dx <∞ for each x < −1 and∫ x
1
|h(x)|(−qr(x))dx < ∞ for each x > 1 and let h˜ = h − µ(h). Consider the
corresponding Stein equation
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(37) (1− x2)g′(x)− (α + β + 2)xg(x) + (β − α)g(x) = h(x)− µα,β(h) =: h˜(x) .
Then, according to the theory from section 2, the Stein solution corresponding to
(37) is given by the function gh : R→ R with
gh(x) =


exp
(
−Fl(x)
) ∫ x
−1
h˜(t)ql(t)dt , x < −1
h(−1)−µ(h)
2β+2
, x = −1
1
(1−x2)p(x)
∫ x
−1
h˜(t)p(t)dt , −1 < x < 1
h(1)−µ(h)
2α+2
, x = 1
exp
(
−Fr(x)
) ∫ x
1
h˜(t)qr(t)dt , x < −1
(38)
Here, the values of gh at ±1 are arbitrary, but they are chosen such that gh is con-
tinuous, whenever h is continuous at ±1. This follows immediately from Proposition
2.22.
The next result, which is also proved in the appendix, completes the proof of
Proposition 3.1 by showing that the solution gz is in the class Kα,β whenever z 6= ±1.
Proposition 3.2. For each z ∈ R \ {−1,+1} the solution gz belongs to the class
K
α,β
, which was defined above before Proposition 3.1.
Next, we will derive some results for the solutions gh from corresponding results
in Section 2.
Proposition 3.3. Let h : R → R be bounded and Borel-measurable and let m be a
median for µ. Then, we have the bound:
‖gh‖∞ ≤ ‖h− µ(h)‖∞max
(
1
2(1−m2)p(m)
,
1
2β + 2
,
1
2α + 2
)
Proof. Since γ(−1) = 2β + 2 and γ(1) = −2α − 2, this immediately follows from
Proposition 2.25. 
Proposition 3.4. Let h : R → R be Lipschitz-continuous. Then, we have the
following bounds:
(a) ‖gh‖∞ ≤
‖h′‖∞
α+β+2
(b) There exists a constant K1, only depending on α and β such that
‖g′h‖∞ ≤ K1‖h
′‖∞.
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The proof is in the appendix.
Now, consider a twice differentiable function h : R → R with bounded first and
second derivative. Recall the discussion following Remark 2.17. It easily follows from
(23) that, in the case of Beta distributions, we have µ˜α,β = µα+1,β+1 and we have
to show that the function g˜ := g′h satisfies the Stein identity for µα+1,β+1, i.e. for
Y ∼ µα+1,β+1 we have
(39) E
[
(1− Y )2g˜′(Y ) +
[
−(α + β + 4)Y + β − α
]
g˜(Y )
]
= 0 .
The following lemma, which is proved in the appendix, will be useful.
Lemma 3.5. For the Beta distribution µα,β and a given bounded, Borel-measurable
function u : R→ R, the Stein equation
(40) η(x)f ′(x) + γ(x)f(x) = u(x)
has a bounded solution f on (−1, 1) if and only if E[u(Z)] = 0.
Now, from Proposition 3.4 (b) we know that g˜ is bounded and from (22) we know
that g˜ satisfies the Stein equation corresponding to µ˜ for the test function
h2(x) = h
′(x)− γ′(x)gh(x). By Lemma 3.5 we thus have that∫
R
h2(x)dµα+1,β+1(x) = 0. Hence, g˜ must be the only bounded solution to the Stein
equation for µα+1,β+1 corresponding to the test function h2. Since
h2(x) = h
′(x)− γ′(x)gh(x) = h
′(x) + (α+ β + 2)gh(x)
we have
h′2(x) = h
′′(x) + (α+ β + 2)g′h(x)
and from Proposition 3.4 we see that h2 is Lipschitz with minimal Lipschitz con-
stant
‖h′2‖∞ ≤ ‖h
′′‖∞ + (α + β + 2)K1(α, β)‖h
′‖∞
where the constant K1(α, β) from Proposition 3.4 only depends on α and β. Ap-
plying Proposition 3.4 again, this time to the distribution µα+1,β+1 and the Stein
solution g˜, we obtain
‖g′′h‖∞ = ‖g˜
′‖∞ ≤ K1(α + 1, β + 1)‖h
′
2‖∞
≤ K1(α + 1, β + 1)
(
‖h′′‖∞ + (α + β + 2)K1(α, β)‖h
′‖∞
)
.
Hence, there is a constant K2 depending only on α and β such that
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‖g′′h‖∞ ≤ K2(‖h
′‖∞ + ‖h
′′‖∞)
for all twice differentiable functions h with bounded first and second derivative.
We have thus proved the following proposition.
Proposition 3.6. There exists a finite constant K2 depending only on α and β such
that for each twice differentiable function h : R → R with bounded first and second
derivative we have the bound
‖g′′h‖∞ ≤ K2(‖h
′‖∞ + ‖h
′′‖∞) .
Now we are in the position to provide a “plug-in theorem” for the Beta approxi-
mation using exchangeable pairs.
Theorem 3.7. Let W,W ′ be identically distributed, real-valued random variables on
a common probabilty space (Ω,A, P ) satisfying the regression property
E
[
W ′ −W |W
]
= λγ(W ) +R
for some constant λ > 0 and a random variable R. Then for each twice differen-
tiable function h with bounded first and second derivative and with E
[
|h(W )|
]
<∞
we have the bound
∣∣E[h(W )]− µα,β(h)∣∣
≤ K1‖h
′‖∞E
[∣∣η(W )− 1
2λ
E
[
(W ′ −W )2|W
]∣∣]
+
K2
(
‖h′‖∞ + ‖h
′′‖∞
)
6λ
E
[
|W ′ −W |3
]
+
‖h′‖∞
(α + β + 2)λ
E
[
|R|
]
,
where the constants K1 and K2 are from Propositions 3.4 and 3.6, respectively.
Proof. This immediately follows from Propositions 2.31, 3.4, 3.6 and since gh is a
solution to Stein’s equation (11). 
In the following we will transfer the developed theory to the Beta distributions
νa,b on [0, 1]. We start with the Stein identity for νa,b, where a, b > 0 are fixed
parameters. Let X ∼ νa,b, then Y := 2X − 1 ∼ µb−1,a−1 and hence for each smooth
enough function f we have
0 = E
[
(1− Y 2)f ′(Y )− (a+ b)Y f(Y ) + (a− b)f(Y )
]
.
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Let f˜(x) := f(2x − 1). Then f˜ ′(x) = 2f ′(2x − 1) and f˜(X) = f(Y ). Hence, we
obtain
0 = E
[
(1− Y 2)f ′(Y )− (a+ b)Y f(Y ) + (a− b)f(Y )
]
= E
[
4X(1−X)f ′(2X − 1)− (a + b)(2X − 1)f(2X − 1) + (a− b)f(2X − 1)
]
= E
[
2X(1−X)f˜ ′(X)− 2(a+ b)Xf˜(X) + 2af˜(X)
]
= 2E
[
X(1−X)f˜ ′(X)− (a+ b)Xf˜(X) + af˜(X)
]
.
So, a Stein identity for X ∼ νa,b is given by
E
[
X(1−X)f ′(X) +
[
−(a+ b)X + a
]
f(X)
]
= 0
for all smooth enough functions f : R → R. Hence, for νa,b the functions η and
γ are given by η(x) = x(1 − x) and γ(x) = −(a + b)x + a = (a + b)
(
a
a+b
− x
)
.
Note, that E[X ] = a
a+b
if X ∼ νa,b. Having derived the Stein identity for νa,b, the
Stein equation corresponding to a Borel-measurable test function h : R → R with∫
R
|h(x)|dνa,b(x) <∞ is given by
(41) x(1− x)f ′(x) +
[
−(a + b)x+ a
]
f(x) = h(x)− νa,b(h) =: hˆ(x) .
Let a test function h : R→ R with
∫
R
|h(x)|dνa,b(x) <∞ be given and let h1(y) :=
h
(
y+1
2
)
. Consider the above constructed solution g to the Stein equation for µb−1,a−1
corresponding to the test function h1. In the folllowing let the real variables x and
y be related by y := 2x − 1 or x := y+1
2
. Letting f(x) := 2g(2x − 1) and noting
f ′(x) = 4g(y) we obtain
x(1− x)f ′(x) +
[
−(a + b)x+ a
]
f(x)
=
y + 1
2
(
1−
y + 1
2
)
4g′(y) +
[
−(a + b)(y + 1) + 2a
]
g(y)
= (1− y2)g′(y) +
[
−(a + b)y + a− b
]
g(y)
= h1(y)− µb−1,a−1(h1) = h(x)− νa,b(h) ,
since for any admissible function u : R → R we have E[u(X)] = E[u1(Y )] where
u1(y) := u
(
y+1
2
)
. Hence, f is a solution to (41). Thus, we immediately get bounds on
the solutions of the Stein equation for νa,b from our above developed theory. In the
following, we will always denote by fh the Stein solution to (41) which is constructed
in the explained way.
Proposition 3.8. Let h : R→ R be Borel-measurable with
∫
R
|h(x)|dνa,b(x) <∞.
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(a) If h is bounded, then ‖fh‖∞ ≤ ‖h − νa,b(h)‖∞max
(
1
2m(1−m)qa,b(m)
, 1
a
, 1
b
)
, where
m is a median for νa,b.
(b) If h is Lipschitz, then ‖fh‖∞ ≤
2
a+b
‖h′‖∞ and ‖f
′
h‖∞ ≤ C1‖h
′‖∞, where C1 only
depends on a and b.
(c) If h is twice differentiable with bounded first and second derivative, then
‖f ′′h‖∞ ≤ C2
(
‖h′‖∞ + ‖h
′′‖∞
)
, where C2 only depends on a and b.
Proof. Claim (a) follows from Proposition 2.25. Since fh(x) = 2gh(2x − 1) for all
x ∈ R, (b) and (c) follow from Propositions 3.4 and 3.6. 
Now, let V, V ′ be identically distributed, real-valued random variables on a com-
mon probability space (Ω,A, P ). For the approximation of L(V ) by νa,b the general
regression property from Section 2 is
(42) E
[
V ′ − V |V
]
= λ(a+ b)
( a
a+ b
− V
)
+R ,
where, again, λ > 0 is constant and R is a hopefully small remainder term. For
the distribution νa,b Theorem 3.7 becomes the following:
Theorem 3.9. Let V, V ′ be identically distributed, real-valued random variables on
a common probability space (Ω,A, P ) satisfying equation (42). Then, for each twice
differentiable function h : R → R with bounded first and second derivative and with
E
[
|h(V )|
]
<∞ we have the bound
∣∣E[h(V )]− νa,b(h)∣∣
≤ C1‖h
′‖∞E
[∣∣V (1− V )− 1
2λ
E
[
(V ′ − V )2|V
]∣∣]
+
C2
(
‖h′‖∞ + ‖h
′′‖∞
)
6λ
E
[
|V ′ − V |3
]
+
2‖h′‖∞
(a+ b)λ
E
[
|R|
]
,
where the constants C1 and C2 are those from Proposition 3.8.
Proof. The assertion is clear from Propositions 2.31 and 3.8 and since fh is a solution
to Stein’s equation (41). 
4. Application to the Polya urn model
In this section we prove a quantitative version of the fact that the relative num-
ber of drawn red balls in a Polya urn model converges in distribution to a suitable
Beta distribution, if the number of total drawings tends to infinity. This model will
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serve as an application of our Stein method for the Beta distribution, as developed
in section 3. We start by introducing the stochastic model:
Imagine an urn containing at the beginning r red and w white balls and fix an
integer c > 0. At each time point n ∈ N a ball is drawn at random from the urn,
its color is noticed and this ball together with c further balls of the same color is
replaced to the urn. For each n ∈ N let Xn be the indicator random variable of the
event that the n-th drawn ball is a red one. Then Sn :=
∑n
j=1Xj denotes the total
number of drawn red balls among the first n drawings. It is a well-known fact from
elementary probability theory that for each n ∈ N and all x1, . . . , xn ∈ {0, 1} we have
P (X1 = x1, . . . , Xn = xn) =
∏k−1
i=0 (r + ci)
∏n−k−1
j=0 (w + cj)∏n−1
l=0 (s+ w + cl)
,
where k :=
∑n
j=1 xj . This shows particularly that the sequence (Xj)j∈N is ex-
changeable.
It now follows, that for each k = 0, . . . , n we have
P (Sn = k) =
(
n
k
)∏k−1
i=0 (r + ci)
∏n−k−1
j=0 (w + cj)∏n−1
l=0 (s+ w + cl)
,
or, with a := r
c
and b := w
c
,
P (Sn = k) =
(
−a
k
)(
−b
n−k
)
(
−a−b
n
) .
The distribution of Sn is usually referred to as the Polya distribution with pa-
rameters n, a and b. It is a well-known fact that the distribution of 1
n
Sn converges
weakly to the distribution νa,b as n goes to infinity, where the Beta distribution νa,b
was defined in section 3. A convenient way to prove this weak convergence result is
to use the formula
(43) P (Sn = k) =
∫ 1
0
b(k;n, p)dνa,b(p) ,
together with the weak law of large numbers for Bernoulli random variables to
deal with the binomial probabilities b(k;n, p) =
(
n
k
)
pk(1− p)n−k.
Formula (43) can be proved by a straight-forward computation using the relations
B(a+ 1, b) = a
a+b
B(a, b) and B(a, b) = B(b, a) for the Beta function, where a, b > 0,
and can also be viewed as a consequence of a special instance of de Finetti’s rep-
resentation theorem for infinite exchangeable sequences. Note, however, that one
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generally does not know the corresponding mixing measure from de Finetti’s theo-
rem and hence, identity (43) is not a direct consequence of this theorem.
From now on, we will present a Stein’s method proof of the above distributional
convergence result and, as usual, also derive a rate of convergence. We will usually
suppress the time index n and let V := Vn :=
1
n
Sn denote the random variable of
interest. For the construction of the exchangeable pair, we use the well-known Gibbs
sampling procedure with the slight simplification, that due to exchangeability of
X1, . . . , Xn we need not choose at random the index of the summand from Sn, which
has to be replaced. Instead, we will always replace Xn by X
′
n, which is constructed
as follows:
Observe X1 = x1, . . . , Xn = xn and construct X
′
n according to the distribution
L(Xn|X1 = x1, . . . , Xn−1 = xn−1). Then, letting V
′ := V ′n := V −
1
n
Xn +
1
n
X ′n, the
pair (V, V ′) is exchangeable. In order to use Stein’s method of exchangeable pairs, we
need to establish a suitable regression property. This is the content of the following
proposition.
Proposition 4.1. The exchangeable pair (V, V ′) satisfies the regression property
E
[
V ′ − V |V
]
=
a+ b
n(a + b+ n− 1)
( a
a+ b
− V
)
= λγa,b(V ) ,
where γa,b(x) = (a + b)
(
a
a+b
− x
)
and λ = λn =
1
n(a+b+n−1)
.
Proof. We have V ′ − V = X
′
n
n
− Xn
n
and by exchangeability of X1, . . . , Xn it clearly
holds that E[Xn|V ] = E[Xn|Sn] =
1
n
Sn = V . Also, by the definition of X
′
n and since
X ′n only assumes the values 0 and 1 we have for any x1, . . . , xn−1 ∈ {0, 1}
E[X ′n|X1 = x1, . . . , Xn = xn] = E[Xn|X1 = x1, . . . , Xn−1 = xn−1]
= P (Xn = 1|X1 = x1, . . . , Xn−1 = xn−1) =
r + c
∑n−1
j=1 xj
r + w + c(n− 1)
,
and hence,
E[X ′n|X1, . . . , Xn] =
r + c
∑n−1
j=1 Xj
r + w + c(n− 1)
=
r + cnV − cXn
r + w + c(n− 1)
.
Thus, since σ(V ) ⊆ σ(X1, . . . , Xn), we obtain
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E[X ′n|V ] = E
[
E
[
X ′n|X1, . . . , Xn
]
|V
]
=
r + cnV − cV
r + w + c(n− 1)
=
r + c(n− 1)V
r + w + c(n− 1)
=
a + (n− 1)V
a+ b+ n− 1
.
Finally, we have
E[V ′ − V |V ] =
1
n
E[X ′n −Xn|V ] =
1
n
a + (n− 1)V
a+ b+ n− 1
−
1
n
V
=
a− (a+ b)V
n(a+ b+ n− 1)
=
a + b
n(a+ b+ n− 1)
( a
a + b
− V
)
,
as was to be shown. 
Next, we will compute the quantity E
[
(V ′ − V )2|V
]
.
Proposition 4.2. We have for the above constructed exchangeable pair (V, V ′)
E
[
(V ′ − V )2|V
]
=
1
n2(a + b+ n− 1)
(
(2n+ b− a)V − 2nV 2 + a
)
and hence
1
2λ
E
[
(V ′ − V )2|V
]
= V (1− V ) +
b− a
2n
V +
a
2n
.
Proof. From the general theory of Gibbs sampling (see the author’s PhD thesis, to
appear) it is known, that
E
[
(V ′ − V )2|V
]
=
1
n2
(
E[Xn|V ] + E
[
E[X2n|X1, . . . , Xn−1] | V
]
− 2E
[
XnE[Xn|X1, . . . , Xn−1]|V
])
.
Since X2n = Xn we have from the proof of Proposition 4.1 that
E[X2n|X1, . . . , Xn−1] = E[Xn|X1, . . . , Xn−1] =
a + nV −Xn
a + b+ n− 1
,
and hence
E
[
E[X2n|X1, . . . , Xn−1] | V
]
=
a + (n− 1)V
a+ b+ n− 1
,
where we have used E[Xn|V ] = V again. Finally, we compute
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E
[
XnE[Xn|X1, . . . , Xn−1]|V
]
= E
[aXn + nV Xn −X2n
a + b+ n− 1
∣∣V ]
=
aV + nV 2 − V
a+ b+ n− 1
=
(a− 1)V + nV 2
a+ b+ n− 1
.
Putting pieces together, we eventually obtain
E
[
(V ′ − V )2|V
]
=
1
n2
(
V +
a+ (n− 1)V
a+ b+ n− 1
− 2
(a− 1)V + nV 2
a+ b+ n− 1
)
=
1
n2(a+ b+ n− 1)
(
(2n+ b− a)V − 2nV 2 + a
)
.
The last assertion easily follows from this and from λ = 1
n(a+b+n−1)
. 
Recall that for the distribution νa,b we have η(x) := ηa,b(x) = x(1− x) and hence,
we obtain from Proposition 4.2 that
(44) E
[∣∣η(V )− 1
2λ
E
[
(V ′ − V )2|V
]∣∣] = E[∣∣a− b
2n
V −
a
2n
∣∣]≤ |a− b|+ a
2n
,
since |V | ≤ 1. Similarly, since |V ′ − V | = 1
n
|X ′n −Xn| ≤
1
n
we have
1
6λ
E
[
|V ′ − V |3
]
≤
n(a + b+ n− 1)
6
1
n3
=
a+ b+ n− 1
6n2
=
1
6n
+
a + b− 1
6n2
= O
(1
n
)
.(45)
From Theorem 3.9 we can now conclude the following result.
Theorem 4.3. For each twice differentiable function h : R → R with bounded first
and second derivative we have
∣∣E[h(V )]− νa,b(h)∣∣
≤
(
C1‖h
′‖∞
|a− b|+ a
2
+ C2
(
‖h′‖∞ + ‖h
′′‖∞
)(1
6
+
a + b− 1
6n
))1
n
= O
(1
n
)
,
with the constants C1 and C2 from Proposition 3.8.
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Proof. Since V assumes only values in [0, 1], the condition E
[
|h(V )|
]
< ∞ from
Theorem 3.9 is trivially met. The assertion now follows immediately from Theorem
3.9, (44) and (45). 
Remark 4.4. (a) In [GR12] the authors use a different technique within Stein’s
method for the Beta distributions, which compares the Stein characterization
of the target distribution with that of the approximating discrete distribution,
to prove that, in the special case c = 1, the convergence rate of order n−1 from
Theorem 4.3 even holds in the Wasserstein distance and they compute an explicit
constant in the bound. They also show that the rate of convergence is optimal.
Using their technique and the bounds from Proposition 3.8 one can easily see
that the rate of order n−1 in the Wasserstein distance also holds in the case c ≥ 2.
However, in order to obtain an explicit constant, some further work has to be
done to bound the constant C1 from Proposition 3.8 in the case that one of the
values a, b is strictly smaller than one.
(b) In [FG] the authors use the zero bias coupling within Stein’s method for normal
approximation to prove bounds on the distance of a normalized version of the
quantity V to the standard normal distribution. In particular, they show that
a CLT holds whenever the parameters n, a and b tend to infinity in a suitable
fashion.
5. Appendix
In this section we provide the proofs of some of the results from Sections 2 and 3
and state and prove some further auxiliary results, which are only used within proofs.
5.1. A general version of de l’Hôpital’s rule. The following result justifies all
our calculations, which invoke de l’Hôpital’s rule. Its proof is suppressed for reasons
of space, but will be given in the author’s PhD thesis.
Theorem 5.1 (Generalization of one of de l’Hôpital’s rules). Let a < b be extended
real numbers and let f, g : (a, b)→ R be functions with the following properties:
(i) If a < a′ < b′ < b, then both, f and g, are absolutely continuous on [a′, b′].
(ii) We have g′(x) > 0 for λ-almost all x ∈ (a, b) and with E := {x ∈ (a, b) :
g′(x) 6= 0} it holds that limn→∞
f ′(xn)
g′(xn)
= δ ∈ R for each sequence (xn)n∈N ∈ E
converging to a.
If limxցa f(x) = limxցa g(x) = 0, then g(x) 6= 0 for all x ∈ (a, b) and
lim
xցa
f(x)
g(x)
= δ .
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The same conclusion holds if g′(x) < 0 for almost all x ∈ (a, b) and an analogous
result is true for limxրb.
5.2. Proofs from Section 2.
Proof of Proposition 2.10. With h˜ = h− µ(h), since I = η · p, we have for a < x < b
|gh(x)| =
|
∫ x
a
h˜(t)p(t)dt|
|p(x)η(x)|
=
|
∫ x
a
h˜(t)p(t)dt|
I(x)
≤ ‖h˜‖∞
F (x)
I(x)
Let M : (a, b) → R be given by M(x) := F (x)
I(x)
. By l’Hôpital’s rule (see Theorem
5.1) we have
lim
xցa
M(x) = lim
xցa
p(x)
γ(x)p(x)
= lim
xցa
1
γ(x)
=
1
limxցa γ(x)
which exists in [0,∞) by Condition 2.2. Here, we used the convention 1
∞
= 0.
Moreover,
lim
xրb
M(x) =
1
limxրb I(x)
= +∞
again by Condition 2.2 and by Proposition 2.4. Furthermore, we have
M ′(x) =
p(x)I(x)− p(x)γ(x)F (x)
I(x)2
=
p(x)
I(x)2
(
I(x)− γ(x)F (x)
)
> 0
for each x ∈ (a, b) since by the positivity of p and because γ is strictly decreasing
I(x) =
∫ x
a
γ(t)p(t)dt > γ(x)
∫ x
a
p(t)dt = γ(x)F (x) .
Hence, M is strictly increasing and thus for each x ∈ (a,m]:
|gh(x)| ≤ ‖h˜‖∞
F (m)
I(m)
=
‖h− µ(h)‖∞
2I(m)
.
The same bound can be proved for x ∈ (m, b) by using the representation
gh(x) = −
1
I(x)
∫ b
x
(h(t)− µ(h))p(t)dt
and the fact that also 1− F (m) = 1
2
.

The following two well-known lemmas will be needed for the proof of Proposition
2.14. Their proofs are included only for reasons of completeness.
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Lemma 5.2. Let −∞ ≤ a < b ≤ ∞ and let µ be a probability measure (not neces-
sarily absolutely continuous with respect to λ) with supp(µ) ⊆ (a, b). Let F be the
distribution function corresponding to µ and suppose that
∫ b
a
|x|dµ(x) < ∞. Then,
for each x ∈ (a, b) we have
(a)
∫ x
a
F (t)dt = xF (x)−
∫
(a,x]
sdµ(s)
(b)
∫ b
x
(1− F (t))dt =
∫
(x,∞)
sdµ(s)− x(1− F (x))
Proof. By Fubini’s theorem we have
∫ x
a
F (t)dt = =
∫ x
−∞
F (t)dt =
∫
(−∞,x]
F (t)dt =
∫
(−∞,x]
(∫
(−∞,t]
dµ(s)
)
dt
=
∫
(−∞,x]
(∫
[s,x]
dt
)
dµ(s) =
∫
(−∞,x]
(x− s)dµ(s)
= xF (x)−
∫
(−∞,x]
sdµ(s)
= xF (x)−
∫
(a,x]
sdµ(s) .
This proves (a). Similarly, we have
∫ b
x
(1− F (t))dt =
∫ ∞
x
(1− F (t))dt =
∫
(x,∞)
µ
(
(t,∞)
)
dt
=
∫
(x,∞)
∫
(t,∞)
dµ(s)dt =
∫
(x,∞)
∫
(x,s)
dtdµ(s)
=
∫
(x,∞)
(s− x)dµ(s)
=
∫
(x,∞)
sdµ(s)− x(1 − F (x)) ,
proving (b). 
Lemma 5.3. Let −∞ ≤ a < b ≤ ∞ and let µ be a probability measure (not neces-
sarily absolutely continuous with respect to λ) with supp(µ) ⊆ (a, b). Let F be the
distribution function corresponding to µ, let Z ∼ µ and let h : (a, b)→ R be Lipschitz
continuous with E[|h(Z)|] <∞. Then the following assertions hold true:
(a) For each y ∈ R we have
h(y)− µ(h) =
∫ y
−∞
F (s)h′(s)ds−
∫∞
y
(1− F (s))h′(s)ds.
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(b) For each x ∈ (a, b) we have∫
(a,x]
(h(y)−µ(h))dµ(y) = −(1−F (x))
∫ x
a
F (s)h′(s)ds−F (x)
∫ b
x
(1−F (s))h′(s)ds.
Proof. Since µ is a probability measure we have by the fundamental theorem of
calculus for Lebesgue integration and by Fubini’s theorem
h(y)− µ(h) =
∫
R
(h(y)− h(t)) dµ(t) =
∫
R
(∫ y
t
h′(s)ds
)
dµ(t)
=
∫
(−∞,y]
(∫
[t,y]
h′(s)ds
)
dµ(t)−
∫
(y,∞)
(∫
[y,t)
h′(s)ds
)
dµ(t)
=
∫
(−∞,y]
(∫
(−∞,s]
dµ(t)
)
h′(s)ds−
∫
(y,∞)
(∫
(s,∞)
dµ(t)
)
h′(s)ds
=
∫
(−∞,y]
F (s)h′(s)ds−
∫
(y,∞)
(1− F (s))h′(s)ds
=
∫ y
−∞
F (s)h′(s)ds−
∫ ∞
y
(1− F (s))h′(s)ds .
This proves (a). As to (b), we have using (a) and its proof
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∫
(a,x]
(h(y)− µ(h))dµ(y) =
∫
(−∞,x]
(h(y)− µ(h))dµ(y)
=
∫
(−∞,x]
(∫
(−∞,y]
F (s)h′(s)ds−
∫
(y,∞)
(1− F (s))h′(s)ds
)
dµ(y)
=
∫
(−∞,x]
∫
(−∞,y)
F (s)h′(s)dsdµ(y)−
∫
(−∞,x]
∫
[y,∞)
(1− F (s))h′(s)dsdµ(y)
=
∫
(−∞,x)
F (s)h′(s)
(∫
(s,x]
dµ(y)
)
ds−
∫
R
(1− F (s))h′(s)
(∫
(−∞,x∧s]
dµ(y)
)
ds
=
∫
(−∞,x)
F (s)h′(s)(F (x)− F (s))ds−
∫
(−∞,x]
F (s)(1− F (s))h′(s)ds
−
∫
(x,∞)
F (x)(1− F (s))h′(s)ds
=
∫ x
−∞
(
F (s)F (x)h′(s)− F (s)2h′(s) + F (s)2h′(s)− F (s)h′(s)
)
ds
−F (x)
∫ ∞
x
(1− F (s))h′(s)ds
= −(1− F (x))
∫ x
−∞
F (s)h′(s)ds− F (x)
∫ ∞
x
(1− F (s))h′(s)ds
= −(1− F (x))
∫ x
a
F (s)h′(s)ds− F (x)
∫ b
x
(1− F (s))h′(s)ds ,
as claimed. 
Proof of Proposition 2.14. First, we prove (a). Recall the representation
gh(x) =
1
I(x)
∫ x
a
(h(y)− µ(h))p(y)dy =
1
I(x)
∫
(a,x]
(h(y)− µ(h))dµ(y) .
By Lemmas 5.3 and 5.2 we thus obtain that
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|I(x)gh(x)|
=
∣∣∣∣−(1− F (x))
∫ x
a
F (s)h′(s)ds− F (x)
∫ b
x
(1− F (s))h′(s)ds
∣∣∣∣
≤ ‖h′‖∞
(
(1− F (x))
∫ x
a
F (s)ds+ F (x)
∫ b
x
(1− F (s))ds
)
= ‖h′‖∞
(
(1− F (x))
(
xF (x)−
∫ x
a
sp(s)ds
)
+ F (x)
(
−x(1 − F (x)) +
∫ b
x
sp(s)ds
))
= ‖h′‖∞
(
−
∫ x
a
sp(s)ds+ F (x)
(∫ x
a
sp(s)ds+
∫ b
x
sp(s)ds
))
= ‖h′‖∞
(
F (x)E[Z]−
∫ x
a
yp(y)dy
)
,
implying (a).
Now, we turn to the proof of (b). By Stein’s equation (11) we obtain for x ∈ (a, b)
(46) g′h(x) =
1
η(x)
(
h˜(x)− γ(x)gh(x)
)
,
where we have again written h˜ = h− µ(h). Using Lemma 5.3 again, we obtain
g′h(x) =
1
η(x)
(∫ x
a
F (s)h′(s)ds
(
1 +
γ(x)(1− F (x))
η(x)p(x)
)
+
∫ b
x
(1− F (s))h′(s)ds
(
−1 +
γ(x)F (x)
η(x)p(x)
))
=
∫ x
a
F (s)h′(s)ds
(η(x)p(x) + γ(x)(1− F (x))
η(x)2p(x)
)
+
∫ b
x
(1− F (s))h′(s)ds
(−η(x)p(x) + γ(x)F (x)
η(x)2p(x)
)
(47)
Now consider the functions H,G : (a, b) → R with H(x) = I(x) − γ(x)F (x) =
η(x)p(x) − γ(x)F (x) and G(x) = H(x) + γ(x) = η(x)p(x) + γ(x)(1 − F (x)). It
was already observed in the proof of Proposition 2.10 that H is positive on (a, b).
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Similarly we prove the positivity of G on (a, b): For x in (a, b) we have, since p is
positive and γ is strictly decreasing
G(x) = I(x) + γ(x)(1− F (x)) = −
∫ b
x
γ(t)p(t)dt+ γ(x)(1− F (x))
> −γ(x)(1− F (x)) + γ(x)(1− F (x)) = 0 .
By (47) we can thus bound
|g′h(x)| ≤ ‖h
′‖∞
(∫ x
a
F (s)ds
G(x)
η(x)2p(x)
+
∫ b
x
(1− F (s))ds
H(x)
η(x)2p(x)
)
,(48)
which reduces to the bound asserted in (b). 
Proof of Proposition 2.25. The bound on |gh(x)|for x ∈ (a, b) has already been proved
in Proposition 2.10. Let x ∈ (−∞, a). Then we have by the negativity of ql which
follows from Proposition 2.23:
|gh(x)| =
∣∣∣∫ xa h˜(t)ql(t)dt∣∣∣
exp
(
Fl(x)
) ≤ ‖h˜‖∞
∣∣∣∫ xa ql(t)dt∣∣∣
exp
(
Fl(x)
)
= ‖h˜‖∞
∫ x
a
ql(t)dt
exp
(
Fl(x)
) = ‖h˜‖∞ Ql(x)
exp
(
Fl(x)
)
We want to show, that this is bounded from above by ‖h˜‖∞
γ(a)
. To this end, we define
the function D(x) :=
exp
(
Fl(x)
)
γ(a)
−Ql(x), x ∈ (−∞, a), and show that D(x) > 0. By
Condition 2.19 and Proposition 2.23 we have limxրaD(x) = 0 and furthermore
D′(x) =
γ(x)
η(x)
exp
(
Fl(x)
)
γ(a)
− ql(x) = ql(x)
(γ(x)
γ(a)
− 1
)
< 0 ,
since ql(x) < 0 and γ(x) > γ(a) by Condition 2.18. Thus, D is strictly decreasing
and hence D(x) > 0 for each x ∈ (−∞, a). This proves the desired bound for
x ∈ (−∞, a). Similarly one proves that |gh(x)| ≤ −
‖h˜‖∞
γ(b)
for each x ∈ (b,∞). 
Next, we will state a lemma, which replaces Lemma 5.2 outside the support (a, b).
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Lemma 5.4. (a) For each x ∈ (−∞, a) we have
∫ a
x
Ql(t)dt = −xQl(x) +
∫ x
a
tql(t)dt
and Il(x) < γ(x)Ql(x).
(b) For each x ∈ (b,∞) we have
∫ x
b
Qr(t)dt = xQr(x) −
∫ x
b
tqr(t)dt and Ir(x) <
γ(x)Qr(x).
Proof. By Fubini’s theorem we have
∫ a
x
Ql(t)dt =
∫ a
x
(∫ t
a
ql(s)ds
)
dt = −
∫ a
x
(∫ a
t
ql(s)ds
)
dt
= −
∫ a
x
(∫ s
x
1dt
)
ql(s)ds = −
∫ a
x
(s− x)ql(s)ds
= −xQl(x) +
∫ x
a
sql(s)ds ,
which proves the first part of (a). The second claim of (a) follows from (a), the
positivity of −ql on (−∞, a) and from the monotonicity of γ:
Il(x) =
∫ x
a
γ(t)ql(t)dt =
∫ a
x
γ(t)
(
−ql(t)
)
dt
< γ(x)
∫ a
x
(
−ql(t)
)
dt = γ(x)
∫ x
a
ql(t)dt
= γ(x)Ql(x)
The proof of (b) is similar but easier, and is therefore omitted. 
The next lemma replaces Lemma 5.3 outside of the support of µ.
Lemma 5.5. (a) For each x ∈ (−∞, a) we have
h(x)− µ(h) = −
∫ b
x
(
1− F (s)
)
h′(s)ds = −
∫ a
x
h′(s)ds−
∫ b
a
(
1− F (s)
)
h′(s)ds and
gh(x) =
1
Il(x)
(
−
∫ a
x
(
Ql(x)−Ql(s)
)
h′(s)ds−Ql(x)
∫ b
a
(
1− F (s)
)
h′(s)ds
)
=
1
Il(x)
(∫ a
x
Ql(s)h
′(s)ds−Ql(x)
∫ b
x
(
1− F (s)
)
h′(s)ds
)
.
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(b) For each x ∈ (b,∞) we have h(x)− µ(h) =
∫ x
a
F (s)h′(s)ds and
gh(x) =
1
Ir(x)
(
Qr(x)
∫ b
a
F (s)h′(s)ds+
∫ x
b
h′(s)
(
Qr(x)−Qr(s)
)
ds
)
=
1
Ir(x)
(
Qr(x)
∫ x
a
F (s)h′(s)ds−
∫ x
b
Qr(s)h
′(s)ds
)
.
Proof. We only prove (a) since the proof of (b) is very similar. The first claim follows
from Lemma 5.3 (a) since F (s) = 0 for s < a and F (s) = 1 for x ≥ b. The second
claim follows from the first one and from Fubini’s theorem by
gh(x)
=
1
Il(x)
∫ x
a
h˜(y)ql(y)dy =
1
Il(x)
∫ x
a
(
−
∫ b
y
(
1− F (s)
)
h′(s)ds
)
ql(y)dy
=
1
Il(x)
∫ a
x
(∫ b
y
(
1− F (s)
)
h′(s)ds
)
ql(y)dy
=
1
Il(x)
∫ b
x
(
1− F (s)
)
h′(s)
(∫ a∧s
x
ql(y)dy
)
ds
=
1
Il(x)
∫ b
x
(
1− F (s)
)
h′(s)
(
Ql(a ∧ s)−Ql(x)
)
ds
=
1
Il(x)
∫ a
x
h′(s)
(
Ql(s)−Ql(x)
)
ds+
1
Il(x)
∫ b
a
(
1− F (s)
)
h′(s)ds
(
Ql(a)−Ql(x)
)
=
1
Il(x)
(
−
∫ a
x
(
Ql(x)−Ql(s)
)
h′(s)ds−Ql(x)
∫ b
a
(
1− F (s)
)
h′(s)ds
)
.
This is the first representation for gh(x) in the assertion. The second one follows,
since 1− F (s) = 1 for s < a and hence
−
∫ a
x
(
Ql(x)−Ql(s)
)
h′(s)ds =
∫ a
x
Ql(s)h
′(s)ds−Ql(x)
∫ a
x
(1− F (s))h′(s)ds .

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Proof of Proposition 2.27. We only prove (a) and (c), since the proofs of (b) and (d)
are similar. To prove (a), we observe that by Lemma 5.5 we have
gh(x) =
1
Il(x)
(
−
∫ a
x
(
Ql(x)−Ql(s)
)
h′(s)ds−Ql(x)
∫ b
a
(
1− F (s)
)
h′(s)ds
)
.
Since Ql is decreasing (Q
′
l = ql < 0) and positive on (−∞, a) this implies
|gh(x)| ≤
‖h′‖∞
Il(x)
(∫ a
x
(
Ql(x)−Ql(s)
)
ds+Ql(x)
∫ b
a
(
1− F (s)
)
ds
)
.
By Lemma 5.2 and Lemma 5.4 (a) the right hand side equals
‖h′‖∞
Il(x)
(
(a− x)Ql(x) + xQl(x)−
∫ x
a
sql(s)ds+Ql(x)
(
E[Z]− a
))
=
‖h′‖∞
Il(x)
(
Ql(x)E[Z]−
∫ x
a
sql(s)ds
)
,
which is the claimed bound. Now, we turn to the proof of (c). By Stein’s equation
(24) and Lemma 5.5 (a) we have for each x ∈ (−∞, a):
g′h(x) =
h˜(x)
η(x)
−
γ(x)
η(x)
gh(x) = −
1
η(x)
∫ b
x
(
1− F (s)
)
h′(s)ds
−
γ(x)
η(x)Il(x)
(∫ a
x
Ql(s)h
′(s)ds−Ql(x)
∫ b
x
(
1− F (s)
)
h′(s)ds
)
=
−1
η(x)Il(x)
(
γ(x)
∫ a
x
Ql(s)h
′(s)ds+
∫ b
x
(
1− F (s)
)
h′(s)ds
(
Il(x)−Ql(x)γ(x)
))
By Lemma 5.2 (a) we have
∫ b
x
(
1− F (s)
)
ds = a− x+
∫ b
a
(
1− F (s)
)
ds = a− x+ E[Z]− a = E[Z]− x .
Hence, by Lemma 5.4 (a) this implies
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|g′h(x)| ≤
‖h′‖∞
−η(x)Il(x)
(
γ(x)
∫ a
x
Ql(s)ds+
∫ b
x
(
1− F (s)
)
ds
(
Ql(x)γ(x)− Il(x)
))
=
‖h′‖∞
−η(x)Il(x)
(
γ(x)
(
−xQl(x) +
∫ x
a
tql(t)dt
)
+
(
E[Z]− x
)(
Ql(x)γ(x)− Il(x)
))
which was to be shown. 
Proof of Corollary 2.28. In this case, we have the relations
Il(x) = c
∫ x
a
(
E[Z]− t
)
ql(t)dt = c
(
Ql(x)E[Z]−
∫ x
a
tql(t)dt
)
(49)
Ir(x) = c
∫ x
b
(
E[Z]− t
)
qr(t)dt = c
(
Qr(x)E[Z]−
∫ x
b
tqr(t)dt
)
.
These together with Proposition 2.27 (a), (b) and Corollary 2.16 immediately
imply (a). As to (b), by (49) we have
(
E[Z]− x
)(
Ql(x)γ(x)− Il(x)
)
=
(
E[Z]− x
)(
cE[Z]Ql(x)− cxQl(x)− c
(
Ql(x)E[Z]−
∫ x
a
tql(t)dt
))
= c
(
E[Z]− x
)(
−xQl(x) +
∫ x
a
tql(t)dt
)
= γ(x)
(
−xQl(x) +
∫ x
a
tql(t)dt
)
.
This and Proposition 2.27 (c) imply claim (b). Assertion (c) may be proved simi-
larly. 
Proof of Proposition 2.29. For any x ∈ (a, b) we have:
gz(x) =
1
I(x)
∫ x
a
(
1(−∞,z](t)− P (Z ≤ z)
)
p(t)dt
=
1
I(x)
(∫ x∧z
a
p(t)dt− F (z)F (x)
)
=
F (x ∧ z)− F (z)F (x)
I(x)
,
proving the desired representation of gz inside the interval (a, b). Now, for x ∈ (a, b)
let M(x) := F (x)
I(x)
and N(x) := 1−F (x)
I(x)
. Then we have
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M ′(x) =
p(x)I(x)− p(x)γ(x)F (x)
I(x)2
=
p(x)
I(x)2
(
I(x)− γ(x)F (x)
)
=
p(x)
I(x)2
H(x) > 0
and
N ′(x) =
−p(x)I(x)− p(x)γ(x)(1− F (x))
I(x)2
=
−p(x)
I(x)2
(
I(x) +
(
1− F (x)
)
γ(x)
)
=
−p(x)
I(x)2
G(x) < 0 ,
since G(x) = (I(x) + (1 − F (x))γ(x)) is positive by Proposition 2.14. Thus, M
is strictly increasing and N is strictly decreasing on (a, b). Since gz(x) = (1 −
F (z))M(x) for x ∈ (a, z] and gz(x) = F (z)N(x) for x ∈ (z, b), this implies, that
supx∈(a,b) gz(x) = gz(z) =
F (z)(1−F (z)
I(z)
. It also implies the claimed representation of
g′z(x) for x ∈ (a, b) \ {z}. Furthermore, by de l’Hôpital’s rule, we have
lim
xցa
gz(x) = (1− F (z)) lim
xցa
M(x) = (1− F (z)) lim
xցa
p(x)
p(x)γ(x)
= lim
xցa
(1− F (z))
γ(x)
=
(1− F (z))
γ(a)
and
lim
xրb
gz(x) = F (z) lim
xրb
N(x) = F (z) lim
xրb
−p(x)
p(x)γ(x)
= lim
xրb
−F (z)
γ(x)
=
−F (z)
γ(b)
.
Note, that these limits could also be derived from Proposition 2.22.
Next, consider x ∈ (−∞, a). For such an x we have
gz(x) =
1
Il(x)
∫ x
a
(
1(−∞,z](t)− P (Z ≤ z)
)
ql(t)dt =
(1− F (z))Ql(x)
Il(x)
.
Moreover we have
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d
dx
Ql(x)
Il(x)
=
ql(x)Il(x)− γ(x)ql(x)Ql(x)
Il(x)2
=
−ql(x)
Il(x)2
(
γ(x)Ql(x)− Il(x)
)
> 0
by Lemma 5.4. Thus, gz is increasing on (−∞, a) and hence, again by de l’Hôpital’s
rule,
sup
x∈(−∞,a)
|gz(x)| = sup
x∈(−∞,a)
gz(x) = (1− F (z)) lim
xրa
Ql(x)
Il(x)
= (1− F (z)) lim
xրa
ql(x)
ql(x)γ(x)
= (1− F (z)) lim
xրa
1
γ(x)
=
1− F (z)
γ(a)
.
Since g′z(x) = (1 − F (z))
d
dx
Ql(x)
Il(x)
we have also derived the desired formula for
g′z(x) for x ∈ (−∞, a). The calculations for x ∈ (b,∞) are completely analogous
and therefore omitted. From our computations we can already infer, that ‖gz‖∞ =
F (z)(1−F (z)
I(z)
. So, it remains to show that this quantity is bounded in z ∈ (a, b). Since
it is a continuous function of z, we only have to show that it has finite limits on the
edge of the interval (a, b). But, of course,
lim
zցa
F (z)(1− F (z)
I(z)
= lim
zցa
F (z)
I(z)
= lim
zցa
M(z) =
1
γ(a)
and, similarly, limzրb
F (z)(1−F (z)
I(z)
= limzրbN(z) = −
1
γ(b)
. This concludes the proof.

5.3. Proofs from Section 3.
Proof of Proposition 3.2. Let us focus on the case z ∈ (−1, 1), the cases z < −1 and
z > 1 being similar and even easier. Of course, gz is continuously differentiable on
each of the intervals (−∞,−1), (−1, z), (z, 1) and (1,∞) and from Proposition 2.22
we know that gz is continuous on R since z 6= ±1. By a result from calculus, to
show that, for example, gz is C
1 on [−1, z], it is sufficient to prove that limxց−1 g
′
z(x)
exists in R. Tot this end we recall from Remark 2.30 that for −1 < x < z we have
g′z(x) =
(
1− F (z)
)p(x)H(x)
I(x)2
=
(
1− F (z)
) H(x)
(1− x2)p(x)
.
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Using de l’Hôpital’s rule 5.1 and Lemma 5.6 (a) below, we obtain
lim
xց−1
g′z(x) =
(
1− F (z)
)
lim
xց−1
H(x)
(1− x2)p(x)
=
(
1− F (z)
)
lim
xց−1
(α + β + 2)F (x)
(1− x2)p(x)[β − α− (α+ β + 4)x]
=
1− F (z)
2β + 4
lim
xց−1
(α + β + 2)F (x)
(1− x2)p(x)
=
1− F (z)
2β + 4
lim
xց−1
(α + β + 2)p(x)
p(x)[β − α− (α + β + 2)x]
=
(
1− F (z)
)(
α + β + 2
)
(2β + 4)(2β + 2)
.
Hence, gz is continuously differentiable on [−1, z]. That gz is continuously differ-
entiable on the intervals (−∞, 1], [z, 1] and [1,∞) can be proved similarly by using
the representations for g′z(x) from Proposition 2.29. It also turns out, that the right
and left hand derivatives of gz at ±1 coincide, so that it is in fact differentiable at
these points.
So, we conclude, that gz is continuous and piecewise continuously differentiable on
R. Next, we show that gz vanishes at infinity. This even applies to any bounded test
function h, since e.g. for x > 1 we have
|gh(x)| =
∣∣∣exp(−Fr(x))
∫ x
1
h˜(t)qr(t)dt
∣∣∣
≤ ‖h˜‖∞
∫ x
1
qr(t)dt
(x− 1)α+1(1 + x)β+1
and by de l’Hôpital’s rule
lim
x→∞
∫ x
1
qr(t)dt
(x− 1)α+1(1 + x)β+1
= lim
x→∞
∫ x
1
(t− 1)α(1 + t)βdt
(x− 1)α+1(1 + x)β+1
= lim
x→∞
(x− 1)α(1 + x)β
(x− 1)α(1 + x)β
(
(α+ 1)(1 + x) + (β + 1)(x− 1)
)
= lim
x→∞
1
(α + 1)(1 + x) + (β + 1)(x− 1)
= 0 .
Hence, limx→∞ gh(x) = 0. Similarly, one can prove that limx→−∞ gh(x) = 0.
It remains to show that
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∫ 1
−1
|g′z(x)|̺α,β(x)dx =
∫ 1
−1
|g′z(x)|(1− x
2)p(x)dx <∞ .
To this end, it suffices to see that the function |g′z(x)|(1 − x
2)p(x) is bounded
on (−1, z) and on (z, 1). Since it is continuous on (−1, z] and on (z, 1) (where
g′z(z) := limxրz g
′
z(x) for definiteness), this claim will follow if we have proved that
limx→±1 g
′
z(x)(1− x
2)p(x) = 0. For x ∈ (−1, z) we have
g′z(x)(1− x
2)p(x) =
(
1− F (z)
) H(x)
1− x2
and
lim
xց−1
H(x)
1− x2
= lim
xց−1
(α + β + 2)F (x)
−2x
= 0 ,
proving the claim for −1. Since it may be proved analogously for +1 the proof is
complete. 
The following lemma will be useful for the proof of Proposition 3.4.
Lemma 5.6. The functions p, ql, qr and η satisfy the following equations for each
integer k ≥ 1:
(a) d
dx
(
η(x)kp(x)
)
= η(x)k−1p(x)
[
(k − 1)η′(x) + γ(x)
]
for each x ∈ (−1, 1)
(b) d
dx
(
η(x)kql(x)
)
= η(x)k−1ql(x)
[
(k − 1)η′(x) + γ(x)
]
for each x ∈ (−∞,−1)
(c) d
dx
(
η(x)kqr(x)
)
= η(x)k−1qr(x)
[
(k − 1)η′(x) + γ(x)
]
for each x ∈ (1,∞)
Proof. First we prove (a). By (14) we have, multiplying by p(x),
η(x)p′(x) = p(x)
(
γ(x)− η′(x)
)
.
Hence, by the product rule we obtain
d
dx
(
η(x)kp(x)
)
= kη(x)k−1η′(x)p(x) + η(x)kp′(x)
= η(x)k−1
[
kη′(x)p(x) + η(x)p′(x)
]
= η(x)k−1p(x)
[
kη′(x) + γ(x)− η′(x)
]
= η(x)k−1p(x)
[
(k − 1)η′(x) + γ(x)
]
,
proving (a). As to (b), we observe that by the definition of ql =
exp ◦Fl
η
we have on
the one hand
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d
dx
(
η(x)ql(x)
)
=
d
dx
exp
(
Fl(x)
)
= exp
(
Fl(x)
)γ(x)
η(x)
= γ(x)ql(x)
and on the other hand, by the product rule,
d
dx
(
η(x)ql(x)
)
= η′(x)ql(x) + q
′
l(x)η(x) .
These two equations yield
η(x)q′l(x) = γ(x)ql(x)− η
′(x)ql(x) = ql(x)
(
γ(x)− η′(x)
)
.
Now the proof follows the lines of proof for p as above. Similarly one may prove
(c). 
Proof of Proposition 3.4. Assertion (a) immediately follows from Corollary 2.28 (a)
since in this case c = α + β + 2. Now, we turn to the proof of (b). First, consider
x ∈ (−1, 1). By Corollary 2.16 (b) we have for x ∈ (−1, 1):
|g′h(x)| ≤
2‖h′‖∞
α + β + 2
H(x)G(x)
I(x)η(x)
.
For x ∈ (−1, 1) let
S(x) :=
H(x)G(x)
I(x)η(x)
=
H(x)G(x)
η(x)2p(x)
.
Then S is continuous on (−1, 1) and hence, to show that S is bounded on (−1, 1), it
suffices to prove that S has finite limits at ±1. Since limxց−1G(x) = γ(−1) = 2β+2
we obtain, using Lemma 5.6 and de l’Hôpital’s rule:
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lim
xց−1
S(x) = lim
xց−1
G(x) lim
xց−1
H(x)
η(x)2p(x)
= γ(−1) lim
xց−1
H ′(x)
d
dx
(
η(x)2p(x)
) = γ(−1) lim
xց−1
(α + β + 2)F (x)
η(x)p(x)
[
η′(x) + γ(x)
]
=
γ(−1)(α + β + 2)
limxց−1
[
η′(x) + γ(x)
] lim
xց−1
F (x)
η(x)p(x)
=
γ(−1)(α + β + 2)
limxց−1
[
−2x− (α+ β + 2)x+ β − α
] lim
xց−1
p(x)
γ(x)p(x)
=
γ(−1)(α+ β + 2)
2β + 4
lim
xց−1
1
γ(x)
=
γ(−1)(α + β + 2)
2β + 4
1
γ(−1)
=
α+ β + 2
2β + 4
<∞
Here we have used, that H ′(x) = −γ′(x)F (x) = (α + β + 2)F (x). Similarly one
shows that
lim
xր1
S(x) =
α + β + 2
2α + 4
.
Thus, we have shown that supx∈(−1,1) S(x) <∞. Now, we consider x ∈ (−∞,−1).
From Corollary 2.28 (b) we have
|g′h(x)| ≤ 2‖h
′‖∞
γ(x)
(
−xQl(x) +
∫ x
a
tql(t)dt
)
−η(x)Il(x)
.
For x ∈ (−∞,−1) we consider the function
Sl(x) :=
γ(x)
(
−xQl(x) +
∫ x
a
tql(t)dt
)
−η(x)Il(x)
=
γ(x)
∫ x
a
Q(t)dt
η(x)2ql(x)
.
Clearly, Sl is a continuous function on (−∞,−1). To show that it is bounded,
it thus suffices to prove that limxր−1 Sl(x) < ∞ and limx→−∞ Sl(x) < ∞. Using
Lemma 5.6 and de l’Hôpital’s rule, we obtain
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lim
xր−1
Sl(x) = lim
xր−1
γ(x) lim
xր−1
∫ x
a
Q(t)dt
η(x)2ql(x)
= γ(−1) lim
xր−1
Ql(x)
η(x)ql(x)
[
η′(x) + γ(x)
]
=
γ(−1)
limxր−1
[
η′(x) + γ(x)
] lim
xր−1
Ql(x)
η(x)ql(x)
=
γ(−1)
2β + 4
lim
xր−1
ql(x)
γ(x)ql(x)
=
γ(−1)
2β + 4
lim
xր−1
1
γ(x)
=
1
2β + 4
<∞ .
Next, we will show that limx→−∞ Sl(x) = 0. We actually have
lim
x→−∞
γ(x)
η(x)
= lim
x→−∞
−(α + β + 2)x+ β − α
1− x2
= 0
and by de l’Hôpital’s rule, also
lim
x→−∞
∫ x
a
Q(t)dt
η(x)ql(x)
= lim
x→−∞
ql(x)
ql(x)γ(x)
= lim
x→−∞
1
γ(x)
= 0 .
Here we have used that η(x)ql(x) = −(1− x)
α+1(−1− x)β+1 → −∞ as x→ −∞.
Hence, limx→−∞ Sl(x) = 0 and supx∈(−∞,−1) Sl(x) < ∞. Since we can show in a
similar manner that supx∈(1,∞) Sr(x) < ∞, where Sr is defined in the obvious way,
the proof is complete. 
Proof of Lemma 3.5. If E[u(Z)] = 0, then the usual Stein solution is bounded on
(−1, 1) by Proposition 3.3. For the converse, let us assume that E[u(Z)] 6= 0. As was
already noted in Section 2, the solutions of the homogeneous equation corresponding
to (40) are exactly the multiples of 1
ηp
. Thus, every solution f of (40) has the form
f(x) =
∫ x
−1
u(t)p(t)dt+ c
η(x)p(x)
, x ∈ (−1, 1) ,
for some c ∈ R. If c = 0, then
lim
xր1
f(x) = lim
xր1
∫ x
−1
u(t)p(t)dt
η(x)p(x)
= ±∞ ,
since E[u(Z)] 6= 0. Hence, f is unbounded near 1. If c 6= 0 we have
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lim
xց−1
f(x) = lim
xց−1
c
η(x)p(x)
= ±∞ .
So, f is unbounded near −1. Hence, in any case f is unbounded on (−1, 1).

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