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ABSTRACT. In this paper we characterize some properties of linear algebra for the 
resolution of finite stability problem. In particular, we consider some important 
properties of the stochastic matrix in order to study some economic stability 
problem. 
 
SOMMARIO. In Questo Lavoro Sono Individuate Alcune Proprietà Dell’algebra 
Lineare Per La risoluzione di problemi di stabilità finita. In particolare ci si 
sofferma su alcune proprietà importanti delle matrici stocastiche per poi affrontare 
alcuni problemi di stabilità economica. 
 
 
 
1.  Autovalori e Autovettori. 
 
 Gli autovalori (radici della caratteristica) e gli autovettori (vettori della caratteristica) di 
una matrice A  n x n sono scalari λ e il vettore x n x 1 diverso da zero è quello che soddisfa 
l’equazione  
Ax = λx 
 
 Per ogni matrice quadrata A, l'equazione sopraesposta è equivalente al sistema di n 
equazioni lineari ed omogenee: 
0)( =−=− xIAxAx λλ  
 
queste n equazioni possono essere scritte come: 
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dove  rappresenta le componenti del vettore x. La serie delle n equazioni ha la soluzione 
banale, . Così il vettore zero,  ha sempre soluzioni. Comunque, siamo interessati 
solo alle soluzioni non banali. 
ix
0=ix 0=x
 Risulta ovvio che gli autovalori di una matrice diagonale 
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sono precisamente gli elementi sulla diagonale. Mostreremo che in alcune circostanze una 
matrice quadrata A può essere trasformata in una matrice diagonale D usando una matrice non 
singolare, chiamata P,  con la trasformazione 
 
DAPP =−1 . 
 
 Questa trasformazione è chiamata trasformazione della somiglianza. Vediamo allora che 
A e D hanno gli stessi autovalori. 
 
 Definizione 1. - Due matrici A e B si dicono simili se c’è ed esiste una matrice non 
singolare P tale che: 
BAPP =−1 . 
 
 Tre proprietà importanti delle matrici simili possono essere dedotte da questa definizione. 
 Se A e B sono matrici simili, allora: 
1. i determinanti di A e di B sono uguali; 
2. le due matrici hanno lo stesso rango; 
3. A e B anno la stessa caratteristica polinomiale e quindi hanno lo stesso set di 
autovalori. 
 
2. Le matrici stocastiche. 
 
 Sia E1, E2, ……, Ej, … un sistema completo di eventi finito od infinito. 
 Sia data una successione di esperimenti.  
 Il risultato di ogni esperimento sarà considerato dal punto di vista della comparsa degli 
eventi Ej, (j=1, 2, …). 
 Definiamo le v.a. ξn  tale che è il risultato dell’n-esimo esperimento. 
 
)(),...,,/( 111100 jPiiijP nnnn ====== −− ξξξξξ  
 
per ogni Ν∈n * e per tutti i valori possibili delle v.a. nξ . 
 
 Definizione 2. - L’insieme delle v.a. { nξ } forma una catena di Markov se per ogni n = 1, 
2, … e per tutti i valori possibili delle v.a. nξ  abbiamo 
 
(1)   .   )./(),...,,/( 11111100 −−−− ======= nnnnnn ijPiiijP ξξξξξξ  
 
 Possiamo dimostrare che se la relazione (1) è verificata allora, per 
nnnn s <<<<≤ ...0 21 , si ottiene 
 
(1')       )./(),...,,/( 21 21 snnsnnnn ijPiiijP SS ======= ξξξξξξ  
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 Gli eventi ...),2,1(, =jE j  sono chiamati gli stati del sistema. 
 La distribuzione di probabilità 
)/( 11 ijP nn == −− ξξ  
 
della v.a. 0ξ  è detta distribuzione iniziale e le probabilità subordinate )/( 1 ijP nn == −ξξ  
sono chiamate probabilità di transizione dallo stato  allo stato . iE jE
 
 Definizione 3. - Una catena di Markov tale che le probabilità di transizione sono 
indipendenti da n, cioè 
 
(2)   ...),2,1()/( 1 ==== − npijP ijnn ξξ  
 
è detta catena di Markov omogenea. 
Consideriamo 
 
(3)   )()( nPjP jn ==ξ . 
 
 Tenendo conto che gli eventi  formano un sistema completo di eventi, dalla (2) 
risulta 
...,, 21 EE
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 La matrice (finita o infinita) delle probabilità di transizione 
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formata con elementi non negativi e tale che la somma di tutti gli elementi di una riga 
qualsiasi valga 1, è detta matrice stocastica. 
 
 Proprietà 1. - Se 
 
(5)   
nn iiiiiiinn
pppPiiiP
121100
...)0(),...,,( 1100 −==== ξξξ , 
 
dunque la matrice stocastica ∏ insieme alla distribuzione iniziale definiscono 
completamente la catena di Markov. 
 
 Definizione 4. - Le quantità definite dalle relazioni )...,1,0(,)( =np nij
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si chiamano probabilità di transizione in   n   passi e le equazioni (6'') si chiamano equazioni 
di Chapmann-Kolmogorov. 
 
 Proprietà 2. - Si ha 
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 Conseguenza. Se denotiamo con la matrice delle probabilità di transizione in n passi, 
allora  è una matrice stocastica e si ha 
)(nΠ
)(nΠ
 
(9)   . nn Π=Π )(
 
 Consideriamo ora il caso in cui il numero di stati di una catena di Markov è finito. Sia m 
questo numero.  
 La matrice delle probabilità di transizione è allora 
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 Siano pλλ ,...,1  gli autovalori della matrice Π , ossia le radici dell’equazione 
caratteristica di Π , 
 
(10)  0)det( =−Π mIλ . 
 
 Se jλ  è un autovalore della matrice Π un vettore colonna  è detto autovetture a 
sinistra di  
jX
Π  se 
 
(11)  jjj XX λ=Π  
 
ed un vettore colonna  è detto autovetture a destra di  jY Π  se  
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(12)  . ** jjj YY λ=Π
 
 Proprietà 3. - Gli autovalori della matrice stocastica Π  hanno le seguenti proprietà: 
1° se λ  è un autovalore , allora Π 1≤λ ; 
2° se 1=λ  è un autovalore di Π  
3° se l’autovalore λ  è complesso e 1=λ , allora è una radice intera dell’unità. 
 Supponiamo ora che la matrice Π  ha gli autovalori semplici. 
 Siano jλ  e kλ  due autovalori, Allora 
 
**, kkkjjj YYXX λλ =Π=Π . 
 
Abbiamo 
jkkjkjkj XYXYXY
*** λλ =Π=  
 
ovvero 
0)( * =− jkkj XYλλ . 
 
 Ma kj λλ ≠ , quindi 
 
(13)  . ),...,1(,0* mkjXY jk =≠=
 
 Scegliendo un fattore di moltiplicazione adeguato, possiamo supporre 
 
(14)  . ),...,1(,1* mjXY jj ==
 
 E denotando con 
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 Segue 
),...,1,(,*1 mkjXYHH jk ==⋅ , 
 
dunque tenendo conto delle relazioni (13) e (14), 
 
mkj IHH ==⋅ δ1 , 
cioè 
1
1
−= HH . 
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le equazioni (13) e (14) si scrivono 
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ossia, in base alla (9) 
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 Se gli autovettori  e  sono qualsiasi, risulta jX jY
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 Definizione 5. - Diciamo che lo stato  può essere raggiunto a partire da uno stato  
se esiste qualche  tale che .  
kE jE
0≥n 0)( >njkp
 Una catena di Markov detta irriducibile se ogni stato può essere raggiunto a partire da un 
altro stato. 
 Un insieme C  di stati di una catena di Markov è detto chiuso se nessuno stato esterno a 
 può essere raggiunto a partire da uno stato compreso nell’insieme , ossia  se 
 ed .  
C C 0=ikp
CE∈ CE∉
 Il più piccolo insieme di stati che contenga  e detto la chiusura di . C C
 Quando un insieme chiuso è formato da un solo stato , questo stato è detto assorbente. 
In questo caso abbiamo 
kE
1=kkp . 
 
 Definizione 6. - Una catena di Markov è detta ergodica se le distribuzioni di probabilità 
 convergono sempre verso una distribuzione limite  indipendente dalla 
distribuzione iniziale  cioè 
)}({ nPj }{ jP
)}0({ jP
 
)...,2,1(,)(lim ===∞→ jPnP jjn . 
 
 Esempio: consideriamo una catena di Markov con due stati  ed , le probabilità di 
transizione 
1E 2E
 
)1,10(,, 21122211 =+<<==== qppqppppp  
e la distribuzione iniziale 
 
)1(,)2(,)1( 00 =+==== βαβξαξ PP . 
 
 La matrice delle probabilità di transizione è  
 
pq
qp=Π , 
avendo gli autovalori 
qpqp −==+= 21 ,1 λλ . 
 
 Le equazioni (11) e (12) ci danno gli autovettori 
 
1
1
,
1
1
2211 −==== YXYX . 
 
 Allora la formula (16) fornisce 
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donde, tenendo conto della formula (8), 
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 Risulta 
2
1)(lim)(lim 21 == ∞→∞→ nPnP nn , 
 
dunque la catena di Markov è ergodica. 
 
3. Problemi di stabilità finita. 
 Un altro aspetto interessante delle matrici stocastiche è la questione della stabilità. 
 Dati A  e , gradiremmo determinare se la distribuzione della frequenza relativa, 
diventa stabile dopo un numero finito di iterazioni. Questa è chiamata stabilità finita. 
0x
 Se tt Axx =+1 , allora esiste un numero intero positivo tale che NN xx =+1  o . 
Dopo N periodi, la distribuzione di frequenza relativa diventa costante.  
NN Axx =
 Rivolgiamo adesso l’attenzione alla condizione di stabilità finita, che si riferisce da vicino 
agli autovalori della matrice stocastica.  
 Ecco un’importante caratteristica delle matrici stocastiche. 
 Teorema 1. - Ogni matrice stocastica ha un autovalore 1=λ .  
 Dim. Supponiamo una matrice stocastica ][ ijaA = . Se 1=λ è un autovalore, allora 
0=−=− IAIA λ , dove: 
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sommando alla prima colonna dalla colonna 2 alla colonna n, si ha che: 
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la somma degli elementi della matrice stocastica A è uguale ad 1, e la prima fila di  IA−  è 
uguale a 0, quindi IA− =0, il che prova che 1=λ è un autovalore . 
 Ora dimostriamo un altro teorema che ci darà una condizione necessaria per la stabilità 
finita. 
 Teorema 2. Consideriamo . Condizione necessaria per la stabilità finita, 
,  è che la matrice A sia singolare. 
NN Axx =+1
NN Axx =
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 Dim. Supponiamo che esista un numero intero positivo N tale che NN Ax = . 
 Da , abbiamo che . Allora: 0xAx
N
N = 001 xAxA NN =+
 
0)()( 00
1 =−=−+ xIAAxAA NNN . 
 
 Poniamo 00 )( xIAz −= . Essendo arbitraria, lo è anche . Quindi , 
significa che 
0x 0z 00 =zAN
NA  è una matrice singolare, e 0...... =⋅= AAAAN . Questo equivale a 
dire che A è singolare.  
 Utilizziamo una matrice stocastica per studiare le abitudini di acquisto dei clienti di una 
compagnia petrolifera fittizia. 
 Gli elementi di un vettore stocastico o le colonne di una matrice stocastica, sono spesso 
associati con le probabilità di estrazione di un dato evento. Per questa ragione, le matrici 
stocastiche, vengono anche chiamate “matrici di transizione delle probabilità”. 
 
 Esempio 1 
 Consideriamo la seguente situazione, che può essere analizzata con una matrice 
stocastica. 
 Una compagnia petrolifera, distribuisce tre differenti tipi di carburante: Super, Diesel e 
GPL. 
 Supponiamo che il reparto marketing della società voglia condurre uno studio delle 
abitudini di acquisto dei propri clienti. 
 Questo studio, prevede la probabilità che i clienti acquisteranno un determinato tipo di 
carburante, basandosi sul tipo scelto dagli stessi nel precedente acquisto. 
 I risultati dello studio sono i seguenti: 
1) Il 60% dei clienti che hanno acquistato precedentemente (t = 0) il carburante 
“Super”, lo compreranno ancora nel prossimo acquisto (t = 1). Il 20% degli stessi 
opterà per il “Diesel”, ed il restante 20% sceglierà il “GPL”. 
2) Il 70% dei clienti che hanno acquistato precedentemente (t = 0) il carburante 
“Diesel”, lo compreranno ancora nel prossimo acquisto (t = 1). Il 20% degli stessi 
opterà per il “Super”, ed il restante 10% sceglierà il “GPL”. 
3) Il 50% dei clienti che hanno acquistato precedentemente (t = 0) il carburante 
“GPL”, lo compreranno ancora nel prossimo acquisto (t = 1). Il 20% degli stessi 
opterà per il “Super”, ed il restante 30% sceglierà il “Diesel”. 
 Costruiamo così con i dati raccolti dallo studio, una matrice stocastica di transizione delle 
probabilità: 
5.01.02.0
3.07.02.0
2.02.06.0
=A . 
 
 La componente  rappresenta la probabilità che i clienti che acquistarono il j-esimo tipo 
di carburante passerà all’i-esimo tipo. 
ija
 Così  indica un’opportunità del 30% di cambiare dal carburante Diesel  al 
Gpl . Questa matrice di transizione delle probabilità, può essere vista come la 
descrizione della distribuzione della frequenza relativa di cambio in relazione al tipo di 
carburante. 
3.023 =a 3=j
2=i
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 Il vettore, [ ] [ ]TTGDSx 2004009000000 == rappresenta il numero dei clienti che hanno 
acquistato rispettivamente il carburante Super, il Diesel e il GPL, al tempo  (cioè al 
primo acquisto). 
0=t
 È prevedibile che tra i 900 clienti che hanno acquistato la Super al tempo   540 di 
loro 
0=t
)900(6.0011 =Sa  comprerà ancora la stessa anche al tempo 1=t  (cioè all’acquisto 
successivo), mentre 180,  comprerà il Diesel e i restanti 180 il GPL. )900(2.0021 =Sa
 La distribuzione della frequenza relativa il tipo di carburante preferito da questi 1500 
clienti al prossimo acquisto sarà: 
320
520
660
200
400
900
5.01.02.0
3.07.02.0
2.02.06.0
01 ==⋅= xAx  
 
 Ripetendo l’applicazione, si riesce a calcolare, la distribuzione della frequenza relativa del 
tipo di carburante preferito dal cliente nei vari acquisti )( nt = . 
 Per esempio, dopo due turni di acquisto )2( =t , la distribuzione tra i tre tipi di carburanti 
è: 
344
592
564
320
520
660
5.01.02.0
3.07.02.0
2.02.06.0
12 ==⋅= xAx  
 Per iterazione si può scrivere: 
 
0
2
012 )( xAxAAxAx ⋅=⋅⋅=⋅= . 
 
 Il processo può essere continuato, e la distribuzione della frequenza relativa al carburante 
preferito dai clienti sarà allora: 
01 xAxAx
k
kk =⋅= −  . 
 
 Un fatto interessante sulle matrici stocastiche è che i prodotti e le potenze di queste 
matrici sono di nuovo stocastici. 
 Quindi  in questo esempio,  saranno di nuovo matrici stocastiche.  ...,, 32 AA
 Per esempio, le componenti di 2A  e  sono sempre positive e la somma delle colonne è 
uguale ad 1. 
3A
 Servendoci del software “Mathematica”, siamo riusciti a verificare se la stabilità finita 
esiste o no. 
 Si verifica che A non è singolare, cioè 
0≠A , 
quindi la stabilità finita non può essere archiviata in un numero finito di acquisti. 
 
 Esempio 2 
 Un’altra applicazione, che può essere analizzata con una matrice stocastica è quella di 
poter prevedere come sarà la distribuzione della ricchezza in futuro. 
 Infatti, la distribuzione della ricchezza in un determinato periodo t può essere descritta da 
un vettore [ ]ttttt AMBx ,,= , dove le componenti  danno rispettivamente la ttt AMB ,,
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proporzione con cui è ripartita la ricchezza tra la popolazione nelle classi “Basse”, “Medie”, 
“Alte”. 
 Procedendo come nell’esempio 1 è possibile valutare la matrice di transizione da una 
categoria all’altra. 
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