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Abstract 
Storage and data trafficking have grown a great deal over the past decade. Therefore, there is 
a need to reduce the size of the data for better speed and proper utilization of the bandwidth. 
There are compressions that happen online as well as some happen statically. The online 
based compression is in greater demand, since an online platform is much easier and faster. 
Static methods have a requisition of the entire file to be present at the time of transmission, 
while online compressions don’t. Compressions make use of an algorithm to effectively shrink 
the data. Depending upon the speed of compression and the data loss, we can determine 
whether the compression algorithm is good or not. Data compression can be used on any form 
of data. Be it images, or videos to simple text files, we can compress the data. Compression 
mainly involves removing the redundancy in the data. Depending on the redundancy, a text file 
can be reduced up to 50% or more than its original size. There are many forms of compression. 
Few examples are: ZIP, RAR, GZIP, PNG, JPEG, WAV, etc. There are two methods of 
compression. A loss less compression and a lossy compression. Few algorithms that are most 
widely used in lossless compression is Huffman encoding and LZ77 encoding. In this study, we 
hope to come up with a better compression algorithm using modern approaches and tools 
using Singular Value Decomposition technique. 
 
Keywords: Dictionary based compression, decoding, encoding, Huffman encoding, LZ77 
encoding, singular value decomposition. 
 
INTRODUCTION 
Data compression is reducing the number 
of bits required to store some data. This is 
necessary to improve data storage capacity 
and to increase speed of file transfer. 
Compression employs a formula or 
algorithm to compress data. Based on that 
compression algorithm, the data is encoded 
in a uniquely decodable manner. These 
compression methods have their own 
standards to compress data. Let us discuss 
an example of data compression. Consider 
the data aaaaaabbbbbb. If we were to 
compress this data, we can do something 
like removing the redundant data and using 
one byte which tells how many times the 
data has repeated. So, for the above data, 
the compressed data would be a6b6. A 12 – 
byte data has reduced to 4 – bytes. 
However, sometimes it is not worth to 
reduce the size. For example, consider the 
data aababbabab. After compression, the 
data would be a2b1a1b2a1b1a1b1. 
Initially, the data size was 10 bytes. But 
after compression, the size is 16 bytes. This 
is in fact larger than the original file. The 
data in the world has been growing 
exponentially since the past decade. Data 
compression has to increase its standard in 
order to hold all the data [1]. 
 
If compression standards are going to 
increase, there can be 4k quality video calls 
over regular 3G internet. Large data files 
can decrease their size in a potential 
manner. Data transmission speed would 
increase so drastically that large number of 
files can be transmitted in a short duration 
of time. Any live stream of data would be 
possible at 4K quality as well. The two 
methods of compression are lossless and 
lossy compression. In lossless 
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compression, there would be no loss in 
data. Before and after the compression, the 
original data size would remain the same. 
Lossless data transmission is a compulsion 
for text files especially since any loss of 
information would change the entire file’s 
meaning. Lossy compression removes 
some data permanently to attain better 
compression ratio. Lossy compression is 
useful for audio, video and images. Here, 
loss of some data has little to no effect on 
the representation of the content. Image 
compression can be both lossy and lossless 
depending on the use. PNG and GIF are 
lossless compression while JPEG is a lossy 
compression standard. There are certain 
advantages and disadvantages to 
compression. Data compression results in 
reduction in storage hardware, data 
transmission time and network bandwidth 
requirement. The disadvantage is the 
impact of the performance resulting from 
use of CPU and memory while 
compressing and decompressing. 
Compression algorithms can be so 
intensive in their calculations. Several 
companies come up with ways to save the 
computer processor from undergoing 
intensive calculations. Linux distros and 
Microsoft have file system compression 
techniques that compress a file as it is 
written. Linux distros have Reiser4, ZFS 
and btrfs. Microsoft NTFS have a 
compression option. Preferably, 
compression has to be used on files that are 
relatively less often accessed since 
compression and decompression is a 
tedious and intensive process that may 
reduce the performance of the system. The 
popular software like WinZip employs 
compression on files while zipping them 
into an archive. BZIP2 and GZIP also are 
employed widely for compression. There is 
many more software that employs 
compression [2-5]. 
 
BACKGROUND 
Implementation of Robust Compression 
Technique using LZ77 Algorithm on 
Tensilica’s Xtensa Processor: A lossless 
LZ77 data compression technique is used 
to obtain compressed data by eliminating 
the redundant data (generally represented 
in binary format) so that the data can be 
stored in SSD’s effectively. A test window 
is employed with look ahead buffer which 
acts as dictionary. Here, a novel method is 
used where the pointers are effectively 
selected and encoded so that longest 
matched string in the dictionary is 
compressed and this gives a greater 
compression ratio. In this method, the 
single window is divided into search buffer 
and look ahead buffer. Search buffer 
consists of recently encoded sequence and 
in look ahead buffer, the next sequence to 
be encoded is stored. The algorithm checks 
for consecutive symbols in both the 
windows and then the encoder encodes the 
longest match in with triple (o,l,c) where 
‘o’ is for offset, ‘l’ is for length of the 
match and ‘c’ is for length of the code. 
Using the same triple, the encoded data will 
be decoded at the receiving end. LZ77 
decoders lead to expansion in the 
compressed file by expanding the copy 
items in the dictionary into larger strings. 
By adopting this algorithm technique, we 
obtain the compression ratio which is 
one-third of the original file [6]. 
 
Lossless Data Compression Techniques: 
Data compression will work only for text, 
voices or images data. If data consists of 
binary files, numbers or executable 
program files then no known algorithm can 
compress such data. Some algorithms 
require less memory where some require 
more.  
 
Shannon Algorithm: Input data is first 
encoded into bits for transmission, which 
the receiver then uses to reconstruct 
original input data.  
Autosophy Algorithm: Both receiver and 
transmission have prior knowledge of the 
data to be communicated. 
 
Huffman Algorithm: It is the first lossless 
data compression based on Shannon library 
containing prior knowledge of data in the 
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form of relative frequency. Compression 
requires a memory, look-up table or library 
which increases system and hardware cost. 
 
Ziv-Zempel Codes: Compression method 
known as LZ-1 or LZ-77 code. It is based 
on incorrect assumptions and thus delivers 
relatively low data compression. In this 
method, transmitted data is accumulated in 
a character shift register. During 
subsequent transmissions the shift register 
is searched to find longest matching string 
from previous transmitted data. If matching 
string found, then it is encoded into a string 
start address and a string length code. 
Receiver has its own identical shift register 
or library both libraries remain identical all 
times. 
Self-Learning Autosophy Data Trees: 
The basic concept can be imagined as a 
library of words stored in a computer. Each 
text word is identified by a unique address 
code. Both transmitter and receiver have 
identical library. Transmitter searches 
library for that word and transmits its 
address code. Receiver uses address code to 
retrieve data [7]. 
 
A data compression technique based on 
Reversed Leading Bits Coding and 
Huffman Coding (RLBC-HC): -This 
study introduces a new and a better 
technique for test data compression. The 
technique uses Reversed Leading Bits 
Coding and Huffman Coding together to 
achieve a better compression ratio. In this 
technique, firstly, each don’t-care bit in the 
original test data is filled with the value of 
the bit before it. Secondly, the test data 
generated without any don’t-care bit is 
divided into code word segments by 
matching the code word segment with 
RLBC pattern and symbols are generated 
accordingly. The break codes are asserted 
looking at the different leading bit value of 
the two neighbouring patterns. The 
compression efficiency can be improved by 
keeping the size of the pattern and the 
number of symbols appropriate. Finally, 
Huffman Coding is achieved efficiently 
with high compression ratio. The 
compressed data consists of both encoded 
data and break codes. Using these break 
codes, we can convert the encoded symbols 
back to original test data. Comparing with 
the different test data compression 
techniques, RLBC-HC technique helps us 
in getting a desirable higher compression 
ratio and the compression efficiency is 
improved consequently [8]. 
 
Adaptive Lossless Forward Move 
Dictionary based Compression – by 
Deepa Ray and Seema Gupta (2015) [9]: - 
For storing and transmitting data, 
compression techniques that use online 
platform are becoming the popular choice. 
There are several static methods of 
compression but they are time consuming 
and require the entire file before 
compression. On the other hand, the online 
platform requires a one pass for both 
encoding as well as decoding. Dictionary 
based compression results in making the 
file much smaller and utilizes bandwidth 
more effectively. In this study, they make a 
dictionary of the incoming data (first come 
first serve). First compression of a block of 
data using adaptive tree method is done and 
a dictionary is created simultaneously. A 
9-bits unique code is generated and given to 
each string generated by LZW method and 
forward move basis method. The frequency 
of occurrence of strings is more vital in this 
technique for the improvement of 
efficiency. While previous data is being 
transmitted after compression, a median is 
used to store data. This allows us to create 
block of data of particular size and 
compression is applied to it. 
 
METHODOLOGY 
Singular Value Decomposition 
In Singular Value Decomposition, image 
data is expressed in terms of number of 
Eigen vectors which depends upon the 
dimension of an image. For compression, 
the psycho visual redundancies in an image 
are used. Thus, using this technique, 
compression of an image can be done 
without affecting the image quality. This 
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study presents one such image compression 
technique called as SVD. Basic 
mathematics of SVD is dealt with in detail 
and results of applying SVD on an image 
are also discussed. The MSE and 
compression ratio are used as threshold 
parameters for reconstruction. SVD is 
applied on variety of images for 
experimentation. The work is concentrated 
to reduce the number of Eigen values 
required to reconstruct an image. 
 
Singular Value Decomposition (SVD) is a 
linear image matrix transformation in 
which an image matrix U is decomposed 
into 3 component matrices A, D & B such 
that  
 
U = ADB
T 
                                            (1)  
Where, A is a p × q matrix  
D is a p × q diagonal matrix in which the 
entries along the diagonal of ‘D’ are 
singular values of U. Singular value of a 
matrix is calculated by taking square root of 
its Eigen value. A is a p × p matrix 
containing left singular vectors of U and B 
is a q × q matrix containing right singular 
vectors of U. A and B are orthonormal 
matrices which means AA
T 
= I and BB
T 
= I 
in matrix form equation (1) can be written 
 
  
Where, l
1
, l
2
, …………… l
m 
are m×1 
column vector  
r
1
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, …………... r
n 
are 1×n row vectors 
and  
σ
i 
for i=1, 2,…….N are the singular values 
of matrix U.  
The singular values are arranged along the 
diagonal of D in such a way that  
σ
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2
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3
………. ≥σ
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≥0  
Also, σ
i 
= √λ
i 
 
Where, λ
i 
for i = 1, 2 ,…….,N are the eigen 
values of image matrix U.  
Calculation of A, D and B:  
From equation (1), we know that  
U = ADB
T 
 
Therefore, U
T 
= (ADB
T
)
T 
= BD
T
A
T 
 
UU
T 
= ADB
T 
× BD
T
A
T 
 
= ADD
T
A
T 
 
= AD
2
A
T                                             
(2) 
(Since BB
T
=I)
n 
 
From above equation, it is clear that matrix 
A is obtained from the Eigen vectors of 
UU
T
. Similarly, it can be shown that,  
U
T
U = BD
T
DB
T 
= BD
2
B
T 
 
Therefore, eigenvectors of U
T
U gives B.  
Compression of an image includes 
reduction of the redundant or irrelevant 
information in an image. 
Redundancies in an image can be in the 
form of: 
1. Psycho visual redundancy, which 
happens due to the fact that the human 
visual system has limitations to analyze 
very fine details in an image. (i.e., 
visually non-essential information)  
2. Inter pixel redundancy, which takes 
place as the neighboring pixels have 
similarities.  
3. Coding redundancy, in which more bits 
than required are used to encode the 
image data for transmission. (i.e., less 
than optimal code words are being 
used)  
 
Techniques used in image compression 
minimize the number of bits required to 
represent an image by taking these 
redundancies in use. Eliminating the 
redundancies is as equal as to reduce the 
number of bits required to represent an 
image without much settlement in the 
quality of image. Several other image 
compression techniques employ different 
methods or more appropriately coding 
algorithms to attain this. Now let us see 
how this is achieved using SVD.  
 
By applying SVD on an image, the image 
matrix U is decomposed into 3 different 
matrices A, D and B. However, an image 
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cannot be compressed by simply applying 
SVD on it. To do compression for an 
image, after application of SVD, only a few 
singular values are retained while other 
singular values are discarded. This can be 
followed from the fact that singular values 
are arranged in descending order on the 
diagonal of D and that first singular value 
contains the greatest amount of information 
and subsequent singular values contain 
decreasing amounts of image information.  
 
Thus, the lesser singular values having 
slight or unimportant information can be 
ignored without major image distortion.
 
RESULTS 
        
 
               Figure 1: Original Image                       Figure 2: Properties of Original Image 
 
            
           Figure 3: Compressed Image             Figure 4: Properties of Compressed Image 
Table 1: Summary of results. 
Value of n Compression Ratio 
8 33.56 
16 16.12 
32 7.78 
128 1.867 
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From the above Table 1, compression ratio 
for different block sizes is given. The 
following conclusion can be drawn from 
the above Table 1. 
 Value of n represents the block size, 
i.e., the number of Eigen values used in 
compression and image reconstruction. 
 More the value of n, more image 
quality increases but storage 
consumption also increases. 
 We need to achieve balance between 
Compression Ratio and storage space. 
Ideal value of block size to achieve this 
balance is 128. 
 
CONCLUSION 
Right now, we can see that the compression 
ratio is good. The implementation is 
basically on black and white images as of 
now. An extension can be made to use this 
for DICOM images and X-Ray images. 
This would provide great solution and 
make transfer of such images relatively 
easier. Also, cloud platforms can be used to 
store these images, thus, increasing security 
and also making it remotely accessible. 
Best Cloud platforms for this purpose 
would be AWS or Microsoft Azure. The 
next extension would be to use these tools 
to create a SaaS application or PaaS 
application for easier accessibility to the 
algorithm. 
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