Abstract: Finding a way to effectively suppress speckle in SAR images has great significance. K-means singular value decomposition (K-SVD) has shown great potential in SAR image de-noising. However, the traditional K-SVD is sensitive to the position and phase of the characteristics in the image, and the de-noised image by K-SVD has lost some detailed information of the original image. In this paper, we present one new SAR image de-noising method based on shift invariant K-SVD and guided filter. The whole method consists of two steps. The first deals mainly with the noisy image with shift invariant K-SVD and obtaining the initial de-noised image. In the second step, we do the guided filtering for the initial de-noised image. Finally, we can recover the final de-noised image. Experimental results show that our method not only has better visual effects and objective evaluation, but can also save more detailed information such as image edge and texture when de-noising SAR images. The presented shift invariant K-SVD can be widely used in image processing, such as image fusion, edge detection and super-resolution reconstruction.
Introduction
Synthetic aperture radar (SAR) technology is high-resolution, works anytime and in any weather, and allows multi-polarization, variable angle, and so on. SAR is a joint high-tech tool of space technology, electronics technology, and information technology, and it has been widely used in the military field for applications in strategy, tactics, and so on [1] . As shown in Figure 1 , compared with the color optical image, the SAR image which is obtained by microwave imaging can reflect the underground information through covers such as surface vegetation. However, because of the unique imaging mechanism, there is always some speckle noise [2] . The existence of this noise has greatly increased the complexity of the image, resulting in a negative influence on the subsequent image processing. Therefore, finding a way to suppress or remove the speckle effectively is a hot topic for many scholars.
Traditional SAR image de-noising methods can be divided into two types [3] : image de-noising method based on spatial domain and image de-noising method based on transform domain. The first type mainly deals with the noisy image with filters, and the other uses a different filter with a different function. They realize the de-noising result by convolution filtering the noisy image with a filter function. Common spatial domain methods include median filtering [4] , mean filtering [5] , Wiener filtering [6] , and so on. However, the image de-noising method based on transform domain makes use of the fact that the noise is not sparse. At first, we can represent the image by a fixed orthogonal transform function and obtain many frequency coefficients. Then, we conduct the image de-noising by processing these frequency coefficients. Finally, the de-noised image can be obtained by the inverse transform. For example, SAR image de-noising based on non-local similar block matching in NSST domain in [7] , synthetic aperture radar image de-noising based shearlet transform using the context-based model in [8] , and scattering-based SAR-Block Matching 3D (SARBM3D) [9] . Common transforms include Fourier transform, discrete cosine transform (DCT), wavelet and multi-scale multi-directional transform [10] . However, as SAR images contain rich feature information, an ideal de-noising result can hardly be realized if only by limited orthogonal transform, which cannot represent all the image features. The recent development of sparse representation has led to its widespread use in image processing, such as super-resolution reconstruction [11] , edge detection [12] , and face recognition [13] . The image de-noising method based on sparse representation of dictionary learning is applied to suppress the speckle of SAR images in [14] [15] [16] [17] . Compared with the image de-noising method based on transform domain, these methods adopt a redundant dictionary rather than a fixed orthogonal basis function to express the noisy image. Since the noise is not sparse, the sparse coefficients do not contain noise, and the restored image by a linear combination of redundant dictionary and sparse coefficients does not contain noise either. Finally, we can realize the result of SAR image de-noising. However, the traditional sparse representation methods (e.g., K-means singular value decomposition, K-SVD) are sensitive to the position and phase [18] , which means that even the same image feature with different position or phase may lead to different atoms of the training dictionary. It is well known that the image is shift-invariant; when we use the traditional K-SVD to do the image de-noising, there will be some Gibbs effects and the training of shift atoms will be time-consuming [19] . As a result, in this paper we will incorporate shift invariance into sparse representation of the noisy SAR image to prevent Gibbs effects and improve the sparsity of the coefficient.
In contrast to ordinary optical images, SAR images contain a great deal of rich texture information and edge features. A certain point in a SAR image may correspond to one real building, and misjudgment of it has an inestimable negative influence on the SAR image application. If we conduct the SAR image de-noising by sparse representation, when we decompose the residual image with SVD in the step of updating the dictionary [20] , we usually give up some smaller singular values to obtain the atoms. Therefore, information of the original image cannot be completely represented by the obtained atoms. In other words, some detailed information is misjudged as noise so that it cannot be represented by dictionary atoms. All of these lead to edge blurring, poor spatial resolution, and even loss of some important points and edges in the restored de-noised image, and have a very negative influence on the subsequent image processing. As one fast and non-approximate linear-time method, the guided filter [21] can serve as one good edge-preserving smoothing method. Therefore, in this paper we present one new SAR image de-noising method by combining the shift-invariant K-SVD and guided filter. At first, we de-noise the noisy SAR image with shift-invariant K-SVD and obtain the initial de-noised image. Then, we make the obtained image as the input image and guidance image at the same time, and use a guided filter on them to preserve more edge and detailed information of the original image. Finally, the de-noised image can be obtained by sparse representation. Experimental results show that our method is an effective SAR image de-noising method, due to its de-noising effect and its edge-preserving ability.
The rest of this paper is organized as follows: sparse representation is introduced briefly in Section 2.1, and the shift-invariant K-SVD is presented in detail in Section 2.2. Then, in Section 3, we provide some information about the guided filter. The new SAR image de-noising method is presented in Section 4, and some experiments are conducted in Section 5. Finally, the conclusion is made in Section 6.
Shift Invariant K-SVD
Here, we introduce some detail about the shift invariant K-SVD. In Section 2.1, we present the basic model of sparse representation. The main contribution of our method is presented in Section 2.2.
Sparse Representation
Suppose that the over-complete dictionary is D ∈ R M×T , which contains dictionary atoms in column vector with the number of T; and the noisy image is I ∈ R M×N , which can be a linear combination of these atoms [19] . Because the dictionary is over-completed, the sparse coefficients by the linear representation have many solutions. Finding ways to obtain the most sparse solution to make the de-noised image be as close to the original image as possible has become increasingly important. This step directly determines the result of the image de-noising. The more similar the de-noisied image and the original image are, the more information of the original image is preserved in the de-noisied image. The model of the image de-noising method based on sparse representation can be calculated as follows [22] :
where α denotes sparse coefficients of the image, Dα is the linear representation, and 0 is the l 0 − norm. Under most conditions, α 0 ≤ L max M, L max denotes the maximum sparse number, and ε denotes the limiting error.
Sparse representation can be divided into two steps: sparse coding and dictionary updating. In general, we make an over-completed DCT dictionary-the Gabor dictionary [23] -as the initial dictionary, or obtain the over-completed adaptive dictionary by the noisy image itself. On the other hand, when doing the sparse representation, orthogonal matching pursuit (OMP) and base pursuit (BP) are adopted to obtain the optical sparse coefficients [1] . For the convenience of calculation by the sparse representation such as OMP, the model in Equation (1) can be expressed as follows:
where µ denotes the penalty factor.
Shift Invariant K-SVD
It is well known that the image is shift invariant, and so only when the over-completed dictionary to represent the image also is shift invariant can we obtain the optimal sparse representation of the image. Suppose the dictionary atom in Section 2.1 is a t (1≤t≤T) . After a series of shifts of these atoms, we can obtain the atom family A t = (S τ a t ) τ , and S τ denotes the shift operator, τ denotes the shift amount [19] . Therefore, the shift invariant dictionary D can be made up of these atom families, which can be formulated as follows:
As a result, the acquisition of dictionary D can be translated into the acquisition of atom family A t . The sparse model in Equation (2) can be expressed as follows:
Since the dictionary is efficient only for image blocks with smaller size, if we do the dictionary learning by the noisy SAR image, the sparsity of the image must be broken so that we cannot get the optimal coefficients, and the robustness of the method has been greatly reduced [1] . Therefore, in this paper, at first we process the noisy image with image blocking. To prevent a blocking effect, we overlap blocks with the step length of one. In addition, the image block p must satisfy Equation (5) for unbiased reconstruction of the original image [19] .
where σ t = {τ |α t,τ = 0 }, and S * τ denotes the adjoint matrix of S τ . More detail about the derivation can be found in [19] .
The sparse model of the image block family P t = (p t,τ ) τ can be calculated as:
Normally, the noisy SAR image satisfies the following multiplicative noise model [24] :
where (x, y) denotes azimuthal and distance coordinates of the center pixel. I(x, y) denotes the SAR image polluted by speckle noise, and I R (x, y) denotes the real landscape in the actual scene. S(x, y) denotes the speckle noise, a multiplicative noise which obeys Γ distribution, has second-order stability, and a mean value of one. In addition, the variance of speckle noise and equivalent number of looks (ENL) is inversely proportional. In the model above, the relationship between the image and noise is multiplicative, and the noise exists and disappears with the image. When we use the image de-noising method based on spatial domain, we usually get the de-noised pixel by the surrounding pixels. Thus the multiplicative noise model is ok, and this kind of methods can be regarded as modifing the value of every pixel in the image. But for the methods based on transform domain and sparse representation, we need to decide whether the pixel is useful or not. Especially, the sparse coefficient is one or zero. When we still use the multiplicative model, the results must be bad. Therefor, we cannot de-noise the image directly. In this paper, before de-noising the noisy SAR image, we change the noisy model in Equation (7) into the additive noise model shown in Equation (8) by logarithmic transform [8] .
If all of the image block of the noise-free SAR image I R meets the model of Equation (6), the image de-noising model can be expressed as:
where λ P − P I 2 2 denotes the similarity of noisy image block family P I and the real image block family P, which can be realized by P − P I 2 2 ≤ Constσ 2 , and σ 2 denotes the noise variance. µ α P 0 and ∑
are the priori conditions of the conformance between the sparsity and image decomposition, which can ensure all the reconstructed image blocks have minimum error of the original image blocks. There are two kinds of algorithms for calculating the optimal solution based on over-completed dictionary and sparse representation: greedy algorithm and global optimal algorithm [22] . Greedy algorithms mainly include the matching pursuit (MP) and orthogonal matching pursuit (OMP) algorithms, while global optimal algorithms include the basis pursuit (BP) algorithm and so on. Because the obtained shift-invariant dictionary atoms have little difference when they are in the same atom family, the selected algorithm should do well in a highly coherent dictionary with big size [19] . However, MP in [19] is not the most optimal because its residuals are only perpendicular to the current projection direction, which leads to project on the same direction in next projection. Compared with MP, OMP also converges faster with the same precision. In this paper, we adopt OMP to solve the sparse model in Equation (9) . Additionally, since the over-completed dictionary D in the aforementioned model is fixed, it may make the image edge blur, produce Gibbs phenomenon, and so on when de-noising the image. In this paper, we fuse a Bayesian framework into the dictionary updating, and use the noisy SAR image to train the adaptive dictionary for the sparse representation [25] . The objective function can be formulated as:
When updating the dictionary by SVD, the detailed steps can be seen below [19] :
Step 1: Initialize the dictionary D, and solve the sparse coefficients {α} by OMP.
Step 2: Update one column a k of the atom family A t at a time, which is shown in Equation (11).
When we update a k , the residual R k = p τ − ∑ t =k S τ a T t α t,τ in Equation (11) is fixed. Considering the limitation in Equation (5), we update the dictionary atoms by multiplying S * τ into Equation (11) . Since the shift operator S τ is unitary, S * τ S τ = |S τ | E = E. Then, Equation (11) can be expressed as follows.
Step 3: Solve Equation (12) by SVD, and we can obtain a k and α k .
Fast Guided Filter
As one kind of edge-preserving smoothing filter, a guided filter can not only retain the ability of edge preserving smoothing like a bilateral filter [26] , but can also overcome the gradient reversal artifacts [8] . It is also a linear filter, and its computational complexity-which is O(N) in the image with the number of pixel N-does not rely on the filtering kernel size. In this paper, we adopt the fast guided filter in [27] , which speeds up from O(N) to O(N/s 2 ) for a subsampling ratio s.
Suppose the guidance image is I, input image is p, and the output image is q. Then, the guided filter can be modelled as [21] :
where ω k denotes the square window centered at k with a radius i. Additionally, because ∇q = a∇I in the local window, the output image has the same edge as the guidance image. However, not all of the image edges can be obtained by the gradient of the image. By calculating the linear coefficients a k and b k , we can obtain the output image with richer edges as shown in Figure 2 . Figure 2a 
where γ is the regularization parameter adjusting the value of a k from being very large, and the solutions of Equation (14) are listed as Equations (15) and (16) .
where µ k and σ 2 k are the mean and variance of the image I in the local window ω k . |ω| denotes the pixel number in ω k and p k = 1 |ω| ∑ i∈ω k p i denotes the mean value of pixels. Since the local window ω k is changing in the whole image, some certain pixels such as q i in Equation (13) may be included by different windows, and the output pixel has many values [21] . To overcome this problem, we simply adopt the mean of all the values of q i . Then, the output pixel can be calculated as:
where
|ω| ∑ i∈ω i b k . Since the output image of the guided filter considers the information in the guidance image, the guidance image can be the input image itself or another image whose information is important for the output image. It is better to make the noise-free image as the guidance image and the initial de-noised image as the input image. However, there is no noise-free image in the real scene, and we need to conduct the image de-noising for the obtained noisy image. In this paper, we make the initial de-noised image by shift-invariant K-SVD as the input image and guidance image at the same time.
The SAR Image De-Noising Method
In this paper, we present one advanced method for SAR image de-noising. For our method, it not only overcomes the shift variance of the traditional K-SVD by adding the shift invariance into the dictionary training, but also preserves more detailed information of the original image (e.g., image edges in the noise-free image) by combining the guided filter and the adaptive K-SVD. The whole algorithm is presented in Algorithm 1. First, we change the multiplicative noise model into an additive model by logarithm transformation and more detail can be seen in Section 2.2. Then, we initialize a random dictionary D init and some related parameters shown in Algorithm 1. Next, we do the iteration process to get the shift invariant adaptive dictionary and the optimal sparse coefficients by SVD and OMP. The detail of OMP [28] can be seen in Algorithm 2. After that, we can recover the initial de-noised image. Then, the guided filter is adopted, and we make the initial de-noised image as the input and guidance image. Finally, the de-noised image is recovered by exponential transform.
Algorithm 1 The SAR image de-noising method.
Input : the noisy SAR image I
Step 1 : recover the initial de-noised image by shift-invariant K-SVD Initialize : dictionary D init , iterNum N block I with slidingstep = 1 for i = 1 to N extract the sparse coefficient α by OMP update dictionary D by SVD in Section 2.2 end de-noise I by obtained D recover the initial de-noised image I init
Step 2 : recover the final de-noised image by guided filtering Initialize : guidance and input image I init regularization parameter γ local window ω k calculate a k and b k recover the de-noised image by Equation (16) Output : the de-noised image I R Algorithm 2 OMP [28] .
Experimental Results and Analysis
To testify the superior performance of our method, we conducted a series of experiments on the simulated SAR image and various standard real SAR images with different sizes from different data sets, which were first polluted artificially by noise. Then, we applied the state-of-the-art image de-noising methods to them, such as the enhanced Lee filter (Lee) [29] , shearlet (ST) [7] , SAR-BM3D [30] , K-SVD [25] , iterative nonlocal sparse model (It-NSM) [31] , and our method. In the part of the sparse model in It-NSM, we adopted K-SVD. Moreover, all the experiments were carried out by Matlab codes on an Intel Core i5 3.1 GHz with 4 GB RAM.
Experiments on the Simulated SAR Image
At first, we ran our experiment on the simulated SAR image. Figure 3a is a noise-free SAR image with size 131 × 131 [1] . Then, we added speckle noise with ENL of L = 2 into Figure 3a and obtained the noisy image shown in Figure 3b . Figure 4 shows the de-noised images by different methods. From Figure 4 we can see that there is still some speckle noise in Figure 4a , which indicates that the enhanced Lee filter has limited image de-noising ability. From Figure 4b ,c we can see that some dots in the first line of Figure 3a are lost. Although ST and SAR-BM3D could realize the image de-noising effect, it mistook some important information in the original image for noise, and led to incomplete information in the de-noised image. It is obvious that the first bar on the left of Figure 4d is very blurry and the image de-noising method of K-SVD made the image too over-smoothed. Finally, the de-noised image by our method in Figure 4f has better visual effect and image de-noising and edge-preserving ability.
In order to evaluate the de-noised images by different methods more accurately, we adopted the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM). The larger the index values are, the better the de-noising method is. The value of SSIM ranges from 0 to 1. In addition, when we used the noisy image to obtain the adaptive shift invariant dictionary, the results were random with a small range. To be objective, we adopted the mean value of the corresponding indexes from ten experimental replications. Table 1 shows the objective evaluation index values of Figure 4 . From the table we can see that the de-noised image by our method has better values of PSNR and SSIM. Additionally, the value of PSNR by our method is 1.8509 larger than the second-largest value of PSNR. SSIM by ours is 0.9757 and near to 1. All of these indicate that the presented image de-noising method is a good method. Table 1 . Peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) of Figure 4 by the tested image de-noising methods.
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Experiments on the Real SAR Images
In order to better prove the image de-noising ability of our method, we conducted our experiments on a real SAR image. The original SAR image in Figure 5a Figure 6 . From Figure 6 , we can see that the de-noised image by our method is better in terms of the visual effect. In addition to the aforementioned PSNR and SSIM, we adopted some other objective evaluation indexes [1] , such as equivalent number of looks (ENL), standard deviation (Sd), edge-preserving index (EPI), and computation time (Time). Except for Time and Sd, the larger all the other index values are, the better the de-noising method is. Additionally, the unit of Time is seconds. If the value of EPI is less than 1, the edge of the de-noised image is weaker than the original image; otherwise, the edge is strengthened.
We adopted some objective indexes to evaluate the de-noised images. The values of PSNR in the first column denote the PSNR of the noisy images with the different ENL of the speckle, while the values of PSNR in the third columns denote the PSNR of the de-noised images by different image de-noising methods. Table 2 shows the experimental results of Figure 5a with different noise. From Table 2 we can see that when the image has the same level of noise, the PSNR of ours is better. Additionally, the less noise the image has, the better the ability of our method is. The minimum difference of the PSNR between our method and others is 3.429 in the noisy image with L = 35. Of all the SSIM, ours is near to one and has a better value for the same level of noise, which indicates that the de-noised image of our method has the maximal similarity with the original. Additionally, except for L = 35, the EPI of ours is also better, which indicates that our method has better edge-preserving ability. Among all the methods, the ENL of ours is better, which indicates that the de-noised image by our method has better visual effect. Except for L = 15, Sd of ours has the least value and better result. Though Time of Lee is the least of all, compared with all the sparse representation, Time of our method is better, and is nearly one minute shorter than others. Additionally, for almost all images with different noise, Time of the methods such as Lee, ST, and SAR-BM3D has little difference. For the methods based on sparse representation, the more noise the image has, the shorter the Time. For the methods based on spatial domain and transform domain, the whole method is fixed and Time has little difference. However, for methods based on sparse representation, the complexity of dictionary learning and sparse representation is different, so Time is different when the noise is different. Additionally, when the noise level increases, Time of the dictionary learning decreases and PSNR of the de-noised image also decreases. As the main Time is spent on the dictionary learning, the whole computation time decreases when Time of the dictionary learning decreases. When there is a great deal of noise in the image, the image de-noising method can suppress most of the noise, but cannot eliminate all the noise. This explains why PSNR decreases when the noise level increases. 
Conclusions
In this paper, one new SAR image de-noising method based on shift-invariant K-SVD and guided filter is presented. The experimental results show that compared with the state-of-the-art image de-noising methods, not only dose our method realize the results of image de-noising, but also more detail information such as edges of the original image has been preserved by combining the adaptive shift-invariant K-SVD and guided filter. However, the limitation of our method is that we only ran our experiments on SAR images, and the computation of our method is time-consuming. In our next work, we would love to attempt our experiments on polarized SAR image de-noising. And exploring new method with good image de-noising results and less time is our goal and next work. 
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