This article discusses an immersed finite element (IFE) space introduced for solving a second-order elliptic boundary value problem with discontinuous coefficients (interface problem). The IFE space is nonconforming and its partition can be independent of the interface. The error estimates for the interpolation of a function in the usual Sobolev space indicate that this IFE space has an approximation capability similar to that of the standard conforming linear finite element space based on body-fit partitions. Numerical examples of the related finite element method based on this IFE space are provided.
INTRODUCTION
In this article, we discuss the approximation capability of an immersed finite element (IFE) space formed by first degree polynomials for the following interface problem:
͑x, y͒ ʦ ⍀, (1.1)
together with the jump conditions on the interface ⌫: Here, see the sketch in Fig. 1 , ⍀ ʚ ‫ޒ‬ 2 is a convex polygonal domain, the interface ⌫ is a curve separating ⍀ into two subdomains ⍀ Ϫ , ⍀ ϩ such that ⍀ ϭ ⍀ Ϫ ഫ ⍀ ϩ ഫ ⌫, and the coefficient ␤(x, y) is a piecewise constant function defined by
This IFE space was introduced in [1] , which reported some preliminary analysis and numerical results. The interface problem considered here appears in many engineering and science applications; see the related references in [1] and [2, 3] . This IFE space can also be used to handle interface problems with nonhomogeneous interface jump conditions [with a nonzero constant value on the right hand of (1.3) and/or (1.4)] by either simply modifying the IFE space [see the Remark after (2.5)], or reducing the interface problem to that with homogeneous interface jump conditions via the usual homogenization technique based on a change of variable. How to extend this IFE space for handling other cases, such as more general nonhomogeneous interface jump conditions and piecewise smooth instead of piecewise constant coefficient function ␤, leads to interesting future research projects. It is well known [see [4, 5] and the references therein] that the standard Galerkin method with linear finite elements can be used to solve such elliptic interface problems. However, to achieve the optimal O(h 2 ) accuracy in the numerical solutions, triangles are required to be aligned with the interface, i.e., the interface is allowed to pass a triangle only through its vertices. This restriction will obviously prevent the Galerkin method with linear finite elements from working efficiently for those applications in which an interface problem similar to the one defined by (1.1)-(1.4) has to be solved repeatedly, each time with a different interface ⌫, because the partition has to be formed over and over again because of the variation (either the shape or the position) of ⌫. In addition, many applications in which structured (such as Cartesian) partitions are preferred may also prevent the use of the standard finite element method if the involved problems have nontrivial interfaces.
The basic idea of the immersed finite elements is to form the partition -h independent of interface ⌫ so that partitions with simple and efficient structures, such as a Cartesian partition, can be used to solve an interface problem with a rather complicated or varying interface. We only consider partitions formed by triangles here, partitions formed by quadrilateral elements were discussed in [6] . Without loss of generality, we assume that the triangles in the partition have the following features:
(H 1 ): If ⌫ meets one edge of a triangle at more than two points, then this edge is part of ⌫.
(H 2 ): If ⌫ meets a triangle at two points, then these two points must be on different edges of this triangle.
Obviously, triangles in a partition can be separated into two classes:
• Noninterface triangle: The interface ⌫ either does not intersect with this triangle, or it intersects with this triangle but does not separate its interior into two nontrivial subsets.
• Interface triangle: The interface ⌫ cuts through its interior.
In a noninterface triangle, we use the standard linear polynomials as local nodal basis functions. However, in an interface triangle, we use piecewise linear polynomials defined in the two subsets formed by the interface in such a way that the functions satisfy the jump conditions (either exactly or approximately) on the interface and retain specified values at the vertices of the interface triangle. The idea here is similar to that used for the Hsieh-Clough-Tocher macro C 1 element [7] where each basis function consists of three cubic polynomials on the subtriangles formed by connecting the vertices and the center of gravity so that the required continuity can be satisfied. The immersed finite element space defined over the whole domain ⍀ with a partition chosen can then be constructed through the standard procedure. We refer the readers to [1, 8 -17] for more background materials about immersed interface and immersed finite element methods as well as their applications. The main effort of this article is to investigate the approximation capability of the IFE space introduced in [1] to treat the interface problems, which is a critical step towards analyzing errors of a finite element (volume) solution to an interface problem based on this IFE space. Numerical examples generated by the finite element method based on this IFE space are also provided, but the related error estimation will be given in a forthcoming article.
This article is organized as follows. In Section 2, we introduce the IFE space and describe basic properties of its local nodal basis functions. In Section 3, we use the technique based on the multi-point Taylor expansion, see [18, 19] , to derive error estimates for the interpolation in the IFE space of the functions in Sobolev spaces. Several arguments used in the error estimation here are inspired by [5] . In Section 4, we present several numerical examples generated by the related IFE method.
Here are some conventions used in this article. For any subset T of ⍀, we let
For any function f( x, y) defined in T ʚ ⍀, we can restrict it to T s , s ϭ Ϫ, ϩ to obtain two functions as
We use DE to denote the line segment between two points D, E ʦ ⍀. For any curve ⌫, we use n ⌫ to denote its unit normal vector pointing to a particular side of ⌫. For any measurable subset ⌳ of ⍀, we use ͉⌳͉ to denote its measure. In deriving estimates, we often use C to represent a generic constant whose value might be different from line to line. Also, in the discussion below we add assumptions as we progress, and all the assumptions made before any theorem or lemma are assumed to hold for that statement.
THE IMMERSED FINITE ELEMENT SPACE
In this section, we first introduce the local nodal IFE basis functions and then use them to define the IFE space over the whole domain with a partition chosen. We will also describe basic features of these basis functions. For a typical triangle T ʦ -h , where -h is a typical family of partitions of domain ⍀, we use
T to denote its vertices, and uses
T to denote its interface points on the edges if T is an interface triangle (see the sketch in Fig. 2.) Our main concern is the finite element functions in an interface triangle T ʦ -h . We follow an idea similar to that for the Hsieh-Clough-Tocher macro C 1 element [7] in which piecewise polynomials are used in a triangle to maintain certain desirable features. For our interface problem, we obviously would like the finite element functions to satisfy the jump conditions across the interface. Because the interface ⌫ separates an interface triangle T into two subsets T Ϫ and T ϩ , we naturally can try to form a finite element function piecewise by two first-degree polynomials defined in T Ϫ and T ϩ , respectively. Note that each polynomial of degree one has three freedoms (coefficients). The values of the finite element function at the vertices of T 
IMMERSED FINITE ELEMENT SPACE
provide three restrictions. The normal derivative jump condition on DE provides another. Then we can have two more restrictions by requiring the continuity of the finite element function at interface points D and E. Intuitively, these six conditions can yield the desired piecewise linear polynomial in an interface triangle. This idea leads us to consider functions defined as follows:
where n(DE) is the unit vector perpendicular to the line DE.
Remark 2.1. The last three equations can be modified accordingly to generate the IFE space that can be used to handle an interface problem with (nonzero) constant interface jump conditions. Now, we let i (X) be the piecewise linear function described by (2.5) such that
Then, we let S h (T) be the linear space of all the functions defined by (2.5), and call it the immersed finite element (IFE) space on an interface triangle T.
As usual, we need only define the nodal IFE basis functions in the reference triangle T with vertices Â , B , and Ĉ :
The interface triangle T is related to the reference triangle by the usual affine mapping:
In the reference triangle T , the basis function has the following format:
The continuity of at D and Ê leads to
The flux jump condition (␤
which leads to
Note that vector (␣, Ϫ1) T is parallel to the normal vector of the line segment D Ê with
We then let (␣ , Ϫ1) be the vector parallel to n(DE) and assume that (H 3 ): ␣␣ Ն 0 and ␣ ϭ O(␣) when ͉␣͉ 3 ϱ. It is important to notice that assumption (H 3 ) above does cover many typical situations including perhaps the most significant application of the IFE space in which a Cartesian partition -h is used. In this case, the affine transformation can be chosen such that ␣ ϭ ␣ and the assumption (H 3 ) can then be satisfied naturally. Theorem 2.1. The function (x, y) defined by (2.5) 
in an interface triangle T is uniquely decided by its values at the three vertices of T.
Proof. We carry out the proof only for . Equations (2.8), (2.9), and (2.10) form a linear system about a 1 , a 2 , and b 2 whose matrix is 11) and the right hand side of this system is
This implies that this linear system has a unique solution, and the function or is uniquely determined by the jump conditions and its values at vertices of the triangle. y We would like to make the following remarks about the IFE space S h (T).
• The proof of Theorem 2.1 describes a way to construct the nodal basis functions in an interface triangle, and i (X), i ϭ 1, 2, 3 form a basis for S h (T).
• From the proof we can see that
, when the coefficient does not have a jump, the functions in S h (T) become the usual linear polynomials. In this case, S h (T ) reduces to the standard linear finite element space.
• When ⌫ പ T is a straight line, the function (x, y) defined by (2.5) is continuous in T and therefore is in H 1 (T).
We now turn to the discussion on the properties of the IFE functions.
Theorem 2.2. For an interface triangle T, every function ʦ S h (T) satisfies the flux jump condition on ⌫ പ T exactly in the following weak sense:
͵ ⌫പT ͑␤ Ϫ ٌ Ϫ Ϫ ␤ ϩ ٌ ϩ ͒ ⅐ n ⌫ ds ϭ 0.
Proof. For any ʦ S h (T), it is obvious that
Also, because is a piecewise linear polynomial satisfying (2.5), Green's formula leads to
For the three functions i (X), i ϭ 1, 2, 3 defined above, we have
Proof. Again, we need only show that this is true for i whose parameters in (2.7) are a 1i , a 2i , b 2i , i ϭ 1, 2, 3. Using the linear system determining the parameters a 1 , a 2 , b 2 in the proof of the Theorem 2.1, we have
A simple calculation can show that
which together with (2.7) leads to the result of this lemma. 
Theorem 2.4. There exists a constant C such that for any interface triangle T ʦ -h and X ʦ T we have
Proof. Obviously, (2.12) follows from the boundedness of the parameters a 1 , a 2 , b 2 in (2.7). From the proof of the previous lemma, we can see that these coefficients are linear combinations of the following functions:
Under our assumptions, it is easy to see that these functions of ␣ and ␣ are bounded. This implies the boundedness of i ; hence the boundedness of i , i ϭ 1, 2, 3. As for the second inequality, note that
and
Because the partition is regular, we have ʈM
Because ʈٌ i ʈ is bounded, we finally have
Now we use the partition -h to define an immersed finite element (IFE) space S h (⍀). We first define a piecewise linear nodal basis function (x, y) for each node (x N , y N )
t of -h such that (x N , y N ) ϭ 1 but zero at other nodes, and ͉ T ʦ S h (T) for any triangle T ʦ -h . Here S h (T) is the usual space of linear polynomials when T is a noninterface triangle, or the immersed finite element space on T introduced above when T is an interface triangle. Then we define S h (⍀) as the span of these nodal basis functions, and it is easy to see that S h (⍀) has the following properties:
• For a partition -h , the IFE space S h (⍀) has the same number of nodal basis functions as that formed by the usual linear polynomials.
• For a partition -h fine enough, most of its triangles are noninterface triangles, and most of the nodal basis functions of the IFE space S h (⍀) are just the usual linear nodal basis functions except for few nodes in the vicinity of the interface ⌫.
where ⍀Ј is the union of interface triangles.
ERROR ESTIMATES FOR INTERPOLATION APPROXIMATIONS
For any T ʚ ⍀, we let 
(T), T ʦ -h , we let I h,T u ʦ S h (T) be its interpolant such that I h,T u(X) ϭ u(X) when X is a vertex of T. For an interface triangle T with vertices A, B, C, we have
I h,T u͑X ͒ ϭ u͑A͒ 1 ͑X ͒ ϩ u͑B͒ 2 ͑X ͒ ϩ u͑C ͒ 3 ͑X ͒.
Accordingly, for a function u ʦ PH int 2 (⍀), we let I h u ʦ S h (⍀) be its interpolation such that
The purpose of this section is to derive error estimates for the interpolation of u ʦ PH int 2 (⍀). Recall that the error estimate of I h u in any noninterface triangle T is well known; see for example [20] :
Therefore, we focus the following discussion on interface triangles. For an arbitrary interface triangle (see Fig. 3 ) we let T* be the subset in T enclosed by the interface ⌫ and the line segment DE, and let
For any point Ã ʦ ⌫, we let Ã Ќ be the orthogonal projection of Ã onto DE (see Fig. 3 ). We will use the following four matrices:
T is the unit normal vector of ⌫ at Ã , and n(DE) ϭ (n x , n y ) T is the unit normal vector of DE. These matrices relate the left and right limit values of the gradient of a function at the point Ã of interface ⌫ or a point on the line segment DE. For example, we can easily verify that, for any function u(x, y) satisfying the interface jump conditions (1.3) and (1.4), we have
Because ⌫ പ T is a C 2 curve, when the partition -h is fine enough, we can introduce a local coordinate system centered at point D with one axis in the direction of DE. For any point (x, y) T , let (, ) be its coordinates in this local coordinate system. Then we have (3.17) where
T is the coordinates of point D and DE is the angle between DE and the x axis. As in [23] , we can assume that ⌫ has the following equation in this local system: 
where T ʦ -h is an arbitrary interface element. Proof. We can prove these only in the local coordinate system because the transformation (3.17) preserves the vector length. In the local system, we have
Hence (3.21) is just the consequence of (3.19) . Also, we have T in an interface triangle T ʦ -h an obscure point if one of the three line segments passing through X and the vertices of T intersects the interface more than once. Without loss of generality, we discuss an interface triangle that does not contain any obscure point because the arguments used below can be readily extended to handle interface triangles with obscure points.
For any function u ʦ PH int 2 (T), the error estimates for I h,T u is obtained by estimates over the three subsets T* Ϫ , T* ϩ , and T* of T. The key issue is to establish suitable multipoint Taylor expansions for functions in S h (T) and PC 3 (T). We start with the estimation on T*
T be a point in T* Ϫ . Without loss of generality, we can assume that line segments XB and XC do not intersect with the interface and DE, whereas line segment XA meets ⌫ and DE at Ã and A , respectively (see Fig. 3 ). Also, we assume that
Lemma 3.2. Given a real number r, a two-dimensional vector q, a point X ʦ T* Ϫ , and a point X DE ʦ DE, there exits a function v ʦ S h (T) such that v(X) ϭ r, ٌv(X) ϭ q, and
Similarly, because v ϩ (Y) is a linear polynomial and the jump conditions satisfied by v(Y) give
ٌv ϩ (Y) ϭ N DE Ϫ ٌv Ϫ (Y), we have v ͑A͒ ϭ v ϩ ͑A͒ ϭ v ϩ ͑X DE ͒ ϩ ٌv ϩ ͑X DE ͒ ⅐ ͑A Ϫ X DE ͒ ϭ v Ϫ ͑X DE ͒ ϩ N DE Ϫ ٌv Ϫ ͑X DE ͒ ⅐ ͑A Ϫ X DE ͒ ϭ v Ϫ ͑X͒ ϩ q ⅐ ͑X DE Ϫ X͒ ϩ N DE Ϫ q ⅐ ͑A Ϫ X DE ͒ ϭ r ϩ q ⅐ ͑A Ϫ X͒ ϩ ͑N DE Ϫ Ϫ I͒q ⅐ ͑A Ϫ Ã ͒ ϩ ͑N DE Ϫ Ϫ I͒q ⅐ ͑Ã Ϫ X DE ͒ ϭ r ϩ q ⅐ ͑A Ϫ X͒ ϩ ͑N DE Ϫ Ϫ I͒q ⅐ ͑A Ϫ X͒͑1 Ϫ t͒ ϩ ͑N DE Ϫ Ϫ I͒q ⅐ ͑Ã Ϫ X DE ͒.
Then, from these expansions of v(Y) at the vertices of T, we have
and the proof is finished because v(X) ϭ r and ¥ iϭ1 3 i (X) ϭ 1. y
Lemma 3.3. For any u ʦ PC int 3 (T), X ʦ T* Ϫ , and X DE ʦ DE we have
(3.24)
Similarly, we have
Using the jump condition across the interface, we have
Then, we have
Then by Lemma 3.2, we have 
(T).
We proceed by estimating the L 2 norms for each term Q i , i ϭ 1, 2, . . . , 7 on the righthand side of (3.24) . By Lemma 3.1 and Theorem 2.4, we have the following estimate for the L 2 norms of the first two terms by letting X DE ϭ Ã Ќ :
For the third term, we first note that
where C stands for a generic constant whose value changes from line to line. Therefore,
For the fourth term, we have
Similarly, we can show that
Finally, (3.31) follows from the estimates for Q i , i ϭ 1, 2, . . . , 7 above. y We now turn to the estimate of the H 1 norm on T* Ϫ . In the following two lemmas, we let I 1 , I 2 , and I 3 be the integral terms in the expansions (3.27), (3.25), and (3.26), respectively.
Lemma 3.4. For any u ʦ PC int 3 (T), X ʦ T* Ϫ , and X DE ʦ DE, we have
Proof. We give a proof only for the case in which s ϭ x. The case in which s ϭ y can be carried out similarly. From (3.24) in Lemma 3.3, we have
From the expansions (3.27), (3.25), and (3.26), we have
Let v(Y) ʦ S h (T) be such that ٌv(X) ϭ p. Then by Lemma 3.2, we have
There exits a constant C such that
for any u ʦ PH int 2 (T), where T is an arbitrary interface triangle. Proof. Because of (H 6 ), we need only show that (3.34) is true for any u ʦ PC int 3 (T). The result follows by letting X DE ϭ Ã Ќ in (3.32) and applying arguments similar to those used in the proof of Theorem 3.1. Note that (2.13) in Theorem 2.4 has to be used here. y The estimation on T* ϩ is rather similar. We state the results in the following four lemmas. Please see Fig. 4 for the notations involved. In particular, we let
A point X ʦ T* ϩ is connected to the three vertices by line segments.
Lemma 3.5. Given a real number r, a two-dimensional vector q, a point X ʦ T* ϩ , and two points X DE ,B ʦ DE, X DE ,C ʦ DE, there exits a function v ʦ S h (T) such that v(X) ϭ r, ٌv(X) ϭ q, and 
for any u ʦ PH int 2 (T), where T is an arbitrary interface triangle. Similar multipoint expansions can be established on T*. Please see Fig. 5 for the notations involved. In particular, we let
Lemma 3.7. Given a real number r, a two-dimensional vector q, a point X ʦ T*, and a point X DE ʦ DE, there exits a function v ʦ S h (T) such that v(X) ϭ r, ٌv(X) ϭ q, and 
A point X ʦ T* is connected to the three vertices by line segments.
We now come to the error estimates on T*, which are quite different from those obtained on T* s , s ϭ Ϫ, ϩ. for any u ʦ PH int 2 (T), where T is an arbitrary interface triangle. Proof. The proof is similar to that for Theorem 3.1. We need only derive estimates for the first five terms in (3.39). For the first term, we have
Again, C above is a generic constant, and we have used the relationship 1/q ϭ 1 Ϫ (2/p). Similarly, we can show that
Putting these together we have (3.40 (⍀) . Let -h,int denote the set of all the interface triangles, and let ⍀Ј be the subset of ⍀ formed by the union of all the interface triangles. where, following the same argument used in [5] , we also have used the following estimate from [24] :
Theorem 3.7. There exists a constant C such that
in which C is a constant independent of p ʦ [2, ϱ). The estimate (3.41) of this theorem then follows by combining the above estimate and the estimate from the standard finite element interpolation theory:
with the domain ⍀ and the curve ⌫ sketched in Fig. 6 together with a typical partition for our numerical results. Table I contains actual errors of the IFE interpolant I h u with various partition sizes h for the coefficient function:
By simple calculations, we can easily see that the data in this table satisfy
for h ϭ ĥ/2. Using linear regression, we can also see that the data in this -norm) and an O(h) (in H 1 -norm) approximation capability, we naturally expect the finite element method based on this IFE space to perform accordingly. To confirm this numerically, we consider the interface value problem defined by (1.1)-(1.4) in which the boundary condition function g(x, y) and the source term f (x, y) are chosen such that for ␣ ϭ 3 the function u given above is the exact solution in the domain ⍀ with the interface curve ⌫ defined before. All the IFE solutions presented here are generated with Cartesian partitions illustrated in Fig. 6 . We refer readers to [1] for a comparison of the IFE method and the standard FE method using a comparable body fit partition. Table III contains actual errors of the IFE solutions with various partition size h for the boundary value problem with the coefficient function:
We can easily see that the data in the second and third columns of this which again are in agreement with those error estimates for the IFE interpolant.
CONCLUSIONS
In this article, we have discussed an immersed finite element (IFE) space that can be used to solve interface problems of second-order elliptic partial differential equations. The partition of this IFE space can be formed without consideration of the interface location. If applicable, even a Cartesian partition can be used in this IFE space to solve a problem with a rather arbitrary interface. The IFE space is closely related to the standard finite element space formed by piecewise first-degree polynomials except for functions over interface triangles. Over an interface triangle, IFE functions are formed according to the jump conditions of the interface problem to be solved. We have employed the multipoint Taylor expansion technique to analyze 
