Abstract. A nonlinear least squares problem with nonlinear constraints may be ill posed or even rank-deficient in two ways. Considering the problem formulated as minx 1/2 f 2 (x) 2 2 subject to the constraints f 1 (x) = 0, the Jacobian J 1 = ∂f 1 /∂x and/or the Jacobian J = ∂f/∂x, f = [f 1 ; f 2 ], may be ill conditioned at the solution.
Introduction
A difficult problem when solving nonlinear least squares problems with nonlinear constraints is when the Jacobians involved become ill conditioned. This may be the case at an iteration point when the Gauss-Newton method is used. Different stability strategies have been developed in order to get a well-defined search direction at the same time achieving global convergence with a fast local convergence rate. Two important ways to stabilize a Gauss-Newton method is subspace minimization and Levenberg-Marquardt techniques; see [13] and [14] . However, these kinds of stabilization require quite a lot of technical details both in theory and implementation. Moreover, these techniques are not directly applicable to problems where the Jacobians are ill-conditioned or rank-deficient at the solution point.
In this paper we want to initialize another approach aiming to regularize the original problem and develop Gauss-Newton based methods that can solve illconditioned constrained problems. For the unconstrained case see [5] . It is natural to start with the case where the Jacobians are rank-deficient in a neighbourhood of the solution. Thus, the analysis will be local. The methods we will consider are a truncated Gauss-Newton method and a locally defined Tikhonov method. However, our final goal is to construct a Gauss-Newton method on a suitable regularized problem that can solve almost any kind of ill-conditioned problem.
Examples of rank-deficient problems are underdetermined problems [16] , nonlinear regression problems [1] , nonlinear total least squares problems [12] , and artificial neural networks [6] . Note that all these problems may have nonlinear (rank-deficient) constraints. Another equally important reason for looking at rankdeficient problems is the connection with regularization [10] .
Our analysis, in the linear case, can partly be found in [18] , [19] , [11] , [3] , [4], [10] but is treated here in a way that fits a nonlinear setting. The local results for the rank-deficient constrained nonlinear least squares problem are, to our best knowledge, new but build on earlier work in [13] , [20] , [9] , [5] , [8] .
1.1. Outline of the paper. The paper is structured as follows. First we briefly motivate and formulate the least norm problems that are relevant for solving rankdeficient problems.
In Section 3 we linearize the minimization problem and make the local convergence analysis. This analysis is divided in two parts where we first derive the asymptotic convergence rate and then perform a more complex local analysis. The results from these two approaches reveal different aspects of the local behavior of the truncated method.
The Tikhonov regularization is introduced in Section 4. In this section we begin by describing the unconstrained regularization to show that the constrained case is quite different. Then we conclude that a straightforward use of penalty techniques together with Tikhonov regularization of the Jacobian is not adequate when the constraints are rank-deficient at the solution. Therefore, we consider a more sophisticated use of the linearized problem attaining a Tikhonov regularization method that gives well-defined estimates of the Lagrange parameters.
We have chosen to use artificial test problems when performing the computational experiments as described in Section 5. Thus, we are able to verify the results from the local convergence analysis.
Finally, we make some conclusions and describe the problems to be solved in order to attain a complete globally convergent optimization method.
2.
Reformulating the problems 2.1. The need for a reformulation. We will formulate a problem that can be used to solve constrained problems that are rank-deficient at the solution. However, let us for the sake of clarity first consider the unconstrained least squares problem (1) min
where f : R n → R m is at least twice continuously differentiable and · 2 is the 2-norm. The first order KKT-condition for (1) is
where J = ∂f /∂x is the Jacobian of f . A solutionx to (2) will be called a critical point. The following theorem characterizes a problem that has a rank-deficient Jacobian in a neighborhood of a critical point. The proof of the theorem can be found in [5] . We may conclude that having J rank-deficient makes (1) an ill-posed problem in the sense that (2) does not have a unique solution (but a local minimum to (1) may exist though). Therefore, a reformulation of the problem is needed.
Consider now the nonlinear least squares problem with nonlinear constraints. We formulate this problem as
where
with, for the sake of simplicity,
The first order KKT-conditions for this problem read
We will call a solution to (5) a critical point. We assume that rank(J) = r ≤ n and rank(J 1 ) = s ≤ m 1 in a neighborhood of the critical point of interest.
It is easy to state the KKT-conditions when J, J 1 both have full rank in a neighborhood of the solution. If either J or J 1 is not of full rank at a critical point, we say that the problem is rank-deficient (or ill posed). We will motivate this statement further before going into the different problem reformulations. It is natural to consider the constrained problem (3-4) ill posed if (5) does not have a locally unique solution. This will be the case if the matrix
is singular. Here we have introduced the operator defined as
y j g j for y ∈ R m and g : R n → R m a twice continuously differentiable function. We have the following lemma from [8] .
Lemma 2.1. Define P N (J1) as the projection on the nullspace of the Jacobian of
We will assume that m 1 < r. This assumption may be regarded as a constraint qualification when J is rank-deficient and seems not to be a severe restriction in practice. The assumption is implicitly used in the following theorem also from [8] .
Theorem 2.2 makes it clear that J or J 1 rank-deficient in a neighborhood of a critical point gives an ill-posed problem.
We will do this analysis in two different ways since the two approaches will show different aspects of the method. First we use the formulation used in Section 3.1 and derive expressions for the local asymptotic convergence rate by differentiation. Secondly, we use the perturbation theory in [19] and attain estimates for the local convergence with a remainder term.
3.1.
A solution based on projections and pseudoinverses. In this section we derive a solution of (15) (16) (17) by using pseudo inverses of J and J 1 . The solution will then be used in an asymptotic convergence analysis.
Let us simplify (15) (16) (17) by skipping the arguments and indices giving
where p c = 0 is one possible choice.
The solution to (20) is given by p = −J
is the orthogonal projection onto the null space of J 1 . When we substitute this into (19), the second minimization problem in (18) gives
The three terms of p are contained in three orthogonal subspaces R(J
, and N (J), respectively. In Figure 1 we have these three spaces together with two other important subspaces.
3.2. The asymptotic convergence rate. The asymptotic linear convergence rate is determined by the spectral radius of ∇(x + p(x)); see [15] . However, we will start by using differentials to obtain a simple form of d(x + p(x)). Then this result is easily formulated with differentials and we are able to state and prove our main theorem in this section.
From (21) we have that the search direction p is composed of three mutually orthogonal directions as p = p 1 + p 2 + p 3 where
and we have defined M = J 2 P N (J1) . We will use the following theorem to derive the differentials atx.
Theorem 3.1. If J is differentiable at x and of constant rank in a neighbourhood of x, then J
+ and P N (J) are differentiable at x and the differentials can be written
Proof. See [17] and [7] .
We will study the three last terms of the right-hand side of
separately.
The first of these becomes
where we utilize that J
The terms (28) and (29) are zero due to the first order KKT-condition. The term (30) becomes (
The term (32) equals zero since (J 2 P N (J1) )
T f 2 = 0 at the solution. The final term in (25) becomes
Due to the first order conditions, (34) is zero.
To derive the local convergence rates, we will go from differentials to deriva-
The following theorem describes fully the asymptotic behaviour of the truncated method.
Theorem 3.2.
Assume that the {p k } are generated by solving (18) and that
Proof. First observe that from (25), (26), (27), and (36) it follows that 
, and the largest eigenvalue is given by (38).
The next component ∇(p 2 ) consists of three terms, (31),(33), and (27). The
3.3. A local convergence analysis. The asymptotic analysis above does not give any information about the actual relation between x k+1 − x and x k − x or the influence of any second order information. In this section we derive other local results based on perturbation analysis of the linearized problem. We start by introducing a convenient formulation of the linearized problem and then use a perturbation analysis in order to state the local convergence results.
3.3.1. The augmented system. We begin by considering the linearization of (20) (skipping indices and arguments)
where we initially do not assume rank-deficiency. In order to attain a suitable form of this problem, we introduce the Lagrange function
Equation (41) is the augmented system for linear least squares (see [2] ), and we formulate this as
where S and d are given in (41). We call the matrix S the system matrix. It is easily seen that S is rank-deficient if and only if J 1 or J is rank-deficient further motivating the approach taken. We now turn to the connection between (42) and the minimization problem (18) in the case where S may be rank-deficient. Proof. First we prove the equivalence between the solution of (15)- (17) and p in (42). The inner-most minimization problem (17) can be solved by doing a complete orthogonal transformation of J 1 [2] ; i.e., 
where L 22 is lower triangular. By defining
we get the problem
with the solutionp 21 = −L
We rewrite this in a more compact form as
Finally we have the outer-most minimization problem that must have a solution in N (J). Since N (J) = R(P 12 P 22 ), we get
Consider now the minimization problem (44) and perform the complete orthogonal transformations on J; i.e.,
The problem (44) is transformed into
We immediately get r 11 = 0 and (45) is attained, again proving the first part of the theorem. By substituting z = y − y c , we want to find the minimum norm solution of min Sz − d + Sy c 2 that is given by z = S + (d − Sy c ). Therefore, we have y = S + d+(I −S + S)y c and I −S + S = P N (S) gives the second result in the theorem.
3.4.
A local convergence analysis using perturbation analysis. Having established the connection between the minimization problem and the minimum norm solution of the augmented system (42), we can use the perturbation analysis in [20] on (42) to analyze the local convergence behaviour more closely.
Assume that x is a local minimum to our nonlinear problem (12) . Write the pseudoinverse of the system matrix 
is the solution to (43) and
with an obvious definition for y k .
The following lemma will be very useful.
Lemma 3.1. Partition the matrix B in S
+ as B = [B 1 , B 2 ]. Then [0, B 2 ] = B 2 B T 2 J T , B 1 = B 1 (J + 1 ) T J T 1 .
Moreover, we have that
Pure identification gives the first and last part of the lemma. From the derivation of the solution in the linear case we know that
T is an orthogonal projection onto R(J 1 ), the second part of the lemma is true.
Define q k = x k − x as the quantity we are interested in. Using the Taylor expansion
Rearranging terms, we find that
and we want to relate this to q k . The term P N (J k ) ( x − x c ) has been analyzed in [5] and we have
The remaining part is then B k f and in order to simplify the notation, we skip the index k.
Proof. We have
From Lemma 3.1 and J T 1 f 1 = 0 we have
In the same way, from Lemma 3.1 and J
2 f 2 = 0 we find the second term of B f in the lemma.
We immediately get the following theorem describing the local convergence of our truncated Gauss-Newton method. 
, and
Proof. The theorem is evident from the earlier discussion if we use the fact that
Tikhonov regularization
For an unconstrained ill-posed nonlinear least squares problem it is possible to use the regularized problem
If this problem is linearized, a Gauss-Newton method is attained where the search direction p can be found by solving the linear problem (47) min
The augmented system corresponding to (47) is
Note the skew symmetric structure of the system matrix. By using the SVD of J, it is easy to show that if p(µ) solves (47), then p(0) = lim µ→0 p(µ) solves the least norm problem min p
. In other words, for an exactly rank-deficient matrix J we get the solution to the corresponding truncated problem and locally a Tikhonov method has exactly the same properties as a truncated Gauss-Newton method.
Unfortunately, it is not that easy in the constrained case. One possible generalization of the Tikhonov regularization in (47) is to consider the penalty problem
A Gauss-Newton method based on this formulation gives the weighted linear least squares problem (49) min
The augmented system corresponding to this regularized problem looks like
We have the following theorem.
Theorem 4.1. Let p(µ) be the solution of (49). Then lim µ→0 p(µ) = p(0) where p(0) is the solution of (18).
Proof. Consider the augmented system in (50) and make a transformation of J to the normal form just as in the proof of Theorem 3.3. Then we get  This looks very promising but the approach seems inappropriate in a GaussNewton method for exactly rank-deficient problems (in the almost rank-deficient case this form of regularization is quite possible). The reason is very simple. Assume that we use the weighted problem (49) with a very small µ on a rank-deficient problem. Then the local convergence rate (see [9] ) will be determined by
where q k = x k − x and the other quantities are defined in Theorem 3.4. Moreover, [λ 1 ; r 2 ] from (50) will not be a good estimate of the Lagrange parameter λ. The vector λ 1 will be very large because λ 12 is large in (51) (unless f 12 is very small which is unlikely). Therefore, we cannot generally get convergence with this kind of method and we will show this in the computational experiments.
There is another way to regularize the linearized problem that will make the Gauss-Newton method locally convergent. Consider the augmented system (43). This is no more than the least norm problem to an underdetermined linear system of equations and it is perfectly adequate, at least from a theoretical point of view, to use the regularized problem (52) min
where y c = [0; 0; p c ] in order to correspond to (18). A more interesting formulation of problem (52) is attained by using the augmented system as a linear least squares problem, i.e. Table 2 . The results for the Tikhonov method based on (49). At the beginning of the iterations the method seems to converge but then it diverges. The next test is performed using the Tikhonov method based on (49) where we choose µ k+1 = µ k /4. The information from the iterations is shown in Table 2 . As the theory reveals, it is not possible to get convergence, although there is some progress for a few iterations.
The next method to test is the modified Tikhonov method described in the end of Section 4; see (52). Now the convergence is much better, as shown in Table 3 . The method converges with the actual convergence rate not far from the theoretical. However, the way of decreasing µ is not obvious. It is certainly possible to decrease µ so that an even greater agreement with the theory is achieved.
Finally, we have tested the truncated method for a larger problem using the dimensions m 2 = 300, m 1 = 200, s = 20, r = 80, and n = 100. The problem generated has the same curvatures as in the previous tests. Thus K = 0.3, and we can expect a linear convergence rate equal to 0.3. As is shown in Table 4 , the method converges with a rate rather close to the expected. Since this problem is larger, more iteration steps are required to get a rate very close to 0.3. This test shows that our proposed truncated method is able to solve medium-size problems efficiently and also large problems if sufficient computing resources are available. We have considered local properties for the Gauss-Newton method on rankdeficient nonlinear least squares problems with rank-deficient nonlinear constraints.
The local convergence properties for a truncated Gauss-Newton method is well understood. It seems quite possible to construct a Gauss-Newton method that has global convergence as well as fast local convergence.
The Tikhonov regularization based on the least norm problem for the augmented system may be used for rank-deficient problems. Moreover, this approach seems suitable also in the case of an ill-posed problem where the Jacobians are almost (not exactly) rank-deficient. Exciting future work could be to explore this Tikhonov regularization. In the unconstrained case it is necessary to have a clear gap in the singular values in order to be able to analyze the problem properly. A similar assumption is most probably needed in the constrained case even if the matter is more complex. Other important and difficult questions to be answered are the choice of regularization parameter, merit function and an efficient solution of the linear least squares problem (52).
