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Abstract. This is the fourth (and last) prepublication version of a book on
derived categories, that will be published by Cambridge University Press. The
purpose of the book is to provide solid foundations for the theory of derived
categories, and to present several applications of this theory in commutative
and noncommutative algebra. The emphasis is on constructions and examples,
rather than on axiomatics.
Here is a brief description of the book. After a review of standard facts
on abelian categories, we study differential graded algebra in depth (including
DG rings, DG modules, DG categories and DG functors).
We then move to triangulated categories and triangulated functors between
them, and explain how they arise from the DG background. Specifically, we
talk about the homotopy category K(A,M) of DG A-modules in M, where A
is a DG ring and M is an abelian category. The derived category D(A,M) is
the localization of K(A,M) with respect to the quasi-isomorphisms. We define
the left and right derived functors of a triangulated functor, and prove their
uniqueness. Existence of derived functors relies on having enough K-injective,
K-projective or K-flat DG modules, as the case may be. We give constructions
of resolutions by such DG modules in several important algebraic situations.
There is a detailed study of the derived Hom and tensor bifunctors, and
the related adjunction formulas. We talk about cohomological dimensions of
functors and how they are used.
The last sections of the book are more specialized. There is a section on
dualizing and residue complexes over commutative noetherian rings, as defined
by Grothendieck. We introduce Van den Bergh rigidity in this context. The
algebro-geometric applications of commutative rigid dualizing complexes are
outlined.
A section is devoted to perfect DG modules and tilting DG bimodules over
NC (noncommutative) DG rings. This includes theorems on derived Morita
theory and on the structure of the NC derived Picard group.
Three sections are on NC connected graded rings. In the first of them we
give some basic definitions and results on algebraically graded rings, including
Artin-Schelter regular rings. The second section is on derived torsion for NC
connected graded rings, it relation to the χ condition of Artin-Zhang, and the
NC MGM Equivalence. In the third section we introduce balanced dualizing
complexes, and we prove their uniqueness, existence and trace functoriality.
The final section of the book is on NC rigid dualizing complexes, following
Van den Bergh. We prove the uniqueness and existence of these complexes,
give a few examples, and discuss their relation to Calabi-Yau rings.
Feedback from readers (corrections and suggestions) is most welcome.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
1
ar
X
iv
:1
61
0.
09
64
0v
4 
 [m
ath
.C
T]
  1
4 A
pr
 20
19

Derived Categories | Amnon Yekutieli | 14 Apr 2019
Contents
0. Introduction 7
0.1. On the Subject 7
0.2. A Motivating Discussion: Duality 9
0.3. On the Book 13
0.4. Synopsis of the Book 14
0.5. What Is Not in the Book 22
0.6. Prerequisites and Recommended Bibliography 23
0.7. Credo, Writing Style and Goals 23
0.8. Acknowledgments 24
1. Basic Facts on Categories 25
1.1. Set Theory 25
1.2. Notation and Conventions 25
1.3. Epimorphisms and Monomorphisms 26
1.4. Products and Coproducts 27
1.5. Equivalence of Categories 28
1.6. Bifunctors 29
1.7. Representable Functors 29
1.8. Inverse and Direct Limits 30
2. Abelian Categories and Additive Functors 33
2.1. Linear Categories 33
2.2. Additive Categories 33
2.3. Abelian Categories 34
2.4. A Method for Producing Proofs in Abelian Categories 38
2.5. Additive Functors 42
2.6. Projective Objects 46
2.7. Injective Objects 47
3. Differential Graded Algebra 51
3.1. Graded Algebra 51
3.2. DG K-Modules 58
3.3. DG Rings and Modules 59
3.4. DG Categories 62
3.5. DG Functors 64
3.6. Complexes in Abelian Categories 65
3.7. The Long Exact Cohomology Sequence 66
3.8. The DG Category C(A,M) 71
3.9. Contravariant DG Functors 74
4. Translations and Standard Triangles 79
4.1. The Translation Functor 79
4.2. The Standard Triangle of a Strict Morphism 82
4.3. The Gauge of a Graded Functor 83
4.4. The Translation Isomorphism of a DG Functor 84
4.5. Standard Triangles and DG Functors 85
4.6. Examples of DG Functors 87
5. Triangulated Categories and Functors 91
5.1. Triangulated Categories 91
5.2. Triangulated and Cohomological Functors 94
5.3. Some Properties of Triangulated Categories 96
5.4. The Homotopy Category is Triangulated 102
5.5. From DG Functors to Triangulated Functors 109
5.6. The Opposite Homotopy Category is Triangulated 110
6. Localization of Categories 113
3
Derived Categories | Amnon Yekutieli | 14 Apr 2019
6.1. The Formalism of Localization 113
6.2. Ore Localization 114
6.3. Localization of Linear Categories 124
7. The Derived Category D(A,M) 127
7.1. Localization of Triangulated Categories 127
7.2. Definition of the Derived Category 132
7.3. Boundedness Conditions in K(A,M) 135
7.4. Thick Subcategories of M 138
7.5. The Embedding of M in D(M) 139
7.6. The Opposite Derived Category is Triangulated 140
8. Derived Functors 143
8.1. 2-Categorical Notation 143
8.2. Functor Categories 145
8.3. Abstract Derived Functors 147
8.4. Triangulated Derived Functors 155
8.5. Contravariant Triangulated Derived Functors 162
9. DG and Triangulated Bifunctors 165
9.1. DG Bifunctors 165
9.2. Triangulated Bifunctors 167
9.3. Derived Bifunctors 171
10. Resolving Subcategories of K(A,M) 175
10.1. K-Injective DG Modules 175
10.2. K-Projective DG Modules 179
10.3. K-Flat DG Modules 181
10.4. Opposite Resolving Subcategories 182
11. Existence of Resolutions 185
11.1. Direct and Inverse Limits of Complexes 185
11.2. Totalizations 187
11.3. K-Projective Resolutions in C−(M) 194
11.4. K-Projective Resolutions in C(A) 200
11.5. K-Injective Resolutions in C+(M) 208
11.6. K-Injective Resolutions in C(A) 214
12. Adjunctions, Equivalences and Cohomological Dimension 221
12.1. Boundedness Conditions Revisited 221
12.2. The Bifunctor RHom 223
12.3. The Bifunctor ⊗L 225
12.4. Cohomological Dimensions of Functors and Objects 227
12.5. Theorems on Functors Satisfying Finiteness Conditions 231
12.6. Derived Restriction, Induction and Coinduction Functors 235
12.7. DG Ring Quasi-Isomorphisms 238
12.8. Existence of DG Ring Resolutions 240
12.9. The Derived Tensor-Evaluation Morphism 245
12.10. Hom-Tensor Formulas for Weakly Commutative DG Rings 248
13. Dualizing Complexes over Commutative Rings 253
13.1. Dualizing Complexes 253
13.2. Interlude: The Matlis Classification of Injective Modules 263
13.3. Residue Complexes 265
13.4. Van den Bergh Rigidity 273
13.5. Rigid Dualizing and Residue Complexes 280
14. Perfect and Tilting DG Modules over NC DG Rings 285
14.1. Algebraically Perfect DG Modules 285
14.2. Derived Morita Theory 295
4
Derived Categories | Amnon Yekutieli | 14 Apr 2019
14.3. DG Bimodules over K-Flat DG Rings 302
14.4. Tilting DG Bimodules 308
14.5. Tilting Bimodule Complexes over Rings 314
15. Algebraically Graded Noncommutative Rings 323
15.1. Categories of Algebraically Graded Modules 323
15.2. Properties of Algebraically Graded Modules 331
15.3. Resolutions and Derived Functors 338
15.4. Artin-Schelter Regular Graded Rings 345
16. Derived Torsion over NC Graded Rings 351
16.1. Quasi-Compact Finite Dimensional Functors 351
16.2. Weakly Stable and Idempotent Copointed Functors 355
16.3. Graded Torsion: Weak Stability and Idempotence 358
16.4. Representability of Derived Torsion 367
16.5. Symmetry of Derived Torsion 371
16.6. NC MGM Equivalence 377
17. Balanced Dualizing Complexes over NC Graded Rings 385
17.1. Graded NC Dualizing Complexes 385
17.2. Balanced DC: Definition, Uniqueness and Local Duality 389
17.3. Balanced DC: Existence 392
17.4. Balanced Trace Morphisms 402
18. Rigid Noncommutative Dualizing Complexes 411
18.1. Noncommutative Dualizing Complexes 411
18.2. Rigid NC DC: Definition and Uniqueness 418
18.3. Interlude: Graded Rings of Laurent Type 425
18.4. Graded Rigid NC DC 429
18.5. Filtered Rings and Existence of Rigid NC DC 435
18.6. Twisted Calabi-Yau Rings 440
References 447
Index 454
5

Derived Categories | Amnon Yekutieli | 14 Apr 2019
0. Introduction
0.1. On the Subject. Derived categories were introduced by A. Grothendieck
and J.-L.Verdier around 1960, and were first published in the book [62] by R.
Hartshorne. The basic idea was as follows. They had realized that the derived
functors of classical homological algebra, namely the functors RqF, LqF : M → N
derived from an additive functor F : M → N between abelian categories, are too
limited to allow several rather natural manipulations. Perhaps the most impor-
tant operation that was lacking was the composition of derived functors; the best
approximation of it was a spectral sequence.
The solution to the problem was to invent a new category, starting from a given
abelian categoryM. The objects of this new category are the complexes of objects of
M. These are the same complexes that play an auxiliary role in classical homological
algebra, as resolutions of objects of M. The complexes form a category C(M), but
this category is not sufficiently intricate to carry in it the information of derived
functors. So it must be modified.
A morphism φ : M → N in C(M) is called a quasi-isomorphism if in each degree
q the cohomology morphism Hq(φ) : Hq(M)→ Hq(N) in M is an isomorphism. The
modification that is needed is to make the quasi-isomorphisms invertible. This is
done by a formal localization procedure, and the resulting category (with the same
objects as C(M)) is the derived category D(M). There is a functor Q : C(M) →
D(M), which is the identity on objects, and it has a universal property (it is initial
among the functors that send the quasi-isomorphisms to isomorphisms). A theorem
(analogous to Ore localization in noncommutative ring theory) says that every
morphism θ in D(M) can be written as a simple left or right fraction:
(0.1.1) θ = Q(ψ0)−1 ◦Q(φ0) = Q(φ1) ◦Q(ψ1)−1,
where φi and ψi are morphisms in C(M), and ψi are quasi-isomorphisms.
The cohomology functors Hq : D(M) → M, for all q ∈ Z, are still defined. It
turns out that the functor M→ D(M), that sends an object M to the complex M
concentrated in degree 0, is fully faithful.
The next step is to say what is a left or a right derived functor of an additive
functor F : M → N. The functor F can be extended in an obvious manner to a
functor on complexes F : C(M)→ C(N). A right derived functor of F is a functor
(0.1.2) RF : D(M)→ D(N),
together with a morphism of functors ηR : QN ◦F → RF ◦QM. The pair (RF, ηR)
has to be initial among all such pairs. The uniqueness of such a functor RF , up to a
unique isomorphism, is relatively easy to prove (using the language of 2-categories).
As for existence of RF , it relies on the existence of suitable resolutions (like the
injective resolutions in the classical situation). If these resolutions exist, and if the
original functor F is left exact, then there is a canonical isomorphism of functors
(0.1.3) RqF ∼= Hq ◦RF : M→ N
for every q ≥ 0.
The left derived functor
(0.1.4) LF : D(M)→ D(N)
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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is defined similarly. When suitable resolutions exist, and when F is right exact,
there is a canonical isomorphism of functors
(0.1.5) LqF ∼= H−q ◦LF : M→ N
for every q ≥ 0.
There are several variations: F could be a contravariant additive functor; or it
could be an additive bifunctor, contravariant in one or two of its arguments. In all
these situations the derived (bi)functors RF and LF can be defined.
The derived category D(M) is additive, but it is not abelian. The notion of short
exact sequence (in M and in C(M)) is replaced by that of distinguished triangle,
and thus D(M) is a triangulated category. The derived functors RF and LF are
triangulated functors, which means that they send distinguished triangles in D(M)
to distinguished triangles in D(N).
Already in classical homological algebra we are interested in the bifunctors
Hom(−,−) and (−⊗−). These bifunctors can also be derived. To simplify matters,
let’s assume that A is a commutative ring, and M = N = ModA, the category of
A-modules. We then have bifunctors
HomA(−,−) : (ModA)op × ModA → ModA
and
(−⊗A −) : ModA × ModA → ModA ,
where the superscript “op” denotes the opposite category, that encodes the con-
travariance in the first argument of Hom. In this situation all resolutions exist, and
we have the right derived bifunctor
(0.1.6) RHomA(−,−) : D(ModA)op × D(ModA) → D(ModA)
and the left derived bifunctor
(0.1.7) (−⊗LA −) : D(ModA) × D(ModA) → D(ModA) .
The compatibility with the classical derived bifunctors is this: there are canonical
isomorphisms
(0.1.8) ExtqA(M,N) ∼= Hq
(
RHomA(M,N)
)
and
(0.1.9) TorAq (M,N) ∼= H−q(M ⊗LA N)
for all M,N ∈ ModA and q ≥ 0.
This is what derived categories and derived functors are. As to what can be
done with them, here are some of the things we will explore in our book:
• Dualizing complexes and residue complexes over noetherian commutative
rings. Besides the original treatment from [62], that we present in detail
here, we also include Van den Bergh rigidity in the commutative setting,
that gives rise to rigid residue complexes.
• Perfect DG modules and tilting DG bimodules over noncommutative DG
rings, and a few variants of derived Morita Theory, including the Rickard-
Keller Theorem.
• Derived torsion and balanced dualizing complexes over connected graded NC
rings, and rigid dualizing complexes over NC rings, including a full proof of
the Van den Bergh Existence Theorem for NC rigid dualizing complexes.
A topic that is beyond the scope of this book, but of which we provide an outline
here, is:
• The rigid approach to Grothendieck Duality on noetherian schemes and
Deligne-Mumford stacks.
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Derived categories have important roles in several areas of mathematics; below
is a partial list. We will not be able to talk about any of these topics in our book,
so instead we give some references alongside each topic.
. D-modules, perverse sheaves, and representations of algebraic groups and
Lie algebras. See [16] and [27]. More recently the focus in this area is on
the Geometric Langlands Correspondence, that can only be stated in terms
of derived categories (see the survey [50]).
. Algebraic analysis, including differential, microdifferential and DQ mod-
ules (see [74], [134], [77]) and microlocal sheaf theory (see [75]), with its
application to symplectic topology (see [149], [110]).
. Representations of finite groups and quivers, including cluster algebras and
the Broué Conjecture. See [59], [84], [43].
. Birational algebraic geometry. This includes Fourier-Mukai transforms and
semi-orthogonal decompositions. See the surveys [64] and [103], and the
book [70].
. Homological mirror symmetry. It relates the derived category of coherent
sheaves on a complex algebraic variety X to the derived Fukaya category of
the mirror partner Y , which is a symplectic manifold. See Remark 3.8.22
and the online reference [88].
. Derived algebraic geometry. Here not only the category of sheaves is de-
rived, but also the underlying geometric objects (schemes or stacks). See
Example 6.2.35, Remark 6.2.38, and the references [99] and [152].
0.2. A Motivating Discussion: Duality. Let us now approach derived cate-
gories from another perspective, very different from the one taken in the previous
subsection, by considering the idea of duality in algebra.
We begin with something elementary: linear algebra. Take a field K. Given a
K-module M (i.e. a vector space), let D(M) := HomK(M,K), the dual module.
There is a canonical homomorphism
(0.2.1) evM : M → D(D(M)),
called Hom-evaluation, whose formula is evM (m)(φ) := φ(m) for m ∈ M and
φ ∈ D(M). If M is finitely generated then evM is an isomorphism (actually this is
“if and only if”).
To formalize this situation, let ModK denote the category of K-modules. Then
D : ModK→ ModK is a contravariant functor, and ev : Id→ D ◦D is a morphism
of functors (i.e. a natural transformation). Here Id is the identity functor of ModK.
Now let us replace K by some nonzero commutative ring A. Again we can define
a contravariant functor
(0.2.2) D : ModA→ ModA, D(M) := HomA(M,A),
and a morphism of functors ev : Id → D ◦ D. It is easy to see that evM : M →
D(D(M)) is an isomorphism if M is a finitely generated free A-module. Of course
we can’t expect reflexivity (i.e. evM being an isomorphism) if M is not finitely
generated; but what about a finitely generated module that is not free?
In order to understand this better, let us concentrate on the ring A = Z. Since
Z-modules are just abelian groups, the category ModZ is often denoted by Ab.
Let Abf be the full subcategory of finitely generated abelian groups. Every finitely
generated abelian group is of the form M ∼= T ⊕ F , with T finite and F free. (The
letters “T” and “F” stand for “torsion” and “free” respectively.) It is important
to note that this is not a canonical isomorphism. There is a canonical short exact
sequence
(0.2.3) 0→ T φ−→M ψ−→ F → 0
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in Abf , but the decomposition M ∼= T ⊕F comes from choosing a splitting σ : F →
M of this sequence.
Exercise 0.2.4. Prove that the exact sequence (0.2.3) is functorial; namely there
are functors T, F : Abf → Abf , and natural transformations φ : T → Id and
ψ : Id→ F , such that for each M ∈ Abf the group T (M) is finite, the group F (M)
is free, and the sequence of homomorphisms
(0.2.5) 0→ T (M) φM−−→M ψM−−→ F (M)→ 0
is exact.
Next, prove that there does not exist a functorial decomposition of a finitely
generated abelian group into a free part and a finite part. Namely, there is no
natural transformation σ : F → Id, such that for every M the homomorphism
σM : F (M)→M splits the sequence (0.2.5). (Hint: find a counterexample.)
We know that for a free finitely generated abelian group F there is reflexivity,
i.e. evF : F → D(D(F )) is an isomorphism. But for a finite abelian group T we
have D(T ) = HomZ(T,Z) = 0. Thus, for a group M ∈ Abf with a nonzero torsion
subgroup T , reflexivity fails: evM : M → D(D(M)) is not an isomorphism.
On the other hand, for an abelian group M we can define another sort of dual:
D′(M) := HomZ(M,Q/Z). There is a morphism of functors ev′ : Id → D′ ◦
D′. For a finite abelian group T the homomorphism ev′T : T → D′(D′(T )) is an
isomorphism; this can be seen by decomposing T into cyclic groups, and for a finite
cyclic group it is clear. So D′ is a duality for finite abelian groups. (We may view
the abelian group Q/Z as the group of roots of 1 in C, via the exponential function;
and then D′ becomes Pontryagin Duality.)
But for a finitely generated free abelian group F we get D′(D′(F )) = F̂ , the
profinite completion of F . So once more this is not a good duality for all finitely
generated abelian groups.
This is where the derived category enters. For every commutative ring A there is
the derived category D(ModA). Here is a very quick explanation of it, in concrete
terms – as opposed to the abstract point of view taken in the previous subsection.
Recall that a complex of A-modules is a diagram
(0.2.6) M =
(· · · →M−1 d−1M−−→M0 d0M−−→M1 → · · · )
in the category ModA. Namely the M i are A-modules, and the diM are homomor-
phisms. The condition is that di+1M ◦ diM = 0. We sometimes write M = {M i}i∈Z.
The collection dM = {diM}i∈Z is called the differential of M .
Given a second complex
N =
(· · · → N−1 d−1N−−→ N0 d0N−−→ N1 → · · · ),
a homomorphism of complexes φ : M → N is a collection φ = {φi}i∈Z of homo-
morphisms φi : M i → N i in ModA satisfying φi+1 ◦ diM = diN ◦ φi. The resulting
category is denoted by C(ModA).
The i-th cohomology of the complex M is
(0.2.7) Hi(M ) := Ker(diM ) / Im(di−1M ) ∈ ModA.
A homomorphism φ : M → N in C(ModA) induces homomorphisms Hi(φ) :
Hi(M ) → Hi(N ) in ModA. We call φ a quasi-isomorphism if all the homomor-
phisms Hi(φ) are isomorphisms.
The derived category D(ModA) is the localization of C(ModA) with respect
to the quasi-isomorphisms. This means that D(ModA) has the same objects as
10
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C(ModA). There is a functor
(0.2.8) Q : C(ModA)→ D(ModA)
which is the identity on objects, it sends quasi-isomorphisms to isomorphisms, and
it is universal for this property.
A single A-module M0 can be viewed as a complex M concentrated in degree 0:
M =
(· · · → 0 0−→M0 0−→ 0→ · · · ).
This turns out to be a fully faithful embedding
(0.2.9) ModA→ D(ModA).
The essential image of this embedding is the full subcategory of D(ModA) on the
complexes M whose cohomology is concentrated in degree 0. In this way we have
enlarged the category of A-modules. All this is explained in Sections 6-7 of the
book.
Here is a very important kind of quasi-isomorphism. SupposeM is an A-module
and
(0.2.10) · · · → P−2 d
−2
P−−→ P−1 d
−1
P−−→ P 0 ρ−→M → 0
is a projective resolution of it. We can viewM as a complex concentrated in degree
0, by the embedding (0.2.9). Define the complex
(0.2.11) P :=
(· · · → P−2 d−2P−−→ P−1 d−1P−−→ P 0 → 0→ · · · ),
concentrated in nonpositive degrees. Then ρ becomes a morphism of complexes
ρ : P → M . The exactness of the sequence (0.2.10) says that ρ is actually a
quasi-isomorphism. Thus Q(ρ) : P →M is an isomorphism in D(ModA).
Let us fix a complex R ∈ C(ModA). For every complex M ∈ C(ModA) we can
form the complex
D(M) := HomA(M,R) ∈ C(ModA).
This is the usual Hom complex (we recall it in Subsection 3.6). As M changes we
get a contravariant functor
D : C(ModA)→ C(ModA).
The functor D has a contravariant right derived functor
(0.2.12) RD : D(ModA)→ D(ModA).
If P is a bounded above complex of projective modules (like in formula (0.2.11)),
or more generally a K-projective complex (see Subsection 10.2), then there is a
canonical isomorphism
(0.2.13) RD(P ) ∼= D(P ) = HomA(P,R).
Every complex M admits a K-projective resolution ρ : P → M , and this allows
us to calculate RD(M). Indeed, because the morphism Q(ρ) : P → M is an
isomorphism in D(ModA), it follows that RD(Q(ρ)) : RD(M) → RD(P ) is an
isomorphism in D(ModA). And the complex RD(P ) is known by the canonical
isomorphism (0.2.13). All this is explained in Sections 8, 10 and 11 of the book.
It turns out that there is a canonical morphism
(0.2.14) evR : Id→ RD ◦ RD
of functors from D(ModA) to itself, called derived Hom-evaluation. See Subsection
13.1.
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Let us now return to the ring A = Z and the complex R = Z. So the functor D
is the same one we had in (0.2.2). Given a finitely generated abelian group M , we
want to calculate the complexes RD(M) and RD(RD(M)), and the morphism
(0.2.15) evRM : M → RD(RD(M))
in D(ModA). As explained above, for this we choose a projective resolution ρ :
P → M , and then we calculate the complexes RD(P ) and RD(RD(P )), and the
morphism evRP . For convenience we choose a projective resolution P of this shape:
P =
(· · · → 0→ P−1 d−1P−−→ P 0 → 0→ · · · )
=
(· · · → 0 −→ Zr1 a·(−)−−−−→ Zr0 −→ 0 · · · ) ,
where r0, r1 ∈ N and a is a matrix of integers. The complex RD(P ) is this:
RD(P ) ∼= D(P ) = HomZ(P ,Z) =
(· · · → 0 −→ Zr0 at ·(−)−−−−→ Zr1 −→ 0 · · · ),
a complex of free modules concentrated in degrees 0 and 1, with the transpose
matrix at as its differential.
Because RD(P ) ∼= D(P ) is itself a bounded complex of free modules, its derived
dual is
(0.2.16) RD(RD(P )) ∼= D(D(P )) = HomZ
(
HomZ(P ,Z),Z
)
.
Under the isomorphism (0.2.16), the derived Hom-evaluation morphism evRP in this
case is just the naive Hom-evaluation homomorphism evP : P → D(D(P )) in
C(ModZ) from (0.2.1); see Exercise 13.1.17. Because P 0 and P−1 are finite rank
free modules, it follows that evP is an isomorphism in C(ModZ). Therefore the
morphism evRM in D(ModZ) is an isomorphism. We see that RD is a duality that
holds for all finitely generated Z-modules M !
Actually, much more is true. Let us denote by Df(ModZ) the full subcategory of
D(ModZ) on the complexesM such that Hi(M) is finitely generated for all i. Then,
according to Theorem 13.1.18, evRM is an isomorphism for every M ∈ Df(ModZ).
It follows that
(0.2.17) RD : Df(ModZ)→ Df(ModZ)
is a duality (a contravariant equivalence). This is the celebrated Grothendieck
Duality.
Here is the connection between the derived duality RD and the classical dualities
D and D′. Take a finitely generated abelian group M , with short exact sequence
(0.2.3). There are canonical isomorphisms
H0(RD(M)) ∼= Ext0Z(M,Z) ∼= HomZ(M,Z) ∼= HomZ(F,Z) = D(F )
and
H1(RD(M)) ∼= Ext1Z(M,Z) ∼= Ext1Z(T,Z) ∼= D′(T ).
The cohomologies Hi(RD(M)) vanish for i 6= 0, 1. We see that if M is neither
free nor finite, then H0(RD(M)) and H1(RD(M)) are both nonzero; so that the
complex RD(M) is not isomorphic in D(ModZ) to an object of ModZ, under the
embedding (0.2.9).
Grothendieck Duality holds for many noetherian commutative rings A. A suffi-
cient condition is that A is a finitely generated ring over a regular noetherian ring
K (e.g. K = Z or a field). A complex R ∈ D(ModA) for which the contravariant
functor
(0.2.18) RD = RHomA(−, R) : Df(ModA)→ Df(ModA)
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is an equivalence is called a dualizing complex. (This is not quite accurate – see
Definition 13.1.9 for the precise technical conditions on R.) A dualizing complex
R over A is unique (up to a degree translation and tensoring with an invertible
module). See Theorems 13.1.18, 13.1.34 and 13.1.35.
Interestingly, the structure of the dualizing complex R depends on the geometry
of the ring A (i.e. of the affine scheme Spec(A)). If A is a regular ring (like Z) then
R = A is dualizing. If A is a Cohen-Macaulay ring (and Spec(A) is connected) then
R is a single A-module (up to a shift in degrees). But if A is a more singular ring,
then R must live in several degrees, as the next example shows.
Example 0.2.19. Consider the affine algebraic variety X ⊆ A3R which is the union
of a plane and a line that meet at a point, with coordinate ring
A = R[t1, t2, t3]/(t3 ·t1, t3 ·t2).
See figure 1. A dualizing complex R over A must live in two adjacent degrees;
namely there is some i such that both Hi(R) and Hi+1(R) are nonzero. This
calculation is worked out in full in Example 13.3.12.
Figure 1. An algebraic variety X that is connected but not
equidimensional, and hence not Cohen-Macaulay.
One can also talk about dualizing complexes over noncommutative rings. We
will do this in Sections 17 and 18.
0.3. On the Book. This book develops the theory of derived categories, starting
from the foundations, and going all the way to applications in commutative and
noncommutative algebra. The emphasis is on explicit constructions (with exam-
ples), as opposed to axiomatics. The most abstract concept we use is probably that
of an abelian category (which seems indispensable).
A special feature of this book is that most of the theory deals with the category
C(A,M) of DG A-modules in M, where A is a DG ring and M is an abelian category.
Here “DG” is short for “differential graded”, and our DG rings are more commonly
known as unital associative DG algebras. See Subsections 3.3 and 3.8 for the
definitions. The notion C(A,M) covers most important examples that arise in
algebra and geometry:
• The category C(A) of DG A-modules, for any DG ring A. This includes
unbounded complexes of modules over an ordinary ring A.
• The category C(M) of unbounded complexes in any abelian category M.
This includes M = ModA, the category of sheaves of A-modules on a
ringed space (X,A).
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The category C(A,M) is a DG category, and its DG structure determines the
homotopy category K(A,M) with its triangulated structure. We prove that every
DG functor F : C(A,M)→ C(B,N) induces a triangulated functor
(0.3.1) F : K(A,M)→ K(B,N)
between the homotopy categories.
We can now reveal that in the previous subsections we were a bit imprecise (for
the sake of simplifying the exposition): what we referred to there as C(M) was
actually the strict subcategory Cstr(M), whose morphisms are the degree 0 cocycles
in the DG category C(M). For the same reason the homotopy category K(M) was
suppressed there.
The derived category D(A,M) is obtained from K(A,M) by inverting the quasi-
isomorphisms. If suitable resolutions exist, the triangulated functor (0.3.1) can be
derived, on the left or on the right, to yield triangulated functors
(0.3.2) LF, RF : D(A,M)→ D(B,N).
We prove existence of K-injective, K-projective and K-flat resolutions in K(A,M)
in several important contexts, and explain their roles in deriving functors and in
presenting morphisms in D(A,M).
In the last six sections of the book we discuss a few key applications of derived
categories to commutative and noncommutative algebra.
There is a section-by-section synopsis of the book in subsection 0.4 of the Intro-
duction.
The book is based on notes for advanced courses given at Ben Gurion University,
in the academic years 2011-12, 2015-16 and 2016-17. The main sources for Sections
1-12 of the book are [62] and [75]; but the DG theory component is absent from
those earlier texts, and is pretty much our own interpretation of folklore results.
The material covered in Sections 13-18 is adapted from research papers.
0.4. Synopsis of the Book. Here is a section-by-section description of the mate-
rial in the book.
Sections 1-2. These sections are pretty much a review of the standard material
on categories and functors, especially abelian categories and additive functors, that
is needed for the book.
There is one new topic here – it is our sheaf tricks, in Subsection 2.4, that are a
“cheap substitute” for the Freyd-Mitchell Theorem, in the sense that they facilitate
proofs of various results in abstract abelian categories, yet they are themselves easy
to prove (and we provide these proofs).
A reader who is familiar with this material can skip these sections; yet we do rec-
ommend looking at our notational conventions, that are spelled out in Conventions
1.2.4 and 1.2.5.
Section 3. A good understanding of DG algebra (“DG” is short for “differential
graded”) is essential in our approach to derived categories. By DG algebra we mean
DG rings, DG modules, DG categories and DG functors. There do not exist (to
our knowledge) detailed textbook references for DG algebra. Therefore we have
included a lot of basic material in this section.
We work over a fixed nonzero commutative base ring K (e.g. a field or the ring
of integers Z). All linear operations (rings, categories, functors, etc.) are assumed
to be K-linear. A DG module is a module M with a direct sum decomposition
M =
⊕
i∈ZM
i into submodules, with a differential dM of degree 1 satisfying dM ◦
dM = 0. The grading on M is called cohomological grading. Tensor products of
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DG modules have signed braiding isomorphisms: for DG modules M and N , and
for homogeneous elements m ∈M i and n ∈ N j , we define
brM,N (m⊗ n) := (−1)i·j ·n⊗m ∈ N ⊗KM.
This braiding is usually referred to as the Koszul sign rule.
A DG category is a K-linear category C in which the morphism sets HomC(M,N)
are endowed with DG module structures, and the composition functions are DG
bilinear. There are two important sources of DG categories: the category C(M) of
complexes in a K-linear abelian category M, and the category of DG modules over a
central DG K-ring A (traditionally called a unital associative DG K-algebra). Since
we want to consider both setups, but we wish to avoid repetition, we have devised
a new concept that combines both: the DG category C(A,M) of DG A-modules in
M. By definition, a DG A-module in M is a pair (M,f), consisting of a complex
M ∈ C(M), together with a DG K-ring homomorphism f : A → EndM(M). The
morphisms in C(A,M) are the morphism in C(M) that respect the action of A.
When A = K we are in the case C(A,M) = C(M), and when M = ModK we are in
the case C(A,M) = C(A).
A morphism φ : M → N in C(A,M) is called a strict morphism if it is a degree 0
cocycle. The strict subcategory Cstr(A,M) is the subcategory of C(A,M) on all the
objects, and its morphisms are the strict morphisms. The strict category is abelian.
It is important to mention that C(A,M) has more structure than just a DG cate-
gory. Here the objects have DG structures too, and there is the cohomology functor
H : Cstr(A,M)→ Gstr(M), where the latter is the category of graded objects in M.
The cohomology functor determines the quasi-isomorphisms: these are the mor-
phisms ψ in Cstr(A,M) s.t. H(ψ) is an isomorphism. The set of quasi-isomorphisms
is denoted by S(A,M).
Section 4. We talk about the translation functor and standard triangles in C(A,M).
This section consists mostly of new material, some of it implicit in the paper [25]
on pretriangulated DG categories.
The translation T(M) of a DG module M is the usual one (a shift by 1 in
degree, and differential −dM ). A calculation shows that T : C(A,M)→ C(A,M) is
a DG functor. We introduce the “little t operator”, which is an invertible degree
−1 morphism t : Id → T of DG functors from C(A,M) to itself. The operator t
facilitates many calculations.
A morphism φ : M → N in Cstr(A,M) gives rise to the standard triangle
M
φ−→ N eφ−→ Cone(φ) pφ−→ T(M)
in Cstr(A,M). As a graded module the standard cone is
Cone(φ) := N ⊕ T(M) =
[
N
T(M)
]
,
written as a column module. The differential of Cone(φ) is left multiplication by
the matrix of degree 1 operators
dCone :=
[
dN φ ◦ t−1M
0 dT(M)
]
Consider a DG functor
(0.4.1) F : C(A,M)→ C(B,N),
where B is another DG ring and N is another abelian category. In Theorem 4.4.3
we show that there is a canonical isomorphism
(0.4.2) τF : F ◦ T '−→ T ◦F
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of functors Cstr(A,M) → Cstr(B,N), called the translation isomorphism. The pair
(F, τF ) is called a T-additive functor. Then, in Theorem 4.5.5, we prove that F
sends standard triangles in Cstr(A,M) to standard triangles in Cstr(B,N).
We end this section with several examples of DG functors. These examples are
prototypes – they can be easily extended to other setups.
Section 5. We start with the theory of triangulated categories and triangulated
functors, mainly following [62]. Because the octahedral axiom plays no role in our
book, we give it minimal attention.
The homotopy category K(A,M) has the same objects as C(A,M), and its mor-
phisms are
HomK(A,M)(M,N) := H0
(
HomC(A,M)(M,N)
)
.
There is a functor P : Cstr(A,M) → K(A,M), which is the identity on objects and
surjective on morphisms.
In Subsection 5.4 we prove that the homotopy category K(A,M) is triangulated.
Its distinguished triangles are the triangles that are isomorphic to the images under
the functor P of the standard triangles in Cstr(A,M).
Theorem 5.5.1 says that given a DG functor F as in (0.4.1), with translation
isomorphism τF from (0.4.2), the T-additive functor
(0.4.3) (F, τF ) : K(A,M)→ K(B,N)
is triangulated. This seems to be a new result, unifying well-known yet disparate
examples.
In Subsection 5.6 we put a triangulated structure on the opposite homotopy
category K(A,M)op. We prove that a contravariant DG functor F , like (0.4.1) but
with source C(A,M)op, induces a contravariant triangulated functor (F, τF ), like
(0.4.3) but with source K(A,M)op.
Section 6. In this section we take a close look at localization of categories. We give
a detailed proof of the theorem on Ore localization (also known as noncommutative
localization). We then prove that the localization KS of a linear category K at a
denominator set S is a linear category too, and the localization functor Q : K→ KS
is linear.
Section 7. We begin by proving that if K is a triangulated category and S ⊆ K
is a denominator set of cohomological origin, then the localized category KS is
triangulated, and the localization functor Q : K→ KS is triangulated.
In the case of the triangulated category K(A,M), and the quasi-isomorphisms
S(A,M) in it, we get the derived category
(0.4.4) D(A,M) := K(A,M)S(A,M),
and the triangulated localization functor
(0.4.5) Q : K(A,M)→ D(A,M).
We look at the full subcategory K?(A,M) of K(A,M) corresponding to a bound-
edness condition ? ∈ {+,−,b}. We prove that when the DG ring A is nonpositive,
the localization D?(A,M) of K?(A,M) with respect to the quasi-isomorphisms in
it embeds fully faithfully in D(A,M). We also prove that the obvious functor
M→ D(M) is fully faithful.
The section ends with a study of the triangulated structure of the opposite
derived category D(A,M)op.
Section 8. In this section we talk about derived functors. To make the defini-
tions of derived functors precise, we introduce some 2-categorical notation here (in
Subsections 8.1-8.2).
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In Subsection 8.3 we look at abstract derived functors. Namely, K and E are
categories (without any extra structure), F : K → E is a functor, and S ⊆ K
is a multiplicatively closed set of morphisms. The localization of K w.r.t. S is
Q : K → KS. A right derived functor of F w.r.t. S is a pair (RF, ηR), where
RF : KS → E is a functor, and ηR : F → RF ◦ Q is a morphism of triangulated
functors. The pair (RF, ηR) has a universal property (it is initial among all such
pairs), making it unique up to a unique isomorphism. The left derived functor
(LF, ηL) is defined similarly.
We provide a general existence theorem for derived functors. For the right de-
rived functor RF , existence is proved when S is a left denominator set, and there
exists a full subcategory J ⊆ K which is F -acyclic and right-resolves all objects of
K. Likewise, for the left derived functor LF we prove existence when S is a right
denominator set, and there exists a full subcategory P ⊆ K which is F -acyclic and
left-resolves all objects of K.
In Subsection 8.4 we specialize to triangulated derived functors. Here K and E
are triangulated categories, F : K → E is a triangulated functor, and S ⊆ K is
a multiplicatively closed set of cohomological origin (i.e. S consists of the quasi-
isomorphisms w.r.t. some cohomological functor H : K → M). The right and left
derived functors RF,LF : KS → E are defined like in the abstract setting, and their
uniqueness is also proved the same way. Existence requires resolving subcategories
J,P ⊆ K as above, that are also full triangulated subcategories.
The section is concluded with a discussion of contravariant triangulated derived
functors.
Section 9. This section is devoted to DG and triangulated bifunctors. We prove
that a DG bifunctor
F : C(A1,M1)× C(A2,M2)→ C(B,N)
induces a triangulated bifunctor
(F, τ1, τ2) : K(A1,M1)×K(A2,M2)→ K(B,N).
Then we define left and right derived bifunctors, and prove their uniqueness and
existence, under suitable conditions. Bifunctors that are contravariant in one or
two of the arguments are also studied.
Section 10. Here we define K-injective and K-projective objects in K(A,M), and
also K-flat objects in K(A). These constitute full triangulated subcategories of
K(A,M), and we refer to them as resolving subcategories. The category K?(A,M)inj
of K-injectives in K?(A,M), for a boundedness condition ?, plays the role of the
category J in Section 8 above, and the category of K-projectives K?(A,M)prj plays
the role of the category P there. The K-flat DG modules are acyclic for the tensor
functor.
Furthermore, we prove that the functors Q : K?(A,M)inj → D?(A,M) and Q :
K?(A,M)prj → D?(A,M), see equation (0.4.5), are fully faithful.
Section 11. In this section we prove existence of K-injective, K-projective and
K-flat resolutions in several important cases of C?(A,M) :
• K-projective resolutions in C−(M), where M is an abelian category with
enough projectives. This is classical (i.e. it is already in [62]).
• K-projective resolutions in C(A), where A is any DG ring. This includes
the category of unbounded complexes of modules over a ring A.
• K-injective resolutions in C+(M), where M is an abelian category with
enough injectives. This is classical too.
• K-injective resolutions in C(A), where A is any DG ring.
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Our proofs are explicit, and we use limits of complexes cautiously (since this is
known to be a pitfall). We follow several sources: [62], [143], [79], [75] and private
notes provided by B. Keller.
Section 12. This section is quite varied. In Subsections 12.2-12.3 there is a detailed
look at the derived bifunctors RHom(−,−) and (−⊗L −).
Next, in Subsection 12.4, we study cohomological dimensions of functors. This is
a refinement of the notion of way-out functor from [62]. It is used in Subsection 12.5
to prove a few theorems about triangulated functors, such as a sufficient condition
for a morphism ζ : F → G of triangulated functors to be an isomorphism.
In Subsections 12.6-12.7 we study several adjunction formulas that involve the
bifunctors RHom(−,−) and (− ⊗L −). We define derived forward adjunction and
derived backward adjunction. These adjunction formulas hold for arbitrary DG
rings (without any commutativity or boundedness conditions). We prove that if
A→ B is a quasi-isomorphism of DG rings, then the restriction functor RestB/A :
D(B)→ D(A) is an equivalence, and it respects the derived bifunctors RHom(−,−)
and (−⊗L −).
Resolutions of DG rings are important in several contexts. In Subsection 12.8
we provide a full proof that given a DG K-ring A, there exists a noncommutative
semi-free DG ring resolution A˜→ A over K.
In Subsection 12.9 there is a very general theorem providing sufficient conditions
for the derived tensor-evaluation morphism
(0.4.6) evR,LL,M,N : RHomA(L,M)⊗LB N → RHomA(L,M ⊗LB N)
in D(K) to be an isomorphism. Here A and B are DG K-rings, L ∈ D(A), M ∈
D(A⊗K Bop) and N ∈ D(B).
Lastly, in Subsection 12.10 we present some adjunction formulas that pertain
only to weakly commutative DG rings.
Section 13. This section starts (in the first three subsections) by retelling the
material in [62] on dualizing complexes and residue complexes over noetherian com-
mutative rings.
A complex R ∈ D(A) is called dualizing if it has finitely generated cohomology
modules, finite injective dimension, and the derived Morita property, which says
that the derived homothety morphism
(0.4.7) hmRR : A→ RHomA(R,R)
in D(A) is an isomorphism. (This is a variant of the derived Hom-evaluation mor-
phism evRM from equation (0.2.15), with M = A.)
To a dualizing complex R we associate the duality functor
D := RHomA(−, R) : D(A)op → D(A).
The duality functor induces an equivalence of triangulated categories D : Df(A)op
→ Df(A). Here Df(A) is the full subcategory of D(A) on the complexes with finitely
generated cohomology modules.
A residue complex is a dualizing complex K that consists of injective modules
of the correct multiplicity in each degree. If R = K is a residue complex, then the
associated duality functor is D = HomA(−,K).
We prove uniqueness of dualizing complexes over a noetherian commutative ring
A (up to the obvious twists), and existence when A is essentially finite type over a
regular noetherian ring K. In this book the adjective “regular noetherian” includes
the condition that K has finite Krull dimension.
There is a stronger uniqueness property for residue complexes. Residue com-
plexes exist whenever dualizing complexes exist: given a dualizing complex R, its
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minimal injective resolution K is a residue complex. To understand residue com-
plexes we review the Matlis classification of injective A-modules.
In remarks we provide sketches of Matlis Duality, Local Duality and the inter-
pretation of Cohen-Macaulay complexes as perverse modules.
In the last two subsections we talk about Van den Bergh rigidity. Let K be a
regular noetherian ring, and let A be a flat essentially finite type (FEFT) K-ring.
(The flatness condition is just to simplify matters; see Remark 13.4.24.) Given a
complex M ∈ D(A), its square relative to K is the complex
SqA/K(M) := RHomA⊗KA(A,M ⊗LKM) ∈ D(A).
We prove that SqA/K is a quadratic functor. A rigid complex over A relative to K
is a pair (M,ρ), where M ∈ D(A) and ρ : M '−→ SqA/K(M) is an isomorphism in
D(A), called a rigidifying isomorphism. Given another rigid complex (N, σ), a rigid
morphism between them is a morphism φ : M → N in D(A) such that the diagram
(0.4.8) M
φ

ρ
// SqA/K(M)
SqA/K(φ)

N
σ // SqA/K(N)
in D(A) is commutative. We prove that if (M,ρ) is a rigid complex such that M
has the derived Morita property, then the only rigid automorphism of (M,ρ) is the
identity.
A rigid dualizing complex over A relative to K is a rigid complex (R, ρ) such that
R is a dualizing complex. We prove that if A has a rigid dualizing complex, then it
is unique up to a unique rigid isomorphism. Existence of a rigid dualizing complex
is harder to prove, and we just give a reference to it.
A rigid residue complex over A relative to K is a rigid complex (K, ρ) such that
K is a residue complex. These always exist, and they are unique in the following
very strong sense: if (K′, ρ′) is another rigid residue complex, then there is a unique
isomorphism φ : K '−→ K′ in Cstr(A), such that Q(φ) is a rigid isomorphism in
D(A).
We end this section with two remarks (Remark 13.5.18 and 13.5.19) that ex-
plain how rigid residue complexes allow a new approach to residues and duality on
schemes and Deligne-Mumford stacks, with references.
Section 14. We begin (in Subsection 14.1) with a systematic study of algebraically
perfect DG modules over a NC DG ring A. The abbreviation “NC” stands for
“noncommutative”. By definition, a DG module L ∈ D(A) is called algebraically
perfect if it belongs to the saturated full triangulated subcategory ofD(A) generated
by the DG module A. We give several characterizations of algebraically perfect DG
modules; one of them is that L is a compact object of D(A). When A is a ring, we
prove that L is algebraically perfect if and only if it is isomorphic, in D(A), to a
bounded complex of finitely generated projective A-modules.
In Subsection 14.2 we prove the following Derived Morita Theorem, Theorem
14.2.29: Let E ⊆ D(A) be a full triangulated subcategory which is closed under
infinite direct sums, let P be a compact generator of E which is either K-projective or
K-injective, and let B := EndA(P )op. Then the functor RHomA(P,−) : E→ D(B)
is an equivalence of triangulated categories, with quasi-inverse P ⊗LB (−).
From Subsection 14.3 to the end of this section we assume that the DG rings in
question are K-flat over the base ring K. Note that every DG K-ring A admits a
NC semi-free DG ring resolution A˜→ A. The DG ring A˜ is K-flat over K, and the
restriction functor D(A) → D(A˜) is an equivalence of triangulated categories; so
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the flatness restriction can be circumvented. Subsection 14.3 contains some basic
constructions of derived functors between categories of DG bimodules (that require
the flatness over the base ring).
Next, in Subsection 14.4, we define tilting DG bimodules. A DG bimodule
T ∈ D(B ⊗K Aop) is called a tilting DG B-A-bimodule if there exists some S ∈
D(A ⊗K Bop) with isomorphisms S ⊗LB T ∼= A in D(Aen) and T ⊗LA S ∼= B in
D(Ben). Here Aen := A⊗K Aop is the enveloping DG ring of A, and likewise Ben.
Among other results, we prove that T ∈ D(B ⊗K Aop) is tilting if and only if T
is a compact generator on the B side (i.e. it is a compact generator of D(B)),
and it has the NC derived Morita property on the B side, namely the canonical
morphism A → RHomB(T, T ) in D(Aen) is an isomorphism. We also prove the
Rickard-Keller Theorem, asserting that if A and B are rings, and there exists a
K-linear equivalence of triangulated categories D(A) → D(B), then there exists a
tilting DG B-A-bimodule.
Lastly, in Subsection 14.5, we introduce the NC derived Picard group DPicK(A)
of a flat K-ring A. The structure of this group is calculated when A is either local
or commutative.
Section 15. This section, as well as Sections 16 and 17, are on algebraically graded
rings, which is our name for Z-graded rings that have lower indices and do not
involve the Koszul sign rule. (This is in contrast with the cohomologically graded
rings mentioned above, that underly DG rings). Simply put, these are the usual
graded rings that one encounters in textbooks on commutative and noncommutative
algebra. With few exceptions, the base ring K in the four final sections of the book
is a field.
Let A =
⊕
i∈ZAi be an algebraically graded central K-ring. In Section 15 we
define the category of algebraically graded A-modules M(A, gr). Its objects are
the algebraically graded (left) A-modules M =
⊕
i∈ZMi, and the homomorphisms
are the degree 0 A-linear homomorphisms. It is a K-linear abelian category. We
talk about finiteness in the algebraically graded context, and about various kinds
of homological properties, such as graded-injectivity.
The category of complexes with entries in M(A, gr) is the DG category
C(A, gr) := C
(
M(A, gr)
)
. Its objects are bigraded: a complex M ∈ C(A, gr)
has a direct sum decomposition M =
⊕
i,jM
i
j into K-modules. Here i is the
cohomological degree and j is the algebraic degree. The differential goes like this:
dM : M ij →M i+1j .
Just like for any other abelian category, we have the derived category D(A, gr) :=
D
(
M(A, gr)
)
. This is a triangulated category. We present (quickly) the alge-
braically graded variants of K-projective resolutions etc., and the relevant derived
functors.
Special emphasis is given to connected graded rings. An algebraically graded ring
A is called connected if A =
⊕
i∈NAi, A0 = K, and each Ai is a finite K-module.
In a connected graded ring A there is the augmentation ideal m :=
⊕
i>0Ai. We
view A/m ∼= K as a graded A-bimodule.
Among the connected graded rings we single out the Artin-Schelter regular graded
rings. A noetherian connected graded ring A is called AS regular if it has finite
graded global dimension, and if there are isomorphisms
(0.4.9) RHomA(K, A) ∼= RHomAop(K, A) ∼= K(l)[−n]
in D(K) for some integers l and n. One of the results is that if A is a noetherian
connected graded ring, a ∈ A is a regular central homogeneous element of positive
degree, and the ring B := A/(a) is AS regular, then A is also AS regular.
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Section 16. Let A be a connected graded ring over the base field K, with augmen-
tation ideal m. In this section we study derived m-torsion, both for complexes of
graded A-modules and for complexes of graded bimodules. By this we mean that,
taking a second graded ring B, we look at the triangulated functor
RΓm : D(A⊗K Bop, gr)→ D(A⊗K Bop, gr).
One of the main results (Theorem 16.4.3) says that if A is a left noetherian
connected graded ring, and if the functor RΓm has finite cohomological dimension,
then there is a functorial isomorphism
(0.4.10) evR,Lm,M : P ⊗LAM '−→ RΓm(M)
for M ∈ D(A⊗K Bop, gr), where
(0.4.11) P := RΓm(A) ∈ D(Aen, gr).
We also prove the NC MGM Equivalence in the connected graded context (see
Theorem 16.6.32).
The χ condition of M. Artin and J.J. Zhang is introduced in Subsection 16.5. We
study how this condition interacts with derived torsion. To a complex of graded A-
bimodules, namely an object ofD(Aen, gr), we can also apply derived m-torsion from
the right side, thus obtaining a complex RΓmop(M) ∈ D(Aen, gr). Theorem 16.5.27
says that if A is a noetherian connected graded ring of finite local cohomological
dimension (i.e. both functors RΓm and RΓmop have finite cohomological dimension),
that satisfies the χ condition, then there is a functorial isomorphism
(0.4.12) M : RΓm(M)
'−→ RΓmop(M)
in D(Aen, gr) for all complexes M ∈ D(Aen, gr) whose cohomologies are finite A-
modules on both sides. We call this phenomenon symmetric derived m-torsion.
Section 17. The focus of this section is on balanced NC dualizing complexes,
following [161]. Let A be a noetherian connected graded ring over the base field K.
A complex R ∈ Db(Aen, gr) is called a graded NC dualizing complex if it satisfies
these three conditions:
(i) The bimodules Hq(R) are finitely generated A-modules on both sides.
(ii) The complex R has finite graded injective dimension on both sides.
(iii) The complex R has the NC derived Morita property on both sides; namely
the canonical morphisms A→ RHomA(R,R) and A→ RHomAop(R,R) in
D(Aen, gr) are isomorphisms.
A balanced NC dualizing complex over A is a pair (R, β), where R is a graded NC
dualizing complex over A with symmetric derived m-torsion, and β : RΓm(R)
'−→ A∗
is an isomorphism in D(Aen, gr), called a balancing isomorphism. Here and later we
write M∗ := HomK(M,K), the graded K-linear dual of a graded module M . The
graded bimodule A∗ is a graded-injective A-module on both sides.
To a balanced dualizing complex R we associate the duality functors
DA := RHomA(−, R) : D(A, gr)op → D(Aop, gr)
and
DAop := RHomAop(−, R) : D(Aop, gr)op → D(A, gr).
When restricted to the subcategories of complexes with finitely generated cohomol-
ogy modules, this gives an equivalence
(0.4.13) DA : Df(A, gr)op → Df(Aop, gr)
with quasi-inverse DAop .
A balanced dualizing complex (R, β) is unique up to a unique isomorphism (The-
orem 17.2.4), and it satisfies the NC Local Duality Theorem 17.2.7. Results of
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Yekutieli, Zhang and M. Van den Bergh say that a noetherian connected graded
ring A has a balanced dualizing complex if and only if A satisfies the χ condition
and has finite local cohomological dimension. The formula for the balanced dual-
izing complex is R := P ∗, where P is the complex from (0.4.11). See Corollary
17.3.24.
If A is an AS regular (or more generally AS Gorenstein) graded ring, then it has
a balanced dualizing complex R = A(φ,−l)[n]. Here l and n are the integers from
formula (0.4.9), and φ is a graded ring automorphism of A. See Corollary 17.3.14.
Section 18. The final section of the book deals with NC rigid dualizing complexes.
Let A be a NC central K-ring (where K is the base field). A NC dualizing complex
over A is a complex R ∈ Db(Aen) whose cohomology bimodules are finitely gener-
ated on both sides; it has finite injective dimension on both sides; and it has the
NC derived Morita property on both sides. This is a modification of the graded
definition given above.
Let M ∈ D(Aen). The NC square of M is the complex
(0.4.14) SqA/K(M) := RHomAen(A,R⊗K R) ∈ D(Aen).
This formula is ambiguous, because the complex of K-modules R ⊗K R has on
it four distinct commuting actions by the ring A; but formula (0.4.14) is made
precise at the beginning of Subsection 18.2. A rigidifying isomorphism for M is
an isomorphism ρ : M '−→ SqA/K(M) in D(Aen), and the pair (M,ρ) is a NC rigid
complex. A NC rigid dualizing complex is a NC rigid complex (R, ρ) such that R
is a NC dualizing complex.
The definition of NC rigid dualizing complex was introduced by Van den Bergh
in his paper [153]. He also proved that a rigid NC dualizing complex is unique up to
isomorphism. Later, in [165], it was proved that this isomorphism is itself unique.
We reproduce these results in Subsection 18.2.
We also give Van den Bergh’s theorem on the existence of NC rigid dualizing
complexes from [153], with a full proof. This is Theorem 18.5.4. Here is what it says:
Suppose the ring A admits a filtration F = {Fj(A)}j≥−1 such that the associated
graded ring GrF (A) is noetherian connected and has a balanced dualizing complex.
Then A has a rigid dualizing complex.
An important special case of the Van den Bergh Existence Theorem is Theorem
18.6.11. It says that if the graded ring GrF (A) from the previous paragraph is AS
regular, then the rigid NC dualizing complex of A is R = A(µ)[n], where µ is a
K-ring automorphism of A that respects the filtration F , and n is an integer. The
automorphism ν := µ−1 is called the Nakayama automorphism of A. In modern
terminology the ring A is called an n-dimensional twisted Calabi-Yau ring.
Finally we state and prove the Van den Bergh Duality Theorem for Hochschild
(co)homology, and give an example of a Calabi-Yau category of fractional dimension.
0.5. What Is Not in the Book. A very important aspect of the theory of derived
categories is geometric. Unfortunately our book does not discuss this aspect (except
in passing). We had hoped to include the geometric aspect, but as the book grew
longer this became impractical.
Geometric derived categories come in two kinds. The first kind is the derived
category D(X) = D(ModOX), where (X,OX) is a scheme, and ModOX is the
abelian category of sheaves of OX -modules. This kind of derived category is the
subject of the original book [62]. For recent treatments see [70], [144] or [116]. The
last two references also treat derived category D(X) of sheaves of modules on an
algebraic stack X. We address this aspect of derived categories in Remarks 11.4.45,
11.6.32, 13.5.18 and 13.5.19.
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The second kind of geometric derived category is D(KX) = D(ModKX), where
X is a topological space (or a site, such as the étale site of a scheme), KX is the
constant sheaf of rings K on X, and ModKX is the abelian category of sheaves of
KX -modules on X. For this kind of derived categories we recommend the book
[75].
One should also mention, in this context, the new and important theories of
derived algebraic geometry (DAG), in which schemes are replaced by derived stacks.
These new geometric objects carry derived categories of modules. See the references
[99], [152] and [115], Remark 3.8.22 and Example 6.2.35. The commutative DG rings
that we discuss briefly in Subsection 3.3 are affine derived schemes from the point
of view of DAG.
0.6. Prerequisites and Recommended Bibliography. In preparing the book,
the assumptions were that the reader is already familiar with these topics:
• Categories and functors, and classical homological algebra, namely the de-
rived functors RqF and LqF of an additive functor F : M → N between
abelian categories. For these topics we recommend the books [101], [65]
and [129].
• Commutative and noncommutative ring theory, e.g. from the books [46],
[105], [2], [130] and [129].
For the topics above we merely review the material, and point to references when
necessary.
There are a few earlier books that deal with derived categories, in varying degrees
of detail and depth. Some of them – [62] (the original reference), [75] and [76] –
served as sources for us when writing the present book. Other books, such as [51],
[158] and [70], are somewhat sketchy in their treatment of derived categories, but
they might be useful for a reader who wants another perspective on the subject.
Finally we want to mention the evolving online reference [144], that contains a
huge amount of information on all the topics listed above.
0.7. Credo, Writing Style and Goals. Since its inception around 1960, there
has been very little literature on the theory of derived categories. In some respect,
the only detailed account for many years was the original book [62], written by R.
Hartshorne, following notes by J.-L. Verdier (for Chapter I) and by A. Grothendieck
(for Chapters II-VII). Several accounts appeared later as parts of the books [158],
[51], [75], [76], [70], and maybe a few others – but none of these accounts provided
enough detailed content to make it possible for a mathematician to learn how to
work with derived categories, beyond a rather superficial level. The theory thus
remained mysterious.
A personal belief of mine is that mathematics should not be mysterious. Some
mathematics is very easy to explain. However, a few branches of mathematics are
truly hard; among them are algebraic geometry and derived categories. My moral
goal in this book is to demonstrate that the theory of derived categories is difficult,
but not mysterious.
The series of books [55] by Grothendieck and J. Dieudonné, and then the book
[63] by Hartshorne, have shown us that algebraic geometry is difficult but not mys-
terious. The definitions and the statements are precise, and the proofs are available
(to be read or to be taken on trust, as the reader prefers). I hope that the present
book will do the same for derived categories. (Although I doubt I can match the
excellent writing talent of the aforementioned authors!).
In more practical terms, the goal of this book is to develop the theory of derived
categories in a systematic fashion, with full details, and with several important
applications. The expectation is that our book will open the doors for researchers
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in algebra and geometry (and related disciplines such as mathematical physics) to
productive work using derived categories. Doors that have been to a large extent
locked until now (or at least hidden by the shrouds of mystery, to use the prior
metaphor).
This book is by far too lengthy for a one-semester graduate course. (In my rather
sluggish lecturing style, Sections 1-13 of the book took about four semesters.) The
book is intended to be used as a reference, or for personal learning. Perhaps a
lecturer who has the ability to concentrate the material sufficiently, or to choose
only certain key aspects, might extract a one-semester course from this book; if so,
please let me know!
0.8. Acknowledgments. As already mentioned, the book originated in a course
on derived categories, that was held at Ben Gurion University in Spring 2012. I want
to thank the participants of this course for correcting many of my mistakes (both in
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subject at Ben Gurion University, spanning the academic years 2015-16 and 2016-
17. I wish to thank the participants of this course, and especially Rishi Vyas,
Stephan Snigerov, Asaf Yekutieli, S.D. Banerjee, Alberto Boix and William Woods,
who contributed material and corrected numerous mistakes.
Ben Gurion University was generous enough to permit this long project. The
project was supported by the Israel Science Foundation grant no. 253/13.
Stephan Snigerov, William Woods and Rishi Vyas helped me prepare the man-
uscript for publication, and I wish to thank them for that. Bernhard Keller kindly
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of resolutions of DG modules, and he also helped me with numerous suggestions.
In the process of writing the book I have also benefited from the advice of Pierre
Schapira, Robin Hartshorne, Rodney Sharp, Manuel Saorin, Suresh Nayak, Liran
Shaul, Johan de Jong, Steven Kleiman, Louis Rowen, Amnon Neeman, Amiram
Braun, Jesse Wolfson, Bjarn de Jong, James Zhang, Jun-Ichi Miyachi, Vladimir
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1. Basic Facts on Categories
It is assumed that the reader has a working knowledge of categories and functors.
References for this material are [101], [102], [129], [65], [158], [75] and [76]. In this
section we review the relevant material, and establish notation.
1.1. Set Theory. In this book we will not try to be precise about issues of set
theory. The blanket assumption is that we are given a Grothendieck universe U.
This is a “large” infinite set. A small set, or a U-small set, is a set S that is an
element of U. We want all the products
∏
i∈I Si and disjoint unions
∐
i∈I Si, with
I and Si small sets, to be small sets too. (This requirement is not crucial for us,
and it is more a matter of convenience. When dealing with higher categories, one
usually needs a hierarchy of universes anyhow.) We assume that the axiom of choice
holds in U.
A U-category is a category C whose set of objects Ob(C) is a subset of U, and for
every C,D ∈ Ob(C) the set of morphisms HomC(C,D) is small. If Ob(C) is also
small, then C is called a small category. See [5], [102] or [76, Section 1.1]. Another
approach, involving “sets” vs “classes”, can be found in [113].
We denote by Set the category of all small sets. So Ob(Set) = U, and Set is a
U-category. A group (or a ring, etc.) is called small if its underlying set is small.
We denote by Grp, Ab, Rng and Rngc the categories of small groups, small abelian
groups, small rings and small commutative rings respectively. For a small ring A
we denote by ModA the category of small left A-modules.
By default we work with U-categories, and from now on U will remain implicit.
There are several places in which we shall encounter set theoretical issues (regarding
functor categories and localization of categories); but these problems can be solved
by introducing a bigger universe V such that U ∈ V.
1.2. Notation and Conventions. Let C be a category. We often write C ∈ C
as an abbreviation for C ∈ Ob(C). For an object C, its identity automorphism is
denoted by idC . The identity functor of C is denoted by IdC.
The opposite category of C is Cop. It has the same objects as C, but the morphism
sets are HomCop(C0, C1) := HomC(C1, C0), and composition is reversed. Of course
(Cop)op = C. The identity functor of C can be viewed as a contravariant functor
Op : C→ Cop. To be explicit, on objects we take Op(C) := C. As for morphisms,
given a morphism φ : C0 → C1 in C, we let Op(φ) : Op(C1) → Op(C0) be the
morphism Op(φ) := φ in Cop. The inverse functor Cop → C is also denoted by Op.
Thus Op ◦Op = Id.
A contravariant functor F : C → D is the same as a covariant functor F ◦ Op :
Cop → D. By default all functors will be covariant, unless explicitly mentioned
otherwise. Contravariant functors will almost always we dealt with by replacing
the source category with its opposite.
Definition 1.2.1. Let K be a commutative ring. By a central K-ring we mean a
ring A, together with a ring homomorphism K → A, called the structural homo-
morphism, such that the image of K is inside the center of A.
The category of central K-rings, whose morphisms are the ring homomorphisms
f : A → B that respect the structural homomorphisms from K, is denoted by
Rng/cK.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Traditionally, a central K-ring was called a “unital associative K-algebra”. Of
course all rings and ring homomorphisms are unital. When K = Z, a central K-ring
is just a ring, and then we sometimes use the notation Rng.
Example 1.2.2. Let K be a nonzero commutative ring, and let n be a positive
integer. Then Matn(K), the ring of n × n matrices with entries in K, is a central
K-ring.
Definition 1.2.3. Let A be a ring. We denote by ModA, or by the abbreviated
notation M(A), the category of left A-modules.
Rings and modules are very important for us, so let us also put forth the next
convention.
Convention 1.2.4. Below are the default implicit assumptions for linear structures
and operations.
(1) There is a nonzero commutative base ring K (e.g. the ring of integers Z of
a field).
(2) The unadorned tensor symbol ⊗ means ⊗K.
(3) All rings are central K-rings (see Definition 1.2.1), all ring homomorphisms
are over K, and all bimodules are K-central.
(4) Generalizing (3), all linear categories are K-linear (see Definition 2.1.1),
and all linear functors are K-linear (see Definition 2.5.1).
(5) For a ring A, by all A-modules are left A-modules, unless explicitly stated
otherwise.
Right A-modules are left modules over the opposite ring Aop, and this is the way
we shall most often deal with them. Morphisms in the categories of groups, rings,
A-modules, etc. will usually be called group homomorphism, ring homomorphisms,
A-module homomorphisms, etc., respectively.
Convention 1.2.5. We will try to keep the following font and letter conventions:
• f : C → D is a morphism between objects in a category.
• F : C→ D is a functor between categories.
• η : F → G is morphism of functors (i.e. a natural transformation) between
functors F,G : C→ D.
• φ, ψ, φi : M → N are morphisms between objects in an abelian category
M.
• F : M→ N is a linear functor between abelian categories.
• The category of complexes in an abelian category M is C(M).
• If M is a module category, and M ∈ Ob(M), then elements of M will be
denoted by m,n,mi, . . ..
1.3. Epimorphisms and Monomorphisms. Let C be a category. Recall that
a morphism f : C → D in C is called an isomorphism if there is a morphism
g : D → C such that f ◦ g = idD and g ◦ f = idC . The morphism g is called the
inverse of f , it is unique (if it exists), and it is denoted by f−1. An isomorphism is
often denoted by this shape of arrow: f : C '−→ D.
A morphism f : C → D in C is called an epimorphism if it has the right
cancellation property: for every g, g′ : D → E, g ◦ f = g′ ◦ f implies g = g′.
An epimorphism is often denoted by this shape of arrow: f : C  D.
A morphism f : C → D is called a monomorphism if it has the left cancellation
property: for every g, g′ : E → C, f ◦ g = f ◦ g′ implies g = g′. A monomorphism
is often denoted by this shape of arrow: f : C  D.
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Example 1.3.1. In Set the monomorphisms are the injections, and the epimor-
phisms are the surjections. A morphism f : C → D in Set that is both a monomor-
phism and an epimorphism is an isomorphism. The same holds in the category
ModA of left modules over a ring A.
This example could be misleading, because the property of being an epimorphism
is often not preserved by forgetful functors, as the next exercise shows.
Exercise 1.3.2. Consider the category of rings Rng. Show that the forgetful func-
tor Rng → Set respects monomorphisms, but it does not respect epimorphisms.
(Hint: show that the inclusion Z→ Q is an epimorphism in Rng.)
By a subobject of an object C ∈ C we mean a monomorphism f : C ′  C in
C. We sometimes write C ′ ⊆ C in this situation, but this is only notational (and
does not mean inclusion of sets). We say that two subobjects f0 : C ′0  C and
f1 : C ′1  C of C are isomorphic if there is an isomorphism g : C ′0
'−→ C ′1 such that
f1 ◦ g = f0.
Likewise, by a quotient of C we mean an epimorphism g : C  C ′′ in C. There
is an analogous notion of isomorphic quotients.
Exercise 1.3.3. Let C be a category, and let C be an object of C.
(1) Suppose f0 : C ′0  C and f1 : C ′1  C are subobjects of C. Show that
there is at most one morphism g : C ′0 → C ′1 such that f1 ◦ g = f0; and if g
exists, then it is a monomorphism.
(2) Show that isomorphism is an equivalence relation on the set of subobjects
of C. Show that the set of equivalence classes of subobjects of C is partially
ordered by “inclusion”. (Ignore set-theoretical issues.)
(3) Formulate and prove the analogous statements for quotient objects.
An initial object in a category C is an object C0 ∈ C, such that for every object
C ∈ C there is exactly one morphism C0 → C. Thus the set HomC(C0, C) is a
singleton. A terminal object in C is an object C∞ ∈ C, such that for every object
C ∈ C there is exactly one morphism C → C∞.
Definition 1.3.4. A zero object in a category C is an object which is both initial
and terminal.
Initial, terminal and zero objects are unique up to unique isomorphisms (but
they need not exist).
Example 1.3.5. In Set, ∅ is an initial object, and every singleton is a terminal
object. There is no zero object.
Example 1.3.6. In ModA, every trivial module (with only the zero element) is a
zero object, and we denote this module by 0. This is allowed, since any other zero
module is uniquely isomorphic to it.
1.4. Products and Coproducts. Let C be a category. By a collection of objects
of C indexed by a (small) set I, we mean a function I → Ob(C), i 7→ Ci. We usually
denote this collection using the curly brackets notation: {Ci}i∈I .
Given a collection {Ci}i∈I of objects of C, its product is a pair (C, {pi}i∈I)
consisting of an object C ∈ C, and a collection {pi}i∈I of morphisms pi : C → Ci,
called projections. The pair (C, {pi}i∈I) must have this universal property: given
an object D and morphisms fi : D → Ci, there is a unique morphism f : D → C
s.t. fi = pi ◦ f . Of course if a product (C, {pi}i∈I) exists, then it is unique up to
a unique isomorphism; and we usually write
∏
i∈I Ci := C, leaving the projection
morphisms implicit.
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Example 1.4.1. In Set and ModA all products exist, and they are the usual
cartesian products.
For a collection {Ci}i∈I of objects of C, its coproduct is a pair (C, {ei}i∈I),
consisting of an object C and a collection {ei}i∈I of morphisms ei : Ci → C, called
embeddings. The pair (C, {ei}i∈I) must have this universal property: given an
object D and morphisms fi : Ci → D, there is a unique morphism f : C → D
s.t. fi = f ◦ ei. If a coproduct (C, {ei}i∈I) exists, then it is unique up to a unique
isomorphism; and we write
∐
i∈I Ci := C, leaving the embeddings implicit.
Example 1.4.2. In Set the coproduct is the disjoint union. InModA the coproduct
is the direct sum.
Product and coproducts are very degenerate cases of limits and colimits respec-
tively. In this book we will not need to use limits and colimits in their most general
form. All we shall need is inverse limits and direct limits indexed by N; and these
will be recalled in Subsection 1.8 below.
We do need to talk about fibered products. Let C be some category. Recall that
a commutative diagram
(1.4.3) E
g1

g2 // D2
f2

D1
f1 // C
in C is called cartesian if for every object E′ ∈ C, with morphisms g′1 : E′ → D1
and g′2 : E′ → D2 that satisfy f1 ◦ g′1 = f2 ◦ g′2, there exists a unique morphism
h : E′ → E such that g′i = gi ◦ h. See commutative diagram below.
E′
g′1

g′2
  
h
  
E
g1

g2 // D2
f2

D1
f1 // C
A cartesian diagram is also called a pullback diagram, and the object E is called
the fibered product of D1 and D2 over C, with notation D1 ×C D2 := E. This
notation leaves the morphisms implicit. Of course if a fibered product exists, than
it is unique up to a unique isomorphism that commutes with the given arrows.
There is a dual notion: fibered coproduct. The input is morphisms C → D1 and
C → D2 in C, and the fibered coproduct D1 unionsqC D1 in C is just the fibered product
in the opposite category Cop.
1.5. Equivalence of Categories. Recall that a functor F : C → D is an equiva-
lence if there exist a functor G : D→ C, and isomorphisms of functors (i.e. natural
isomorphisms) G ◦ F '−→ IdC and F ◦ G '−→ IdD. Such a functor G is called a
quasi-inverse of F , and it is unique up to isomorphism (if it exists).
The functor F : C→ D is full (resp. faithful) if for every C0, C1 ∈ C the function
F : HomC(C0, C1)→ HomD
(
F (C0), F (C1)
)
is surjective (resp. injective).
We know that F : C → D is an equivalence if and only if these two conditions
hold:
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(i) F is essentially surjective on objects. This means that for every D ∈ D
there is an isomorphism F (C) '−→ D for some C ∈ C.
(ii) F is fully faithful (i.e. full and faithful).
Exercise 1.5.1. If you are not sure about the last claim (characterization of equiv-
alences), then prove it. (Hint: use the axiom of choice to construct a quasi-inverse
of F .)
A functor F : C → D is called an isomorphism of categories if it is bijective
on sets of objects and on sets of morphisms. It is clear that an isomorphism of
categories is an equivalence. If F is an isomorphism of categories, then it has an
inverse isomorphism F−1 : D→ C, which is unique.
1.6. Bifunctors. Let C and D be categories. Their product is the category C×D
defined as follows: the set of objects is
Ob(C×D) := Ob(C)×Ob(D).
The sets of morphisms are
HomC×D
(
(C0, D0), (C1, D1)
)
:= HomC(C0, C1)×HomD(D0, D1).
The composition is
(f1, g1) ◦ (f0, g0) := (f1 ◦ f0, g1 ◦ g0),
and the identity morphism on an object (C,D) is (idC , idD).
A bifunctor from (C,D) to E is a functor F : C×D→ E. The extra information
that is implicit when we call F a bifunctor is that the source category C×D is a
product.
1.7. Representable Functors. Let C be a category. An object C ∈ C gives rise
to a functor
(1.7.1) YC(C) : Cop → Set, YC(C) := HomC(−, C).
Explicitly, the functor YC(C) sends an object D ∈ C to the set YC(C)(D) :=
HomC(D,C), and a morphism ψ : D0 → D1 in C goes to the function
YC(C)(ψ) := HomC(ψ, idC) : HomC(D1, C)→ HomC(D0, C).
Now suppose we are given a morphism φ : C0 → C1 in C. There is a morphism
of functors (a natural transformation)
(1.7.2) YC(φ) := HomC(−, φ) : YC(C0)→ YC(C1).
Consider the category Fun(Cop,Set), whose objects are the functors F : Cop →
Set, and whose morphisms are the morphisms of functors η : F0 → F1. There is a
set-theoretic difficulty here: the sets of objects and morphisms of Fun(Cop,Set) are
too big (unless C is a small category), and this is not a U-category. Hence we must
enlarge the universe, as mentioned in Subsection 1.1.
Definition 1.7.3. The Yoneda functor of the category C is the functor
YC : C→ Fun(Cop,Set)
described by formulas (1.7.1) and (1.7.2).
Theorem 1.7.4 (Yoneda Lemma). The Yoneda functor YC is fully faithful.
See [102, Section III.2] or [76, Section 1.4] for a proof. The proof is not hard,
but it is very confusing.
A functor F : Cop → Set is called representable if there is an isomorphism of
functors η : F '−→ YC(C) for some object C ∈ C. Such an object C is said to
represent the functor F . The Yoneda Lemma says that YC is an equivalence from
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C to the category of representable functors. Thus the pair (C, η) is unique up to a
unique isomorphism (if it exists). Note that the isomorphism of sets ηC : F (C)
'−→
YC(C)(C) gives a special element η˜ ∈ F (C) such that ηC(η˜) = idC .
Dually, any object C ∈ C gives rise to a functor
(1.7.5) Y∨C(C) : C→ Set, Y∨C(C) := HomC(C,−).
A morphism φ : C0 → C1 in C induces a morphism of functors
(1.7.6) Y∨C(φ) := HomC(φ,−) : Y∨C(C1)→ Y∨C(C0).
Definition 1.7.7. The dual Yoneda functor of the category C is the functor
Y∨C : Cop → Fun(C,Set)
described by formulas (1.7.5) and (1.7.6).
Theorem 1.7.8 (Dual Yoneda Lemma). The dual Yoneda functor Y∨C is fully
faithful.
This is also proved in [102, Section III.2] and [76, Section 1.4].
A functor F : C → Set is called corepresentable if there is an isomorphism of
functors η : F '−→ Y∨C(C) for some object C ∈ C. The object C is said to corepresent
the functor F . The dual Yoneda Lemma says that the functor Y∨C is an equivalence
from Cop to the category of corepresentable functors. The identity automorphism
idC corresponds to a special element η˜ ∈ F (C).
1.8. Inverse and Direct Limits. We are only interested in direct and inverse
limits indexed by the ordered set N. For a general discussion see [101] or [75].
Let C be a category. Recall that an N-indexed direct system in C is data({Ck}k∈N, {µk}k∈N),
where Ck are objects of C, and µk : Ck → Ck+1 are morphisms, that we call
transitions. A direct limit of this system is data
(
C, {k}k∈N
)
, where C ∈ C, and
k : Ck → C are morphisms, that we call abutments, such that k+1 ◦ µk = k
for all k. The universal property required is this: if
(
C ′, {′k}k∈N
)
is another pair
such that ′k+1 ◦ µk = ′k, then there is a unique morphism  : C → C ′ such that
′k =  ◦ k. If a direct limit C exists, then of course it is unique, up to a unique
isomorphism. We then write limk→ Ck := C, and call this the direct limit of the
system {Ck}k∈N, keeping the transitions and the abutments implicit. Sometimes
we look at the morphisms
µk0,k1 := µk1−1 ◦ · · · ◦ µk0 : Ck0 → Ck1
for k0 < k1, and µk,k := idCk .
By an N-indexed inverse system in the category C we mean data({Ck}k∈N, {µk}k∈N),
where {Ck}k∈N is a collection of objects, and µk : Ck+1 → Ck are morphisms,
also called transitions. An inverse limit of this system is data
(
C, {k}k∈N
)
, where
C ∈ C, and k : C → Ck are morphisms, that we also call abutments, such that
µk ◦ k+1 = k. These satisfy an analogous universal property. If an inverse limit C
exists, then it is unique, up to a unique isomorphism. We then write lim←k Ck := C,
and we call this the inverse limit of the system {Ck}k∈N. We define the morphisms
µk0,k1 := µk0 ◦ · · · ◦ µk1−1 : Ck1 → Ck0
for k0 < k1, and µk,k := idCk .
Exercise 1.8.1. We can view the ordered set N as a category, with a single mor-
phism k → l when k ≤ l, and no morphisms otherwise.
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(1) Interpret N-indexed direct and inverse systems in C as functors F : N→ C
and G : Nop → C respectively.
(2) Let N¯ := N ∪ {∞}. Interpret the direct and inverse limits of F and G
respectively as functors F¯ : N¯ → C and G¯ : N¯op → C, extending F and G,
with suitable universal properties.
Exercise 1.8.2. Prove that N-indexed direct and inverse limits exist in the cate-
gories Set and ModA, for any ring A. Give explicit formulas.
Example 1.8.3. LetM be the category of finite abelian groups. The inverse system
{Mk}k∈N, whereMk := Z/(2k), and the transition µk : Mk+1 →Mk is the canonical
surjection, does not have an inverse limit in M. We can also make {Mk}k∈N into a
direct system, in which the transition νk : Mk →Mk+1 is multiplication by 2. The
direct limit does not exist in M.
If {Ck}k∈N is a direct system in C, and D ∈ C is any object, then there is an
induced inverse system
{
HomC(Ck, D)}k∈N in Set, and it has a limit. If C :=
limk→ Ck exists, then the abutments k : Ck → C induce a morphism
(1.8.4) HomC(C,D)→ lim←k HomC(Ck, D)
in Set.
Similarly, if {Ck}k∈N is an inverse system in C, and D ∈ C is any object, then
there is an induced inverse system
{
HomC(D,Ck)}k∈N in Set, and it has a limit. If
C := lim←k Ck exists, then the abutments k : C → Ck induce a morphism
(1.8.5) HomC(D,C)→ lim←k HomC(D,Ck),
in Set.
Proposition 1.8.6. Let C be a category.
(1) Let {Ck}k∈N be a direct system in C, and let
(
C, {k}k∈N
)
be data as in the
definition of a direct limit. Then C = limk→ Ck if and only if for every
object D ∈ C, the function (1.8.4) is bijective.
(2) Let {Ck}k∈N be an inverse system in C, and let
(
C, {k}k∈N
)
be data as in
the definition of an inverse limit. Then C = lim←k Ck if and only if for
every object D ∈ C, the function (1.8.5) is bijective.
Exercise 1.8.7. Prove Proposition 1.8.6.
Remark 1.8.8. In many cases inverse and direct limits do not exist in C because
“its objects are too small”. This happens in the category Setfin of finite sets, and
also in the category Abfin of finite abelian groups (see Example 1.8.3 above).
There is a very effective method to enlarge C just enough so that the bigger
category will have the desired limits. This is done by means of the categories
Ind(C) and Pro(C) of ind-objects and pro-objects of C, respectively. See [KaSc1, Sec
1.11] and [KaSc2, Sec 6.1] for detailed discussions.
Here are two examples. For C = Setfin, the category Ind(Setfin) is (canonically
equivalent to) Set. The category Pro(Setfin) is the category of totally disconnected
compact Hausdorff topological spaces, whose morphisms are the continuous func-
tions.
For C = Abfin, the category Ind(Abfin) of ind-objects is the category Ab of abelian
groups. The category Pro(Abfin) of pro-objects is the category of profinite abelian
groups, whose morphisms are the continuous group homomorphisms.
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2. Abelian Categories and Additive Functors
The concept of abelian category is an extremely useful abstraction of a category
of modules. It was introduced by A. Grothendieck in his foundational paper [53]
from 1957. References for this material are [101], [102], [129], [65], [158], [75] and
[76].
2.1. Linear Categories.
Definition 2.1.1. Let K be a commutative ring. A K-linear category is a cat-
egory M, endowed with a K-module structure on each of the sets of morphisms
HomM(M0,M1). The condition is this:
• For all M0,M1,M2 ∈ M the composition function
HomM(M1,M2)×HomM(M0,M1)→ HomM(M0,M2)
(φ1, φ0) 7→ φ1 ◦ φ0
is K-bilinear.
If K = Z, we say that M is a linear category.
As already mentioned in Convention 1.2.4, in our book all linear categories are
K-linear.
Proposition 2.1.2. Let M be a K-linear category.
(1) For every object M ∈ M, the set EndM(M) := HomM(M,M), with its given
addition operation, and with the operation of composition, is a central K-
ring.
(2) For every two objects M0,M1 ∈ M, the set HomM(M0,M1), with its given
addition operation, and with the operations of composition, is a left module
over the ring EndM(M1), and a right module over the ring EndM(M0).
Furthermore, these left and right actions commute with each other.
Exercise 2.1.3. Prove Proposition 2.1.2.
This result can be reversed:
Example 2.1.4. Let A be a central K-ring. Define a category M like this: there
is a single object M , and its set of morphisms is HomM(M,M) := A. Composition
in M is the multiplication of A. Then M is a K-linear category.
For a central K-ring A, the opposite ring Aop has the same K-module structure
as A, but the multiplication is reversed.
Exercise 2.1.5. Let A be a nonzero ring. Let P,Q ∈ ModA be distinct free
A-modules of rank 1.
(1) Prove that there is a ring isomorphism EndModA(P ) ∼= Aop. Is this ring
isomorphism canonical?
(2) Let M be the full subcategory of ModA on the set of objects {P,Q}. Com-
pare the linear category M to the ring of matrices Mat2(Aop).
2.2. Additive Categories.
Definition 2.2.1. An additive category is a linear category M satisfying these two
conditions:
(i) M has a zero object 0.
(ii) M has finite coproducts.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Observe that HomM(M,N) 6= ∅ for every M,N ∈ M, since this is an abelian
group. For the zero object 0 ∈ M we have HomM(M, 0) = HomM(0,M) = 0, the
zero abelian group. We denote the unique arrows 0 → M and M → 0 also by 0.
So the numeral 0 has a lot of meanings; but they are always (hopefully) clear from
the context. The coproduct in a linear category M is usually denoted by
⊕
, and is
called the direct sum; cf. Example 1.4.2.
Example 2.2.2. Let A be a central K-ring. The category ModA is a K-linear
additive category. The full subcategory F ⊆ ModA on the free modules is also
additive.
Proposition 2.2.3. Let M be a linear category. Let {Mi}i∈I be a finite collection
of objects of M, and assume the coproduct M =
⊕
i∈IMi exists, with embeddings
ei : Mi →M .
(1) For each i let pi : M →Mi be the unique morphism such that pi◦ei = idMi ,
and pi ◦ ej = 0 for j 6= i. Then (M, {pi}i∈I) is a product of the collection
{Mi}i∈I .
(2)
∑
i∈I ei ◦ pi = idM .
Exercise 2.2.4. Prove this proposition.
Part (1) of Proposition 2.2.3 directly implies:
Corollary 2.2.5. An additive category has finite products.
Definition 2.2.6. Let M be an additive category, and let N be a full subcategory
of M. We say that N is a full additive subcategory of M if N contains the zero object,
and is closed under finite direct sums.
Exercise 2.2.7. In the situation of Definition 2.2.6, show that the category N is
itself additive.
Example 2.2.8. Consider the linear category M from Example 2.1.4, built from a
ring A. It does not have a zero object (unless the ring A is the zero ring), so it is
not additive.
A more puzzling question is this: Does M have finite direct sums? This turns
out to be equivalent to whether or not A ∼= A ⊕ A as right A-modules. One can
show that when A is nonzero and commutative, or nonzero and noetherian, then
A 6∼= A ⊕ A in ModAop. On the other hand, if we take a field K, and a countable
rank K-module N , then A := EndK(N) will satisfy A ∼= A⊕A.
Proposition 2.2.9. Let M be a linear category, and N ∈ M. The following condi-
tions are equivalent:
(i) The ring EndM(N) is trivial.
(ii) N is a zero object of M.
Proof.
(ii) ⇒ (i): Since the set EndM(N) is a singleton, it must be the trivial ring.
(i) ⇒ (ii): If the ring EndM(N) is trivial, then all left and right modules over it
must be trivial. Now use Proposition 2.1.2(2). 
2.3. Abelian Categories.
Definition 2.3.1. Let M be an additive category, and let f : M → N be a
morphism in M. A kernel of f is a pair (K, k), consisting of an object K ∈ M and
a morphism k : K →M , with these two properties:
(i) f ◦ k = 0.
(ii) If k′ : K ′ → M is a morphism in M such that f ◦ k′ = 0, then there is a
unique morphism g : K ′ → K such that k′ = k ◦ g.
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In other words, the object K represents the functor Mop → Ab,
K ′ 7→ {k′ ∈ HomM(K ′,M) | f ◦ k′ = 0}.
The kernel of f is of course unique up to a unique isomorphism (if it exists), and we
denote if by Ker(f). Sometimes Ker(f) refers only to the object K, and other times
it refers only to the morphism k; as usual, this should be clear from the context.
Definition 2.3.2. Let M be an additive category, and let f : M → N be a
morphism in M. A cokernel of f is a pair (C, c), consisting of an object C ∈ M and
a morphism c : N → C, with these two properties:
(i) c ◦ f = 0.
(ii) If c′ : N → C ′ is a morphism in M such that c′ ◦ f = 0, then there is a
unique morphism g : C → C ′ such that c′ = g ◦ c.
In other words, the object C corepresents the functor M→ Ab,
C ′ 7→ {c′ ∈ HomM(N,C ′) | c′ ◦ f = 0}.
The cokernel of f is of course unique up to a unique isomorphism (if it exists), and
we denote if by Coker(f). Sometimes Coker(f) refers only to the object C, and
other times it refers only to the morphism c; as usual, this should be clear from the
context.
Example 2.3.3. In ModA all kernels and cokernels exist. Given f : M → N , the
kernel is k : K →M , where K := {m ∈M | f(m) = 0}, and the k is the inclusion.
The cokernel is c : N → C, where C := N/f(M), and c is the canonical projection.
Proposition 2.3.4. Let M be an additive category, and let f : M → N be a
morphism in M.
(1) If k : K →M is a kernel of f , then k is a monomorphism.
(2) If c : N → C is a cokernel of f , then c is an epimorphism.
Exercise 2.3.5. Prove the proposition.
Definition 2.3.6. Assume the additive category M has kernels and cokernels. Let
f : M → N be a morphism in M.
(1) Define the image of f to be Im(f) := Ker(Coker(f)).
(2) Define the coimage of f to be Coim(f) := Coker(Ker(f)).
The image is familiar, but the coimage is probably not. The next diagram should
help. We start with a morphism f : M → N in M. The kernel and cokernel of f
fit into this diagram: K k−→M f−→ N c−→ C. Inserting α := Coker(k) = Coim(f) and
β := Ker(c) = Im(f) we get the following commutative diagram (solid arrows):
(2.3.7) K k //
0
##
M
f
//
α

γ
##
N
c // C
M ′
f ′
// N ′
0
;;
β
OO
Since c◦f = 0 there is a unique morphism γ (the dashed arrow) making the diagram
commutative. Now β ◦ γ ◦ k = f ◦ k = 0; and β is a monomorphism; so γ ◦ k = 0.
Hence there is a unique morphism f ′ : M ′ → N ′ making the diagram commutative.
We conclude that f : M → N induces a morphism
(2.3.8) f ′ : Coim(f)→ Im(f).
Definition 2.3.9. An abelian category is an additive category M with these two
extra properties:
(i) All morphisms in M admit kernels and cokernels.
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(ii) For every morphism f : M → N inM, the induced morphism f ′ in equation
(2.3.8) is an isomorphism.
Here is a less precise but (maybe) easier to remember way to state property (ii).
Because M ′ = Coker(Ker(f)) and N ′ = Ker(Coker(f)), we see that
(2.3.10) Coker(Ker(f)) = Ker(Coker(f)).
From now on we forget all about the coimage.
Exercise 2.3.11. For any ring A, prove that the category ModA is abelian.
This includes the category Ab = ModZ, from which the name derives.
Definition 2.3.12. Let M be an abelian category, and let N be a full subcategory
of M. We say that N is a full abelian subcategory of M if the zero object belongs to
N, and N is closed in M under taking finite direct sums, kernels and cokernels.
Exercise 2.3.13. In the situation of Definition 2.3.12, show that the category N
is itself abelian.
Example 2.3.14. Let M1 be the category of finitely generated abelian groups,
and let M0 be the category of finite abelian groups. Then M1 is a full abelian
subcategory of Ab, and M0 is a full abelian subcategory of M1.
Exercise 2.3.15. Let N be the full subcategory of Ab whose objects are the finitely
generated free abelian groups. It is an additive subcategory of Ab (since it is closed
under direct sums).
(1) Show that N is closed under kernels in Ab.
(2) Show that N is not closed under cokernels in Ab, so it is not a full abelian
subcategory of Ab.
(3) Show that N has cokernels (not the same as those of Ab). Still, it fails to
be an abelian category.
Exercise 2.3.16. The category Grp is not linear of course. Still, it does have a zero
object (the trivial group). Show that Grp has kernels and cokernels, but condition
(ii) of Definition 2.3.9 fails.
Exercise 2.3.17. Let Hilb be the category of Hilbert spaces over C. The morphisms
are the continuous C-linear homomorphisms. Show that Hilb is a C-linear additive
category with kernels and cokernels, but it is not an abelian category.
Exercise 2.3.18. Let A be a ring. Show that A is left noetherian iff the category
Modf A of finitely generated left modules is a full abelian subcategory of ModA.
Example 2.3.19. Let (X,A) be a ringed space; namely X is a topological space
and A is a sheaf of rings on X. There is a very detailed discussion of sheaves of
modules in [63, Section II.1] and [75, Sections 2.1-2.2]. Let us mention only one
aspect of it.
We denote by ModprA the category of presheaves of left A-modules on X. This
is an abelian category. Given a morphism φ :M→N in ModprA, its kernel is the
presheaf Kerpr(φ) defined by
Γ
(
U,Kerpr(φ)
)
:= Ker
(
φ : Γ(U,M)→ Γ(U,N ))
on every open set U ⊆ X. The cokernel of φ is the presheaf Cokerpr(φ) defined by
Γ
(
U,Cokerpr(φ)
)
: Coker
(
φ : Γ(U,M)→ Γ(U,N )).
Now let ModA be the full subcategory of ModprA consisting of sheaves. It is a
full additive subcategory of ModprA, closed under kernels. However, ModA is not
closed under cokernels insideModprA, and hence it is not a full abelian subcategory.
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Nonetheless, ModA is itself an abelian category, but with different cokernels.
Given a morphism φ : M → N in ModA, its cokernel in ModA is the sheaf
Coker(φ) that’s associated to the presheaf Cokerpr(φ).
Proposition 2.3.20. Let M be a linear category.
(1) The opposite category Mop has a canonical structure of a linear category.
(2) If M is additive, then Mop is also additive.
(3) If M is abelian, then Mop is also abelian.
Proof. (1) Since HomMop(M,N) = HomM(N,M), this is an abelian group. The
bilinearity of the composition in Mop is clear.
(2) The zero objects in M and Mop are the same. Existence of finite coproducts in
Mop is because of existence of finite products in M; see Proposition 2.2.3(1).
(3) Mop has kernels and cokernels, since KerMop(Op(φ)) = CokerM(φ) and vice
versa. Also the symmetric condition (ii) of Definition 2.3.9 holds. 
Proposition 2.3.21. Let φ : M → N be a morphism in an abelian category M.
(1) φ is a monomorphism if and only if Ker(φ) = 0.
(2) φ is an epimorphism if and only if Coker(φ) = 0.
(3) φ is an isomorphism if and only if it is both a monomorphism and an
epimorphism.
Exercise 2.3.22. Prove this proposition.
Consider a diagram
(2.3.23) S =
(· · ·M−1 φ−1−−→M0 φ0−→M1 φ1−→M2 · · · )
in an abelian category M, extending finitely or infinitely to either side. Such a
diagram is called a sequence in M. An object Mi appearing in S is called interior
in S if there is an object Mi−1 appearing to the left of it, and an object Mi+1
appearing to the right of it.
Definition 2.3.24. Let S be a sequence in the abelian category M, with notation
as in (2.3.23).
(1) Suppose Mi is an interior object in S. We say that the sequence S is exact
at Mi if Im(φi−1) = Ker(φi), as subobjects of Mi.
(2) The sequence S is said to be exact if it is exact at all of its interior objects.
Example 2.3.25. A morphism φ : M → N in an abelian categoryM is a monomor-
phism iff 0 → M φ−→ N is an exact sequence. The morphism φ is an epimorphism
iff the sequence M φ−→ N → 0 is exact.
Definition 2.3.26. A short exact sequence in an abelian category M is as exact
sequence of the form
S =
(
0→M0 φ0−→M1 φ1−→M2 → 0
)
.
Proposition 2.3.27. Let M be a K-linear abelian category.
(1) Let 0 → M ′ φ−→ M ψ−→ M ′′ be an exact sequence in M. Then for every
L ∈ M the sequence
0→ HomM(L,M ′) Hom(id,φ)−−−−−−→ HomM(L,M) Hom(id,ψ)−−−−−−−→ HomM(L,M ′′)
in ModK is exact.
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(2) Let M ′ φ−→ M ψ−→ M ′′ → 0 be an exact sequence in M. Then for every
N ∈ M the sequence
0→ HomM(M ′′, N) Hom(ψ,id)−−−−−−−→ HomM(M,N) Hom(φ,id)−−−−−−→ HomM(M ′, N)
in ModK is exact.
Exercise 2.3.28. Prove Proposition 2.3.27. (Hint: use the definitions of kernel,
cokernel and image.)
2.4. A Method for Producing Proofs in Abelian Categories. A well-known
difficulty in the theory of abelian categories is this: formulas that are easy to prove
for a module category M = ModA, using elements, are often very hard to prove in
an abstract abelian category M (directly from the axioms).
A neat solution to this difficulty was found by P. Freyd and B. Mitchell:
Theorem 2.4.1 (Freyd-Mitchell). Let M be a small abelian category. Then M is
equivalent to a full abelian subcategory of ModA, for a suitable ring A.
Remark 2.4.2. This is a deep and difficult result. See [47], a book that’s basically
devoted to proving this theorem.
A modern proof can be found in in [76, Theorem 9.6.10] – but it too is very
involved. Roughly speaking, they show that the abelian category Ind(Mop) of ind-
objects of M has an injective cogenerator. This implies that the abelian category
Pro(M) of pro-objects, that’s equivalent to Ind(Mop)op, has a projective generator,
say P . Defining the ring A := EndPro(M)(P )op, there is an equivalence of abelian
categories Pro(M) ≈ ModA. On the other hand, the Yoneda functor is a fully
faithful embedding M→ Pro(M).
The Freyd-Mitchell Theorem implies that for purposes of finitary calculations in
the abelian category M (e.g. checking whether a sequence is exact, see Definition
2.3.24) we can assume that objects of M have elements. This often simplifies the
work.
Since we do not give a proof of the Freyd-Mitchell Theorem in our book, we feel
it is improper to use it. As a substitute, we provide the two “sheaf tricks” below,
namely Propositions 2.4.9 and 2.4.11, with full proofs. Later in the book these
sheaf tricks are used to give relatively easy proofs of several results on abstract
abelian categories, most notably Theorem 3.7.10 on the existence of the long exact
cohomology sequence. The method of proof using these tricks is explained in Re-
mark 2.4.6. It is not as slick as the method that the Freyd-Mitchell Theorem offers;
but at least we have self-contained proofs. See Remark 2.4.12 for some background
(influence and history) on the sheaf tricks.
First an important technical lemma. In an abelian category M we have finite
products, and they are also coproducts (see Proposition 2.2.3).
Lemma 2.4.3. Let M be an abelian category. Consider a diagram
(D) M1 ×M2 p2 //
p1

M2
φ2

M1
φ1 // N
in M, where pi are the projections. Define the object
L := Ker(φ1 ◦ p1 − φ2 ◦ p2) ⊆M1 ×M2,
with inclusion morphism e : L→M1×M2. Next define the morphisms ψi := pi ◦e :
L→Mi.
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(1) The diagram
L
ψ2 //
ψ1

M2
φ2

M1
φ1 // N
is cartesian, and L = M1 ×N M2.
(2) If φ1 is an epimorphism, then ψ2 is an epimorphism.
Note that the diagram (D) is not assumed to be commutative. In case (D) does
happen to be commutative, then M1 ×N M2 = M1 ×M2.
Proof. (1) The fact that L (with the morphisms ψi) is the fibered product is im-
mediate from the definitions of product and kernel.
(2) Here we follow [Mac2, Sec VIII.4]. Let ρ be a morphism such that
ρ ◦ (φ1 ◦ p1 − φ2 ◦ p2) = 0.
Consider the embedding
e1 : M1 →M1 ⊕M2 = M1 ×M2.
Then
0 = ρ ◦ (φ1 ◦ p1 − φ2 ◦ p2) ◦ e1 = ρ ◦ φ1.
Because φ1 is an epimorphism, it follows that ρ = 0. We conclude that
(2.4.4) φ1 ◦ p1 − φ2 ◦ p2 : M1 ×M2 → N
is an epimorphism. Thus (2.4.4) is the cokernel of e.
Next let σ : M2 → P be a morphism such that σ ◦ ψ2 = 0. Since ψ2 = p2 ◦ e,
we get σ ◦ p2 ◦ e = 0. Hence σ ◦ p2 factors through Coker(e). Namely there is a
morphism σ′ : N → P such that
(2.4.5) σ ◦ p2 = σ′ ◦ (φ1 ◦ p1 − φ2 ◦ p2) : M1 ×M2 → P.
But p2 ◦ e1 = 0, and therefore
0 = σ ◦ p2 ◦ e1 = σ′ ◦ (φ1 ◦ p1 − φ2 ◦ p2) ◦ e1 = σ′ ◦ φ1.
As φ1 is an epimorphism, it follows that σ′ = 0. Finally, using (2.4.5), we get
σ = σ ◦ p2 ◦ e2 = σ′ ◦ (φ1 ◦ p1 − φ2 ◦ p2) ◦ e2 = −σ′ ◦ φ2 = 0.
We conclude that ψ2 is an epimorphism. 
Before giving the precise statements, here is a heuristic.
Remark 2.4.6. The sheaf tricks (Propositions 2.4.9 and 2.4.11) work like this:
we pretend that the objects of our K-linear abelian category M are “sheaves on
an imaginary topological space X”; objects playing this role are denoted by letters
M,N, . . .. The objects of M are also “open sets in the topological space X”; and
objects playing this role are denoted by letters U, V, . . .. Given a sheaf M and
an open set U , there is a K-module Γ(U,M) of “sections of M over U”. These
“sections” can be added and subtracted, being elements of a K-module. Sometimes
we require “refinement”, i.e. replacing an “open set U” by a “covering V  U”,
giving rise to an embedding K-modules Γ(U,M) Γ(V,M). This allegory is made
precise in Definition 2.4.7 below.
Definition 2.4.7 (Sheaf Metaphor). Let M be a K-linear abelian category.
(1) Objects of M are called sheaves or open sets, depending on the role they
play in each context.
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(2) For an open set U ∈ M and a sheaf M ∈ M we write Γ(U,M) :=
HomM(U,M). This is a K-module, and we call it the module of sections of
the sheaf M over the open set U .
(3) Given a morphism ρ : V → U of open sets in M, and a sheaf M ∈ M, we
use this notation for the resulting K-module homomorphism:
ρ∗ := HomM(ρ, idM ) : Γ(U,M)→ Γ(V,M).
We call ρ∗ the pullback along ρ.
(4) Given a morphism φ : M → N of sheaves in M, and an open set U ∈ M,
we use this notation for the resulting K-module homomorphism:
Γ(U, φ) := HomM(idU , φ) : Γ(U,M)→ Γ(U,N).
(5) If ρ : V → U is a morphism of open sets in M that is an epimorphism, then
we call ρ a covering of U . The homomorphism ρ∗ in this case is called the
restriction of M from U to V .
Note that given a covering ρ : V  U , the restriction homomorphism ρ∗ is
injective (see Proposition 2.3.27(2)). By slight abuse of notation, when the covering
ρ is clear from the context, we will often identify the K-module Γ(U,M) with its
image in Γ(V,M) under ρ∗. Another convenient abuse of notation is writing φ
instead of Γ(U, φ), for a morphism φ : M → N in M and open set U . Combined,
these notations give sense to such a commutative diagram
(2.4.8) Γ(U,M) φ //
⊆

Γ(U,N)
⊆

Γ(V,M) φ // Γ(V,N)
in ModK. This will be used in item (3) of the next proposition.
Proposition 2.4.9 (First Sheaf Trick). Let φ : M → N be a morphism in an
abelian category M.
(1) The morphism φ is zero if and only if for every U ∈ M the homomorphism
Γ(U, φ) in ModK is zero.
(2) The morphism φ is a monomorphism if and only if for every U ∈ M the
homomorphism Γ(U, φ) in ModK is injective.
(3) The morphism φ is an epimorphism if and only if for every U ∈ M and
every section n ∈ Γ(U,N), there exists a covering V  U and a section
m ∈ Γ(V,M), such that φ(m) = n in Γ(V,N).
The heuristic interpretation of item (3) of the proposition is this: φ : M → N is
an epimorphism in M if and only if it is “locally surjective”.
Proof. (1) If φ = 0 then for every m ∈ Γ(U,M) we have Γ(U, φ)(m) = φ ◦m = 0 in
Γ(U,N); thus Γ(U, φ) = 0. Conversely, if Γ(U, φ) = 0 for all U , then take U := M
and m := idM ∈ Γ(U,M). We obtain φ = Γ(U, φ)(m) = 0.
(2) First assume φ is a monomorphism. Take an arbitrary object U and a section
m ∈ Γ(U,M). So m : U → M is a morphism in M. If φ ◦ m = 0, then, by the
definition of a monomorphism, we must have m = 0. Thus Γ(U, φ) is injective.
Conversely, assume that Γ(U, φ) is injective for every U . Take U := Ker(φ) and
let m : U → M be the inclusion. Then Γ(U, φ)(m) = φ ◦m = 0. But then m = 0
and U = 0. Thus φ is a monomorphism.
(3) First assume φ is an epimorphism. Consider a section n ∈ Γ(U,N). So we have
morphisms φ : M  N and n : U → N . Let V := M ×N U , the fibered product.
By Lemma 2.4.3(2) the projection ρ : V → U is an epimorphism, i.e. a covering in
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our terminology. Now the other projection m : V →M satisfies φ◦m = n◦ρ. This
means that φ(m) = n in Γ(V,N).
Conversely, let us take U := N and n := idN ∈ Γ(U,N). There exists an
epimorphism ρ : V  U and a morphism m : V →M such that φ ◦m = n ◦ ρ = ρ.
We see that φ ◦m is an epimorphism, and hence φ is an epimorphism. 
Example 2.4.10. Suppose
S =
(
0→M ′ φ−→M ψ−→M ′′ → 0)
is a sequence in M. Here is how exactness of S is tested using the first sheaf trick.
By item (1) of the first sheaf trick, the condition ψ◦φ = 0 is same as Γ(U,ψ◦φ) =
0 for every U ∈ M.
Exactness atM ′ is the same as this condition: for every U ∈ M and every section
m′ ∈ Γ(U,M ′), if φ(m′) = 0 then m′ = 0. This is by item (2).
Exactness at M ′′ is the same as this condition: for every U ∈ M and every
section m′′ ∈ Γ(U,M ′′), there exists a covering V  U and a section m ∈ Γ(V,M),
such that ψ(m) = m′′ in Γ(V,M ′′).
Finally, exactness at M is the same as this condition (given that ψ ◦ φ = 0): for
every U ∈ M and every section m ∈ Γ(U,M) such that ψ(m) = 0, there exists a
covering V  U and a section m′ ∈ Γ(V,M ′), such that φ(m′) = m in Γ(V,M ′′).
Proposition 2.4.11 (Second Sheaf Trick). Let M be an object in an abelian cat-
egory M. Suppose ρ1 : V1 → U and ρ2 : V2 → U are morphisms in M, such that
(ρ1, ρ2) : V1 ⊕ V2 → U is an epimorphism. Let W := V1 ×U V2, with projection
morphisms σ1 : W → V1 and σ2 : W → V2. Then the sequence
0→ Γ(U,M) (ρ
∗
1 ,ρ
∗
2)−−−−→ Γ(V1,M)× Γ(V2,M) (σ
∗
1 ,−σ∗2 )−−−−−−→ Γ(W,M)
in ModK is exact.
Proof. Note that V1×V2 = V1⊕V2. By Lemma 2.4.3(1) there is an exact sequence
0→W (σ1,−σ2)−−−−−−→ V1 ⊕ V2 (ρ1,ρ2)−−−−→ U → 0
in M. By Proposition 2.3.27(2) we get an exact sequence
0→ Γ(U,M) (ρ
∗
1 ,ρ
∗
2)−−−−→ Γ(V1 ⊕ V2,M) (σ1,−σ2)
∗
−−−−−−→ Γ(W,M)
in Ab. But
Γ(V1 ⊕ V2,M) ∼= Γ(V1,M)× Γ(V2,M). 
Remark 2.4.12. As can be seen in the practical application of our sheaf tricks
(e.g. in the proofs of Proposition 2.5.18 and Theorem 3.7.10) these tricks reduce
proofs about an abstract abelian category M, to proofs that are just like in the
concrete case of the abelian category M = AbX of sheaves of abelian groups on a
topological space X. This is not as easy as the case M = ModA of modules over a
ring A, that the Freyd-Mitchell Theorem permits, but – at least for someone with
experience in algebraic geometry – our method is quite straightforward.
Our sheaf tricks are inspired by [144, tag 05PL]. There it is shown that the
geometric allegory is genuine, except that instead of a topological space X, there is
a site X (in the sense of Grothendieck). The underlying category of the site X is
the abelian category M itself, and the coverings of X are the epimorphisms in M.
It is proved in [144] that the category M embeds as a full abelian subcategory of
AbX, the category of sheaves of abelian groups on X.
Proposition 2.4.9 is very similar to [102, Theorem VIII.3], where what we call
“sections” are called “members”. But S. MacLane’s method loses the abelian group
structure (the members are not elements of abelian groups). An improvement of
MacLane’s method can be found in an unpublished note of G. Bergman [18].
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2.5. Additive Functors.
Definition 2.5.1. Let M and N be K-linear categories. A functor F : M → N is
called a K-linear functor if for every M0,M1 ∈ M the function
F : HomM(M0,M1)→ HomN
(
F (M0), F (M1)
)
is a K-linear homomorphism.
When the base ring K is implicit (cf. Convention 1.2.4), we sometimes say that
F is an additive functor, with the same meaning as K-linear functor.
Additive functors commute with finite direct sums. More precisely:
Proposition 2.5.2. Let F : M → N be an additive functor between linear cate-
gories, let {Mi}i∈I be a finite collection of objects of M, and assume that the direct
sum (M, {ei}i∈I) of the collection {Mi}i∈I exists in M. Then
(
F (M), {F (ei)}i∈I
)
is a direct sum of the collection {F (Mi)}i∈I in N.
Exercise 2.5.3. Prove Proposition 2.5.2. (Hint: use Proposition 2.2.3.)
Note that the proposition above also talks about finite products, because of
Proposition 2.2.3.
Proposition 2.5.4. Suppose F,G : K → L are additive functors between linear
categories, and η : F → G is a morphism of functors. Let M,M ′, N be objects of
K, and assume that N ∼= M⊕M ′. Then the following two conditions are equivalent.
(i) ηN : F (N)→ G(N) is an isomorphism.
(ii) ηM : F (M)→ G(M) and ηM ′ : F (M ′)→ G(M ′) are isomorphisms.
Exercise 2.5.5. Prove Proposition 2.5.4.
Example 2.5.6. Let f : A→ B be a ring homomorphism. There are two additive
functors associated to f : the restriction functor Restf : ModB → ModA and the
induction functor Indf : ModA → ModB. Given a B-module N , the A-module
Restf (N) has the same underlying K-module, and A acts on it through f . For an
A-module M , the induced B-module is Indf (M) := B ⊗AM .
Proposition 2.5.7. Let F : M → N be an additive functor between linear cate-
gories. Then:
(1) For every M ∈ M the function F : EndM(M) → EndN(F (M)) is a ring
homomorphism.
(2) For every M0,M1 ∈ M the function
F : HomM(M0,M1)→ HomN
(
F (M0), F (M1)
)
is a homomorphism of left EndM(M1)-modules, and of right EndM(M0)-
modules.
(3) If M is a zero object of M, then F (M) is a zero object of N.
Proof.
(1) By Definition 2.5.1 the function F respects addition. By the definition of a
functor, it respects multiplication and units.
(2) Immediate from the definitions, like (1).
(3) Combine part (1) with Proposition 2.2.9. 
Definition 2.5.8. Let F : M → N be an additive functor between abelian cate-
gories.
(1) F is called left exact if it commutes with kernels. Namely for every mor-
phism φ : M0 → M1 in M, with kernel k : K → M0, the morphism
F (k) : F (K)→ F (M0) is a kernel of F (φ) : F (M0)→ F (M1).
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(2) F is called right exact if it commutes with cokernels. Namely for every
morphism φ : M0 → M1 in M, with cokernel c : M1 → C, the morphism
F (c) : F (M1)→ F (C) is a cokernel of F (φ) : F (M0)→ F (M1).
(3) F is called exact if it is both left exact and right exact.
Let us illustrate this. Suppose φ : M0 → M1 is a morphism in M, with kernel
K and cokernel C. Applying F to the sequence K k−→M0 φ−→M1 c−→ C in M we get
the solid arrows in this diagram
F (K)
F (k)
//
ψ
&&
F (M0)
F (φ)
// F (M1)

F (c)
// F (C)
KerN(F (φ))
OO
CokerN(F (φ))
χ
77
in N. Because N is abelian, we get the vertical dashed arrows: the kernel and
cokernel of F (φ). The slanted dashed arrows exist and are unique because F (φ) ◦
F (k) = 0 and F (c)◦F (φ) = 0. Left exactness of F requires ψ to be an isomorphism,
and right exactness requires χ to be an isomorphism.
Recall that a short exact sequence in M is an exact sequence of the form
(2.5.9) S =
(
0→M0 φ0−→M1 φ1−→M2 → 0
)
.
Proposition 2.5.10. Let F : M→ N be an additive functor between abelian cate-
gories.
(1) The functor F is left exact if and only if for every short exact sequence S
in M, with notation (2.5.9), the sequence
0→ F (M0) F (φ0)−−−−→ F (M1) F (φ0)−−−−→ F (M2)
is exact in N.
(2) The functor F is right exact if and only if for every short exact sequence S
in M, with the notation with notation (2.5.9), the sequence
F (M0)
F (φ0)−−−−→ F (M1) F (φ1)−−−−→ F (M2)→ 0
is exact in N.
Exercise 2.5.11. Prove Proposition 2.5.10. (Hint: M0 ∼= Ker(M1 →M2) etc.)
Example 2.5.12. Let A be a commutative ring, and let M be a fixed A-module.
Define functors F,G : ModA → ModA like this: F (N) := M ⊗A N and G(N) :=
HomA(M,N). Then F is right exact and G is left exact.
Example 2.5.13. Let f : A → B be a ring homomorphism. In the notation of
Example 2.5.6, the restriction functor Restf is exact, and the induction functor
Indf is right exact.
Proposition 2.5.14. Let F : M→ N be an additive functor between abelian cate-
gories. If F is an equivalence then it is exact.
Proof. We will prove that F respects kernels; the proof for cokernels is similar.
Take a morphism φ : M0 →M1 in M, with kernel K. We have this diagram (solid
arrows):
M
ψ

θ
##
K
k // M0
φ
// M1
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Applying F we obtain this diagram (solid arrows):
N = F (M)
F (ψ)

θ¯
''
F (K)
F (k)
// F (M0)
F (φ)
// F (M1)
in N. Suppose θ¯ : N → F (M0) is a morphism in N s.t. F (φ) ◦ θ¯ = 0. Since F
is essentially surjective on objects, there is some M ∈ M with an isomorphism
α : F (M) '−→ N . After replacing N with F (M) and θ¯ with θ¯ ◦ α, we can assume
that N = F (M).
Now since F is fully faithful, there is a unique θ : M → M0 s.t. F (θ) = θ¯;
and φ ◦ θ = 0. So there is a unique ψ : M → K s.t. θ = k ◦ ψ. It follows that
F (ψ) : F (M)→ F (K) is the unique morphism s.t. θ¯ = F (k) ◦ F (ψ). 
Here is a result that could afford another proof of the previous proposition.
Proposition 2.5.15. Let F : M → N be an additive functor between linear cate-
gories. Assume F is an equivalence, with quasi-inverse G. Then G : N→ M is an
additive functor.
Exercise 2.5.16. Prove Proposition 2.5.15.
Definition 2.5.17. Consider abelian categories M and N. Suppose we are given a
sequence
· · ·F−1 φ−1−−→ F0 φ0−→ F1 φ1−→ F2 · · ·
(finite or infinite on either side), where each Fi : M→ N is an additive functor, and
each φi : Fi → Fi+1 is a morphism of functors. We say that this sequence is an
exact sequence of additive functors if for every object M ∈ M the sequence
· · ·F−1(M) φ−1,M−−−−→ F0(M) φ0,M−−−→ F1(M) φ1,M−−−→ F2(M) · · ·
in N is exact.
Proposition 2.5.18. Let M and N be abelian categories, and let F0
φ0−→ F1 φ1−→ F2
be a sequence of additive functors M→ N.
(1) If F0
φ0−→ F1 φ1−→ F2 → 0 is an exact sequence of additive functors, and if
the functors F0 and F1 are both right exact, then the functor F2 is right
exact.
(2) If 0 → F0 φ0−→ F1 φ1−→ F2 is an exact sequence of additive functors, and if
the functors F1 and F2 are both left exact, then the functor F0 is left exact.
Proof.
(1) Let M ′ σ−→ M τ−→ M ′′ → 0 be an exact sequence in M. We must show that
F2(M ′) → F2(M) → F2(M ′′) → 0 is an exact sequence in N. Let us examine the
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commutative diagram
(2.5.19) F0(M ′)
φ0,M′
//
F0(σ)

F1(M ′)
F1(σ)

φ1,M′
// F2(M ′) //
F2(σ)

0
F0(M)
φ0,M
//
F0(τ)

F1(M)
φ1,M
//
F1(τ)

F2(M) //
F2(τ)

0
F0(M ′′)
φ0,M′′
//

F1(M ′′)
φ1,M′′
//

F2(M ′′) //

0
0 0 0
in N. It is known that the rows and the first two columns are exact. We must prove
that the third column is exact.
First let us prove that F2(τ) is an epimorphism. This is easy: we know that
F1(τ) and φ1,M ′′ are epimorphisms; hence φ1,M ′′ ◦ F1(τ) = F2(τ) ◦ φ1,M is an
epimorphism; and thus F2(τ) is an epimorphism.
More challenging is the proof that the third column is exact at F2(M), namely
that Im(F2(σ)) → Ker(F2(τ)) is an epimorphism. For this we shall use the first
sheaf trick (Proposition 2.4.9) and a diagram chase. Consider a section m2 ∈
Γ(U,Ker(F2(τ))) on some “open set” U , i.e. for some object U ∈ M. We shall prove
that there exist a covering V  U and a section m′2 ∈ Γ(V, F2(M ′)) such that
F2(σ)(m′2) = m2 in Γ(V, F2(M)).
Because φ1,M is an epimorphism, there is a covering U1  U and a section m1 ∈
Γ(U1, F1(M)) such that φ1,M (m1) = m2 in Γ(U1, F2(M)). Let m′′1 := F1(τ)(m1) ∈
Γ(U1, F1(M ′′)). We have φ1,M ′′(m′′1) = F2(τ)(m2) = 0. This means that m′′1 ∈
Γ(U1,Ker(φ1,M ′′)).
The exactness of the third row says that for some covering U2  U1 there is a
section m′′0 ∈ Γ(U2, F0(M ′′)) such that φ0,M ′′(m′′0) = m′′1 in Γ(U2, F1(M ′′)).
The exactness of the first column implies that for some covering U3  U2 there is
a section m0 ∈ Γ(U3, F0(M)) such that m′′0 = F0(τ)(m0) in Γ(U3, F0(M ′′)). Define
m˜1 := m1 − φ0,M (m0) in Γ(U3, F1(M)). Note that φ1,M (m˜1) = φ1,M (m1) = m2 in
Γ(U3, F2(M)). Also F1(τ)(m˜1) = 0, i.e. m˜1 ∈ Γ(U3,Ker(F1(τ))).
Due to the exactness of the second column, for some covering V  U3 there
is a section m′1 ∈ Γ(V, F1(M ′)) such that m˜1 = F1(σ)(m′1) in Γ(V, F1(M)). De-
fine m′2 := φ1,M ′(m′1) ∈ Γ(V, F2(M ′)). Then F2(σ)(m′2) = φ1,M (m˜1) = m2 in
Γ(V, F2(M)).
(2) See next exercise. 
Exercise 2.5.20. Prove part (2) of Proposition 2.5.17. (Hint: imitate the proof of
part (1); but this is easier.)
We end this subsection with a discussion of additive contravariant functors. Sup-
pose M and N are linear categories. A contravariant functor F : M → N is said to
be additive if it satisfies the condition in Definition 2.5.1, with the obvious changes.
Proposition 2.5.21. Let M and N be linear categories. Put on Mop the canonical
linear structure (see Proposition 2.3.20).
(1) The functor Op : M→ Mop is an additive contravariant functor.
(2) If F : M → N is an additive contravariant functor, then F ◦ Op : Mop →
N is an additive functor; and vice versa.
Exercise 2.5.22. Prove Proposition 2.5.21.
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In view of Proposition 2.5.10, we can give an unambiguous definition of left and
right exact contravariant functors.
Definition 2.5.23. Let F : M → N be an additive contravariant functor between
abelian categories.
(1) F a left exact contravariant functor if for every short exact sequence S in
M, in the notation of (2.5.9), the sequence
0→ F (M2) F (φ1)−−−−→ F (M1) F (φ0)−−−−→ F (M0)
in N is exact.
(2) F is a right exact contravariant functor if for every short exact sequence S
in M, the sequence
F (M2)
F (φ1)−−−−→ F (M1) F (φ0)−−−−→ F (M0)→ 0
in N is exact.
(3) F is an exact contravariant functor if it sends every short exact sequence
S in M to a short exact sequence in N.
Proposition 2.5.24. Let M and N be abelian categories. Recall that Mop is also
an abelian category.
(1) The functor Op : M→ Mop is an exact contravariant functor.
(2) If F : M → N is an exact contravariant functor, then F ◦ Op : Mop → N
is an exact functor; and vice versa. Likewise for left exactness and right
exactness.
Exercise 2.5.25. Prove Proposition 2.5.24.
Example 2.5.26. Let A be a commutative ring, and let M be a fixed A-module.
Define the contravariant functor F : ModA→ ModA to be F (N) := HomA(N,M).
Then F is a left exact contravariant function.
Sometimes M and Mop are equivalent as abelian categories, as the next exercise
shows. For a counterexample see Remark 2.7.20 below.
Exercise 2.5.27. Let K be a field, and consider the category M := Modf K of
finitely generated K-modules (traditionally known as “finite dimensional vector
spaces over K”). This is a K-linear abelian category. Find a K-linear equivalence
F : Mop → M.
2.6. Projective Objects. In this subsection M is an abelian category.
A splitting of an epimorphism ψ : M → M ′′ in M is a morphism α : M ′′ → M
s.t. ψ ◦ α = idM ′′ . A splitting of a monomorphism φ : M ′ → M is a morphism
β : M →M ′ s.t. β ◦ φ = idM ′ . A splitting of a short exact sequence
(2.6.1) 0→M ′ φ−→M ψ−→M ′′ → 0
is a splitting of the epimorphism ψ, or equivalently a splitting of the monomorphism
φ. The short exact sequence is said to be split if it has some splitting.
Exercise 2.6.2. Show how to get from a splitting of φ to a splitting of ψ, and vice
versa. Show how any of those gives rise to an isomorphism M ∼= M ′ ⊕M ′′.
Definition 2.6.3. An object P ∈ M is called a projective object if for every mor-
phism γ : P → N and every epimorphism ψ : M  N , there exists a morphism
γ˜ : P → N such that ψ ◦ γ˜ = γ.
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This is described in the following commutative diagram in M :
P
γ

γ˜
{{
M
ψ
// // N
Proposition 2.6.4. The following conditions are equivalent for P ∈ M :
(i) P is projective.
(ii) The additive functor HomM(P,−) : M→ Ab is exact.
(iii) Every short exact sequence (2.6.1) with M ′′ = P is split.
Proof. Exercise. 
Definition 2.6.5. We say M has enough projectives if every M ∈ M admits an
epimorphism P →M from a projective object P .
Exercise 2.6.6. Let A be a ring.
(1) Prove that an A-module P is projective iff it is a direct summand of a free
module; i.e. P ⊕ P ′ ∼= Q for some module P ′ and free module Q.
(2) Prove that the category ModA has enough projectives.
Exercise 2.6.7. Let M be the category of finite abelian groups. Prove that the
only projective object in M is 0. So M does not have enough projectives. (Hint:
use Proposition 2.6.4.)
Example 2.6.8. Consider the scheme X := P1K, the projective line over a field K,
with structure sheaf OX . The category CohOX of coherent OX -modules is abelian
(it is a full abelian subcategory of ModOX , cf. Example 2.3.19). One can show
that the only projective object of CohOX is 0, but this is quite involved.
Let us only indicate why the sheaf OX is not a projective object of CohOX .
Denote by t0, t1 the homogeneous coordinates of X. These belong to Γ(X,OX(1)),
so each determines a homomorphism of sheaves tj : OX(i)→ OX(i+ 1). We get a
sequence
(2.6.9) 0→ OX(−2) [ t0 t1 ]−−−−→ OX(−1)⊕2
[−t1
t0
]
−−−−→ OX → 0
in CohOX , which is known to be exact. It is also known that Γ(X,OX) = K and
Γ(X,OX(−1)) = 0. Therefore the sequence (2.6.9) is not split.
2.7. Injective Objects. In this subsection M is an abelian category.
Definition 2.7.1. An object I ∈ M is called an injective object if for every mor-
phism γ : M → I and every monomorphism ψ : M  N , there exists a morphism
γ˜ : N → I such that γ˜ ◦ ψ = γ.
This is depicted in the following commutative diagram in M :
I
M
γ
OO
//
ψ
// N
γ˜
cc
Proposition 2.7.2. The following conditions are equivalent for I ∈ M:
(i) I is injective.
(ii) The additive functor HomM(−, I) : Mop → Ab is exact.
(iii) Every short exact sequence (2.6.1) with M ′ = I is split.
Exercise 2.7.3. Prove Proposition 2.7.2.
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Recall that Op : M→ Mop is an exact functor.
Proposition 2.7.4. An object J ∈ M is injective if and only if the object Op(J) ∈
Mop is projective.
Exercise 2.7.5. Prove Proposition 2.7.4.
Example 2.7.6. Let A be a ring. Unlike projectives, the structure of injective
objects in ModA is very complicated, and not much is known (except that they
exist). However if A is a commutative noetherian ring then we know this: every
injective module I is a direct sum of indecomposable injective modules; and the
indecomposables are parameterized by Spec(A), the set of prime ideals of A. These
facts are due to Matlis; see Subsection 13.2 in the book.
Definition 2.7.7. We say M has enough injectives if every M ∈ M admits a
monomorphism M → I to an injective object I.
Here are a few results about injective objects. Recall that modules over a ring
are always left modules by default.
Proposition 2.7.8. Let f : A → B be a ring homomorphism, and let I be an
injective A-module. Then J := HomA(B, I) is an injective B-module.
Proof. Note that B is a left A-module via f , and a right B-module. This makes
J into a left B-module. In a formula: for φ ∈ J and b, b′ ∈ B we have (b·φ)(b′) =
φ(b′ ·b).
Now given any N ∈ ModB there is an isomorphism
(2.7.9) HomB(N, J) = HomB(N,HomA(B, I)) ∼= HomA(N, I).
This is a natural isomorphism (of functors in N). So the functor HomB(−, J) is
exact, and hence J is injective. 
Theorem 2.7.10 (Baer Criterion). Let A be a ring and I an A-module. Assume
that every A-module homomorphism a → I from a left ideal a ⊆ A extends to a
homomorphism A→ I. Then the module I is injective.
Proof. Consider an A-module M , a submodule N ⊆ M , and a homomorphism
γ : N → I. We have to prove that γ extends to a homomorphism M → I. Look
at the pairs (N ′, γ′) consisting of a submodule N ′ ⊆ M that contains N , and a
homomorphism γ′ : N ′ → I that extends γ. The set of all such pairs is ordered by
inclusion, and it satisfies the conditions of Zorn’s Lemma. Therefore there exists a
maximal pair (N ′, γ′). We claim that N ′ = M .
Otherwise, there is an element m ∈ M that does not belong to N ′. Define
N ′′ := N ′ + A·m, so N ′ ( N ′′ ⊆ M . Let a := {a ∈ A | a·m ∈ N ′}, which is a left
ideal of A. There is a short exact sequence
0→ a α−→ N ′ ⊕A→ N ′′ → 0
of A-modules, where α(a) := (a ·m,−a). Let φ : a → I be the homomorphism
φ(a) := γ′(a ·m). By assumption, it extends to a homomorphism φ˜ : A → I. We
get a homomorphism γ′ + φ˜ : N ′ ⊕ A → I that vanishes on the image of α. Thus
there is an induced homomorphism γ′′ : N ′′ → I. This contradicts the maximality
of (N ′, γ′). 
Lemma 2.7.11. The Z-module Q/Z is injective.
Proof. By the Baer criterion, it is enough to consider a homomorphism γ : a→ Q/Z
for an ideal a = n ·Z ⊆ Z. We may assume that n 6= 0. Say γ(n) = r + Z with
r ∈ Q. Then we can extend γ to γ˜ : Z→ Q/Z with γ˜(1) := r/n+ Z. 
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Lemma 2.7.12. Let {Ix}x∈X be a collection of injective objects of M. If the product∏
x∈X Ix exists in M, then it is an injective object.
Proof. Exercise. 
Theorem 2.7.13. Let A be any ring. The category ModA has enough injectives.
Proof. The proof is done in a few steps.
Step 1. Here A = Z. Take any nonzero Z-module M and any nonzero m ∈ M .
Consider the cyclic submodule M ′ := Z·m ⊆ M . There is a homomorphism
γ′ : M ′ → Q/Z s.t. γ′(m) 6= 0. Indeed, if M ′ ∼= Z, then we take any r ∈ Q − Z;
and if M ′ ∼= Z/(n) for some n > 0, then we take r := 1/n. In either case, we
define γ′(m) := r + Z ∈ Q/Z. Since Q/Z is an injective Z-module, γ′ extends to a
homomorphism γ : M → Q/Z. By construction we have γ(m) 6= 0.
Step 2. Now A is any ring, M is any nonzero A-module, and m ∈ M a nonzero
element. Define the A-module I := HomZ(A,Q/Z), which, according to Lemma
2.7.11 and Proposition 2.7.8, is an injective A-module. Let γ : M → Q/Z be a Z-
linear homomorphism such that γ(m) 6= 0. Such γ exists by step 1. Let θ : I → Q/Z
be the Z-linear homomorphism that sends an element χ ∈ I to χ(1) ∈ Q/Z. The
adjunction formula (2.7.9) gives an A-module homomorphism ψ : M → I s.t.
θ ◦ ψ = γ. We note that (θ ◦ ψ)(m) = γ(m) 6= 0, and hence ψ(m) 6= 0.
Step 3. Here A and M are arbitrary. Let I be as in step 2. For every nonzero
m ∈ M there is an A-linear homomorphism ψm : M → I such that ψm(m) 6= 0.
For m = 0 let ψ0 : M → I be an arbitrary homomorphism (e.g. ψ0 = 0). Define the
A-module J :=
∏
m∈M I. There is a homomorphism ψ :=
∏
m∈M ψm : M → J , and
it is easy to check that ψ is a monomorphism. By Lemma 2.7.12, J is an injective
A-module. 
Exercise 2.7.14. At the price of getting a bigger injective module, we can make the
construction of injective resolutions functorial. Let I := HomZ(A,Q/Z) as above.
Given an A-module M , consider the set X(M) := HomA(M, I) ∼= HomZ(M,Q/Z).
Let J(M) :=
∏
ψ∈X(M) I. There is a “tautological” homomorphism φM : M →
J(M). Show that φM is a monomorphism, J : M 7→ J(M) is a functor, and
φ : Id→ J is a natural transformation.
Is the functor J : ModA→ ModA additive?
Example 2.7.15. Let N be the category of torsion abelian groups, and M the
category of finite abelian groups. Then N ⊆ Ab and M ⊆ N are full abelian
subcategories. M has no projectives nor injectives except 0 (see Exercise 2.6.7
regarding projectives). The only projective in N is 0. However, it can be shown
that N has enough injectives; see [63, Lemma III.3.2] or [161, Proposition 4.6].
Proposition 2.7.16. If A is a left noetherian ring, then every direct sum of injec-
tive A-modules is an injective module.
Exercise 2.7.17. Prove Proposition 2.7.16. (Hint: use the Baer criterion.)
Exercise 2.7.18. Here we study injectives in the category Ab = ModZ. By Lemma
2.7.11, the module I := Q/Z is injective. For a (positive) prime number p, we denote
by Ẑp the ring of p-adic integers, and by Q̂p its field of fractions (namely the p-adic
completions of Z and Q respectively). Define the abelian group Ip := Q̂p/Ẑp.
(1) Show that Ip is an injective object of Ab.
(2) Show that Ip is indecomposable (i.e. it is not the direct sum of two nonzero
objects).
(3) Show that I ∼= ⊕p Ip.
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(4) The theory (see Subsection 13.2) tells us that there is another indecompos-
able injective object in Ab, besides the Ip. Try to identify it.
The abelian category ModA associated to a ringed space (X,A) was introduced
in Example 2.3.19.
Proposition 2.7.19. Let (X,A) be a ringed space. The category ModA has enough
injectives.
Proof. Let M be an A-module. Take a point x ∈ X. The stalk Mx is a module
over the ring Ax, and by Theorem 2.7.13 we can find an embedding φx :Mx → Ix
into an injective Ax-module. Let gx : {x} → X be the inclusion, which we may view
as a map of ringed spaces from ({x},Ax) to (X,A). Define Ix := gx∗(Ix), which is
an A-module (in fact it is a constant sheaf supported on the closed set {x} ⊆ X).
The adjunction formula gives rise to a sheaf homomorphism ψx : M→ Ix. Since
the functor g∗x : ModA → ModAx is exact, the adjunction formula shows that Ix
is an injective object of ModA.
Finally let J := ∏x∈X Ix. This is an injective A-module. There is a homo-
morphism ψ :=
∏
x∈X ψx : M → J in ModA. This is a monomorphism, since
for every point x, letting Jx be the stalk of the sheaf J at x, the composition
Mx ψx−−→ Jx px−→ Ix is the embedding φx :Mx → Ix. 
Remark 2.7.20. Let A be a nonzero ring, and consider the abelian category
M := ModA, the category of A-modules. A reasonable question to ask is this:
Are the abelian categories M and Mop equivalent? The answer is negative. In
fact, P. Freyd, in [47, Exercise 5.B.3], shows that (ModA)op is not equivalent, as
an abelian category, to ModB for any ring B. The argument involves a delicate
study of countable coproducts and products, and properties of Grothendieck abelian
categories.
Here is a special case of the previous remark, that might shed some more light
on the issue.
Example 2.7.21. Consider the category ModZ = Ab of abelian groups. Here is a
proof that there does not exist an additive equivalence F : Abop → Ab. Suppose we
had such an equivalence. Consider the object P := Z ∈ Ab, and let I := F (P ) ∈ Ab.
Because P is an indecomposable projective object, and F : Ab → Ab is a con-
travariant equivalence, the object I has to be an indecomposable injective. The
endomorphism rings are EndAb(I) ∼= EndAb(P )op = Zop = Z. However, the struc-
ture theorem for injective modules over commutative noetherian rings (Theorem
13.2.15) says that the only indecomposable injectives in Ab are I = Q̂p/Ẑp and
I = Q; and their endomorphism rings are Ẑp and Q respectively.
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3. Differential Graded Algebra
Recall that according to Convention 1.2.4 there is a nonzero commutative base
ring K. By default all rings are K-central, all linear categories are K-linear, all
linear operations (such as ring homomorphisms and linear functors) are K-linear,
and ⊗ means ⊗K.
Throughout “DG” stands for “differential graded”. There is some material about
DG algebra in a few published references, such as the book [101] and the papers
[79], [151], [133] and [12]. However, for our purposes we need a much more detailed
understanding of this theory, and this is what the present section provides.
3.1. Graded Algebra. Before entering the DG world, it is good to understand
the graded world.
Definition 3.1.1. A cohomologically graded K-module is a K-module M equipped
with a direct sum decompositionM =
⊕
i∈ZM
i into K-submodules. The K-module
M i is called the homogeneous component of cohomological degree i of M . The
nonzero elements of M i are called homogeneous elements of cohomological degree i.
From here until Section 15 we are going to respect the following convention,
which will simplify the discussion.
Convention 3.1.2. By “graded K-module” we mean a cohomologically graded K-
module, as defined above.
In Section 15 we shall introduce algebraically graded rings and modules, and then
we shall have to make a careful distinction between these notions. See Remark
3.1.25 regarding commutativity in the two settings.
Suppose M and N are graded K-modules. For an integer i let
(M ⊗N)i :=
⊕
j∈Z
(M j ⊗N i−j).
Then
(3.1.3) M ⊗N =
⊕
i∈Z
(M ⊗N)i
is a graded K-module.
A K-linear homomorphism φ : M → N is said to be homogeneous of degree i if
φ(M j) ⊆ N j+i for all j. We denote by HomK(M,N)i the K-module of degree i
homomorphisms M → N . In other words
(3.1.4) HomK(M,N)i :=
∏
j∈Z
HomK(M j , N j+i).
Definition 3.1.5. Let M and N be graded K-modules.
(1) The module of graded K-linear homomorphisms from M to N is the graded
K-module
HomK(M,N) :=
⊕
i∈Z
HomK(M,N)i.
(2) A degree 0 homomorphism φ : M → N is called a strict homomorphism of
graded K-modules.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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If M0,M1,M2 are graded K-modules, and φk : Mk →Mk+1 are K-linear homo-
morphisms of degrees ik, then φ1 ◦ φ0 : M0 → M2 is a K-linear homomorphism of
degree i0 + i1. The identity automorphism idM : M →M has degree 0.
Definition 3.1.6. The strict category of graded K-modules is the category Gstr(K),
whose objects are the cohomologically graded K-modules, and whose morphisms are
the strict homomorphisms of cohomologically graded K-modules.
It is easy to see that Gstr(K) is a K-linear abelian category – the kernels and
cokernels are degreewise.
Remark 3.1.7. Let Ungr : Gstr(K) → M(K) be the functor that forgets the
grading. It is faithful, but often not full. Namely the obvious homomorphism
Ungr
(
HomK(M,N)
)→ HomK(Ungr(M),Ungr(N))
is injective but not bijective. See Remark 15.1.11 for a discussion.
The tensor operation (− ⊗ −) from (3.1.3) makes Gstr(K) into a monoidal K-
linear category, with monoidal unit K. This means that the bifunctor
(−⊗−) : Gstr(K)× Gstr(K)→ Gstr(K)
satisfies the monoidal axioms (associativity up to a trifunctorial cocycle, etc., see
[102, Chapter XI]), and it is K-bilinear. Moreover, given M,N ∈ Gstr(K), let us
define the braiding isomorphism
(3.1.8) brM,N : M ⊗N '−→ N ⊗M,
(3.1.9) brM,N (m⊗ n) := (−1)i·j ·n⊗m
for homogeneous elements m ∈M i and n ∈ N j . Because brN,M ◦brM,N = idM⊗N ,
this makes Gstr(K) into a symmetric monoidal K-linear category. The braiding
isomorphism (3.1.9) is often called the Koszul sign rule. See Remark 3.1.25 for a
background discussion.
Exercise 3.1.10. For an integer l ≥ 1 let τ be a permutation of the set {1, . . . , l}.
Show that for every M1, . . . ,Ml ∈ Gstr(K) there is an isomorphism
brτ : M1 ⊗ · · · ⊗Ml '−→Mτ(1) ⊗ · · · ⊗Mτ(l)
in Gstr(K), which is functorial in the sequence of objects {Mi}i=1,...,l, functorial in
the permutation τ , monoidal (for a partition l = l1 + l2), and brτ = brM1,M2 when
l = 2 and τ is the transposition. See [102, Theorem XI.1.1] or [17] for the answer.
Definition 3.1.11. A cohomologically graded central K-ring is a central K-ring A,
equipped with a direct sum decomposition A =
⊕
i∈ZA
i into K-submodules, such
that 1A ∈ A0, and Ai ·Aj ⊆ Ai+j .
Definition 3.1.12. Let A and B be cohomologically graded central K-rings. A ho-
momorphism of cohomologically graded central K-rings is a K-ring homomorphism
f : A→ B that respects the gradings, namely f(Ai) ⊆ Bi.
The category of cohomologically graded central K-rings is denoted by GRng/cK.
As always for ring homomorphisms, f must preserve units, i.e. f(1A) = 1B . Note
that K itself is a graded ring, concentrated in degree 0; and it is the initial object
of GRng/cK.
To simplify the discussion, we shall follow the next convention (until Section 15).
Convention 3.1.13. By “graded ring” we mean a cohomologically graded central
K-ring, as defined above.
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Recall that by Convention 1.2.4, all ring homomorphisms, and that includes
graded rings, are over K.
Example 3.1.14. Let M be a graded K-module. Then the graded module
EndK(M) := HomK(M,M) =
⊕
i∈Z
HomK(M,M)i,
with the operation of composition, is a graded K-ring.
The prototypical manifestation of the Koszul sign rule is the next definition.
Definition 3.1.15. Let A =
⊕
i∈ZA
i be a graded K-ring. We say that A is a
weakly commutative graded ring if b·a = (−1)i·j ·a ·b for all a ∈ Ai and b ∈ Aj .
Remark 3.1.16. Let us give a categorical explanation of Definition 3.1.15, using
the symmetric monoidal structure of Gstr(K).
The general categorical way to define a ring object in the symmetric monoidal
linear category
(
Gstr(K),⊗,K,br
)
is as an object A ∈ Gstr(K) equipped with a
multiplication morphism m : A ⊗ A → A and a unit morphism u : K → A, such
that the triple (A,m,u) obeys the ring axioms. In our case it is precisely Definition
3.1.11.
The categorical commutativity condition for the ring object (A,m,u) is that the
diagram
A⊗A
m
""
br

A⊗A m // A
in Gstr(K) is commutative. This is what weak commutativity is, in Definition 3.1.15.
Here is a definition similar to Definition 3.1.15.
Definition 3.1.17. Let A =
⊕
i∈ZA
i be a graded ring.
(1) Homogeneous elements a ∈ Ai and b ∈ Aj are said to graded-commute with
each other if b·a = (−1)i·j ·a ·b.
(2) A homogeneous element a ∈ Ai is called a graded-central element if it
graded-commutes with all homogeneous elements of A.
(3) The graded-center of A is the K-submodule Cent(A) ⊆ A generated by the
homogeneous graded-central elements.
Exercise 3.1.18. Let A be a graded ring. Show that:
(1) Cent(A) is a graded subring of A, it is weakly commutative, and it contains
the image of the base ring K.
(2) A is weakly commutative iff Cent(A) = A.
Below are several sign formulas that are more subtle consequences of the Koszul
sign rule. They can be traced – with effort – to the biclosed monoidal structure of
Gstr(K), namely to the interaction between the bifunctors (−⊗−) and HomK(−,−).
Suppose that for k = 0, 1 we are given graded K-module homomorphisms φk :
Mk → Nk of degrees ik. Then the homomorphism
φ0 ⊗ φ1 ∈ HomK
(
(M0 ⊗M1, N0 ⊗N1
)i0+i1
acts on a tensor m0 ⊗m1 ∈M0 ⊗M1, with mk ∈M jkk , like this:
(3.1.19) (φ0 ⊗ φ1)(m0 ⊗m1) := (−1)i1 ·j0 ·φ0(m0)⊗ φ1(m1) ∈ N0 ⊗N1.
The rule of thumb explaining this formula is that φ1 and m0 were transposed.
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Suppose we are given graded K-module homomorphisms φ0 : N0 → M0 and
φ1 : M1 → N1 of degrees i0 and i1. Then the homomorphism
Hom(φ0, φ1) ∈ HomK
(
HomK(M0,M1),HomK(N0, N1)
)i0+i1
acts on γ ∈ HomK(M0,M1)j as follows: for an element n0 ∈ Nk0 we have
(3.1.20) Hom(φ0, φ1)(γ)(n0) := (−1)i0 ·(i1+j)(φ1 ◦ γ ◦ φ0)(n0) ∈ Nk+i0+i1+j1 .
The sign is because φ0 jumped across φ1 and γ.
Definition 3.1.21. Let A and B be graded rings. Then A ⊗ B is a graded ring,
with multiplication
(a0 ⊗ b0) ·(a1 ⊗ b1) := (−1)i1 ·j0 ·(a0 ·a1)⊗ (b0 ·b1)
for elements ak ∈ Aik and bk ∈ Bjk .
We shall require another notion of commutativity, that is not of categorical
nature.
Definition 3.1.22. Let A =
⊕
i∈ZA
i be a graded ring.
(1) The graded ring A is called strongly commutative if it is weakly commutative
(Definition 3.1.15), and also a2 = 0 if a ∈ Ai and i is odd.
(2) The graded ring A is called nonpositive if Ai = 0 for all i > 0.
(3) The graded ring A is called a commutative graded ring if it is nonpositive
and strongly commutative.
This definition is taken from [173]. In [188] the term “super-commutative” was
used instead of “strongly commutative”. The name “strongly commutative” was
suggested to us by J. Palmieri.
Example 3.1.23. By a graded set we mean a set X partitioned as X =
∐
i∈ZX
i.
The elements of Xi are called variables of degree i. The noncommutative graded
polynomial ring on the graded set X is the graded ring K〈X〉, which is the free
graded K-module spanned by the monomials (i.e. words) x1 · · ·xn in the elements
of X, and its multiplication is by concatenation of monomials.
The strongly commutative graded polynomial ring on the graded set X is the
graded ring K[X] := K〈X〉/I, where I is the two-sided ideal of K〈X〉 generated by
the elements y ·x− (−1)i·j ·x ·y for all variables x ∈ Xi and y ∈ Xj , together with
the elements z ·z for all z ∈ Xk and odd k. This is a strongly commutative graded
ring.
Exercise 3.1.24. Show that if A and B are weakly (resp. strongly) commutative
graded rings, then so is A⊗B.
Remark 3.1.25. Weak commutativity is the obvious commutativity condition
in the cohomologically graded setting, when the Koszul sign rule is imposed; see
Remark 3.1.16. Of course there are many instances of commutative graded rings
that do not involve the Koszul sign rule; see e.g. [46] or [105]. In our book we call
them algebraically graded rings, and they are studied in Sections 15-17.
Strong commutativity has another reason. Its role is to guarantee that the
strongly commutative graded polynomial ring K[X] from Example 3.1.23 above
will be a graded-free K-module. Without this condition, the square of an odd
variable z would be a nonzero 2-torsion element.
Of course, if 2 is invertible in K (e.g. if K contains Q), then weak and strong
commutativity of a graded central K-ring coincide. Since most texts dealing with
DG rings assume that Q ⊆ K, the subtle distinction we make is absent from them.
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Remark 3.1.26. Let A =
⊕
i∈ZA
i be a weakly commutative graded ring, and
assume A has nonzero odd elements. Then, after we forget the grading, the ring A
is no longer commutative (except in special cases, like in characteristic 2).
This phenomenon will reappear often in the study of DG algebra.
Remark 3.1.27. The origin of the Koszul sign rule, predating the work of J.L.
Koszul, appears to be in the formula for the differential d of the tensor product of
two complexes, that occurs in classical homological algebra (and is repeated here
in Definition 3.2.3). Without the sign we won’t have d ◦ d = 0.
In his thesis [89], Koszul talks about the sign rule explicitly, when discussing the
Chevalley-Eilenberg complex. See [17] for a detailed study of the Koszul sign rule
and its group-theoretic interpretation.
It should be noted that there are some sign inconsistencies in the book [62]. The
Koszul sign rule could have prevented them.
In our book we made a strenuous effort to have correct (namely consistent) signs.
This did not always produce satisfactory outcomes – for instance, in the context
of the triangulated structure of the opposite homotopy category, as explained in
Remark 5.6.12.
Definition 3.1.28. Let A be a graded ring. A graded left A-module is a left A-
module M , equipped with a K-module decomposition M =
⊕
i∈ZM
i, such that
Ai ·M j ⊆M i+j for all i, j.
We can also talk about graded right A-modules, and graded bimodules. But our
default option (see Convention 1.2.4) is that modules are left modules.
Exercise 3.1.29. Let M be a graded K-module, A a graded central K-ring, and
f : A→ EndK(M) a homomorphism in GRng/cK.
(1) Show that M becomes a graded A-module, with action a·m := f(a)(m).
(2) Show that every graded A-module structure on M , that is consistent with
the given graded K-module structure, arises this way.
Lemma 3.1.30. Let A be a graded ring, let M be a graded right A-module, and
let N be a graded left A-module. Then the K-module M ⊗A N has a direct sum
decomposition
M ⊗A N =
⊕
i∈Z
(M ⊗A N)i,
where (M ⊗AN)i is the K-linear span of the tensors m⊗n, for all j ∈ Z, m ∈M j
and n ∈ N i−j.
Proof. There is a canonical surjection of K-modulesM⊗N →M⊗AN . Its kernel is
the K-submodule L ⊆M ⊗N generated by the elements (m·a)⊗n−m⊗ (a·n), for
m ∈M j , n ∈ Nk and a ∈ Al. So L is a graded submodule of M ⊗N , and therefore
so is the quotient. Finally, by formula (3.1.3) the i-th homogeneous component of
M ⊗A N is precisely (M ⊗A N)i. 
Definition 3.1.31. Let A be a graded ring, and let M,N be graded A-modules.
For each i ∈ Z define HomA(M,N)i to be the subset of HomK(M,N)i consisting
of the homomorphisms φ : M → N such that φ(a·m) = (−1)i·k ·a·φ(m) for all
a ∈ Ak. Next define the graded K-module
HomA(M,N) :=
⊕
i∈Z
HomA(M,N)i.
Suppose C is a K-linear category (Definition 2.1.1). Since the composition of
morphisms is K-bilinear, for every triple of objects M0,M1,M2 ∈ C, composition
can be expressed as a K-linear homomorphism
HomC(M1,M2)⊗HomC(M0,M1) −→ HomC(M0,M2),
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φ1 ⊗ φ0 7→ φ1 ◦ φ0. We refer to it as the composition homomorphism. It will be
used in the following definition.
Definition 3.1.32. A graded K-linear category is a K-linear category C, endowed
with a grading on each of the K-modules HomC(M0,M1). The conditions are these:
(a) For every object M , the identity automorphism idM has degree 0.
(b) For every triple of objectsM0,M1,M2 ∈ C, the composition homomorphism
HomC(M1,M2)⊗HomC(M0,M1) −→ HomC(M0,M2)
is a strict homomorphism of graded K-modules.
In item (b) we use the graded module structure on a tensor product from equation
(3.1.3). A morphism φ ∈ HomC(M0,M1)i is called a morphism of degree i.
Definition 3.1.33. Let C be a graded K-linear category. The strict subcategory of
C is the subcategory Str(C) on all objects of C, whose morphisms are the degree 0
morphisms of C.
Example 3.1.34. Let A be a graded ring. Define GModA to be the category whose
objects are the graded A-modules. For M,N ∈ GModA, the set of morphisms is
the graded K-module HomGModA(M,N) := HomA(M,N) from Definition 3.1.31.
Then GModA is a graded K-linear category. The morphisms in the subcategory
GModstrA := Str(GModA) are the strict homomorphisms of graded A-modules.
We often write G(A) := GModA and Gstr(A) := GModstrA. In the special case
A = K, the category Gstr(K) already appeared in Definition 3.1.6.
Remark 3.1.35. The name “strict homomorphism of graded modules”, and the
corresponding notations GModstrA = Gstr(A), are new. We introduced them to
distinguish the abelian category GModstrA from the graded category GModA that
contains it. See Definitions 3.4.1 and 3.4.6 for the DG versions of these notions.
Definition 3.1.36. Let C and D be graded K-linear categories. A functor F : C→
D is called a graded K-linear functor if it satisfies this condition:
B For every pair of objects M0,M1 ∈ C, the function
F : HomC(M0,M1)→ HomD
(
F (M0), F (M1)
)
is a strict homomorphism of graded K-modules.
Convention 3.1.37. To simplify the terminology, we shall often use the expres-
sions “graded category” and “graded functor” as abbreviations for “graded K-linear
category” and “graded K-linear functor”, respectively.
Example 3.1.38. Let A be a graded ring. We can view A as a category A with
a single object, and it is a graded category. If f : A → B is a homomorphism
of graded rings, then passing to single-object categories we get a graded functor
F : A→ B.
Recall that “morphism of functors” is synonymous with “natural transforma-
tion”.
Definition 3.1.39. Let F,G : C → D be graded functors between graded cate-
gories, and let i ∈ Z. A degree i morphism of graded functors η : F → G is a
collection η = {ηM}M∈C of morphisms ηM ∈ HomD
(
F (M), G(M)
)i, such that for
every morphism φ ∈ HomC(M0,M1)j there is equality
G(φ) ◦ ηM0 = (−1)i·j ·ηM1 ◦ F (φ)
inside HomD
(
F (M0), G(M1)
)i+j .
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If i is odd in the definition above, then after we forget the grading, η : F →
G is usually no longer a morphism of functors; this is another instance of the
phenomenon mentioned in Remark 3.1.26.
Definition 3.1.40. Let M be an abelian category. A graded object in M is a
collection {M i}i∈Z of objects M i ∈ M.
Because we did not assume that M has countable direct sums, the graded objects
are “external” to M; cf. Exercise 3.1.44.
Suppose M = {M i}i∈Z and N = {N i}i∈Z are graded objects in M. For an
integer i we define the K-module
(3.1.41) HomM(M,N)i :=
∏
j∈Z
HomM(M j , N j+i).
We get a graded K-module
(3.1.42) HomM(M,N) :=
⊕
i∈Z
HomM(M,N)i.
Definition 3.1.43. Let M be an abelian category. The category of graded objects
in M is the graded linear category G(M), whose objects are the graded objects in
M, and the morphism sets are the graded modules
HomG(M)(M,N) := HomM(M,N)
from equation (3.1.42). The composition operation is the obvious one.
Exercise 3.1.44. Suppose M = M(A), the category of modules over a central K-
ring A. For every M = {M i}i∈Z ∈ G(M) let F (M) :=
⊕
i∈ZM
i. Then F (M) is a
graded A-module, as discussed earlier, so F (M) is an object of the category G(A)
from Example 3.1.34. Prove that F : G(M) → G(A) is an isomorphism of graded
categories.
In the next definition we combine graded rings and linear categories, to concoct
a new hybrid.
Definition 3.1.45. Let M be an abelian category, and let A be a graded ring.
A graded A-module in M is an object M ∈ G(M), together with a graded ring
homomorphism f : A → EndM(M). The set of graded A-modules in M is denoted
by G(A,M).
What the definition says is that an element a ∈ Ai gives rise to a degree i
endomorphism f(a) of the graded object M = {M j}j∈Z. In turn, this means that
for every j, f(a) : M j → M j+i is a morphism in M. The operation f satisfies
f(1A) = idM and f(a1 ·a2) = f(a1) ◦ f(a2).
Example 3.1.46. If A = K, then G(A,M) = G(M); and if M = ModK, then
G(A,M) = G(A).
The next definition is a variant of Definition 3.1.31.
Definition 3.1.47. Let M be an abelian category, and let A be a graded ring.
For M,N ∈ G(A,M) and i ∈ Z we define HomA,M(M,N)i to be the subset of
HomM(M,N)i consisting of the morphisms φ : M → N such that
φ ◦ fM (a) = (−1)i·k ·fN (a) ◦ φ
for all a ∈ Ak. Next let
HomA,M(M,N) :=
⊕
i∈Z
HomA,M(M,N)i.
This is a graded K-module.
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Definition 3.1.48. Let M be an abelian category, and let A be a graded ring. The
category of graded A-modules in M is the graded category G(A,M) whose objects
are the graded A-modules in M, and the morphism graded K-modules are
HomG(A,M)(M0,M1) := HomA,M(M0,M1)
from Definition 3.1.47. The compositions are those of G(M).
In the special case that A is a ring (i.e. a graded ring concentrated in degree 0),
this is [76, Definition 8.5.1].
Notice that forgetting the action of A is a faithful graded functor G(A,M) →
G(M). As in every graded category, there is the subcategory
(3.1.49) Gstr(A,M) := Str(G(A,M)) ⊆ G(A,M)
of strict (i.e. degree 0) morphisms.
Exercise 3.1.50. Show that Gstr(A,M) is an abelian category.
Remark 3.1.51. The reader may have noticed that we can talk about the graded
category G(M) for every linear category M, regardless if it is abelian or not. We
chose to restrict attention to the abelian case for a pedagogical reason: this will
hopefully reduce confusion between the many sorts of graded (and later DG) cate-
gories that occur in our discussion.
3.2. DG K-Modules. Recall that Conventions 1.2.4 and 3.1.2 are in force.
Definition 3.2.1. A DG K-module is a graded K-moduleM =
⊕
i∈ZM
i, together
with a K-linear homomorphism dM : M → M of degree 1, called the differential,
satisfying dM ◦ dM = 0.
When there is no danger of confusion, we may write d instead of dM .
Definition 3.2.2. Let M and N be DG K-modules. A strict homomorphism of
DG K-modules is a K-linear homomorphism φ : M → N of degree 0 that commutes
with the differentials. The resulting category is denoted by DGModstrK, or by the
abbreviated notation Cstr(K).
It is easy to see that Cstr(K) is a K-linear abelian category. There is a forgetful
functor Cstr(K)→ Gstr(K), (M,dM ) 7→M .
Definition 3.2.3. Suppose M and N are DG K-modules.
(1) The graded K-module structure on the tensor product M ⊗N was given in
equation (3.1.3). We put on it the differential
d(m⊗ n) := dM (m)⊗ n+ (−1)i ·m⊗ dN (n)
for m ∈M i and n ∈ N j . In this way M ⊗N becomes a DG K-module. We
sometimes write dM⊗N for this differential.
(2) The graded module HomK(M,N) was introduced in Definition 3.1.5. We
give it this differential:
d(φ) := dN ◦ φ− (−1)i ·φ ◦ dM
for φ ∈ HomK(M,N)i. Thus HomK(M,N) becomes a DG K-module. We
sometimes denote this differential by dHomK(M,N).
Definition 3.2.4. Let M be a DG K-module, and let i be an integer.
(1) The module of degree i cocycles of M is
Zi(M) := Ker
(
M i
dM−−→M i+1).
(2) The module of degree i coboundaries of M is
Bi(M) := Im
(
M i−1 dM−−→M i).
58
Derived Categories | Amnon Yekutieli | 14 Apr 2019
(3) The module of degree i decocycles of M is
Yi(M) := Coker
(
M i−1 dM−−→M i).
(4) The i-th cohomology module of M is
Hi(M) := Zi(M) / Bi(M) ∼= Coker(M i−1 dM−−→ Zi(M)).
The definition above is standard, with the exception of item (3), which is a new
contribution (both the notation Yi(M) and the name “decocycles”). The fact that
dM ◦ dM = 0 implies that Bi(M) ⊆ Zi(M) ⊆M i, so item (4) makes sense. On the
other hand, since Yi(M) = M i/Bi(M), there is a canonical isomorphism
(3.2.5) Hi(M) ∼= Ker(Yi(M) dM−−→M i+1).
The modules defined above are functorial in M ; to be precise, these are K-linear
functors
(3.2.6) Zi,Bi,Yi,Hi : Cstr(K)→M(K).
We can rephrase Definition 3.2.2 using the notion of cocycles: for DG K-modules
M and N there is equality
(3.2.7) HomCstr(K)(M,N) = Z
0(HomK(M,N))
of submodules of HomK(M,N).
3.3. DG Rings and Modules. Recall that Conventions 1.2.4, 3.1.2 and 3.1.13
are in place.
Definition 3.3.1. A DG central K-ring is a graded central K-ring A =
⊕
i∈ZA
i
(see Definition 3.1.11), together with a K-linear homomorphism dA : A → A of
degree 1, called the differential, satisfying the equation dA ◦dA = 0, and the graded
Leibniz rule
dA(a·b) = dA(a)·b+ (−1)i ·a·dA(b)
for all a ∈ Ai and b ∈ Aj .
We sometimes write d instead of dA.
Definition 3.3.2. Let A and B be DG central K-rings. A homomorphism of DG
central K-rings f : A→ B is a graded central K-ring homomorphism that commutes
with the differentials of A and B. The resulting category is denoted by DGRng/cK.
Central K-rings are viewed as DG central K-rings concentrated in degree 0
(and with trivial differentials). Thus the category Rng/cK is a full subcategory
of DGRng/cK.
Convention 3.3.3. To simplify terminology, we usually write “DG ring” instead
of “DG central K-ring”.
Definition 3.3.4. A DG ring A is called weakly commutative, strongly commu-
tative, nonpositive or commutative if it is so, respectively, as a graded ring (after
forgetting the differential), in the sense of Definition 3.1.22.
The corresponding full subcategories of DGRng/cK are DGRngwc/K, DGRngsc/K,
DGRng≤0/cK and DGRng≤0sc /K.
When K = Z we can write DGRng := DGRng/cZ, etc.
Here are few examples of DG rings. First a silly example.
Example 3.3.5. Let A be a graded ring. Then A, with the zero differential, is a
DG ring.
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Example 3.3.6. Let X be a differentiable (i.e. of type C∞) manifold over K :=
R. The de Rham complex A of X is a DG R-ring, with the wedge product and
the exterior differential. See [75, Section 2.9.7] for details. This is a strongly
commutative DG ring, in the sense of Definition 3.3.4. However, it is almost never
nonpositive.
The next example is the algebraic analogue of the previous one.
Example 3.3.7. Let C be a commutative K-ring. Then the algebraic de Rham
complex A := ΩC/K =
⊕
p≥0 Ω
p
C/K is a DG K-ring. It is a strongly commutative
DG ring, and it is almost never nonpositive. See [46, Exercise 16.15] or [105, Section
25] for details.
Example 3.3.8. Let M be a DG K-module. Consider the DG K-module
EndK(M) := HomK(M,M) from Definition 3.2.3(2). Composition of endomor-
phisms is an associative multiplication on EndK(M) that respects the grading, and
the graded Leibniz rule holds. We see that EndK(M) is a DG K-ring. It is usually
neither weakly commutative nor nonpositive.
Example 3.3.9. Let C be a commutative ring and let c ∈ C be an element. The
Koszul complex of c is the DG C-module K(C; c) defined as follows. In degree 0
we let K0(C; c) := C. In degree −1, K−1(C; c) is a free C-module of rank 1, with
basis element x. All other homogeneous components are trivial. The differential
d is determined by what it does to the basis element x ∈ K−1(C; c), and we let
d(x) := c ∈ K0(C; c).
We want to make K(C; c) into a strongly commutative DG ring (in the sense
of Definition 3.3.4). Since x is an odd element, we must define the graded ring
structure by K(C; c) := C ⊗ K[x], where K[x] is the strongly commutative graded
polynomial ring from Example 3.1.23, on the graded set X = X−1 := {x}; i.e.
x2 = 0.
Example 3.3.10. Let A and B be DG rings. The graded ring A⊗B from Definition
3.1.21, with the differential from Definition 3.2.3(1), is a DG ring.
Example 3.3.11. Let C be a commutative ring and let c = (c1, . . . , cn) be a
sequence of elements in C. By combining Examples 3.3.9 and 3.3.10 we obtain the
Koszul complex
K(C; c) := K(C; c1)⊗C · · · ⊗C K(C; cn).
This is a strongly commutative DG C-ring.
Remark 3.3.12. In the book [46, Section 17, Exercises] there are a few variants
of the Koszul complex. Note that in most of the classical literature (including [46]
and [105]), the multiplicative structure of K(C; c) has been ignored.
Definition 3.3.13. Let A be a DG ring. The opposite DG ring Aop is the same
DG K-module as A, but the multiplication ·op of Aop is the multiplication · of A,
reversed and twisted by signs: a ·op b := (−1)i·j ·b·a for a ∈ Ai and b ∈ Aj .
Exercise 3.3.14. Verify that Aop is a DG ring.
Note that A is weakly commutative iff A = Aop.
Remark 3.3.15. In algebraic topology and homotopy theory it is customary to use
lower indices for DG rings (and to call them DG algebras). In other words, they use
homological grading, as opposed to our cohomological grading. Thus our nonpositive
DG ring A =
⊕
i≤0A
i becomes a nonnegative graded algebra A =
⊕
i≥0Ai in their
language.
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Another notion that is common in homotopy theory is that of a connective DG
algebra; this is a DG ring A =
⊕
i∈ZAi whose homology H(A) =
⊕
i∈ZHi(A) is
nonnegative. In our cohomological language, the analogue would be a coconnec-
tive DG ring, that is a DG ring A whose cohomology H(A) =
⊕
i∈ZH
i(A) is a
nonpositive graded ring. Cf. Exercise 3.3.20 below.
If A is a coconnective DG ring, then its smart truncation A′ := smt≤0(A), in
the sense of Definition 7.3.6, is a nonpositive DG ring, and the inclusion A′ → A is
a quasi-isomorphism.
Definition 3.3.16. Let A be a DG ring. A DG left A-module is a graded left
A-module M =
⊕
i∈ZM
i, together with a K-linear homomorphism dM : M → M
of degree 1, called the differential, satisfying dM ◦ dM = 0 and
dM (a ·m) = dA(a)·m+ (−1)i ·a·dM (m)
for a ∈ Ai and m ∈M j .
DG right A-modules are defined likewise, but we won’t deal with them much.
This is because DG right A-modules are DG left modules over the opposite DG
ring Aop. More precisely, if M is a DG right A-module, then the formula a·m :=
(−1)i·j ·m ·a, for a ∈ Ai and m ∈M j , makes M into a DG left Aop-module.
As implied by Convention 1.2.4(5), all DG modules are by default DG left mod-
ules.
Proposition 3.3.17. Let A be a DG K-ring, and let M be a DG K-module.
(1) Suppose f : A → EndK(M) is a DG K-ring homomorphism. Then the
formula a·m := f(a)(m), for a ∈ Ai and m ∈ M j, makes M into a DG
A-module.
(2) Conversely, every DG A-module structure on M , that’s compatible with the
DG K-module structure, arises in this way from a DG K-ring homomor-
phism f : A→ EndK(M).
Exercise 3.3.18. Prove this proposition.
Definition 3.3.19. Let M and N be DG A-modules. A strict homomorphism of
DG A-modules φ : M → N is a strict homomorphism of DG K-modules (Defi-
nition 3.2.2) that respects the action of A. The resulting category is denoted by
DGModstrA, or by the short notation Cstr(A).
The category Cstr(A) is abelian. See Proposition 3.8.6 for a more general state-
ment.
Exercise 3.3.20. Let A be a DG ring. Show that the the module of cocycles
Z(A) :=
⊕
i∈Z Z
i(A) is a graded subring of A, and the module of coboundaries
B(A) :=
⊕
i∈Z B
i(A) is a two-sided graded ideal of Z(A). Conclude that the coho-
mology module H(A) :=
⊕
i∈ZH
i(A) is a graded ring.
Let f : A→ B be a homomorphism of DG rings. Show that H(f) : H(A)→ H(B)
is a graded ring homomorphism.
Exercise 3.3.21. Let A be a DG ring. Given a DG A-module M , show that its
cohomology H(M) is a graded H(A)-module. If φ : M → N is a homomorphism in
Cstr(A), then H(φ) : H(M) → H(N) is a homomorphism in Gstr(H(A)). Conclude
that
(3.3.22) H : Cstr(A)→ Gstr(H(A))
is a linear functor.
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Definition 3.3.23. Let A be a DG K-ring, let M be a right DG A-module, and
let N be a left DG A-module. By Lemma 3.1.30, M ⊗A N is a graded K-module.
We make it into a DG K-module with the differential from Definition 3.2.3(1).
Definition 3.3.24. Let A be a DG K-ring, and let M and N be left DG A-
modules. The graded K-module HomA(M,N) from Definition 3.1.31 is made into
a DG K-module with the differential from Definition 3.2.3(2).
Generalizing formula (3.2.7), for DG A-modules M and N there is equality
HomCstr(A)(M,N) = Z
0(HomA(M,N)).
Proposition 3.3.25. Let A be a DG ring.
(1) The category Cstr(A) has products. Given a collection {Mx}x∈X of DG A-
modules, their product M =
∏
x∈XMx in Cstr(A) is M :=
⊕
i∈ZM
i, where
M i :=
∏
x∈XM
i
x.
(2) The category Cstr(A) has direct sums. Given a collection {Mx}x∈X of DG
A-modules, their direct sum M =
⊕
x∈XMx in Cstr(A) is M :=
⊕
i∈ZM
i,
where M i :=
⊕
x∈XM
i
x.
(3) The functor H from (3.3.22) commutes with all products and direct sums.
Exercise 3.3.26. Prove this proposition.
3.4. DG Categories. In Definition 3.1.32 we saw graded categories. Here is the
DG version.
Definition 3.4.1. A DG K-linear category is a K-linear category C, endowed with
a DG K-module structure on each of the morphism K-modules HomC(M0,M1).
The conditions are these:
(a) For every object M , the identity automorphism idM is a degree 0 cocycle
in HomC(M,M).
(b) For every triple of objectsM0,M1,M2 ∈ C, the composition homomorphism
HomC(M1,M2)⊗HomC(M0,M1) −→ HomC(M0,M2)
is a strict homomorphism of DG K-modules.
The differential in a DG K-linear category C is sometimes denoted by dC; for
instance
(3.4.2) dC : HomC(M0,M1)i → HomC(M0,M1)i+1.
The next convention extends Convention 3.3.3.
Convention 3.4.3. We shall often write “DG category” instead of the longer
expression “DG K-linear category”.
If C′ is a full subcategory of a DG category C, then of course C′ is itself a DG
category.
Definition 3.4.4. Let C be a DG category.
(1) A morphism φ ∈ HomC(M,N)i is called a degree i morphism.
(2) A morphism φ ∈ HomC(M,N) is called a cocycle if dC(φ) = 0.
(3) A morphism φ : M → N in C is called a strict morphism if it is a degree 0
cocycle.
Lemma 3.4.5. Let C be a DG category, and for i = 0, 1, 2 let φi : Mi → Mi+1 be
a morphism in C of degree ki.
(1) The morphism φ1 ◦ φ0 has degree k0 + k1, and
dC(φ1 ◦ φ0) = dC(φ1) ◦ φ0 + (−1)k1 ·φ1 ◦ dC(φ0).
(2) If φ0 and φ1 are cocycles, then so is φ1 ◦ φ0.
62
Derived Categories | Amnon Yekutieli | 14 Apr 2019
(3) If φ1 is a coboundary, and φ0 and φ2 are cocycles, then φ2 ◦ φ1 ◦ φ0 is a
coboundary.
Proof. (1) This is just a rephrasing of item (b) in Definition 3.4.1.
(2) This is immediate from (1).
(3) Say φ1 = dC(ψ1) for some degree k1 − 1 morphism ψ1 : M1 →M2. Then
φ2 ◦ φ1 ◦ φ0 = dC
(
(−1)k2 ·φ2 ◦ ψ1 ◦ φ0
)
. 
The previous lemma makes the next definition possible.
Definition 3.4.6. Let C be a DG category.
(1) The strict subcategory of C is the category Str(C), with the same objects as
C, but with strict morphisms only. Thus
HomStr(C)(M,N) = Z0
(
HomC(M,N)
)
.
(2) The homotopy category of C is the category Ho(C), with the same objects
as C, and with morphism sets
HomHo(C)(M,N) := H0
(
HomC(M,N)
)
.
(3) We denote by P : Str(C) → Ho(C) the functor which is the identity on
objects, and sends a strict morphism to its homotopy class.
The categories Str(C) and Ho(C) are linear, and the inclusion functor Str(C)→ C
and the projection functor P : Str(C)→ Ho(C) are linear. The first is faithful, and
the second is full.
Example 3.4.7. If A is a DG category, then for every object x ∈ A, its set of
endomorphisms A := EndA(x) is a DG ring. Conversely, every DG ring A can be
viewed as a DG category A with a single object.
Example 3.4.8. Let A be a DG ring. The set of DG A-modules forms a DG
category DGModA, in which the morphism DG K-modules are
HomDGModA(M,N) := HomA(M,N)
from Definition 3.3.24. We shall often write C(A) := DGModA. The strict subcat-
egory here is
Str(DGModA) = DGModstrA = Cstr(A);
cf. Definition 3.3.19.
Here is a result that will be used later.
Proposition 3.4.9. Let φ : M → N be a degree i isomorphism in a DG category
C. Assume φ is a cocycle, namely dC(φ) = 0. Then its inverse φ−1 : N → M is
also a cocycle.
Proof. According the Leibniz rule (Lemma 3.4.5(1)), and the fact that idM is a
cocycle, we have
0 = dC(idM ) = d(φ−1 ◦ φ)
= dC(φ−1) ◦ φ+ (−1)−i ·φ−1 ◦ dC(φ) = dC(φ−1) ◦ φ.
Because φ is an isomorphism, we conclude that dC(φ−1) = 0. 
Remark 3.4.10. The fact that the concept “DG category” refers both to DG rings
(Example 3.4.7) and to the categories of DG modules over them (Example 3.4.8)
is a source of frequent confusion. See Remarks 3.1.51 and 3.8.21.
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Remark 3.4.11. For other accounts of DG categories see the relatively old refer-
ences [85], [79], [25], or the more recent [151]. An internet search can give plenty
more information, including the relation to simplicial and infinity categories.
In this book we shall be exclusively concerned with the DG categories C(A,M),
to be introduced in Subsection 3.8, which have a lot more structure than other DG
categories.
See Remark 3.8.21 regarding the DG category C(A) of DG modules over a DG
category A, in the sense of [79]; and Remark 3.8.22 regarding A∞ categories.
3.5. DG Functors. Here C and D are DGK-linear categories (see Definition 3.4.1).
When we forget differentials, C and D become graded K-linear categories. So we
can talk about graded K-linear functors C→ D, as in Definition 3.1.36.
Recall the meaning of a strict homomorphism of DG K-modules: it has degree
0 and commutes with the differentials.
Definition 3.5.1. Let C and D be DG K-linear categories. A functor F : C → D
is called a DG K-linear functor if it satisfies this condition:
B For every pair of objects M0,M1 ∈ C, the function
F : HomC(M0,M1)→ HomD
(
F (M0), F (M1)
)
is a strict homomorphism of DG K-modules.
In other words, F is a DG functor if it is a graded functor, and dD ◦ F = F ◦ dC
as degree 1 homomorphisms
HomC(M0,M1)→ HomD
(
F (M0), F (M1)
)
.
To match Convention 3.4.3, here is:
Convention 3.5.2. We shall usually write “DG functor” instead of the longer
expression “DG K-linear functor”.
Example 3.5.3. Let f : A → B be a homomorphism of DG rings, and let A and
B be the corresponding single-object DG categories. Then f gives rise to a DG
functor F : A→ B.
Other examples of DG functors, more relevant to our study, will be given in
Subsection 4.6.
Definition 3.5.4. Let F,G : C→ D be DG functors.
(1) A degree i morphism of DG functors η : F → G is a degree i morphism of
graded functors, as in Definition 3.1.39.
(2) Let η : F → G be a degree i morphism of DG functors. For each object
M ∈ C there is a degree i + 1 morphism dD(ηM ) : F (M) → G(M) in D.
We define the collection of morphisms dD(η) := {dD(ηM )}M∈C.
(3) A strict morphism of DG functors is a degree 0 morphism of graded functors
η : F → G such that dD(η) = 0.
Explanation of item (2) of the definition: for an object M ∈ C, we have
ηM ∈ HomD
(
F (M), G(M)
)i
.
Now HomD
(
F (M), G(M)
)
is a DG K-module with differential dD; see formula
(3.4.2). Thus
dD(ηM ) ∈ HomD
(
F (M), G(M)
)i+1
.
Proposition 3.5.5. In the situation of Definition 3.5.4, the collection of mor-
phisms dD(η) is a degree i+ 1 morphism of DG functors F → G.
Exercise 3.5.6. Prove this proposition.
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The categories Str(C) and Ho(C) were introduced in Definition 3.4.6.
Proposition 3.5.7. Let F : C → D be a DG functor. Then F induces linear
functors Str(F ) : Str(C)→ Str(D) and Ho(F ) : Ho(C)→ Ho(D).
Proof. Because F is a DG functor, it sends 0-cocycles in HomC(M0,M1) to 0-
cocycles in HomD(F (M0), F (M1)). The same for 0-coboundaries. 
By abuse of notation, and when there is no danger for confusion, we will some-
times write F instead of Str(F ) or Ho(F ).
Exercise 3.5.8. Let A and C be DG categories, and assume A is small. Define
DGFun(A,C) to be the set of DG functors F : A → C. Show that DGFun(A,C)
is a DG category, where the morphisms are from Definition 3.5.4(1), and their
differentials are from Definition 3.5.4(2).
3.6. Complexes in Abelian Categories. Here we recall facts about complexes
from the classical homological theory, and place them within our context. In this
subsection M is a K-linear abelian category.
A complex of objects of M, or a complex in M, is a diagram
(3.6.1)
(· · · →M−1 d−1M−−→M0 d0M−−→M1 d1M−−→M2 → · · · )
of objects and morphisms in M, such that di+1M ◦ diM = 0. The collection of objects
M := {M i}i∈Z is nothing but a graded object of M, as defined in Subsection 3.1.
The collection of morphisms dM := {diM}i∈Z is called a differential, or a coboundary
operator. Thus a complex is a pair (M, dM ) made up of a graded object M and a
differential dM on it. We sometimes write d instead of dM or diM . At other times
we leave the differential implicit, and just refer to the complex as M .
Let N be another complex in M. A strict morphism of complexes φ : M → N is
a collection φ = {φi}i∈Z of morphisms φi : M i → N i in M, such that
(3.6.2) diN ◦ φi = φi+1 ◦ diM .
Note that a strict morphism φ : M → N can be viewed as a commutative diagram
· · · // M i d
i
M //
φi

M i+1 //
φi+1

· · ·
· · · // N i d
i
N // N i+1 // · · ·
in M. The identity automorphism idM of the complex M is a strict morphism.
Remark 3.6.3. In most textbooks, what we call “strict morphism of complexes”
is simply called a “morphism of complexes”. See Remark 3.1.35 for an explanation.
Let us denote by Cstr(M) the category of complexes in M, with strict morphisms.
This is a K-linear abelian category. Indeed, the direct sum of complexes is the
degree-wise direct sum, i.e. (M ⊕ N)i = M i ⊕ N i. The same for kernels and
cokernels. If N is a full abelian subcategory of M, then Cstr(N) is a full abelian
subcategory of Cstr(M).
A single object M0 ∈ M can be viewed as a complex
M :=
(· · · → 0→M0 → 0→ · · · ),
where M0 is in degree 0; the differential of this complex is of course zero. The
assignment M0 7→M is a fully faithful K-linear functor M→ Cstr(M).
Let M and N be complexes in M. As in (3.1.42) there is a graded K-module
HomM(M,N). It is a DG K-module with differential d given by the formula
(3.6.4) d(φ) := dN ◦ φ− (−1)i ·φ ◦ dM
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for φ ∈ HomM(M,N)i. It is easy to check that d ◦ d = 0. We sometimes denote
this differential by dHom or dHomM(M,N).
Thus, an element φ ∈ HomM(M,N)i is a collection φ = {φj}j∈Z of morphisms
φj : M j → N j+i. In a diagram, for i = 2, it looks like this:
· · · // M j d //
φj
((
M j+1
d //
φj+1
))
M j+2
d // M j+3 // · · ·
· · · // N j d // N j+1 d // N j+2 d // N j+3 // · · ·
Warning: since φ does not have to commute with the differentials, this is usually
not a commutative diagram!
For a triple of complexes M0,M1,M2 and degrees i0, i1 there are K-linear homo-
morphisms
HomM(M1,M2)i1 ⊗ HomM(M0,M1)i0 −→ HomM(M0,M2)i0+i1 ,
φ1 ⊗ φ0 7→ φ1 ◦ φ0.
Lemma 3.6.5. The composition homomorphism
HomM(M1,M2)⊗ HomM(M0,M1) −→ HomM(M0,M2)
is a strict homomorphism of DG K-modules.
Exercise 3.6.6. Prove the lemma.
The lemma justifies the next definition.
Definition 3.6.7. Let C(M) be the DG K-linear category whose objects are the
complexes in M, and whose morphism DG K-modules are HomM(M,N), from for-
mulas (3.1.42) and (3.6.4).
It is clear, from comparing formulas (3.6.4) and (3.6.2), that the strict morphisms
of complexes defined at the top of this subsection are the same as those from
Definition 3.4.6(1). In other words, Str(C(M)) = Cstr(M).
Remark 3.6.8. A possible ambiguity could arise in the meaning of HomM(M,N)
if M,N ∈ M. Does it mean the K-module of morphisms in the category M ?
Or, if we view M and N as complexes by the canonical embedding M ⊆ C(M),
does HomM(M,N) mean the complex of morphisms in the DG category C(M) ?
It turns out that there is no actual difficulty: since the complex of K-modules
HomM(M,N) is concentrated in degree 0, we may view it as a single K-module,
and this is precisely the K-module of morphisms in the category M.
When M = ModA for a ring A, there is no essential distinction between com-
plexes and DG modules. The next proposition is the DG version of Exercise 3.1.44.
Proposition 3.6.9. Let A be a ring. Given a complex M ∈ C(ModA), with
notation as in (3.6.1), define the DG A-module F (M) :=
⊕
i∈ZM
i, with differential
d :=
∑
i∈Z diM . Then the functor F : C(ModA)→ DGModA is an isomorphism of
DG categories.
Exercise 3.6.10. Prove this proposition. (Hint: choose good notation.)
3.7. The Long Exact Cohomology Sequence. As in the previous subsection,
M is a K-linear abelian category. Here we give a detailed proof of the existence and
functoriality of the long exact cohomology sequence, using our sheaf tricks from
Subsection 2.4. This allows us to avoid the Freyd-Mitchell Theorem.
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Consider a short exact sequence
(3.7.1) E =
(
0→ L φ−→M ψ−→ N → 0)
in the abelian category Cstr(M). This means that φ and ψ are morphisms in Cstr(M),
and in each degree i there is a short exact sequence
0→ Li φ
i
−→M i ψ
i
−→ N i → 0
in M. The next definitions and lemmas refer to the short exact sequence E. In
them we shall make use the notation from Subsection 2.4.
Let us denote by piN : Zi(N)  Hi(N) the canonical epimorphism in M; and
likewise for L and M .
Definition 3.7.2. Let n¯ ∈ Γ(U,Hi(N)) for some U ∈ M, and let V  U be a
covering of U . By a connecting triple for n¯ over V we mean a triple (n,m, l) of
sections n ∈ Γ(V,Zi(N)), m ∈ Γ(V,M i) and l ∈ Γ(V,Zi+1(L)), such that piN (n) =
n¯ ∈ Γ(V,Hi(N)), ψ(m) = n ∈ Γ(V,N i) and φ(l) = d(m) ∈ Γ(V,M i+1).
Here is the relevant diagram in M :
Hi+1(L) Zi+1(L)piLoooo φ // M i+1
M i
d
OO
ψ
// Zi(N) piN // // Hi(N)
It is possible that some coverings do not admit a connecting triple. But some
do:
Lemma 3.7.3. Let n¯ ∈ Γ(U,Hi(N)). There exists a covering ρ : V  U that
admits a connecting triple (n,m, l) for n¯.
Proof. Because piN : Zi(N) → Hi(N) is an epimorphism, by the first sheaf trick
there is a covering V ′  U with a section n ∈ Γ(V ′,Zi(N)) such that piN (n) = n¯.
Because ψ : M i → N i is an epimorphism, there is a covering V ′′  V ′ with a
section m ∈ Γ(V ′′,M i) such that ψ(m) = n.
Consider the section d(m) ∈ Γ(V ′′,M i+1). We have ψ(d(m)) = d(ψ(m)) =
d(n) = 0. By exactness at M i+1, there is a covering V  V ′′ with a section
l ∈ Γ(V,Li+1) such that φ(l) = d(m) in Γ(V,M i+1).
Now φ(d(l)) = d(φ(l)) = d(d(m))) = 0. Because φ is a monomorphism, it follows
that d(l) = 0. Thus l ∈ Γ(V,Zi+1(L)). 
Lemma 3.7.4. Let n¯ ∈ Γ(U,Hi(N)). Suppose V  U is a covering that ad-
mits connecting triples (n,m, l) and (n′,m′, l′) for n¯. Then piL(l′) = piL(l) in
Γ(V,Hi+1(L)).
Proof. We know that piN (n) = n¯ = piN (n′) in Γ(V,Hi(N)). Thus n − n′ ∈
Ker(piN ) ⊆ Γ(V,Zi(N)). Looking at the exact sequence
N i−1 d−→ Zi(N) piN−−→ Hi(N)→ 0
and invoking the first sheaf trick, we see that there’s a covering W  V with a
section n˜ ∈ Γ(W,N i−1) such that d(n˜) = n− n′.
Again invoking the first sheaf trick, there’s a covering W ′  W with a section
m˜ ∈ Γ(W ′,M i−1) such that ψ(m˜) = n˜.
Consider the section (m−m′)− d(m˜) ∈ Γ(W ′,M i). It satisfies
ψ
(
(m−m′)− d(m˜)) = (n− n′)− d(n˜) = 0.
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By the first sheaf trick, there’s a covering W ′′  W ′ with a section l˜ ∈ Γ(W ′′, Li)
such that φ(l˜) = (m−m′)− d(m˜). Now
φ
(
d(l˜)− (l − l′)) = d(m−m′)− φ(l − l′) = 0.
Because φ is a monomorphism, it follows that l−l′ = d(l˜). Therefore piL(l) = piL(l′)
in Γ(W ′′,Hi+1(L)). But W ′′  V is a covering, so piL(l) = piL(l′) in Γ(V,Hi+1(L)).

Lemma 3.7.4 justifies the next definition.
Definition 3.7.5. Let n¯ ∈ Γ(U,Hi(N)). Suppose V  U is a covering that admits
a connecting triple. We define δV (n¯) ∈ Γ(V,Hi+1(L)) to be the unique section such
that δV (n¯) = piL(l) for every connecting triple (n,m, l) for n¯ over V .
Lemma 3.7.6. Let n¯ ∈ Γ(U,Hi(N)), and let
V ′
ρ′
// //
τ

U ′
σ

V
ρ
// // U
be a commutative diagram in M, in which the horizontal arrows are coverings.
Suppose V admits a connecting triple for n¯. Then V ′ admits a connecting triple
for n¯′ := σ∗(n¯) ∈ Γ(U ′,Hi(N)), and there is equality δV ′(n¯′) = τ∗(δV (n¯)) in
Γ(V ′,Hi+1(L)).
Proof. If (n,m, l) is a connecting triple for n¯ over V , then
(
τ∗(n), τ∗(m), τ∗(l)
)
is a connecting triple for n¯′ over V ′. Thus δV ′(n¯′) = piL(τ∗(l)) = τ∗(piL(l)) =
τ∗(δV (n¯)). 
Lemma 3.7.7. Let n¯ ∈ Γ(U,Hi(N)). Suppose ρ : V  U is a covering that
admits a connecting triple for n¯. Then δV (n¯) lies in the subgroup Γ(U,Hi+1(L)) of
Γ(V,Hi+1(L)).
Proof. This is a “descent” argument, using the second sheaf trick. Let V1, V2 := V
and ρ1, ρ2 := ρ. In the notation of Proposition 2.4.11, applied to the object Q :=
Hi+1(L) ∈ M, there is an exact sequence
0→ Γ(U,Q) (ρ
∗
1 ,ρ
∗
2)−−−−→ Γ(V1, Q)× Γ(V2, Q) (σ
∗
1 ,−σ∗2 )−−−−−−→ Γ(W,Q).
Here
ρ1 ◦ σ1 = ρ2 ◦ σ2 : W = V1 ×U V2 → U
is a covering too. According to Lemma 3.7.6, the section(
δV1(n¯), δV2(n¯)
) ∈ Γ(V1, Q)× Γ(V2, Q)
satisfies
(σ∗1 ,−σ∗2)
(
δV1(n¯), δV2(n¯)
)
= δW (n¯)− δW (n¯) = 0.
Hence δV (n¯) is in the image of ρ∗. 
Lemma 3.7.8. There is a unique morphism δiE : H
i(N)→ Hi+1(L) in M with the
following property:
(†) For every U ∈ M, every section n¯ ∈ Γ(U,Hi(N)), and every covering V 
U that admits a connecting triple for n¯, there is equality δiE(n¯) = δV (n¯) in
Γ(U,Hi+1(L)).
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Proof. We look at the universal section of Hi(N), namely we take U0 := Hi(N)
and n¯0 := idU0 ∈ Γ(U0,Hi(N)). Let ρ0 : V0  U0 be a covering that admits a
connecting triple for n¯0; see Lemma 3.7.3. According to Lemma 3.7.7 we know that
δV0(n¯0) ∈ Γ(U0,Hi+1(L)) = HomM
(
Hi(N),Hi+1(L)
)
.
Define δiE := δV0(n¯0).
We need to prove that δiE has property (†). So let U ∈ M, let n¯ ∈ Γ(U,Hi(N)),
and let ρ : V  U a covering that admits a connecting triple for n¯. Define the
morphism σ := n¯ : U → U0. We get a morphism σ ◦ ρ : V → U0. Define
V ′ := V ×U0 V0. By Lemma 2.4.3(2) the induced morphism V ′ → V is a covering.
Therefore, by composing it with ρ we get a covering ρ′ : V ′  U .
Consider the commutative diagram
V ′
ρ′
// //
τ

U
σ

V0
ρ0 // // U0
in M. The horizontal arrows are coverings. Now n¯ = σ = σ ◦ idU0 = σ∗(n¯0). So,
according to Lemma 3.7.6, there is equality
δV ′(n¯) = τ∗(δV0(n¯0)) = τ∗(δiE ◦ ρ0) = δiE ◦ ρ0 ◦ τ = δiE ◦ σ ◦ ρ′ = δiE(n¯)
in Γ(V ′,Hi+1(L)). But ρ′ : V ′  U is a covering, and hence there is equality
δV ′(n¯) = δiE(n¯) in Γ(U,H
i+1(L)). 
Definition 3.7.9. The morphism δiE : H
i(N) → Hi+1(L) is called the i-th con-
necting morphism of the short exact sequence E from (3.7.1).
Theorem 3.7.10 (Long Exact Sequence in Cohomology). Let M be an abelian
category. Given a short exact sequence
E =
(
0→ L φ−→M ψ−→ N → 0)
in Cstr(M), the sequence
· · · → Hi(L) H
i(φ)−−−→ Hi(M) H
i(ψ)−−−−→ Hi(N) δ
i
E−−→ Hi+1(L)→ · · ·
in M is exact.
Proof. We need to check exactness at Hi(N), Hi+1(L) and Hi(M). This will be done
using the first sheaf trick (Proposition 2.4.9) and the second sheaf trick (Proposition
2.4.11).
. Step 1. Exactness at Hi(N). This is done in two substeps. For simplification we
shall write ψ¯ := Hi(ψ).
. . Substep 1.a. We start by proving that δiE ◦ ψ¯ = 0. According to Proposition
2.4.9(1) it suffices to show that given an element m¯ ∈ Γ(U,Hi(N)), with image
n¯ := ψ¯(m¯) ∈ Γ(U,Hi(N)), the element δiE(n¯) is zero.
By Proposition 2.4.9(3) there is a covering V  U , and an element m ∈
Γ(V,Zi(M)), such that piM (m) = m¯ ∈ Γ(V,Hi(M)). Letting n := ψ(m) ∈
Γ(V,Zi(N)), we see that piN (n) = n¯ ∈ Γ(V,Hi(N)). Now dM (m) = 0, and hence,
taking l := 0, the triple (n,m, l) is a connecting triple for n¯ over V . Therefore
δiE(n¯) = piL(l) = 0.
. . Substep 1.b. Now we prove that the morphism ψ¯ : Hi(M) → Ker(δiE) is
an epimorphism. We shall use Proposition 2.4.9(3). Let n¯ ∈ Γ(U,Ker(δiE)); so
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n¯ ∈ Γ(U,Hi(N)) and δiE(n¯) = 0. It suffices to find a covering V ′  U and a section
m¯ ∈ Γ(V ′,Hi(M)) such that ψ¯(m¯) = n¯ in Γ(V ′,Hi(N)).
Take a covering V  U that admits a connecting triple (n,m, l) for n¯. Then
piL(l) = δV (n¯) = δiE(n¯) = 0 in Γ(V,H
i+1(L)). By Proposition 2.4.9(3) there is some
covering V ′  V and a section l′ ∈ Γ(V ′, Li) s.t. dL(l′) = l in Γ(V ′, Li+1). Define
m′ := φ(l′) ∈ Γ(V ′,M i). Now dM (m−m′) = dM (m)−dM (m′) = φ(l)−φ(l) = 0, so
m−m′ belongs to Γ(V ′,Zi(M)). Because ψ(m−m′) = ψ(m) = n, the cohomology
class m¯ := piM (m−m′) in Γ(V ′,Hi(M)) satisfies ψ¯(m¯) = n¯ in Γ(V ′,Hi(N)).
. Step 2. Exactness at Hi+1(L). This is also done in two substeps. We will use the
abbreviation φ¯ := Hi+1(φ).
. . Substep 2.a. We start by proving that φ¯ ◦ δiE = 0. Take n¯ ∈ Γ(U,Hi(N)),
and let l¯ := δiE(n¯). We need to prove that φ¯(l¯) = 0. Let V  U be a covering
that admits a connecting triple (n,m, l) for n¯. This says that l¯ = piL(l), and hence
φ¯(l¯) = piL(φ(l)) = piM (dM (m)) = 0.
. . Substep 2.b. Now we prove that δiE : H
i(N) → Ker(φ¯) is an epimorphism.
Let l¯ ∈ Γ(U,Hi+1(L)) be such that φ¯(l¯) = 0. Take a covering V  U for which
there’s a section l ∈ Γ(V,Zi+1(L)) s.t. piL(l) = l¯. The section φ(l) ∈ Γ(V,Zi+1(M))
satisfies piM (φ(l)) = φ¯(l¯) = 0 in Γ(V,Hi+1(M)), and therefore there is some covering
V ′  V and a section m ∈ Γ(V ′,M i) s.t. dM (m) = φ(l) in Γ(V ′,M i+1).
Define n := ψ(m) ∈ Γ(V ′, N i). Then dN (n) = dN (ψ(m)) = ψ(dM (m)) =
ψ(φ(l)) = 0, so in fact n ∈ Γ(V ′,Zi(N)). Let n¯ := piN (n) ∈ Γ(V ′,Hi(N)). We see
that (n,m, l) is a connecting triple for n¯ over V ′. Therefore l¯ = piL(l) = δV ′(n¯) =
δiE(n¯) in Γ(V ′,H
i+1(L)).
. Step 3. Exactness at Hi(M): let’s use the abbreviations φ¯ := Hi(φ) and ψ¯ :=
Hi(ψ). It is clear that ψ¯ ◦ φ¯ = 0. It remains to prove that φ¯ : Hi(L) → Ker(ψ¯) is
an epimorphism.
Let m¯ ∈ Γ(U,Hi(M)) be such that ψ¯(m¯) = 0. We are going to find a covering
W → U and a section l¯ ∈ Γ(W,Hi(L)) such that φ¯(l¯) = m¯ in Γ(W,Hi(M)).
Take a covering V  U for which there’s a section m ∈ Γ(V,Zi(M)) s.t.
piM (m) = m¯. The section n := ψ(m) ∈ Γ(V,Zi(N)) satisfies piN (n) = ψ¯(m¯) =
0 in Γ(V,Hi(N)), and therefore there is some covering V ′  V and a section
n′ ∈ Γ(V ′, N i−1) s.t. d(n′) = n in Γ(V ′, N i).
Take a covering V ′′  V ′ for which there is a section m′′ ∈ Γ(V ′′,M i−1) s.t.
ψ(m′′) = n′. The sectionm−dM (m′′) ∈ Γ(V ′′,Zi(M)) satisfies piM (m−d(m′′)) = m¯
in Γ(V ′′,Hi(M), and also ψ(m− dM (m′′)) = ψ(m)− ψ(dM (m′′)) = n− n = 0.
There is a coveringW  V ′′ with a section l ∈ Γ(W,Li) s.t. φ(l) = m−dM (m′′).
Because φ is a monomorphism, and m − dM (m′′) is a cocycle, it follows that the
section l belongs to Γ(W,Zi(L)). Its cohomology class l¯ := piL(l) in Γ(W,Hi(L))
satisfies φ¯(l¯) = piM (φ(l)) = piM (m− dM (m′′)) = m¯ in Γ(W,Hi(M)). 
Proposition 3.7.11. Let χ : E → E′ be a morphism of short exact sequences in
Cstr(M). Namely χ = (χL, χM , χN ) in the commutative diagram with exact rows
0 // L φ //
χL

M
ψ
//
χM

N //
χN

0
0 // L′ φ
′
// M ′
ψ′
// N ′ // 0
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in Cstr(M). Then for every i the diagram
Hi(N)
δiE //
Hi(χN )

Hi+1(L)
Hi+1(χL)

Hi(N ′)
δi
E′ // Hi+1(L′)
is commutative.
Exercise 3.7.12. Prove Proposition 3.7.11. (Hint: study the proof of the previous
theorem.)
3.8. The DG Category C(A,M). We now combine material from previous sub-
sections. The concept introduced in the definition below is new. It is the DG
version of Definition 3.1.45.
Conventions 1.2.4, 3.3.3, 3.4.3 and 3.5.2 are in place. Thus all linear structures
and operations are K-linear, and rings and bimodules are central over K.
Recall that given an abelian category M, the category of complexes C(M) is
a DG category. For a complex M ∈ C(M) we have the DG ring EndM(M) =
HomM(M,M). The multiplication in this ring is composition.
Definition 3.8.1. Let M be an abelian category, and let A be a DG ring. A DG
A-module in M is an object M ∈ C(M), together with a DG ring homomorphism
f : A→ EndM(M).
If M is a DG A-module in M, then after forgetting the differentials, M becomes
a graded A-module in M.
Definition 3.8.2. Let M be an abelian category, let A be a DG ring, and letM,N
be DG A-modules in M. In Definition 3.1.47 we introduced the graded K-module
HomA,M(M,N). This is made into a DG K-module with differential
d(φ) := dN ◦ φ− (−1)i ·φ ◦ dM
for φ ∈ HomA,M(M,N)i.
When we have to be specific, we denote the differential of HomA,M(M,N) by
dHom, dA,M, or some similar expression.
As we have seen before (in Lemmas 3.6.5 and 3.4.5), given morphisms
φk ∈ HomA,M(Mk,Mk+1)ik
for k ∈ {0, 1}, we have
φ1 ◦ φ0 ∈ HomA,M(M0,M2)i0+i1 ,
and
d(φ1 ◦ φ0) = d(φ1) ◦ φ0 + (−1)i1 ·φ1 ◦ d(φ0).
Also the identity automorphism idM belongs to HomA,M(M,M)0, and d(idM ) = 0.
Therefore the next definition is legitimate.
Definition 3.8.3. Let M be an abelian category, and let A be a DG ring. The
DG category of DG A-modules in M is denoted by C(A,M). The morphism DG
K-modules are
HomC(A,M)(M0,M1) := HomA,M(M0,M1)
from Definition 3.8.2. The composition is that of C(M).
Notice that forgetting the action of A is a faithful DG functor C(A,M)→ C(M).
Example 3.8.4. If A = K, then C(A,M) = C(M); and if M = ModK, then
C(A,M) = C(A) = DGModA.
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Definition 3.8.5. In the situation of Definition 3.8.3:
(1) The strict category of C(A,M) (see Definition 3.4.6(1)) is denoted by
Cstr(A,M).
(2) The homotopy category of C(A,M) (see Definition 3.4.6(2)) is denoted by
K(A,M).
To say this in words: a morphism φ : M → N in C(A,M) is strict if and only if
it has degree 0 and φ ◦ dM = dN ◦φ. The morphisms in K(A,M) are the homotopy
classes of strict morphisms.
An additive functor F : M → N between abelian categories is called faithfully
exact if for every sequence E in Cstr(A,M), the sequence E is exact if and only if
the sequence F (E) in N is exact.
Proposition 3.8.6. The category Cstr(A,M) is a K-linear abelian category, and
the forgetful functors
Cstr(A,M) −→ Cstr(M) Und−−→ Gstr(M)
are faithfully exact.
Exercise 3.8.7. Prove the proposition above.
Like Definition 3.2.4, given a DG module M ∈ C(A,M) and an integer i, we can
consider the objects of degree i cocycles Zi(M), decocycles Yi(M), coboundaries
Bi(M) and cohomology Hi(M). These are all objects of M. As M varies we get
linear functors
(3.8.8) Z,Y,B,H : Cstr(A,M)→ Gstr(M).
These objects are related by the following exact sequences in M :
(3.8.9) 0→ Zi(M)→M i d
i
M−−→M i+1,
(3.8.10) M i−1
di−1
M−−−→M → Yi(M)→ 0,
(3.8.11) 0→ Bi(M)→ Zi(M)→ Hi(M)→ 0,
(3.8.12) 0→ Hi(M)→ Yi(M)→ Bi+1(M)→ 0.
Remark 3.8.13. Actually, the cohomology functor H from equation (3.8.8) factors
through the category Gstr(H(A),M). See formula (3.1.49). We will not need this
fact.
Proposition 3.8.14. The functor Z in equation (3.8.8) is left exact, and the func-
tor Y in equation (3.8.8) is right exact.
Proof. It is enough to consider each degree separately. And by Proposition 3.8.6
we may ignore the DG ring A. Let F i : Gstr(M) → M be the functor that sends a
graded module M to its degree i component M i. This is an exact functor.
Formula (3.8.9) exhibits Zi as the kernel of the homomorphism of functors di :
F i → F i+1. According to Proposition 2.5.18(2) the functor Zi is left exact.
Similarly, formula (3.8.10) exhibits Yi as the cokernel of the homomorphism of
functors di−1 : F i−1 → F i. According to Proposition 2.5.18(2) the functor Yi is
right exact. 
Proposition 3.8.15. Let {Mx}x∈X be a collection of objects of C(A,M), indexed
by a set X. Assume that for every i ∈ Z the direct sum M i := ⊕x∈XM ix exists in
M. Then the graded object M := {M i}i∈Z ∈ G(M) has a canonical structure of DG
A-module in M, and M is a direct sum of the collection {Mx}x∈X in Cstr(A,M).
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Exercise 3.8.16. Prove Proposition 3.8.15. (Hint: look at the proof of Theorem
3.9.16.)
Example 3.8.17. SinceM(K) has infinite direct sums, the proposition above shows
that Cstr(A) has infinite direct sums.
Proposition 3.8.18. Given a DG ring A, let A\ be the graded ring gotten by
forgetting the differential. Consider the forgetful functor Und : C(A,M)→ G(A\,M)
that forgets the differentials of DG modules, i.e. Und(M,dM ) := M .
(1) Und is a fully faithful graded functor.
(2) On the strict categories, Str(Und) : Cstr(A,M)→ Gstr(A,M) is a faithfully
exact additive functor.
Exercise 3.8.19. Prove Proposition 3.8.18.
A graded object M = {M i}i∈Z in M is said to be bounded above if the set
{i | M i 6= 0} is bounded above. Likewise we define bounded below and bounded
graded objects.
Definition 3.8.20. We define C−(A,M), C+(A,M) and Cb(A,M) to be the full
subcategories of C(A,M) consisting of bounded above, bounded below and bounded
DG modules respectively.
The symbols “−”, “+” and “b” and “〈empty〉” (the empty symbol) are called
boundedness indicators. We shall usually use the symbol “?” to denote an unspec-
ified boundedness indicator. Thus the expression C?(A,M) can refer to any of the
four full subcategories of C(A,M) that are mentioned in the definition above.
Remark 3.8.21. Here is a generalization of Definition 3.8.3. Instead of a DG
central K-ring A we can take a small K-linear DG category A. We then define the
K-linear DG category C(A,M) := DGFun(A,C(M)) as in Exercise 3.5.8.
This is indeed a generalization of Definition 3.8.3: when A has a single object x,
and we write A := EndA(x), then the functor M 7→M(x) is an isomorphism of DG
categories C(A,M) '−→ C(A,M).
In the special case of M = M(K) = ModK, the DG category C(A,M) is what
Keller [79] calls the DG category of DG A-modules.
Almost everything we do in this book for C(A,M) holds in the more general
context of C(A,M). However, in the more general context a lot of the intuition
is lost, and some aspects become pretty cumbersome. This is the reason we have
decided to stick with the less general context.
Remark 3.8.22. The theory of DG categories has a generalization – this is the
theory of A∞ categories, which will be outlined in this remark. All set theoretical
issues are going to be ignored.
The concept of an A∞ algebra, namely a single-object A∞ category, was intro-
duced by J. Stasheff [146], [147] in the 1960’s, in relation with his work on higher
operations on H-spaces in topology.
A∞ categories are at the core of Homological Mirror Symmetry, conceived by K.
Fukaya and M. Kontsevich during the 1990’s. Indeed, a symplectic manifold Y gives
rise to the Fukaya category F(Y ), which is an A∞ category, and is a categorification
of Floer cohomology. See [48], [86], [87], [141] and [88].
Further developments on A∞ algebras and categories were made, among oth-
ers, by T.V. Kadeishvili [73], K. Lefèvre-Hasegawa [94], B. Keller [80], [83], and
Canonaco-Ornaghi-Stellari [37]. For the analogous theory of L∞ algebras, general-
izing DG Lie algebras, see [169].
We shall only discuss strictly unital A∞ categories, giving very few details (full
details can be found in [83] and [37]), and our notation deviates somewhat from
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the references (because we want it to be compatible with the rest of the book).
The base ring K is assumed to be a field. An A∞ category A over K has a set
of objects Ob(A). For each pair of objects x, y ∈ Ob(A) there is a graded K-
module A(x, y) = HomA(x, y). For each x ∈ Ob(A) there is a degree 0 element
idx ∈ A(x, x). For each i ≥ 1 and each sequence x0, . . . , xi ∈ Ob(A), there is a
degree 2− i homomorphism
(3.8.23) mi : A(xi−1, xi)⊗ · · · ⊗ A(x0, x1)→ A(x0, xi)
G(K). The operations mi satisfy certain relations. Roughly speaking, the operation
m1 is a differential, the operation m2 is a multiplication, the element idx is a unit
for the multiplication m2, the multiplication m2 is associative up to the hotomopy
m3, etc. The relations imply that the cohomology H(A), w.r.t. the differential m1,
is a graded category, in the sense of Definition 3.1.32. If the higher (i.e. i > 2)
operations mi vanish, then A is a DG category, in the sense of Definition 3.4.1.
Suppose A and B are A∞ categories. An A∞ functor F : A → B consists of a
function Fob : Ob(A) → Ob(B), and for each i ≥ 1 and each sequence x0, . . . , xi ∈
Ob(A), a degree 1− i homomorphism
(3.8.24) Fi : A(xi−1, xi)⊗ · · · ⊗ A(x0, x1)→ B
(
Fob(x0), Fob(xi)
)
in G(K). There are relations that the Fi have to satisfy. Given another A∞ functor
G : B→ C, there is a composed A∞ functor G◦F : A→ C, which is hard to describe
directly (it is usually defined in terms of cocategories, via the bar construction). We
denote by A∞Cat the category whose objects are the A∞ categories and whose
morphisms are the A∞ functors.
For a pair A,B ∈ Ob(A∞Cat) we denote by A∞Fun(A,B) the set of A∞ functors
from A to B, so that
(3.8.25) HomA∞Cat(A,B) = A∞Fun(A,B).
An important fact is that A∞Fun(A,B) is itself the set of objects of an A∞ category,
i.e. A∞Fun(A,B) ∈ Ob(A∞Cat). If B is a DG category (i.e. its higher operations
vanish), then A∞Fun(A,B) is also a DG category.
We shall discuss more aspects of A∞ categories in Remarks 6.2.38 and 7.2.15.
3.9. Contravariant DG Functors. In this subsection we address, in a systematic
fashion, the issue of reversing arrows in DG categories. As always, we work over a
commutative base ring K.
Definition 3.9.1. Let C and D be DG categories. A contravariant DG functor
F : C→ D consists of a function F : Ob(C)→ Ob(D), and for each pair of objects
M0,M1 ∈ Ob(C) a homomorphism
F : HomC(M0,M1)→ HomD
(
F (M1), F (M0)
)
in Cstr(K). The conditions are:
(a) Units: F (idM ) = idF (M).
(b) Graded reversed composition: suppose that for k ∈ {0, 1} we are given
morphisms φk ∈ HomC(Mk,Mk+1)ik . Then there is equality
F (φ1 ◦ φ0) = (−1)i0 ·i1 ·F (φ0) ◦ F (φ1)
inside HomD
(
F (M2), F (M0)
)i0+i1 .
Warning: a contravariant DG functor does not remain a contravariant functor
after the grading is forgotten; cf. Remark 3.1.26.
Here is the categorical version of Definition 3.3.13.
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Definition 3.9.2. Let C be a DG category. The opposite DG category Cop has the
same set of objects. The morphism DG K-modules are
HomCop(M0,M1) := HomC(M1,M0).
The composition ◦op of Cop is the composition ◦ of C, reversed and multiplied by
signs:
φ0 ◦op φ1 := (−1)i0 ·i1 ·φ1 ◦ φ0
for morphisms φk ∈ HomC(Mk,Mk+1)ik .
One needs to verify that this is indeed a DG category. This is basically the same
verification as in Exercise 3.3.14.
As before, we define the operation Op : C → Cop to be the identity on objects,
and the identity on morphisms in reversed order, i.e.
Op = id : HomC(M0,M1)
'−→ HomCop(M1,M0).
Note that (Cop)op = C, and we denote the inverse operation Cop → C also by Op.
Proposition 3.9.3. Let C, D and E be DG categories.
(1) The operations Op : C → Cop and Op : Cop → C are contravariant DG
functors.
(2) If F : C→ D is a contravariant DG functor, then the composition F ◦Op :
Cop → D is a DG functor; and vice versa.
(3) If F : C → D and G : D → E are contravariant DG functors, then the
composition G ◦ F : C→ E is a DG functor.
Exercise 3.9.4. Prove the previous proposition.
Definitions 3.9.2 and 3.9.1 make sense for graded categories, by forgetting differ-
entials. Thus for graded categories C and D we can talk about contravariant graded
functors C→ D, and about the graded category Cop.
We already met G(M), the category of graded objects in an abelian category
M; see Definition 3.1.43. It is a graded category. Its objects are collections M =
{M i}i∈Z of objects M i ∈ M.
Let M and N be abelian categories, and let F : M→ N be a contravariant linear
functor. For a graded object M = {M i}i∈Z ∈ G(M) let us define the graded object
(3.9.5) G(F )(M) := {N i}i∈Z ∈ G(N), N i := F (M−i) ∈ N .
Next consider a pair of objects M0,M1 ∈ G(M) and a degree i morphism φ :
M0 →M1 in G(M). Thus
φ = {φj}j∈Z ∈ HomG(M)(M0,M1)i,
where, as in formula (3.1.41), the morphism φj belongs to HomM(M j0 ,M
j+i
1 ). We
have objects Nk := G(F )(Mk) ∈ G(N), for k ∈ {0, 1}, defined by (3.9.5). Explicitly,
Nk = {N ik}i∈Z and N ik = F (M−ik ). For each j ∈ Z define the morphism
(3.9.6) ψj := (−1)i·j ·F (φ−j−i) ∈ HomN
(
N j1 , N
j+i
0
)
.
Collecting them we obtain a morphism
(3.9.7) G(F )(φ) := {ψj}j∈Z ∈ HomG(N)(N1, N0)i.
Lemma 3.9.8. The assignments (3.9.5) and (3.9.7) produce a contravariant graded
functor G(F ) : G(M)→ G(N).
Proof. Since for morphisms of degree 0 there is no sign twist, the identity au-
tomorphism idM = {idMi}i∈Z of M = {M i}i∈Z in G(M) is sent to the identity
automorphism of G(F )(M) in G(N).
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Next we look at morphisms φk = {φjk}j∈Z in HomG(M)(Mk,Mk+1)ik for k = 0, 1.
The composition φ1 ◦ φ0 has degree i0 + i1, and the j-th component of φ1 ◦ φ0 is
φj+i01 ◦ φj0. Therefore the j-th component of G(F )(φ1 ◦ φ0) is
(3.9.9)
G(F )(φ1 ◦ φ0)j = (−1)j ·(i0+i1) ·F
(
φ−j−i11 ◦ φ−j−(i0+i1)0
)
= (−1)j ·(i0+i1) ·F (φ−j−(i0+i1)0 ) ◦ F (φ−j−i11 ).
The j-th component of G(F )(φk) is G(F )(φk)j = (−1)j ·ik ·F (φ−j−ikk ). So the j-th
component of (−1)i0 ·i1 ·G(F )(φ0) ◦ G(F )(φ1) is
(3.9.10)
(−1)i0 ·i1 ·(G(F )(φ0) ◦ G(F )(φ1))j
= (−1)i0 ·i1 ·(−1)(j+i1)·i0 ·F (φ−(j+i1)−i00 ) ◦ (−1)j ·i1 ·F (φ−j−i11 ).
We see that the morphisms (3.9.9) and (3.9.10) are equal. 
Now we consider a complex (M,dM ) ∈ C(M). This is made up of a graded object
M = {M i}i∈Z ∈ G(M) together with a differential dM = {diM}i∈Z, where diM :
M i →M i+1. We can view dM as an element of EndG(M)(M)1 = HomG(M)(M,M)1.
We specify a differential dC(F )(M) on the graded object G(F )(M) ∈ G(N) as follows:
(3.9.11) dC(F )(M) := −G(F )(dM ) ∈ EndG(N)
(
G(F )(M)
)1
.
To be explicit, the component
diC(F )(M) : G(F )(M)i = F (M−i)→ F (M−i−1) = G(F )(M)i+1
of dC(F )(M) is, by (3.9.6),
(3.9.12) diC(F )(M) = (−1)i+1 ·F (d−i−1M ) : F (M−i)→ F (M−i−1).
This shows that our formula coincides with the one in [75, Remark 1.8.11].
The full subcategory C?(N) ⊆ C(N), for a given boundedness condition ?, was
introduced in Definition 3.8.20. Each boundedness condition ? has a reversed bound-
edness condition −?, with the obvious meaning; e.g. if ? is + then −? is −.
Theorem 3.9.13. Let M and N be abelian categories, and let F : M → N be a
contravariant linear functor. The assignments (3.9.5), (3.9.7) and (3.9.11) produce
a contravariant DG functor
C(F ) : C(M)→ C(N).
For every boundedness condition ? we have C(F )
(
C?(M)
) ⊆ C−?(N), where −? is
the reversed boundedness condition.
Proof. We already know, by Lemma 3.9.8, that G(F ) is a graded functor. We need
to prove that for a pair of DG modules (M0,dM0) and (M1,dM1) in C(M) the strict
homomorphism of graded K-modules
G(F ) : HomG(M)(M0,M1)→ HomG(N)
(
G(F )(M1),G(F )(M0)
)
respects differentials. Take any φ ∈ HomG(M)(M0,M1)i. By definition we have
d(φ) = dM1 ◦φ− (−1)i ·φ◦dM0 . Using the fact that G(F ) is a contravariant graded
functor, we obtain these equalities:
G(F )(d(φ))
= (−1)i ·G(F )(φ) ◦ G(F )(dM1)− (−1)i ·(−1)i ·G(F )(dM0) ◦ G(F )(φ)
= dC(F )(M0) ◦ G(F )(φ)− (−1)i ·G(F )(φ) ◦ dC(F )(M1) = d(G(F )(φ)).
The claim about the boundedness conditions is immediate from equation (3.9.5).

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The sign appearing in formula (3.9.11) might seem arbitrary. Besides being the
only sign for which Theorem 3.9.13 holds, there is another explanation, which can
be seen in the next exercise.
Exercise 3.9.14. Take M = N := ModK, and consider the contravariant additive
functor F := HomK(−,K) from M to itself. Let M ∈ C(M); we can view M as a
complex of K-modules or as a DG K-module, as done in Proposition 3.6.9. Show
that C(F )(M) ∼= HomK(M,K) in Cstr(K), where the second object is the graded
module from formula (3.1.42), with the differential d from Definition 3.2.3(2).
The next definition and theorem will help us later when studying contravariant
triangulated functors.
Definition 3.9.15. Let A be a DG ring and let M be an abelian category. The
flipped category of C(A,M) is the DG category C(A,M)flip := C(Aop,Mop).
Theorem 3.9.16. Let A be a DG ring and let M be an abelian category. Then:
(1) There is a canonical isomorphism of DG categories
Flip : C(A,M)op '−→ C(Aop,Mop) = C(A,M)flip.
(2) For every boundedness condition ? we have
Flip
(
C?(A,M)op
)
= C−?(Aop,Mop),
where −? is the reversed boundedness condition.
(3) The induced isomorphism on the strict categories
Str(Flip) : Cstr(A,M)op '−→ Cstr(Aop,Mop)
is an exact functor, for the respective abelian category structures.
(4) For every integer i, the functor Str(Flip) makes the diagram
Cstr(A,M)op
Str(Flip)
∼=
//
Hi
))
Cstr(Aop,Mop)
H−i

Mop
commutative, up to an isomorphism of linear functors.
Proof.
(1) According to Proposition 3.9.3 there is a contravariant DG functor Op :
C(A,M)op → C(A,M). It is bijective on objects and morphisms. We are going
to construct a contravariant DG functor E : C(A,M)→ C(Aop,Mop) which is also
bijective on objects and morphisms. The composed DG functor
Flip := E ◦Op : C(A,M)op → C(Aop,Mop)
will have the desired properties.
Let us construct E. We start with the contravariant additive functor F := Op :
M→ Mop. Theorem 3.9.13 says that C(F ) : C(M)→ C(Mop) is a contravariant DG
functor. Recall that an object of C(A,M) is a triple (M,dM , fM ), whereM ∈ G(M);
dM is a differential on the graded object M ; and fM : A → EndC(M)(M) is a DG
ring homomorphism. See Definitions 3.1.47, 3.8.1 and 3.8.3. Define (N, dN ) :=
C(F )(M, dM ) ∈ C(Mop). Since C(F ) : EndC(M)(M,dM ) → EndC(Mop)(N, dN ) is
a DG ring anti-homomorphism (by which we mean the single object version of a
contravariant DG functor), and Op : Aop → A is also such an anti-homomorphism,
it follows that
fN := C(F ) ◦ fM ◦Op : Aop → EndC(Mop)(N, dN )
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is a DG ring homomorphism. Thus E(M,dM , fM ) := (N, dN , fN ) is an object of
C(Aop,Mop). In this way we have a function
E : Ob
(
C(A,M)
)→ Ob(C(Aop,Mop)),
and it is clearly bijective.
The operation of E on morphisms is of course that of C(F ). It remains to verify
that the resulting morphisms in C(Mop) respect the action of elements of Aop.
Namely that the condition in Definition 3.1.47 is satisfied. Take any morphism
φ ∈ HomC(A,M)
(
(M0,dM0 , fM0), (M1,dM1 , fM1)
)i
and any element a ∈ (Aop)j ; and write (Nk,dNk , fNk) := E(Mk,dMk , fMk) and
ψ := G(F )(φ) ∈ HomC(Mop)
(
(N1,dN1), (N0,dN0)
)i
.
We have to prove that
(3.9.17) ψ ◦ fN1(a) = (−1)i·j ·fN0(a) ◦ ψ.
This is done using Lemma 3.9.8, like in the proof of Theorem 3.9.13; and we leave
this to the reader.
(2) Clear from Theorem 3.9.13.
(3) Exactness in the categories Cstr(A,M)op and Cstr(Aop,Mop) is checked in each
degree separately, and both are exactness in the abelian category Mop. The functor
Str(Flip) is ± IdMop in each degree, so it is exact.
(4) As complexes in Mop, M and Flip(M) are equal, up to the renumbering of
degrees and the signs of the differentials in various degrees. So the cohomology
objects satisfy Hi(M) ∼= H−i(Flip(M)) in Mop. 
Exercise 3.9.18. Prove formula (3.9.17) above.
Remark 3.9.19. Theorem 3.9.16 will be used to introduce a triangulated structure
on the category K(A,M)op. This will be done in Subsection 5.6.
Combined with Proposition 3.9.3, Theorem 3.9.16 allows us to replace a con-
travariant DG functor F : C(A,M) → D with a usual, covariant, DG functor
F ◦ Flip−1 : C(Aop,Mop) → D. This replacement is going to be very useful when
discussing formal properties, such as existence of derived functors etc.
However, in practical terms (e.g. for producing resolutions of DG modules), the
category C(Aop,Mop) is not very helpful. The reason is that the opposite abelian
category Mop is almost always a synthetic construction (it does not “really exist in
concrete terms”). See Remark 2.7.20 and Example 2.7.21.
We are going to maneuver between the two approaches for reversal of morphisms,
each time choosing the more useful approach.
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4. Translations and Standard Triangles
As before, we fix a K-linear abelian category M, and a DG central K-ring A.
In this section we study the translation functor and the standard cone of a strict
morphism, all in the context of the DG category C(A,M).
We then study properties of DG functors F : C(A,M)→ C(B,N) between such
DG categories. In view of Theorem 3.9.16 it suffices to look at covariant DG functors
(and not to worry about contravariant DG functors).
4.1. The Translation Functor. The translation functor goes back to the begin-
nings of derived categories – see Remark 4.1.13. The treatment in this subsection,
with the “little t operator”, is taken from [173, Section 1]. Here and later, the word
“operator” is used as a synonym for “morphism in a linear category”.
Definition 4.1.1. Let M = {M i}i∈Z be a graded object in M, i.e. an object of
G(M). The translation of M is the object
T(M) =
{
T(M)i
}
i∈Z ∈ G(M)
defined as follows: the graded component of degree i of T(M) is T(M)i := M i+1.
Definition 4.1.2 (The little t operator). Let M = {M i}i∈Z be an object of G(M).
We define
tM : M → T(M)
to be the degree −1 morphism of graded objects of M, that for every degree i is
the identity morphism tM |Mi := idMi : M i '−→ T(M)i−1 of the object M i in M.
Note that the morphism tM : M → T(M) is a degree −1 isomorphism in the
graded category G(M).
Definition 4.1.3. For M ∈ G(M) we define the morphism t−1M : T(M) → M in
G(M) to be the inverse of tM .
Of course the morphism t−1M has degree +1. The reason for stating this definition
is to avoid the potential confusion between the morphism t−1M in G(M) and the
degree −1 component of the morphism tM , which we denote by tM |M−1 , as in
Definition 4.1.2 above.
Definition 4.1.4. Let M = {M i}i∈Z be a DG A-module in M, i.e. an object of
C(A,M). The translation of M is the object
T(M) ∈ C(A,M)
defined as follows.
(1) As a graded object of M, it is as specified in Definition 4.1.1.
(2) The differential dT(M) is defined by the formula
dT(M) := − tM ◦ dM ◦ t−1M .
(3) Let fM : A → EndM(M) be the DG ring homomorphism that determines
the action of A on M . Then
fT(M) : A→ EndM(T(M))
is defined by
fT(M)(a) := (−1)j · tM ◦ fM (a) ◦ t−1M
for a ∈ Aj .
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Thus, the differential dT(M) = {diT(M)}i∈Z makes this diagram inM commutative
for every i :
T(M)i
diT(M)
// T(M)i+1
M i+1
tM
OO
−di+1
M // M i+2
tM
OO
And the left A-module structure makes this diagram in M commutative for every i
and every a ∈ Aj :
T(M)i
fT(M)(a)
// T(M)i+j
M i+1
tM
OO
(−1)j ·fM (a)
// M i+j+1
tM
OO
Proposition 4.1.5. The morphisms tM and t−1M are cocycles, in the DG K-modules
HomA,M
(
M,T(M)
)
and HomA,M
(
T(M),M
)
respectively.
Proof. We use the notation dHom for the differential in the DG module
HomA,M
(
M,T(M)
)
. Let us calculate. Because tM has degree −1, we have
dHom(tM ) = dT(M) ◦ tM + tM ◦ dM
= (− tM ◦ dM ◦ t−1M ) ◦ tM + tM ◦ dM = 0.
As for t−1M : this is done using the graded Leibniz rule, just like in the proof
Proposition 3.4.9. 
Definition 4.1.6. Given a morphism φ ∈ HomA,M(M,N)i we define the morphism
T(φ) ∈ HomA,M
(
T(M),T(N)
)i
to be
T(φ) := (−1)i · tN ◦φ ◦ t−1M .
To clarify this definition, let us write φ = {φj}j∈Z, so that φj : M j → N j+i is a
morphism in M. Then T(φ)j : T(M)j → T(N)j+i is T(φ)j = (−1)i · tN ◦φj+1◦t−1M .
The corresponding commutative diagram in M, for each i, j, is:
(4.1.7) T(M)j
T(φ)j
// T(N)j+i
M j+1
tM
OO
(−1)i ·φj+1
// N j+i+1
tN
OO
Theorem 4.1.8. Let M be an abelian category and let A be a DG ring.
(1) The assignments M 7→ T(M) and φ 7→ T(φ) are a DG functor
T : C(A,M)→ C(A,M).
(2) The collection t := {tM}M∈C(A,M) is a degree −1 isomorphism
t : Id→ T
of DG functors from C(A,M) to itself.
Proof.
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(1) Take morphisms φ1 : M0 → M1 and φ2 : M1 → M2, of degrees i1 and i2
respectively. Then
T(φ2 ◦ φ1) = (−1)i1+i2 · tM2 ◦ (φ2 ◦ φ1) ◦ t−1M0
= (−1)i1+i2 · tM2 ◦φ2 ◦ (t−1M1 ◦ tM1) ◦ φ1 ◦ t−1M0
=
(
(−1)i2 · tM2 ◦φ2 ◦ t−1M1
) ◦ ((−1)i1 · tM1 ◦φ1 ◦ t−1M0)
= T(φ2) ◦ T(φ1).
Clearly T(idM ) = idT(M), and T(λ·φ + ψ) = λ · T(φ) + T(ψ) for all λ ∈ K and
φ, ψ ∈ HomA,M(M0,M1)i. So T is a K-linear graded functor.
By Proposition 4.1.5 we know that d ◦ t = − t ◦ d and d ◦ t−1 = − t−1 ◦ d. This
implies that for every morphism φ in C(A,M), we have T(d(φ)) = d(T(φ)). So T
is a DG functor.
(2) Take some φ ∈ HomA,M(M0,M1)i. We have to prove that tM1 ◦φ =
(−1)i · T(φ) ◦ tM0 as elements of HomA,M
(
M0,T(M1)
)i+1. But by Definition 4.1.6
we have
T(φ) ◦ tM0 =
(
(−1)i · tM1 ◦φ ◦ t−1M0
) ◦ tM0 = (−1)i · tM1 ◦φ. 
Definition 4.1.9. We call T the translation functor of the DG category C(A,M).
Corollary 4.1.10.
(1) The functor T is an automorphism of the DG category C(A,M).
(2) For every k, l ∈ Z there is an equality of functors Tl ◦Tk = Tl+k.
Proof. (1) By the theorem, T is a DG functor. By definition, T is bijective on the
set of objects of C(A,M) and on the sets of morphisms.
(2) By part (1) of this corollary, the inverse T−1 is a uniquely defined functor (not
just up to an isomorphism of functors). Thus we can define Tk, the k-th power of
T, and the equality stated holds. 
Proposition 4.1.11. Consider any M ∈ C(A,M).
(1) There is equality tT(M) = −T(tM ) of degree −1 morphisms T(M) →
T2(M) in C(A,M).
(2) There is equality tT−1(M) = −T−1(tM ) between these degree −1 morphisms
T−1(M)→ T(T−1(M)) = M = T−1(T(M)) in C(A,M).
Proof. (1) This is an easy calculation, using Definition 4.1.6: T(tM ) =
− tT(M) ◦ tM ◦ t−1M = − tT(M).
(2) A similar calculation. 
Proposition 4.1.12. Let M ∈ C(A,M) and i ∈ Z. There is equality dTi(M) =
Ti(dM ) in HomA,M
(
Ti(M),Ti(M)
)1.
Proof. We start with i = 1. The differential dM is an element of HomM(M,M)1.
By Definitions 4.1.4 and 4.1.6 we get dT(M) = − tM ◦ dM ◦ t−1M = T(dM ). Using
induction on i the assertion holds for all i ≥ 0.
For i ≤ 0 we use descending induction on i. We assume that the assertion holds
for i. Let us define N := Ti−1(M), so T(N) = Ti(M). By the previous paragraph,
with the DG module N , we know that dTi(M) = dT(N) = T(dN ) = T(dTi−1(M)).
Applying the functor T−1 to this equality we get Ti−1(dM ) = T−1
(
Ti(dM )
)
=
T−1(dTi(M)) = dTi−1(M). 
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Remark 4.1.13. There are several names in the literature for the translation
functor T : twist, shift and suspension. There are also several notations: T(M) =
M [1] = ΣM . In the later part of this book we shall use the notationM [k] := Tk(M)
for the k-th translation.
4.2. The Standard Triangle of a Strict Morphism. As before, we fix an
abelian category M and a DG ring A. Here is the cone construction in C(A,M), as
it looks using the operator t.
Definition 4.2.1. Let φ : M → N be a strict morphism in C(A,M). The standard
cone of φ is the object Cone(φ) ∈ C(A,M) defined as follows. As a graded A-module
in M we let
Cone(φ) := N ⊕ T(M).
The differential dCone is this: if we express the graded module as a column
Cone(φ) =
[
N
T(M)
]
,
then dCone is left multiplication by the matrix
dCone :=
[
dN φ ◦ t−1M
0 dT(M)
]
of degree 1 morphisms of graded A-modules in M.
In other words, the morphism diCone : Cone(φ)i → Cone(φ)i+1 is diCone =
diN + diT(M) + φi+1 ◦ t−1M , where φi+1 ◦ t−1M is the composed morphism T(M)i
t−1
M−−→
M i+1
φi+i−−−→ N i+1.
In the situation of Definition 4.2.1, let us denote by
(4.2.2) eφ : N → N ⊕ T(M)
the embedding, and by
(4.2.3) pφ : N ⊕ T(M)→ T(M)
the projection. Thus, as matrices we have
eφ =
[
idN
0
]
and pφ =
[
0 idT(M)
]
.
The standard cone of φ sits in the exact sequence
(4.2.4) 0→ N eφ−→ Cone(φ) pφ−→ T(M)→ 0
in the abelian category Cstr(A,M).
Definition 4.2.5. Let φ : M → N be a morphism in Cstr(A,M). The diagram
M
φ−→ N eφ−−→ Cone(φ) pφ−−→ T(M)
in Cstr(A,M) is called the standard triangle associated to φ.
The cone construction is functorial, in the following sense.
Proposition 4.2.6. Let
M0
φ0 //
ψ

N0
χ

M1
φ1 // N1
be a commutative diagram in Cstr(A,M). Then
(4.2.7)
(
χ,T(ψ)
)
: Cone(φ0)→ Cone(φ1)
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is a morphism in Cstr(A,M), and the diagram
M0
φ0 //
ψ

N0
eφ0 //
χ

Cone(φ0)
pφ0 //
(χ,T(ψ))

T(M0)
T(ψ)

M1
φ1 // N1
eφ1 // Cone(φ1)
pφ1 // T(M1)
in Cstr(A,M) is commutative.
Proof. This is a simple consequence of the definitions. 
4.3. The Gauge of a Graded Functor. Recall that we have an abelian category
M and a DG ring A. The next definition is new.
Definition 4.3.1. Let F : C(A,M) → C(B,N) be a graded functor. For every
object M ∈ C(A,M) let
γF,M := dF (M) − F (dM ) ∈ HomB,N
(
F (M), F (M)
)1
.
The collection of morphisms
γF := {γF,M}M∈C(A,M)
is called the gauge of F .
The next theorem is due to R. Vyas.
Theorem 4.3.2. The following two conditions are equivalent for a graded functor
F : C(A,M)→ C(B,N).
(i) F is a DG functor.
(ii) The gauge γF is a degree 1 morphism of graded functors γF : F → F .
Proof. Recall that F is a DG functor (condition (i)) iff
(4.3.3) (F ◦ dA,M)(φ) = (dB,N ◦ F )(φ)
for every φ ∈ HomA,M(M0,M1)i. And γF is a degree 1 morphism of graded functors
(condition (ii)) iff
(4.3.4) γF,M1 ◦ F (φ) = (−1)i ·F (φ) ◦ γF,M0
for every such φ.
Here is the calculation. Because F is a graded functor, we get
(4.3.5)
F
(
dA,M(φ)
)
= F
(
dM1 ◦ φ− (−1)i ·φ ◦ dM0
)
= F (dM1) ◦ F (φ)− (−1)i ·F (φ) ◦ F (dM0)
and
(4.3.6) dB,N
(
F (φ)
)
= dF (M1) ◦ F (φ)− (−1)i ·F (φ) ◦ dF (M0).
Using equations (4.3.5) and (4.3.6), and the definition of γF , we obtain
(4.3.7)
(F ◦ dA,M − dB,N ◦ F )(φ) = F
(
dA,M(φ)
)− dB,N(F (φ))
=
(
F (dM1)− dF (M1)
) ◦ F (φ)− (−1)i ·F (φ) ◦ (F (dM0)− dF (M0))
= −γF,M1 ◦ F (φ) + (−1)i ·F (φ) ◦ γF,M0 .
Finally, the vanishing of the first expression in (4.3.7) is the same as equality
in (4.3.3); whereas the vanishing of the last expression in (4.3.7) is the same as
equality in (4.3.4). 
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4.4. The Translation Isomorphism of a DG Functor. Here we consider
belian categories M and N, and DG rings A and B. The translation functor of the
DG category C(A,M) will be denoted here by TA,M. For an object M ∈ C(A,M),
we have the little t operator
tM ∈ HomA,M
(
M,TA,M(M)
)−1
.
This is an isomorphism in the DG category C(A,M). Likewise for the DG category
C(B,N).
Definition 4.4.1. Let F : C(A,M) → C(B,N) be a DG functor. For an object
M ∈ C(A,M), let
τF,M : F (TA,M(M))→ TB,N(F (M))
be the degree 0 isomorphism
τF,M := tF (M) ◦F (tM )−1
in C(B,N), called the translation isomorphism of the functor F at the object M .
The isomorphism τF,M sits in the following commutative diagram
F (TA,M(M))
τF,M
// TB,N(F (M))
F (M)
F (tM )
OO
tF (M)
66
of isomorphisms in the category C(B,N).
Proposition 4.4.2. τF,M is an isomorphism in Cstr(B,N).
Proof. We know that τF,M is an isomorphism in C(B,N). It suffices to prove that
both τF,M and its inverse τ−1F,M are strict morphisms. Now by Proposition 4.1.5, tM
and t−1M are cocycles. Therefore, F (tM ) and F (tM )−1 = F (t
−1
M ) are cocycles. For
the same reason, tF (M) and t−1F (M) are cocycles. But τF,M = tF (M) ◦F (tM )−1, and
τ−1F,M = F (tM ) ◦ t−1F (M). 
Theorem 4.4.3. Let F : C(A,M)→ C(B,N) be a DG functor. Then the collection
τF := {τF,M}M∈C(A,M)
is an isomorphism
τF : F ◦ TA,M '−→ TB,N ◦F
of functors Cstr(A,M)→ Cstr(B,N).
The slogan summarizing this theorem is “A DG functor commutes with transla-
tions”.
Proof. In view of Proposition 4.4.2, all we need to prove is that τF is a morphism
of functors (i.e. it is a natural transformation).
Let φ : M0 →M1 be a morphism in Cstr(A,M). We must prove that the diagram
(F ◦ TA,M)(M0)
τF,M0 //
(F◦TA,M)(φ)

(TB,N ◦F )(M0)
(TB,N ◦F )(φ)

(F ◦ TA,M)(M1)
τF,M1 // (TB,N ◦F )(M1)
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in Cstr(B,N) is commutative. This will be true if the next diagram
(F ◦ TA,M)(M0)
(F◦TA,M)(φ)

F (M0)
F (tM0 )oo
tF (M0) //
F (φ)

(TB,N ◦F )(M0)
(TB,N ◦F )(φ)

(F ◦ TA,M)(M1) F (M1)
F (tM1 )oo
tF (M1) // (TB,N ◦F )(M1)
in C(B,N), whose horizontal arrows are isomorphisms, is commutative. For this to
be true, it is enough to prove that both squares in this diagram are commutative.
This is true by Theorem 4.1.8(2). 
Recall that the translation T and all its powers are DG functors. To finish this
subsection, we calculate their translation isomorphisms.
Proposition 4.4.4. For every integer k, the translation isomorphism of the DG
functor Tk is τTk = (−1)k · idTk+1 , where idTk+1 is the identity automorphism of
the functor Tk+1.
Proof. By Definition 4.4.1 and Proposition 4.1.11(1), for k = 1 the formula is
τT,M = tT(M) ◦T(tM )−1 = − idT2(M), where idT2(M) is the identity automorphism
of the DG module T2(M). Hence τT = − idT2 . For other integers k the calculation
is similar. 
4.5. Standard Triangles and DG Functors. In Subsection 4.2 we defined the
standard triangle associated to a strict morphism; and in Subsection 3.5 we defined
DG functors. Now we show how these notions interact with each other. As before,
we consider abelian categories M and N, and DG rings A and B.
Let F : C(A,M) → C(B,N) be a DG functor. Given a morphism φ : M0 → M1
in Cstr(A,M), we have a morphism F (φ) : F (M0) → F (M1) in Cstr(B,N), and
objects F (ConeA,M(φ)) and ConeB,N(F (φ)) in C(B,N). By definition, and using
the fully faithful graded functor Und from Proposition 3.8.18, there is a canonical
isomorphism
(4.5.1) ConeA,M(φ) ∼= M1 ⊕ TA,M(M0)
in Gstr(A,M). Since F is a linear functor, it commutes with finite direct sums, and
therefore there is a canonical isomorphism
(4.5.2) F (ConeA,M(φ)) ∼= F (M1)⊕ F (TA,M(M0))
in Gstr(A,M). And by definition there is a canonical isomorphism
(4.5.3) ConeB,N(F (φ)) ∼= F (M1)⊕ TB,N(F (M0))
in Gstr(A,M). Warning: the isomorphisms (4.5.1), (4.5.2) and (4.5.3) might not
commute with the differentials. The differentials on the right sides are diagonal
matrices, but on the left sides they are upper-triangular matrices (see Definition
4.2.1).
Lemma 4.5.4. Let F,G : G(A,M)→ G(B,N) be graded functors, and let η : F →
G be a degree j morphism of graded functors. SupposeM ∼= M0⊕M1 in Gstr(A,M),
with embeddings ei : Mi →M and projections pi : M →Mi. Then
ηM =
(
G(e0), G(e1)
) ◦ (ηM0 , ηM1) ◦ (F (p0), F (p1)),
as degree j morphisms F (M)→ G(M) in G(B,N).
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The lemma says that the diagram
F (M)
(F (p0),F (p1))
//
ηM

F (M0)⊕ F (M1)
(ηM0 ,ηM1 )

G(M) G(M0)⊕G(M1)
(G(e0),G(e1))
oo
in G(B,N) is commutative.
Proof. It suffices to prove that the diagram below is commutative for i = 0, 1 :
F (Mi)
F (ei)
//
ηMi

id

F (M)
F (pi)
//
ηM

F (Mi)
ηMi

G(Mi)
G(ei)
//
id
CC
G(M)
G(pi)
// G(Mi)
This is true because η is a morphism of functors (a natural transformation). 
Theorem 4.5.5. Let F : C(A,M) → C(B,N) be a DG functor, and let φ : M0 →
M1 be a morphism in Cstr(A,M). Define the isomorphism
cone(F, φ) : F (ConeA,M(φ))
'−→ ConeB,N(F (φ))
in Gstr(A,M) to be
cone(F, φ) :=
(
idF (M1), τF,M0
)
.
Then:
(1) The isomorphism cone(F, φ) commutes with the differentials, so it is an
isomorphism in Cstr(A,M).
(2) The diagram
F (M0)
F (φ)
//
id

F (M1)
F (eφ)
//
id

F (ConeA,M(φ))
F (pφ)
//
cone(F,φ)

F (TA,M(M0))
τF,M0

F (M0)
F (φ)
// F (M1)
eF (φ)
// ConeB,N(F (φ))
pF (φ)
// TB,N(F (M0))
in Cstr(B,N) is commutative.
When defining cone(F, φ) above, we are using the decompositions (4.5.2) and
(4.5.3) in the category Gstr(A,M), and the isomorphism τF,M0 from Definition 4.4.1.
The slogan summarizing this theorem is “A DG functor sends standard triangles
to standard triangles”.
Proof.
(1) To save space let us write θ := cone(F, φ). We have to prove that dB,N(θ) = 0.
Let’s write P := ConeA,M(φ) and Q := ConeB,N(F (φ)). Recall that dB,N(θ) = dQ ◦
θ−θ ◦dF (P ). We have to prove that this is the zero element in HomB,N
(
F (P ), Q
)1.
Writing the cones as column modules:
P =
[
M1
TA,M(M0)
]
and Q =
[
F (M1)
TB,N(F (M0))
]
,
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the matrices representing the morphisms in question are
θ =
[idF (M1) 0
0 τF,M0
]
, dP =
[dM1 φ ◦ t−1M0
0 dTA,M(M0)
]
and
dQ =
[dF (M1) F (φ) ◦ t−1F (M0)
0 dTB,N(F (M0))
]
.
Let us write γ := γF for simplicity. According to Theorem 4.3.2, the gauge
γ : F → F is a degree 1 morphism of DG functors C(A,M) → C(B,N). Because
the decomposition (4.5.1) is in the category Gstr(A,M), Lemma 4.5.4 tells us that
γP decomposes too, i.e.
γP =
[
γM1 0
0 γTA,M(M0)
]
.
By definition of γP we have dF (P ) = F (dP ) + γP in HomB,N
(
F (P ), F (P )
)1. It
follows that
dF (P ) = F (dP ) + γP
=
[
F (dM1) F (φ ◦ t−1M0)
0 F (dTA,M(M0))
]
+
[
γM1 0
0 γTA,M(M0)
]
=
[
F (dM1) + γM1 F (φ ◦ t−1M0)
0 F (dTA,M(M0)) + γTA,M(M0)
]
=
[dF (M1) F (φ ◦ t−1M0)
0 dF (TA,M(M0))
]
.
Finally we will check that θ◦dF (P ) and dQ◦θ are equal as matrices of morphisms.
We do that in each matrix entry separately. The two left entries in the matrices
θ ◦ dF (P ) and dQ ◦ θ agree trivially. The bottom right entries in these matrices
are τF,M0 ◦ dF (TA,M(M0)) and dTB,N(F (M0)) ◦ τF,M0 respectively; they are equal by
Proposition 4.4.2. And in the top right entries we have F (φ ◦ t−1M0) and F (φ) ◦
t−1F (M0) ◦ τF,M0 respectively. Now F (φ ◦ t
−1
M0
) = F (φ)◦F (t−1M0); so it suffices to prove
that F (t−1M0) = t
−1
F (M0) ◦ τF,M0 . This is immediate from the definition of τF,M0 .
(2) By definition of θ = cone(F, φ), the diagram is commutative in Gstr(A,M). But
by part (1) we know that all morphisms in it commute with the differentials, so
they lie in Cstr(B,N). And the functor Und from Proposition 3.8.18 is faithful. 
Corollary 4.5.6. In the situation of Theorem 4.5.5, the diagram
F (M0)
F (φ)
//
id

F (M1)
F (eφ)
//
id

F (ConeA,M(φ))
τF,M0 ◦F (pφ) //
cone(F,φ)

TB,N(F (M0))
id

F (M0)
F (φ)
// F (M1)
eF (φ)
// ConeB,N(F (φ))
pF (φ)
// TB,N(F (M0))
is an isomorphism of triangles in Cstr(B,N).
Proof. Just rearrange the diagram in item (2) of the theorem. 
4.6. Examples of DG Functors. Recall thatM and N are abelian categories, and
A and B are DG rings. Here are four examples of DG functors, of various types.
We work out in detail the translation isomorphism, the cone isomorphism and the
gauge in each example. These examples should serve as templates for constructing
other DG functors.
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Example 4.6.1. Here A = B = K, so C(A,M) = C(M) and C(B,N) = C(N). Let
F : M→ N be a K-linear functor. It extends to a functor C(F ) : C(M)→ C(N) as
follows: on objects, a complex
M =
({M i}i∈Z, {diM}i∈Z) ∈ C(M)
goes to the complex
C(F )(M) :=
({F (M i)}, {F (diM )}) ∈ C(N).
A morphism φ = {φj}j∈Z in C(M) goes to the morphism C(F )(φ) :=
{F (φj)}j∈Z in C(N). A slightly tedious calculation shows that C(F ) is a graded
functor.
Given a complex M ∈ C(M), let N := C(F )(M) ∈ C(N). Then the translation
of N is TN(N) = C(F )
(
TM(M)
)
; and the little t operator of N is tN = C(F )(tM ).
So the translation isomorphism
τC(F ) : C(F ) ◦ TM '−→ TN ◦C(F )
of functors Cstr(M)→ Cstr(N) is the identity automorphism of this functor.
Let φ : M0 → M1 be a morphism in Cstr(M), whose image under C(F ) is the
morphism ψ : N0 → N1 in Cstr(N). Then
Cone(ψ) = N1 ⊕ TN(N0) = C(F )
(
Cone(φ)
)
as graded objects in N, with differential
dCone(ψ) =
[
dN1 ψ ◦ t−1N0
0 dT(N0)
]
= C(F )
([dM1 φ ◦ t−1M0
0 dT(M0)
])
= C(F )
(
dCone(φ)
)
.
We see that the cone isomorphism cone(F, φ) is the identity automorphism of the
DG module Cone(ψ). The gauge γC(F ) of the graded functor C(F ) is zero. There-
fore, by Theorem 4.3.2, C(F ) is a DG functor.
The next example is much more complicated, and we work out the full details
(only once – later on, such details will be left to the reader).
Example 4.6.2. Let A and B be DG rings, and fix some N ∈ DGModB ⊗Aop =
C(B ⊗ Aop). In other words, N is a DG B-A-bimodule. For every M ∈ C(A) we
have a DG K-module F (M) := N ⊗A M , as in Definition 3.3.23. The differential
of F (M) is
(4.6.3) dF (M) = dN ⊗ idM + idN ⊗dM .
See formula (3.1.19) regarding the Koszul sign rule that’s involved. But F (M) has
the structure of a DG B-module: for every b ∈ B, n ∈ N and m ∈ M , the action
is b·(n⊗m) := (b·n)⊗m. Clearly
F : C(A) = DGModA→ C(B) = DGModB
is a linear functor. We will show that it is actually a DG functor.
Let M0,M1 ∈ C(A), and consider the K-linear homomorphism
(4.6.4) F : HomA(M0,M1)→ HomB(N ⊗AM0, N ⊗AM1).
Take any φ ∈ HomA(M0,M1)i. Then
F (φ) ∈ HomB(N ⊗AM0, N ⊗AM1)
is the homomorphism that on a homogeneous tensor n⊗m ∈ (N ⊗AM0)k+j , with
n ∈ Nk and m ∈M j0 , has the value
F (φ)(n⊗m) = (−1)i·k ·n⊗ φ(m) ∈ (N ⊗AM1)k+j+i.
In other words,
(4.6.5) F (φ) = idN ⊗φ.
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We see that the homomorphism F (φ) has degree i. So F is a graded functor.
Let us calculate γF , the gauge of F . From (4.6.5) and (4.6.3) we get γF,M =
dN ⊗ idM , which is often a nonzero endomorphism of F (M). Still, take any degree
i morphism φ : M0 →M1 in C(A). Then
γM1 ◦ F (φ) = (dN ⊗ idM1) ◦ (idN ⊗φ)
= dN ⊗ φ = (−1)i ·(idN ⊗φ) ◦ (dN ⊗ idM0) = (−1)i ·F (φ) ◦ γM0 .
We see that γF satisfies the condition of Definition 3.5.4(1), which is really Defini-
tion 3.1.39. By Theorem 4.3.2, F is a DG functor. (It is also possible to calculate
directly that F is a DG functor.)
Finally let us figure out what is the translation isomorphism τF of the functor
F . Take M ∈ C(A). Then τF,M : F (TA(M)) → TB(F (M)) is an isomorphism in
Cstr(B). By Definition 4.4.1 we have τF,M = tF (M) ◦F (tM )−1. Take any n ∈ Nk
and m ∈M j+1, so that n⊗ tM (m) ∈ (N ⊗ATA(M))k+j = F (TA(M))k+j , a degree
k + j element of F (TA(M)). But
n⊗ tM (m) = (−1)k ·(idN ⊗ tM )(n⊗m) = (−1)k ·F (tM )(n⊗m).
Therefore
τF,M (n⊗ tM (m)) = (−1)k · tF (M)(n⊗m) ∈ TB(F (M))k+j .
Observe that when N is concentrated in degree 0, we are back in the situation of
Example 4.6.1, in which there are no sign twists, and τF,M is the identity automor-
phism.
Example 4.6.6. Let A and B be DG rings, and fix some N ∈ DGModA⊗Bop =
C(B ⊗ Aop). For any M ∈ DGModA we define F (M) := HomA(N,M). This is
a DG B-module: for every b ∈ Bi and φ ∈ HomA(N,M)j , the homomorphism
b·φ ∈ HomA(N,M)i+j has value (b·φ)(n) := (−1)i·(j+k) ·φ(n ·b) ∈ M i+j+k on
n ∈ Nk. As in the previous example,
F : C(A) = DGModA→ C(B) = DGModB
is a K-linear graded functor.
The value of the gauge γF at M ∈ C(A) is γF,M = Hom(dN , idM ). See formula
(3.1.20) regarding this notation. Namely for ψ ∈ F (M)j = HomA(N,M)j we have
γF,M (ψ) = (−1)j ·ψ◦dN . It is not too hard to check that γF is a degree 1 morphism
of graded functors. Hence, by Theorem 4.3.2, F is a DG functor.
The formula for the translation isomorphism τF is as follows. Take M ∈ C(A).
Then
τF,M : F (TA(M)) = HomA(N,TA(M))→ TB(F (M)) = TB(HomA(N,M))
is, by definition, τF,M = tF (M) ◦F (tM )−1. Now F (tM )−1 = Hom(idN , t−1M ). So
given any ψ ∈ F (TA(M))k, we have τF,M (ψ) = tF (M)(t−1M ◦ψ) ∈ TB(F (M))k.
We end with a contravariant example.
Example 4.6.7. Let A be a commutative ring. Fix some complex N ∈ C(A). For
any M ∈ C(A) let F (M) := HomA(M,N) ∈ C(A). For every degree i morphism
φ : M0 → M1 in C(A) let F (φ) : F (M1) → F (M0) be the degree i morphism
F (φ) := HomA(φ, idN ).
A direct calculation, that we leave to the reader, shows that
F : HomC(A)(M0,M1)→ HomC(A)
(
F (M1), F (M0)
)
is a strict homomorphism of DG K-modules. It also satisfies conditions (a) and (b)
of Definition 3.9.1. Thus we have a contravariant DG functor F : C(A) → C(A).
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For contravariant DG functors we do not talk about translation isomorphisms or
gauges.
We will return to the DG bifunctors Hom(−,−) and (−⊗−) later in the book,
in Subsection 9.1.
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5. Triangulated Categories and Functors
In this section we introduce triangulated categories and triangulated functors.
We prove that for a DG ring A and an abelian category M, the homotopy category
K(A,M) is triangulated. We also prove that a DG functor F : C(A,M)→ C(B,N)
induces a triangulated functor F : K(A,M)→ K(B,N).
Recall that by Convention 1.2.4, there is a nonzero commutative base ring K,
which is implicit most of the time. All rings are central K-rings, and all ring
homomorphisms are over K. All linear categories are K-linear, and all linear (i.e.
additive) functors between them are K-linear.
5.1. Triangulated Categories. In this subsection we define triangulated cate-
gories, and make some remarks regarding them.
Recall that a functor is called an isomorphism of categories if it is bijective on
sets of objects and on sets of morphisms.
Definition 5.1.1. Let K be an additive category. A translation functor on K is an
additive automorphism T of K. The pair (K,T) is called a T-additive category.
Remark 5.1.2. Some texts give a more relaxed definition: the translation functor
T is only required to be an additive auto-equivalence of K. The resulting theory is
more complicated (it is 2-categorical, but most texts try to suppress this fact).
Later in the book (see Definition 12.1.7) we will write M [k] := Tk(M), the k-th
translation of an object M .
Definition 5.1.3. Suppose (K,TK) and (L,TL) are T-additive categories. A T-
additive functor between them is a pair (F, τ), consisting of an additive functor
F : K→ L, together with an isomorphism
τ : F ◦ TK '−→ TL ◦F
of functors K→ L, called a translation isomorphism.
Definition 5.1.4. Let (Ki,Ti) be T-additive categories, for i = 0, 1, 2, and let
(Fi, τi) : (Ki−1,Ti−1)→ (Ki,Ti)
be T-additive functors. The composition
(F, τ) = (F2, τ2) ◦ (F1, τ1)
is the T-additive functor (K0,T0) → (K2,T2) defined as follows: the functor is
F := F2◦F1, and the translation isomorphism τ : F ◦T0 '−→ T2◦F is τ := τ2◦F2(τ1).
Definition 5.1.5. Suppose (K,TK) and (L,TL) are T-additive categories, and
(F, τ), (G, ν) : (K,TK)→ (L,TL)
are T-additive functors. A morphism of T-additive functors
η : (F, τ)→ (G, ν)
is a morphism of functors η : F → G, such that for every objectM ∈ K this diagram
in L is commutative:
F (TK(M))
τM //
ηTK(M)

TL(F (M))
TL(ηM )

G(TK(M))
νM // TL(G(M)) .
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Definition 5.1.6. Let (K,T) be a T-additive category. A triangle in (K,T) is a
diagram
L
α−→M β−→ N γ−→ T(L)
in K.
Sometimes, when the names of the morphisms in the triangle above are not
important, we may use the more compact notation
(5.1.7) L −→M −→ N 4−−→ .
Definition 5.1.8. Let (K,T) be a T-additive category. Suppose
L
α−→M β−→ N γ−→ T(L)
and
L′ α
′
−→M ′ β
′
−→ N ′ γ
′
−→ T(L′)
are triangles in (K,T). A morphism of triangles between them is a commutative
diagram
L
α //
φ

M
β
//
ψ

N
γ
//
χ

T(L)
T(φ)

L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
in K.
The morphism of triangles (φ, ψ, χ) is called an isomorphism if φ, ψ and χ are
all isomorphisms.
Remark 5.1.9. Why “triangle”? This is because sometimes a triangle
L
α−→M β−→ N γ−→ T(L)
is written as a diagram
N
γ
~~
L
α
// M
β
aa
See [62, page 20].
Definition 5.1.10. A triangulated category is a T-additive category (K,T),
equipped with a set of triangles called distinguished triangles. The following axioms
have to be satisfied:
(TR1) (a) Every triangle that is isomorphic to a distinguished triangle is also a
distinguished triangle.
(b) For every morphism α : L→M in K there is a distinguished triangle
L
α−→M −→ N −→ T(L).
(c) For every object M the triangle
M
idM−−→M → 0→ T(M)
is distinguished.
(TR2) A triangle
L
α−→M β−→ N γ−→ T(L)
is distinguished iff the triangle
M
β−→ N γ−→ T(L) −T(α)−−−−→ T(M)
is distinguished.
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(TR3) Suppose
L
α //
φ

M
β
//
ψ

N
γ
// T(L)
L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
is a commutative diagram in K in which the rows are distinguished triangles.
Then there exists a morphism χ : N → N ′ such that the diagram
L
α //
φ

M
β
//
ψ

N
γ
//
χ

T(L)
T(φ)

L′ α
′
// M ′
β′
// N ′
γ′
// T(L′) .
is a morphism of triangles.
(TR4) Suppose we are given these three distinguished triangles:
L
α−→M γ−→ P −→ T(L),
M
β−→ N −→ R −→ T(M),
L
β◦α−−→ N δ−→ Q −→ T(L).
Then there is a distinguished triangle
P
φ−→ Q ψ−→ R ρ−→ T(P )
making diagram (5.1.11) commutative.
(5.1.11) L α //
id

M
γ
//
β

P //
φ

T(L)
id

L
β◦α
//
α

N
δ //
id

Q //
ψ

T(L)
T(α)

M
β
//
γ

N
 //
δ

R //
id

T(M)
T(γ)

P
φ
// Q
ψ
// R
ρ
// T(P )
Here are a few remarks on triangulated categories. See Remark 5.4.16 regarding
triangulated categories arising from algebraic topology.
Remark 5.1.12. The numbering of the axioms we use is taken from [62], and it
agrees with the numbering in [158]. The numbering in [75] and [76] is different.
In the situation that we care about, namely K = K(A,M), the distinguished
triangles will be those triangles that are isomorphic, in K(A,M), to the standard
triangles in C(A,M) from Definition 4.2.5. See Definition 5.4.2 below for the precise
statement.
The object N in item (b) of axiom (TR1) is referred to as a cone of the morphism
α. We should think of the cone as something combining “the cokernel” and “the
kernel” of α. Axiom (TR3) guarantees a sort of weak functoriality of the cone. See
Subsection 5.3, and in particular Remark 5.3.9, for more properties of the cone.
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Axiom (TR2) says that if we “turn” a distinguished triangle (cf. Remark 5.1.9)
we remain with a distinguished triangle.
Remark 5.1.13. The axiom (TR4) is called the octahedral axiom. It is supposed
to replace the isomorphism
(N/L)/(M/L) ∼= N/M
for objects L ⊆M ⊆ N in an abelian category M. The octahedral axiom is needed
for the theory of t-structures: it is used, in [16], to show that the heart of a t-
structure is an abelian category (see Remark 5.3.26). This axiom is also needed to
form Verdier quotients of triangulated categories (see Remark 7.1.14). The book
[113] has detailed discussions of the octahedral axiom.
A T-additive category (K,T) that only satisfies axioms (TR1)-(TR3) is called
a pretriangulated category. (The reader should not confuse “pretriangulated cate-
gory”, as used here, with the “pretriangulated DG category” from [25]; see Remark
5.5.4.) It is not known whether the octahedral axiom is a consequence of the other
axioms; there was a recent paper by A. Maccioca (arxiv:1506.00887) claiming that,
but it had a fatal error in it.
In our book the octahedral axiom does not play any role. For this reason we
had excluded it from an earlier version of the book, in which we had discussed
pretriangulated categories only. Our decision to include this axiom in the current
version of the book, and thus to talk about triangulated categories (rather than
about pretriangulated ones) is just to be more in line with the mainstream usage.
With the exception of a longer proof of Theorem 5.4.3 – stating that K(A,M) is a
triangulated category – there is virtually no change in the content of the book, and
almost all definitions and results are valid for pretriangulated categories.
Remark 5.1.14. The structure of triangulated categories is poorly understood,
and there is no classification of triangulated functors between them. This is true
even for the derived category D(A) of a ring A. For instance, a famous open
question of J. Rickard is whether every triangulated auto-equivalence F of D(A) is
isomorphic to P ⊗LA (−) for some tilting complex P . More on this issue in Section
14.
In this book the role of the triangulated structure on derived categories is sec-
ondary. It is mostly used for induction on the amplitude of the cohomology of
complexes; cf. Section 12.
Furthermore, one of the most important functors studied here – the squaring
operation SqB/A from Subsections 13.4 and 18.2 – is a functor from D(B) to itself,
which is not triangulated, nor even linear: it is a quadratic functor.
5.2. Triangulated and Cohomological Functors. Suppose K and L are T-
additive categories, with translation functors TK and TL respectively. A T-additive
functor F : K → L was defined in Definition 5.1.3. A morphism of T-additive
functors η : F → G was introduced in Definition 5.1.5.
Definition 5.2.1. Let K and L be triangulated categories.
(1) A triangulated functor from K to L is a T-additive functor (F, τ) : K → L
that satisfies this condition: for every distinguished triangle
L
α−→M β−→ N γ−→ TK(L)
in K, the triangle
F (L) F (α)−−−→ F (M) F (β)−−−→ F (N) τL◦F (γ)−−−−−−−→ TL(F (L))
is a distinguished triangle in L.
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(2) Suppose (G, ν) : K → L is another triangulated functor. A morphism
of triangulated functors η : (F, τ) → (G, ν) is a morphism of T-additive
functors, as in Definition 5.1.5.
Sometimes we keep the translation isomorphism τ implicit, and refer to F as a
triangulated functor.
Definition 5.2.2. Let K be a triangulated category. A full triangulated subcategory
of K is a subcategory L ⊆ K satisfying these conditions:
(a) L is a full additive subcategory (see Definition 2.2.6).
(b) L is closed under translations, i.e. L ∈ L iff T(L) ∈ L.
(c) L is closed under distinguished triangles, i.e. if L′ → L → L′′ 4−−→ is a
distinguished triangle in K s.t. L′, L ∈ L, then also L′′ ∈ L.
Observe that L itself is triangulated, and the inclusion L → K is a triangulated
functor.
Proposition 5.2.3. For i = 0, 1, 2 let (Ki,Ti) be triangulated categories, and let
(Fi, τi) : (Ki−1,Ti−1) → (Ki,Ti) be triangulated functors. Define the T-additive
functor (F, τ) := (F2, τ2) ◦ (F1, τ1) as in Definition 5.1.4. Then (F, τ) : (K0,T0)→
(K2,T2) is a triangulated functor.
Exercise 5.2.4. Prove Proposition 5.2.3.
Definition 5.2.5. Let K be a triangulated category, and let M be an abelian
category.
(1) A cohomological functor F : K → M is an additive functor, such that for
every distinguished triangle
L
α−→M β−→ N γ−→ T(L)
in K, the sequence
F (L) F (α)−−−→ F (M) F (β)−−−→ F (N)
is exact in M.
(2) A contravariant cohomological functor F : K → M is a contravariant addi-
tive functor, such that for every distinguished triangle
L
α−→M β−→ N γ−→ T(L)
in K, the sequence
F (N) F (β)−−−→ F (M) F (α)−−−→ F (L)
is exact in M.
Proposition 5.2.6. Let F : K→ M be a cohomological functor, and let
L
α−→M β−→ N γ−→ T(L)
be a distinguished triangle in K. Then the sequence
· · · → F (Ti(L)) F (T
i(α))−−−−−−→ F (Ti(M)) F (T
i(β))−−−−−−→ F (Ti(N))
F (Ti(γ))−−−−−−→ F (Ti+1(L)) F (T
i+1(α))−−−−−−−→ F (Ti+1(M))→ · · ·
in M is exact.
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Proof. By axiom (TR2) we have these distinguished triangles:
Ti(L) (−1)
i · Ti(α)−−−−−−−−→ Ti(M) (−1)
i · Ti(β)−−−−−−−−→ Ti(N) (−1)
i · Ti(γ)−−−−−−−−→ Ti+1(L),
Ti(M) (−1)
i · Ti(β)−−−−−−−−→ Ti(N) (−1)
i · Ti(γ)−−−−−−−−→ Ti+1(L) (−1)
i+1 · Ti+1(α)−−−−−−−−−−−→ Ti+1(M),
Ti(N) (−1)
i · Ti(γ)−−−−−−−−→ Ti+1(L) (−1)
i+1 · Ti+1(α)−−−−−−−−−−−→ Ti+1(M) (−1)
i+1 · Ti+1(β)−−−−−−−−−−−→ Ti+1(N).
Now use the definition of a cohomological functor, noting that multiplying mor-
phisms in an exact sequence by −1 preserves exactness. 
Proposition 5.2.7. Let K be a triangulated category. For every P ∈ K the functor
HomK(P,−) : K→ ModK
is a cohomological functor, and the functor
HomK(−, P ) : K→ ModK
is a contravariant cohomological functor.
Proof. We will prove the covariant statement. The contravariant statement is
proved similarly, and we leave this to the reader.
Consider a distinguished triangle L α−→M β−→ N γ−→ T(L) in K. We have to prove
that the sequence
HomK(P,L)
Hom(idP ,α)−−−−−−−−→ HomK(P,M) Hom(idP ,β)−−−−−−−→ HomK(P,N)
in ModK is exact. In view of Proposition 5.3.1, all we need to show is that for
every ψ : P → M s.t. β ◦ ψ = 0, there is some φ : P → L s.t. ψ = α ◦ φ. In a
picture, we must show that the diagram below (solid arrows)
P
id //
φ

P //
ψ

0 //

T(P )
T(φ)

L
α // M
β
// N
γ
// T(L) .
can be completed (dashed arrow). This is true by (TR2) (= turning) and (TR3)
(= extending). 
Exercise 5.2.8. Prove the contravariant statement in the proposition above.
Question 5.2.9. Let K and L be triangulated categories, and let F : K → L be
an additive functor. Is it true that there is at most one isomorphism of functors
τ : F ◦ TK '−→ TL ◦F such that the pair (F, τ) is a triangulated functor?
5.3. Some Properties of Triangulated Categories. In this subsection we prove
a few general results on triangulated categories. Recall that all triangulated cate-
gories, and all triangulated functors between them, are (implicitly) K-linear.
Proposition 5.3.1. Let K be a triangulated category. If L α−→M β−→ N γ−→ T(L) is
a distinguished triangle in K, then β ◦ α = 0.
Proof. By axioms (TR1) and (TR3) we have a commutative diagram
L
idL //
idL

L //
α

0 //

T(L)
T(idL)

L
α // M
β
// N
γ
// T(L) .
We see that β ◦ α factors through 0. 
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Proposition 5.3.2. Let K be a triangulated category, and let
L
α //
φ

M
β
//
ψ

N
γ
//
χ

T(L)
T(φ)

L′ α
′
// M ′
β′
// N ′
γ′
// T(L′) .
be a morphism of distinguished triangles. If φ and ψ are isomorphisms, then χ is
also an isomorphism.
Proof. Take an arbitrary P ∈ K, and let F := HomK(P,−). We get a commutative
diagram
F (L)
F (α)
//
F (φ)

F (M)
F (β)
//
F (ψ)

F (N)
F (γ)
//
F (χ)

F (T(L))
F (T(φ))

F (T(α))
// F (T(M))
F (T(ψ))

F (L′)
F (α′)
// F (M ′)
F (β′)
// F (N ′)
F (γ′)
// F (T(L′))
F (T(α′))
// F (T(M ′))
in ModK. By Proposition 5.2.7 the rows in the diagram are exact sequences. Since
the other vertical arrows are isomorphisms, it follows that
F (χ) : HomK(P,N)→ HomK(P,N ′)
is an isomorphism of abelian groups. By forgetting structure, we see that F (χ) is
an isomorphism of sets.
Consider the Yoneda functor YK : K→ Fun(Kop,Set) from Subsection 1.7. There
is a morphism YK(χ) : YK(N)→ YK(N ′) in Fun(Kop,Set). For every object P ∈ K,
letting F := HomK(P,−) as above, we have YK(N)(P ) = F (N) and YK(N ′)(P ) =
F (N ′). The calculation above shows that
F (χ) = YK(χ)(P ) : YK(N)(P )→ YK(N ′)(P )
is an isomorphism in Set. Therefore YK(χ) is an isomorphism in Fun(Kop,Set).
According to Yoneda Lemma (Theorem 1.7.4) the morphism χ : N → N ′ in K is
an isomorphism. 
Exercise 5.3.3. Try to prove the last proposition without the Yoneda Lemma.
Recall that if η : F → G is a morphism of functors K → L, then for an object
M ∈ K we denote by ηM : F (M)→ G(M) the corresponding morphism in L.
Corollary 5.3.4. Suppose F,G : K → L are triangulated functors between trian-
gulated categories, and η : F → G is a morphism of triangulated functors. Let
L
α−→M β−→ N γ−→ T(L) be a distinguished triangle in K. If ηL and ηM are isomor-
phisms, then ηN is an isomorphism.
Proof. After applying the functors F and G, and the morphisms of functors τF , τG
and η, we obtain a commutative diagram
F (L)
F (α)
//
ηL

F (M)
F (β)
//
ηM

F (N)
τF,L◦F (γ)
//
ηN

TL(F (L))
TL(ηL)

G(L)
G(α)
// G(M)
G(β)
// G(N)
τG,L◦G(γ)
// TL(G(L))
in L in which the rows are distinguished triangles. According to Proposition 5.3.2
the morphism ηN is an isomorphism. 
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Corollary 5.3.5. Let K be a triangulated category, and let L α−→M −→ N 4−−→ be a
distinguished triangle in it. The two conditions below are equivalent.
(i) α : L→M is an isomorphism.
(ii) N ∼= 0.
Exercise 5.3.6. Prove Corollary 5.3.5. (Hint: Use Proposition 5.3.2 and axiom
(TR1)(c).)
Definition 5.3.7. Let K be a triangulated category, and let α : L → M be a
morphism in K. By axiom (TR1)(b) there exists a distinguished triangle
(†) L α−→M β−→ N γ−→ T(L)
in K. The object N is called a cone of α, and the distinguished triangle (†) is called
a distinguished triangle built on α.
Corollary 5.3.8. In the situation of Definition 5.3.7, the object N and the distin-
guished triangle (†) are unique up to isomorphism.
Proof. Suppose
(†′) L α−→M β
′
−→ N ′ γ
′
−→ T(L)
is another distinguished triangle built on α. By axiom (TR3) there is a commutative
diagram
L
α //
idL

M
β
//
idM

N
γ
//
χ

T(L)
T(idL)

L
α // M
β′
// N ′
γ′
// T(L) .
in K. Proposition 5.3.2 says that χ is an isomorphism. 
Remark 5.3.9. In general the isomorphism χ in the corollary above is not unique,
and thus the cone of α is not functorial in the morphism α. However, in some
special cases χ is unique – see Remark 5.3.26 below.
Note also that the standard cones and triangles in the DG category C(A,M) are
functorial, by Proposition 4.2.6. This implies that in the triangulated categories
K(A,M) and D(A,M) we can sometimes arrange to have functorial cones.
Proposition 5.3.10. Let K be a triangulated category, and let L α−→ M β−→ N γ−→
T(L) be a distinguished triangle in it. The two conditions below are equivalent.
(i) The morphism γ is zero.
(ii) There exists a morphism τ : M → L such that τ ◦ α = idL.
Proof.
(i) ⇒ (ii): By Propositions 5.2.7 the contravariant functor HomK(−, L) is coho-
mological. Applying it to the given distinguished triangle, and using Proposition
5.2.6, we get an exact sequence of K-modules
HomK(M,L)
Hom(α,idL)−−−−−−−→ HomK(L,L) Hom(T
−1(γ),idL)−−−−−−−−−−−→ HomK(T−1(N), L).
Since the homomorphism HomK(T−1(γ), idL) is zero, there exists some morphism
τ ∈ HomK(M,L) such that idL = HomK(α, idL)(τ) = τ ◦ α.
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(ii) ⇒ (i): Let us examine the commutative diagram
HomK(N,N)
Hom(id,γ)

HomK(N,T(L))
Hom(id,T(α))

Hom(id,id)
$$
HomK(N,T(M))
Hom(id,T(τ))
// HomK(N,T(L))
in ModK. Because the homomorphism HomK(id, id) is bijective, it follows that
HomK(id,T(α)) is injective. But the column is an exact sequence (by Proposi-
tions 5.2.7 and 5.2.6), and therefore HomK(idN , γ) = 0. We conclude that γ =
HomK(idN , γ)(idN ) = 0. 
Lemma 5.3.11. Let M,M ′ be objects in a triangulated category K. Consider the
canonical morphisms
M
e−→M ⊕M ′ p−→M and M ′ e
′
−→M ⊕M ′ p
′
−→M ′.
Then
M
e−→M ⊕M ′ p
′
−→M ′ 0−→ T(M)
is a distinguished triangle in K.
Proof. By axiom (TR1)(c) and axiom (TR2) there is a distinguished triangle 0 0−→
M ′
idM′−−−→M ′ 0−→ 0. By axiom (TR1)(b) there is a distinguished triangle
(5.3.12) M e−→M ⊕M ′ β−→ N γ−→ T(M)
in K, for some object N . Because p ◦ e = idM , Proposition 5.3.10 says that γ = 0.
Next, since p′ ◦ e = 0, axiom (TR3) produces a morphism of triangles
(5.3.13) M e //
0

M ⊕M ′ β //
p′

N
γ=0
//
ψ

T(M)
0

0 0 // M ′
idM′ // M ′ 0 // 0
We claim that ψ is an isomorphism. This is proved indirectly. For every object
L ∈ K there is a commutative diagram
(5.3.14) HomK(L,M) // HomK(L,M ⊕M ′) //
Hom(idL,p′)

HomK(L,N) //
Hom(idL,ψ)

0
0 // HomK(L,M ′) id // HomK(L,M ′) // 0
in ModK, that’s gotten by applying the functor HomK(L,−) to the left part of
diagram (5.3.13). The rows in (5.3.14) are exact sequences. Because
HomK(L,M ⊕M ′) ∼= HomK(L,M)⊕HomK(L,M ′)
we can replace (5.3.14) with the next commutative diagram
(5.3.15) 0 // HomK(L,M ′) //
Hom(idL,idM′ )

HomK(L,N) //
Hom(idL,ψ)

0
0 // HomK(L,M ′) id // HomK(L,M ′) // 0
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with exact rows. We see that Hom(idL, ψ) is an isomorphism of K-modules. Hence
it is a bijection of sets. Using the Yoneda Lemma, like in the proof of Proposition
5.3.2, we conclude that ψ is an isomorphism in K.
Finally, from the commutative diagram (5.3.13) we know that ψ ◦ β = p′. So we
have this isomorphism of triangles:
(5.3.16) M e //
id

M ⊕M ′ β //
id

N
γ=0
//
ψ ∼=

T(M)
id

M
e // M ⊕M ′ p
′
// M ′ 0 // T(M)
The first triangle is distinguished. By axiom (TR1)(a) the second triangle is also
distinguished. 
Definition 5.3.17. Let K be a linear category, and let M,N ∈ K.
(1) The objectM is called a retract of N if there are morphismsM e−→ N p−→M
such that p ◦ e = idM . The morphism e : M → N is called an embedding.
(2) The object M is called a direct summand of N if there is an object M ′ ∈ K
and an isomorphism M ⊕M ′ ∼= N . The corresponding morphism e : M →
N is called an embedding.
Note that in both items above the embedding e : M → N is a monomorphism
in K.
Theorem 5.3.18. Let K be a triangulated category, and let e : M → N be a
morphism in K. The following two conditions are equivalent:
(i) There is a morphism e′ : M ′ → N in K such that
(e, e′) : M ⊕M ′ → N
is an isomorphism. In other words, M is a direct summand of N , with
embedding e : M → N .
(ii) There is a morphism p : N → M in K such that p ◦ e = idM . In other
words, M is a retract of N , with embedding e : M → N .
Proof.
(i) ⇒ (ii): This is trivial (and only requires K to be a linear category).
(ii) ⇒ (i): Let M e−→ N β−→ M ′ γ−→ T(M) be a distinguished triangle in K built
on e. By Proposition 5.3.10 we know that γ = 0. According to Lemma 5.3.11,
M
−→M ⊕M ′ pi
′
−→M ′ 0−→ T(M) is also the distinguished triangle in K; here  is the
embedding and pi′ is the projection. Turning these two distinguished triangles and
using axiom (TR3) we get a morphism θ such that the diagram
T−1(M ′) 0 //
id

M
 //
id

M ⊕M ′ pi′ //
θ

M ′
id

T−1(M ′) 0 // M e // N β // M ′
is commutative. By Proposition 5.3.2, θ is an isomorphism. Finally we define
e′ := θ ◦ ′, where ′ : M ′ →M ⊕M ′ is the embedding. 
Definition 5.3.19. Let K be a triangulated category. A saturated full triangulated
subcategory of K is a full triangulated subcategory K′ ⊆ K (Definition 5.2.2) which
is closed in K under taking direct summands and under isomorphisms.
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Definition 5.3.20. Let K be a triangulated category and let Z ⊆ Ob(K) be a set
of objects. The saturated full triangulated subcategory of K generated by Z is the
smallest saturated full triangulated subcategory K′ ⊆ K such that Z ⊆ Ob(K′).
Proposition 5.3.21. Let K be a triangulated category, let Z ⊆ Ob(K) be a set of
objects, and let K′ ⊆ K be the saturated full triangulated subcategory of K generated
by Z. An object M ∈ K belongs to K′ if and only if there is a sequence M0, . . . ,Mr
of objects of K, such that Mr = M , and for every i ≤ r at least one of the following
conditions holds:
(a) Mi ∈ Z.
(b) There is an isomorphism Mi ∼= Tp(Mj) in K for some j < i and p ∈ Z.
(c) There is a distinguished triangle Mj → Mk → Mi 4−−→ in K for some
j, k < i.
(d) Mi is a direct summand of Mj in K for some j < i.
Proposition 5.3.22. Let K and L be triangulated categories, let F,G : K → L be
triangulated functors, and let ζ : F → G be a morphism of triangulated functors.
Denote by K′ the full subcategory of K on the objects M such that ζM : F (M) →
G(M) is an isomorphism in L. Then K′ is a saturated full triangulated subcategory
of K.
Corollary 5.3.23. Let K and L be triangulated categories, let F : K → L be a
triangulated functor, and let K′ be the kernel of F , i.e. K′ ⊆ K is the full subcategory
on the objects M ∈ K such that F (M) = 0. Then K′ is a saturated full triangulated
subcategory of K.
Exercise 5.3.24. Prove Proposition 5.3.21, Proposition 5.3.22 and Corollary
5.3.23.
We end this subsection with two remarks.
Remark 5.3.25. The story of the concept “saturated full triangulated subcate-
gory” is convoluted. In the text [155] from 1977, J.-L. Verdier introduced épaisse
full triangulated subcategories (a rather messy definition). However, J. Rickard
proved (see [125, Proposition 1.3], published in 1989) that épaisse is equivalent to
saturated, as defined above. Rickard did not give a name for this new and useful
property.
Verdier died in 1989. A few years later, in 1996, G. Maltsiniotis published
Verdier’s thesis [156]. In this thesis the word “épaisse” is absent, and instead we
find the definition of saturated categories, identical to Definition 5.3.19. Maltsiniotis
notes that Verdier was aware (although this is only implicit in his writing) of the
equivalence between épaisse and saturated; indeed, these are precisely the categories
that occur as kernels of triangulated functors (see Corollary 5.3.23 above, and
Remark 7.1.14 on Verdier quotients and saturated denominator sets of morphisms).
Remark 5.3.26. As mentioned above, in Remark 5.3.9, the cone of a morphism
α : L → M in a triangulated category D is usually not functorial. However, if D
is endowed with a t-structure, then some cones can be made functorial. Here is a
quick explanation.
The concept of t-structure was introduced by A.A. Beilinson, J. Bernstein and
P. Deligne in the book [16]. A t-structure on a triangulated category D consists of
a pair (D≤0,D≥0) of full subcategories of D, that satisfy a few axioms (see e.g. [75,
Chapter X] or [187, Definition 4.1]). The prototypical example is the standard t-
structure on D := D(M), the derived category of an abelian category M (see Section
7 of the book). Here D≤0 is the full subcategory of D(M) on the complexes M with
nonpositive cohomology, and D≥0 is the full subcategory of D(M) on the complexes
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M with nonnegative cohomology. Other t-structures on D = D(M) are often called
perverse t-structures.
The heart of the t-structure (D≤0,D≥0) is the category D0 := D≤0 ∩D≥0. In
the prototypical example above, the heart is the category of complexes M with
cohomology concentrated in degree 0, so it is equivalent to M. Something similar
happens in general: the heart D0 is always an abelian category, and there is a
cohomological functor H0 : D → D0. The short exact sequences 0 → L α−→ M β−→
N → 0 in D0 are the distinguished triangles L α−→ M β−→ N 4−−→ in D such that
L,M,N ∈ D0.
Here is how a t-structure (D≤0,D≥0) affects functoriality of cones. Axiom (TR3)
guarantees that for a pair of distinguished triangles and morphism φ, ψ as in the
solid diagram below, there is at least one morphism χ (the dashed arrow) making
the whole diagram commutative.
L
α //
φ

M
β
//
ψ

N
γ
//
χ

T(L)
T(φ)

L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
According to [16, Proposition 1.1.9] (see also [187, Lemma 4.10]), if L ∈ D≤0 and
T(N ′) ∈ D≥0, then this morphism χ is unique.
The idea of a t-structure emerged in the study of algebraic topology, microlocal
analysis and representations of Lie algebras. In that context the triangulated cat-
egory D was the full subcategory of D(KX) on complexes with suitable finiteness
and constructibility conditions. The base ring K was either a field or the l-adic
integers Ẑl. The space (or site) X was either a topological space with a classical
metric topology, or a scheme with its étale topology. The objects of the heart where
called perverse sheaves. This theory is explained in the original book [16], and also
in [27] and in [75, Chapter X]. In algebraic geometry one can also consider perverse
coherent sheaves; see [187] and [4].
5.4. The Homotopy Category is Triangulated. In this subsection we consider
a K-linear abelian category M and a DG central K-ring A, where K is the commu-
tative base ring. These ingredients give rise to the K-linear DG category C(A,M)
of DG A-modules in M, as in Subsection 3.8.
The strict category Cstr(A,M) and the homotopy category K(A,M) were in-
troduced in Definition 3.8.5. Recall that these K-linear categories have the same
objects as C(A,M). The morphism K-modules are
HomCstr(A,M)(M0,M1) = Z
0(HomC(A,M)(M0,M1))
and
HomK(A,M)(M0,M1) = H0
(
HomC(A,M)(M0,M1)
)
.
There is a full additive functor P : Cstr(A,M) → K(A,M) which is the identity
on objects, and on morphisms it sends a homomorphism to its homotopy class.
Morphisms in K(A,M) will often by decorated with a bar, like φ¯.
Consider the translation functor T from Definition 4.1.9. Since T is a DG functor
from C(A,M) to itself (see Corollary 4.1.10), it restricts to a linear functor from
Cstr(A,M) to itself, and it induces a linear functor T¯ from K(A,M) to itself, such
that P ◦T = T¯ ◦ P.
Proposition 5.4.1.
(1) The category Cstr(A,M), equipped with the translation functor T, is a T-
additive category.
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(2) The category K(A,M), equipped with the translation functor T¯, is a T-
additive category.
(3) Let τ : P ◦T '−→ T¯ ◦ P be the identity automorphism. Then the pair
(P, τ) : Cstr(A,M)→ K(A,M)
is a T-additive functor.
Proof. (1) We need to prove that Cstr(A,M) is additive. Of course the zero complex
is a zero object. Next we consider finite direct sums. Let M1, . . . ,Mr be a finite
collection of objects in C(A,M). Each Mi is a DG A-module in M, and we write
it as Mi = {M ji }j∈Z. In each degree j the direct sum M j :=
⊕r
i=1M
j
i exists
in M. Let M := {M j}j∈Z be the resulting graded object in M. The differential
dM : M j → M j+1 exists by the universal property of direct sums; so we obtain a
complex M ∈ C(M). The DG A-module structure on M is defined similarly: for
a ∈ Ak, there is an induced degree k morphism f(a) : M → M in C(M). Thus
M becomes an object of C(A,M). But the embeddings ei : Mi → M are strict
morphisms, so (M, {ei}) is a coproduct of the collection {Mi} in Cstr(A,M).
(2) Now consider the category K(A,M). Because the functor P : Cstr(A,M) →
K(A,M) is additive, and is bijective on objects, part (1) above and Proposition
2.5.2 say that K(A,M) is an additive category.
(3) Clear. 
From now on we denote by T, instead of by T¯, the translation functor of K(A,M).
Definition 5.4.2. A triangle
L
α¯−→M β¯−→ N γ¯−→ T(L)
in K(A,M) is said to be a distinguished triangle if there is a standard triangle
L′ α
′
−→M ′ β
′
−→ N ′ γ
′
−→ T(L′)
in Cstr(A,M), as in Definition 4.2.5, and an isomorphism of triangles
L′
P(α′)
//
φ¯

M ′
P(β′)
//
ψ¯

N ′
P(γ′)
//
χ¯

T(L′)
T(φ¯)

L
α¯ // M
β¯
// N
γ¯
// T(L) .
in K(A,M).
Theorem 5.4.3. The T-additive category K(A,M), with the set of distinguished
triangles defined above, is a triangulated category.
The proof is after three lemmas.
Lemma 5.4.4. LetM ∈ C(A,M), and consider the standard cone N := Cone(idM ).
Then the DG module N is null-homotopic, i.e. 0 → N is an isomorphism in
K(A,M).
Proof. We shall exhibit a homotopy θ from 0N to idN . Recall from Subsection
4.2 that N = Cone(idM ) = M ⊕ T(M) =
[
M
T(M)
]
as graded modules, with a
differential whose matrix presentation is dN =
[
dM t−1M
0 dT(M)
]
. And by the definition
in Subsection 4.1 we have dT(M) = − tM ◦ dM ◦ t−1M . Define θ : N → N to be
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the degree −1 morphism with matrix presentation θ :=
[
0 0
tM 0
]
. Then, using the
formulas above for dN and dT(M), we get
dN ◦ θ + θ ◦ dN =
[
idM 0
0 idT(M)
]
= idN . 
Exercise 5.4.5. Here is a generalization of Lemma 5.4.4. Consider a morphism
φ : M0 →M1 in Cstr(A,M). Show that the three conditions below are equivalent:
(i) φ is a homotopy equivalence.
(ii) φ¯ is an isomorphism in K(A,M).
(iii) The DG module Cone(φ) is null-homotopic.
Try to do this directly, not using Proposition 5.2.7(2) and Theorem 5.4.3.
The next lemma is based on [75, Lemma 1.4.2].
Lemma 5.4.6. Consider a morphism α : L → M in Cstr(A,M), the standard
triangle L α−→ M β−→ N γ−→ T(L) built on α, and the standard triangle M β−→ N φ−→
P
ψ−→ T(M) built on β, all in Cstr(A,M). So N = Cone(α) and P = Cone(β).
There is a morphism ρ : T(L) → P in Cstr(A,M) s.t. ρ¯ is an isomorphism in
K(A,M), and the diagram
M
β¯
//
idM

N
γ¯
//
idN

T(L)
−T(α¯)
//
ρ¯

T(M)
idT(M)

M
β¯
// N
φ¯
// P
ψ¯
// T(M)
commutes in K(A,M).
Proof. Note that N = M ⊕ T(L) and P = N ⊕ T(M) = M ⊕ T(L) ⊕ T(M) as
graded modules. Thus P and dP have the following matrix presentations:
P =
 MT(L)
T(M)
 , dP =
dM α ◦ t
−1
L t
−1
M
0 dT(L) 0
0 0 dT(M)
 .
Define morphisms ρ : T(L) → P and χ : P → T(L) in Cstr(A,M) by the matrix
presentations
ρ :=
 0idT(L)
−T(α)
 , χ := [0 idT(L) 0] .
Direct calculations show that χ ◦ ρ = idT(L), ρ ◦ γ = ρ ◦ χ ◦ φ and ψ ◦ ρ =
−T(α).
It remains to prove that ρ◦χ is homotopic to idP . Define a degree −1 morphism
θ : P → P by the matrix
θ :=
 0 0 00 0 0
tM 0 0
 .
Then a direct calculation, using the equalities tM ◦ dM + dT(M) ◦ tM = 0 and
T(α) = tM ◦α ◦ t−1L gives θ ◦ dP + dP ◦ θ = idP −ρ ◦ χ. 
Lemma 5.4.7. Consider a standard triangle L α−→M β−→ N γ−→ T(L) in Cstr(A,M).
For every integer k, the triangle
Tk(L) T
k(α)−−−−→ Tk(M) T
k(β)−−−−→ Tk(N) (−1)
k · Tk(γ)−−−−−−−−−→ Tk+1(L)
is isomorphic, in Cstr(A,M), to a standard triangle.
104
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Proof. Combine Corollary 4.1.10, Corollary 4.5.6 with F = T, and Proposition
4.4.4. 
Proof of Theorem 5.4.3. We essentially follow the proof of [75, Proposition 1.4.4],
adding some details.
(TR1): By definition the set of distinguished triangles in K(A,M) is closed under
isomorphisms. This establishes item (a).
As for item (b): consider any morphism α¯ : L→M in K(A,M). It is represented
by a morphism α : L → M in Cstr(A,M). Take the standard triangle on α in
Cstr(A,M). Its image in K(A,M) has the desired property.
Finally, Lemma 5.4.4 shows that the triangle M idM−−→ M → 0 → T(M) is
isomorphic in K(A,M) to the triangle M idM−−→ M e¯−→ Cone(idM ) p¯−→ T(M). The
latter is the image of a standard triangle, and so it is distinguished.
(TR2): Consider the triangles
(5.4.8) L α¯−→M β¯−→ N γ¯−→ T(L)
and
(5.4.9) M β¯−→ N γ¯−→ T(L) −T(α¯)−−−−→ T(M)
in K(A,M). If (5.4.8) is distinguished, then by Lemma 5.4.6 so is (5.4.9).
Conversely, if (5.4.9) is distinguished, then by turning it 5 times, and using the
previous step (namely by Lemma 5.4.6), we see that the triangle
T2(L) T
2(α¯)−−−−→ T2(M) T
2(β¯)−−−−→ T2(N) T
2(γ¯)−−−−→ T3(L)
is distinguished. According to Lemma 5.4.7 (with k = −2), the triangle gotten by
applying T−2 to this is distinguished. But this is just the triangle (5.4.8).
(TR3): Consider a commutative diagram in K(A,M) :
(5.4.10) L¯ α¯ //
φ¯

M¯
β¯
//
ψ¯

N¯
γ¯
// T(L¯)
L¯′ α¯
′
// M¯ ′
β¯′
// N¯ ′
γ¯′
// T(L¯′)
where the horizontal triangles are distinguished. By definition the rows in (5.4.10)
are isomorphic in K(A,M) to the images under the functor P of standard triangles in
Cstr(A,M). These are the rows in diagram (5.4.11) below. The vertical morphisms
in (5.4.10) are also induced from morphisms in Cstr(A,M), i.e. φ¯ = P(φ) and ψ¯ =
P(ψ). Thus (5.4.10) is isomorphic to the image under P of the following diagram:
(5.4.11) L α //
φ

M
β
//
ψ

N
γ
// T(L)
L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
Warning: the diagram (5.4.11) is only commutative up to homotopy in Cstr(A,M).
Since the rows in (5.4.11) are standard triangles (see Definition 4.2.5), the objects
N and N ′ are cones: N = Cone(α) and N ′ = Cone(α′). The commutativity up to
homotopy of this diagram means that there is a degree −1 morphism θ : L → M ′
in C(A,M) such that α′ ◦ φ = ψ ◦ α+ d(θ).
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Define the morphism χ : N =
[
M
T(L)
]
→ N ′ =
[
M ′
T(L′)
]
by the matrix presenta-
tion
χ :=
[
ψ θ ◦ t−1L
0 T(φ)
]
.
An easy calculation shows that χ is a morphism in Cstr(A,M), and that there are
equalities T(φ)◦γ = γ′ ◦χ and χ◦β = β′ ◦ψ. Therefore, when we apply the functor
P, and conjugate by the original isomorphism between (5.4.10) and the image of
(5.4.11), we obtain a commutative diagram
L¯
α¯ //
φ¯

M¯
β¯
//
ψ¯

N¯
γ¯
//
χ¯

T(L¯)
T(φ¯)

L¯′ α¯
′
// M¯ ′
β¯′
// N¯ ′
γ¯′
// T(L¯′)
in K(A,M), where χ¯ is conjugate to P(χ).
(TR4): We may assume that the three given distinguished triangles are standard
triangles in Cstr(A,M). Namely, we can assume that α : L → M and β : M → N
are morphisms in Cstr(A,M); the DG modules P,Q,R are P = Cone(α), Q =
Cone(β ◦ α) and R = Cone(β); and the morphisms γ, δ,  in Cstr(A,M) are γ = eα,
δ = eβ◦α and  = eβ . All this in the notation of Subsection 4.2.
In matrix notation we have
P =
[
M
T(L)
]
, Q =
[
N
T(L)
]
, R =
[
N
T(M)
]
.
We define the morphisms φ : P → Q and ψ : Q → R in Cstr(A,M) by the matrix
presentations
φ :=
[
β 0
0 idT(L)
]
, ψ :=
[
idN 0
0 T(α)
]
.
(We leave to the reader to verify that φ and ψ commute with the differentials
dP , dQ and dR; this is just linear algebra, using the matrix presentations of the
differentials of the cones from Definition 4.2.1.) Define the morphism ρ : R→ T(Q)
in Cstr(A,M) to be the composition of the morphisms R→ T(M) T(γ)−−−→ T(Q). Then
the diagram (5.1.11) in Cstr(A,M) is commutative.
It remains to prove that the triangle
(5.4.12) P φ¯−→ Q ψ¯−→ R ρ¯−→ T(P )
in K(A,M) is distinguished. Let C := Cone(φ); so we have a standard triangle
(5.4.13) P φ−→ Q eφ−→ C pφ−→ T(P )
in Cstr(A,M). We are going to prove that the triangles (5.4.12) and (5.4.13) are
isomorphic in K(A,M), by producing an isomorphism χ¯ : C '−→ R in K(A,M) that
makes the diagram
P
φ¯
//
id

Q
e¯φ
//
id

C
p¯φ
//
χ¯

T(P )
id

P
φ¯
// Q
ψ¯
// R
ρ¯
// T(P )
commutative.
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Here are the matrices for the object C, the morphism χ : C → R, and another
morphism ω : R→ C, both in Cstr(A,M).
C =

N
T(L)
T(M)
T2(L)
 , χ :=
[
idN 0 0 0
0 T(α) idT(M) 0
]
, ω :=

idN 0
0 0
0 idT(M)
0 0
 .
Again, we leave it to the reader to check that χ and ω commute with the differen-
tials. It is easy to see that ω ◦ ψ = eφ, ρ ◦ χ = pφ and χ ◦ ω = idR.
Finally we must find a homotopy between ω ◦ χ and idC . Consider the degree
−1 endomorphism θ of C :
θ :=

0 0 0 0
0 0 0 0
0 0 0 0
0 tT(L) 0 0
 .
Then dC ◦ θ + θ ◦ dC = idC −ω ◦ χ. 
A full subcategory of a DG category is of course a DG category itself. Full ad-
ditive (resp. triangulated) subcategories of additive (resp. triangulated) categories
were defined in Definition 2.2.6 (resp. 5.2.2).
Corollary 5.4.14. Let C ⊆ C(A,M) be a full subcategory satisfying these three
conditions:
(a) Cstr is a full additive subcategory of Cstr(A,M).
(b) C is translation invariant, i.e. M ∈ C if and only T(M) ∈ C.
(c) C is closed under standard cones, i.e. for every morphism φ in Cstr the
object Cone(φ) belongs to C.
Then K := Ho(C) is a full triangulated subcategory of K(A,M).
Proof. Each condition here implies the same numbered condition in Definition 5.2.2.

Here is a partial converse to the corollary.
Proposition 5.4.15. Suppose K ⊆ K(A,M) is a full triangulated subcategory. Let
C ⊆ C(A,M) be the full subcategory on the set of objects Ob(K). Then the DG
category C satisfies conditions (a)-(c) of Corollary 5.4.14, and K = Ho(C).
Exercise 5.4.16. Prove Proposition 5.4.15.
Here are two remarks about other sorts of triangulated categories.
Remark 5.4.17. Let E be an exact category in the sense of D. Quillen [122].
Assume that E is a Frobenius category, i.e. E has enough injectives and enough
projectives, and an object is injective if and only if it is projective. The stable
category of E is the quotient category E := E /E0, where E0 ⊆ E is the two-sided
ideal of morphisms factoring through a projective object. The set of objects of E is
the same as that of E. D. Happel [58] has shown that E is a triangulated category.
By definition, an algebraic triangulated category is a triangulated category K
which is equivalent to the stable category E of some Frobenius category E. It turns
out that all the derived categories studied in this book (see Section 7) are in fact
algebraic triangulated categories; see the paper [78] of B. Keller.
Here are a couple of other examples of algebraic triangulated categories. Let M
be an additive category, and let E := Cstr(M), the strict category of complexes inM.
Put on E the exact structure in which the short exact sequences are the degreewise
split sequences. Then E becomes a Frobenius category; the projective-injective
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objects in it are the contractible complexes. In this case the ideal E0 coincides with
the null-homotopic morphisms in E = Cstr(M), and hence E = K(M), the homotopy
category of M.
For the second example, suppose that K is a field and A a noetherian K-ring
which is Gorenstein, i.e. A has finite injective dimension as a left and as a right mod-
ule over itself. The category of finitely generated A-modules is Mf(A) = Modf A.
Let E ⊆Mf(A) be the full subcategory on the modulesM such that ExtiA(M,A) = 0
for all i > 0. These modules are sometimes called maximal Cohen-Macaulay mod-
ules. Put on E the exact structure in which the exact sequences are the exact
sequences in Mf(A) with all terms belonging to E. Then E is a Frobenius cate-
gory. The projective-injective objects of E are the modules in it that are projective
A-modules. Moreover, according to R.-O. Buchweitz [34], the triangulated cate-
gory E in this case is equivalent to the stable derived category of A, which is the
Verdier quotient Dbf (A)/D(A)perf . Here Dbf (A) is the derived category of bounded
complexes with finitely generated cohomologies (see subsection 7.4), D(A)perf is the
full subcategory on the perfect complexes (see Section 14), and Verdier quotients are
explained in Remark 7.1.14. Note that the triangulated category Dbf (A)/D(A)perf
is called the triangulated category of singularities by D.O. Orlov [117], and this was
later shortened to the singularity category of A.
Remark 5.4.18. In 1961, A. Dold and D. Puppe [44] tried to formalize the prop-
erties of the stable homotopy category of topological spaces. What they got is a
theory almost identical to the theory of triangulated categories studied here (Defi-
nition 5.1.10), with the exception of the octahedral axiom (TR4).
In more modern terms we can consider the notion of a stable model category, that
we now define. Let C be a pointed Quillen model category, meaning that it has a
zero object. One defines a suspension functor Σ and a loop functor Ω on C using
pushout and pullback diagrams involving the zero object. Let D be the homotopy
category of C. (In the terminology of our book, D is actually the derived category
of C, because it is gotten by inverting the weak equivalences in C; see Sections 6-8.)
If the functors Σ and Ω induce auto-equivalences on D, quasi-inverse to each other,
then C is called a stable model category. In this case it can be shown that D is a
triangulated category, with translation functor T := Σ. A more general notion is
that of a stable infinity category (see [100] or [67]).
A topological triangulated category is, by definition, a triangulated category K
which is equivalent to a full triangulated subcategory of the homotopy category D
of a stable model category C, as above. For more information on these topics see
[68], [135], [136], [100] and [38].
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5.5. From DG Functors to Triangulated Functors. We now add a second
DG ring B, and a second abelian category N. DG functors were introduced in
Subsection 3.5.
Consider a DG functor F : C(A,M) → C(B,N). From Theorem 4.4.3 we know
that the translation isomorphism τF is an isomorphism of DG functors τF : F ◦
TA,M
'−→ TB,N ◦F . Therefore, when we pass to the homotopy categories, and
writing F¯ := Ho(F ) and τ¯F := Ho(τF ), we get a T-additive functor (F¯ , τ¯F ) :
K(A,M)→ K(B,N).
If G : C(A,M) → C(B,N) is another DG functor, then we have another T-
additive functor (G¯, τ¯G) : K(A,M) → K(B,N). And if η : F → G is a strict
morphism of DG functors, then there is a morphism of additive functors η¯ :=
Ho(η) : F¯ → G¯. This notation will be used in the next theorem.
Theorem 5.5.1. Let A and B be DG rings, let M and N be abelian categories, and
let F : C(A,M)→ C(B,N) be a DG functor.
(1) The T-additive functor
(F¯ , τ¯F ) : K(A,M)→ K(B,N)
is a triangulated functor.
(2) Suppose G : C(A,M)→ C(B,N) is another DG functor, and η : F → G is
a strict morphism of DG functors. Then
η¯ : (F¯ , τ¯F )→ (G¯, τ¯G)
is a morphism of triangulated functors.
Proof.
(1) Take a distinguished triangle L α¯−→ M β¯−→ N γ¯−→ T(L) in K(A,M). Since we
are only interested in triangles up to isomorphism, we can assume that this is
the image under the functor P of a standard triangle L α−→ M β−→ N γ−→ T(L) in
Cstr(A,M). According to Theorem 4.5.5 and Corollary 4.5.6, there is a standard
triangle L′ α
′
−→M ′ β
′
−→ N ′ γ
′
−→ T(L′) in Cstr(B,N), and a commutative diagram
F (L)
F (α)
//
φ

F (M)
F (β)
//
ψ

F (N)
τF,L ◦F (γ)
//
χ

T(F (L))
T(φ)

L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
in Cstr(B,N), in which the vertical arrows are isomorphisms. (Actually, we can
take L′ = F (L), φ = idF (L), etc.) After applying the functor P to this diagram, we
see that the condition in Definition 5.2.1(1) is satisfied.
(2) By Definition 5.2.1(2), all we need to prove that η¯ is a morphism of T-additive
functors. Let’s use these abbreviations: K := K(A,M) and L := K(B,N). Definition
5.1.5 requires that for every object M ∈ K the diagram
(5.5.2) F¯ (TK(M))
τ¯F,M
//
η¯TK(M)

TL(F¯ (M))
TL(η¯M )

G¯(TK(M))
τ¯G,M
// TL(G¯(M)) .
in L is commutative. Going back to Definitions 4.1.6 and 4.4.1 we see that TL(ηM ) =
tG(M) ◦ ηM ◦ t−1F (M), τF,M = tF (M) ◦F (t−1M ) and τG,M = tG(M) ◦G(t−1M ), as mor-
phisms in C(B,N). Thus the path in (5.5.2) that starts by going right is represented
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by the morphism
TL(ηM ) ◦ τF,M = tG(M) ◦ ηM ◦ t−1F (M) ◦ tF (M) ◦F (t−1M )
= tG(M) ◦ ηM ◦ F (t−1M )
in Cstr(B,N), and other path is represented by tG(M) ◦G(t−1M ) ◦ ηTK(M). Because
tG(M) is an isomorphism (of degree −1) in C(B,N), it suffices to prove that ηM ◦
F (t−1M ) = G(t
−1
M ) ◦ ηTK(M) in C(B,N); namely that the diagram
F (TK(M))
F (t−1
M
)
//
ηTK(M)

F (M)
ηM

G(TK(M))
G(t−1
M
)
// G(M)
is commutative. This is true because η : F → G is a strict morphism of DG functors,
and here it acts on the degree 1 morphism t−1M : TK(M)→M in C(B,N). 
Corollary 5.5.3. For every integer k, the pair
(
Tk, (−1)k · idTk+1
)
is a triangulated
functor from K(A,M) to itself.
Proof. Combine Theorem 5.5.1 and Proposition 4.4.4. 
Remark 5.5.4. In [25], A.I. Bondal and M.M. Kapranov introduced the concept
of pretriangulated DG category. This is a DG category C for which the homotopy
category Ho(C) is canonically triangulated (the details of the definition are too
complicated to mention here). Our DG categories C(A,M) are pretriangulated
in the sense of [25]; but they have a lot more structure (e.g. the objects have
cohomologies too).
Suppose C and C′ are pretriangulated DG categories. In [25] there is a (rather
complicated) definition of pre-exact DG functor F : C→ C′. It is stated there that
if F is a pre-exact DG functor, then Ho(F ) : Ho(C) → Ho(C′) is a triangulated
functor. This is analogous to our Theorem 5.5.1. Presumably, Theorems 4.4.3 and
4.5.5 imply that every DG functor F : C(A,M) → C(A′,M′) is pre-exact in the
sense of [25]; but we did not verify this.
5.6. The Opposite Homotopy Category is Triangulated. Here we introduce
a canonical triangulated structure on the opposite homotopy category K(A,M)op.
This gives us a way to talk about contravariant triangulated functors whose source
is a full subcategory of K(A,M). Our solution is precise, but it is not totally
satisfactory – see Remark 5.6.12.
We already gave a thorough treatment of contravariant DG functors in Subsec-
tion 3.9. In the previous subsection we explained precisely how to pass from DG
functors to triangulated functors. In this subsection we treat the contravariant
case.
As before, A is a central DG K-ring, and M is a K-linear abelian category. The
DG category of DG A-modules in M is C(A,M). In Subsection 3.9 we introduced
the flipped DG category C(Aop,Mop). In Theorem 3.9.16 we had a canonical iso-
morphism of DG categories
(5.6.1) Flip : C(A,M)op '−→ C(Aop,Mop).
Definition 5.6.2. The flipped category of K(A,M) is the triangulated category
K(A,M)flip := K(Aop,Mop) = Ho
(
C(Aop,Mop)
)
.
See Theorem 5.4.3. Its translation functor is denoted by Tflip.
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Since Ho
(
C(A,M)op
)
= K(A,M)op, the isomorphism (5.6.1) induces a K-linear
isomorphism of categories
(5.6.3) Flip := Ho(Flip) : K(A,M)op '−→ K(A,M)flip.
Definition 5.6.4. The category K(A,M)op is given the triangulated category
structure induced from the flipped category K(A,M)flip under the isomorphism
(5.6.3). The translation functor of K(A,M)op is denoted by Top.
Thus
(5.6.5) Top = Flip−1 ◦ Tflip ◦Flip.
The distinguished triangles of K(A,M)op are the images under Flip−1 of the dis-
tinguished triangles of K(A,M)flip. And tautologically,
(5.6.6) (Flip, id) : K(A,M)op → K(A,M)flip
is an isomorphism of triangulated categories.
Definition 5.6.7. Let K ⊆ K(A,M) be a full additive subcategory, and assume that
Kop is a triangulated subcategory of K(A,M)op. Then we give Kop the triangulated
structure induced from K(A,M)op.
To say this a bit differently, the condition on K in the definition is that Kflip :=
Flip(Kop) ⊆ K(A,M)flip is a triangulated subcategory. The triangulated structure
we put on Kop is such that (Flip, id) : (Kop,Top)→ (Kflip,Tflip) is an isomorphism
of triangulated categories.
Remark 5.6.8. It could happen (though we have no example of it) that K ⊆
K(A,M) is a full triangulated subcategory, yet Kop ⊆ K(A,M)op is not a triangu-
lated subcategory; or vice versa. More on this issue in Remark 5.6.12.
The remark above notwithstanding, in many important cases, such as in Propo-
sitions 7.6.1 and 7.6.2, both K ⊆ K(A,M) and Kop ⊆ K(A,M)op are triangulated.
Definition 5.6.9. Let L be a triangulated category, and let K ⊆ K(A,M) be
a full subcategory such that Kop ⊆ K(A,M)op is triangulated. A contravariant
triangulated functor from K to L is, by definition, a triangulated functor (F, τ) :
Kop → L in the sense of Definition 5.2.1, where Kop has the triangulated structure
from Definition 5.6.7.
Theorem 5.6.10. Let A and B be DG rings, and let M and N be abelian cate-
gories. Let C ⊆ C(A,M) be a full subcategory, and let F : Cop → C(B,N) be a DG
functor. Consider the homotopy category K := Ho(C) ⊆ Ho(C(A,M)) = K(A,M)
and the induced additive functor F¯ := Ho(F ) : Kop → K(B,N). Suppose that
Kop ⊆ K(A,M)op is triangulated. Then there is a canonical translation isomor-
phism τ¯ such that
(F¯ , τ¯) : Kop → K(B,N)
is a triangulated functor.
Proof. Define
Cflip := Flip(Cop) ⊆ C(Aop,Mop) = C(A,M)flip.
This is a DG category, and Flip : Cop → Cflip is an isomorphism of DG categories.
Also Ho(Cflip) = Kflip. There is a DG functor
F flip := F ◦ Flip−1 : Cflip → C(B,N),
and it induces an additive functor
F¯ flip := Ho(F flip) : Kflip → K(B,N).
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By Theorem 5.5.1 there is a translation isomorphism τ¯flip such that
(F¯ flip, τ¯flip) : Kflip → K(B,N)
is a triangulated functor. Using formula (5.6.5) we obtain these equalities and
isomorphisms:
F¯ ◦ Top = F¯ ◦ Flip−1 ◦ Tflip ◦Flip = F¯ flip ◦ Tflip ◦Flip
τ¯flip−−−→ TK(B,N) ◦ F¯ flip ◦ Flip = TK(B,N) ◦ F¯ .
We define τ¯ to be the composed isomorphism. By construction the pair (F¯ , τ¯) is a
triangulated functor. 
Exercise 5.6.11. Let C ⊆ C(A,M) be a full subcategory s.t. K := Ho(C) is a
triangulated subcategory of K(A,M), and let G : C→ C(B,N)op be a DG functor.
Write G¯ := Ho(G). Show that there is a translation isomorphism ν¯ s.t. (G¯, ν¯) :
K → K(B,N)op is a triangulated functor. (Hint: study the proof of the theorem
above.)
Remark 5.6.12. Let K be a triangulated category. There is a way to introduce
a triangulated structure on the opposite category Kop. The translation functor is
Top := Op ◦T−1 ◦Op−1. The distinguished triangles are defined to be
N
Op(β)−−−−→M Op(α)−−−−→ L Op(−T
−1(γ))−−−−−−−−−→ Top(N),
where L α−→ M β−→ N γ−→ T(L) goes over all distinguished triangles in K. See
[76, Remark 10.1.10(ii)]. This approach has an advantage: it allows to talk about
contravariant triangulated functors K→ L without any restriction on the category
K. This is in contrast to our quite restricted Definition 5.6.9. The disadvantage of
the approach presented in this paragraph is that there is no easy way to tie it with
the DG theory (as opposed to our Theorems 5.5.1 and 5.6.10).
It would have been very pleasing if in the case K = K(A,M), the triangulated
structure on K(A,M)op presented in the paragraph above would coincide with the
triangulated structure from Definition 5.6.4. However, our calculations seem to
indicate otherwise.
Since in this book we are only interested in triangulated functors that are of DG
origin (covariant, as in Theorem 5.5.1, or contravariant, as in Theorem 5.6.10), we
decided to adopt Definition 5.6.9. It is a reliable, yet somewhat awkward approach.
For instance, it requires us to perform particular calculations for the composition
of contravariant triangulated functors, as in Lemma 13.1.16.
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6. Localization of Categories
This section is devoted to the general theory of Ore localization of categories.
We are given a category A and a multiplicatively closed set of morphisms S ⊆ A.
The localized category AS, gotten by formally inverting the morphisms in S, always
exists. The goal is to have a presentation of the morphisms of AS as left or right
fractions.
In Section 7 we shall apply the results of this section to triangulated categories.
6.1. The Formalism of Localization. We will start with a category A, without
even assuming it is linear. Still we use the notation A, because it will be suggestive
to think about a linear category A with a single object, which is just a ring A. The
reason is that our localization procedure is the same as that in noncommutative
ring theory – even when the category is not linear, and it has multiple objects. In
Subsection 6.3 we treat linear categories, and thus we recover the ring theoretic
localization as a special case.
The emphasis will be on morphisms rather than on objects. Thus it will be
convenient to write A(M,N) := HomA(M,N) for M,N ∈ Ob(A). We sometimes
use the notation a ∈ A for a morphism a ∈ A(M,N), leaving the objects implicit.
When we write b ◦ a for a, b ∈ A, we implicitly mean that these morphisms are
composable.
For heuristic purposes, we can think of A as a linear category (e.g. living inside
some category of modules), with objects M,N, . . .. For any given object M , we
then have a genuine ring A(M) := A(M,M).
Definition 6.1.1. Let A be a category. A multiplicatively closed set of morphisms
in A is a subcategory S ⊆ A such that Ob(S) = Ob(A).
In other words, for any pair of objects M,N ∈ A there is a subset S(M,N) ⊆
A(M,N), such that idM ∈ S(M,M), and such that for any s ∈ S(L,M) and
t ∈ S(M,N), the composition t ◦ s ∈ S(L,N).
Using our shorthand, we can write the definition like this: idM ∈ S, and s, t ∈ S
implies t ◦ s ∈ S.
If A = A is a single object linear category, namely a ring, then S = S is a
multiplicatively closed set in the sense of ring theory.
There are various notions of localization in the literature. We restrict attention
to two of them. Here is the first:
Definition 6.1.2. Let S be a multiplicatively closed set of morphisms in a category
A. A localization of A with respect to S is a pair (AS,Q), consisting of a category
AS and a functor Q : A → AS, called the localization functor, having the following
properties:
(Loc1) There is equality Ob(AS) = Ob(A), and Q is the identity on objects.
(Loc2) For every s ∈ S, the morphism Q(s) ∈ AS is invertible (i.e. it is an isomor-
phism).
(Loc3) Suppose B is a category, and F : A → B is a functor such that F (s) is
invertible for every s ∈ S. Then there is a unique functor FS : AS → B such
that FS ◦Q = F as functors A→ B.
This material will be published by Cambridge University Press asDerived Categories by Amnon
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In a commutative diagram:
S inc // A F //
Q

B
AS
FS
::
Example 6.1.3. Suppose A has a single object, say x. Here is what the definition
above says in this case. We have a ring A := A(x, x) and a multiplicatively closed set
S := S(x, x) ⊆ A. The localization of A with respect to S is a ring AS := AS(x, x),
with a ring homomorphism Q : A → AS , such that Q(S) ⊆ (AS)×, the group
of invertible elements of AS . Condition (Loc3) says that any ring homomorphism
F : A→ B such that F (S) ⊆ B× factors uniquely through AS .
Theorem 6.1.4. Let S be a multiplicatively closed set of morphisms in a category
A. A localization (AS,Q) of A with respect to S, in the sense of Definition 6.1.2,
exists, and it is unique up to a unique isomorphism.
Proof. Uniqueness: Suppose (A′S,Q′) is another localization. By condition (Loc3),
for both localizations, there are unique functors G : AS → A′S and G′ : A′S → AS,
that satisfy Q′ = G ◦ Q and Q = G′ ◦ Q′. These functors must be the identity on
objects, and are inverses to each other.
Existence: Here we encounter the set theoretic issue alluded to in Subsection 1.1.
The category AS that we will construct might have to belong to a bigger universe
than that in which A lives; this is because of its large morphism sets. We proceed
as follows. Let B be the free category on the set of objects Ob(A), with set of
generating morphisms AunionsqSop. Thus, the morphisms in B are the finite sequences
of composable morphisms in AunionsqSop, and composition is concatenation. Inside B
we have the congruence (two-sided ideal) N ⊆ B generated by the relations of A,
the relations of Sop, and the relations Op(s) ◦ s = id and s ◦ Op(s) = id for all
s ∈ S. The quotient category AS := B /N has the desired properties. Cf. [49] for
more details. 
Proposition 6.1.5. Let S be a multiplicatively closed set in a category A, let B be
a category, and let Q : A → B be a functor. Consider the multiplicatively closed
set Sop ⊆ Aop and the functor Qop : Aop → Bop. The two conditions below are
equivalent:
(i) The pair (B,Q) is a localization of A with respect to S.
(ii) The pair (Bop,Qop) is a localization of Aop with respect to Sop.
Exercise 6.1.6. Prove Proposition 6.1.5.
Often the localization AS is of little value, because there is no practical way to
describe the morphisms in it. This issue will be addressed in the next subsection.
6.2. Ore Localization. There is a better notion of localization. The references
here are [62], [49], [158], [75], [148] and [130]. The first four references talk about
localization of categories; and the last two talk about noncommutative rings. It
seems that historically, this noncommutative calculus of fractions was discovered by
Ore and Asano in ring theory, around 1930. There was progress in the categorical
side, notably by Gabriel around 1960.
In this subsection we mostly follow the treatment of [148]; but we sometimes use
diagrams instead of formulas.
Definition 6.2.1. Let S be a multiplicatively closed set of morphisms in a category
A. A right Ore localization of A with respect to S is a pair (AS,Q), consisting of a
category AS and a functor Q : A→ AS, having the following properties:
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(RO1) There is equality Ob(AS) = Ob(A), and Q is the identity on objects.
(RO2) For every s ∈ S, the morphism Q(s) ∈ AS is an isomorphism.
(RO3) Every morphism q ∈ AS can be written as q = Q(a) ◦Q(s)−1 for some a ∈ A
and s ∈ S.
(RO4) Suppose a, b ∈ A satisfy Q(a) = Q(b). Then a ◦ s = b ◦ s for some s ∈ S.
The letters “RO” stand for “right Ore”. We refer to the expression q = Q(a) ◦
Q(s)−1 as a right fraction representation of q. Here is the left sided version of this
definition:
Definition 6.2.2. Let S be a multiplicatively closed set of morphisms in a category
A. A left Ore localization of A with respect to S is a pair (AS,Q), consisting of a
category AS and a functor Q : A→ AS, having the following properties:
(LO1) There is equality Ob(AS) = Ob(A), and Q is the identity on objects.
(LO2) For every s ∈ S, the morphism Q(s) ∈ AS is an isomorphism.
(LO3) Every morphism q ∈ AS can be written as q = Q(s)−1 ◦Q(a) for some a ∈ A
and s ∈ S.
(LO4) Suppose a, b ∈ A satisfy Q(a) = Q(b). Then s ◦ a = s ◦ b for some s ∈ S.
As in the right case, the letters “LO” stand for “left Ore”; and we refer to the
expression q = Q(s)−1 ◦Q(a) as a left fraction representation of q.
Remark 6.2.3. The results to follow in this subsection will be stated for right Ore
localizations only. They all have “left” versions, with identical proofs (just a matter
of reversing some arrows or compositions), and therefore they will be omitted.
To reinforce the last remark, we give:
Proposition 6.2.4. Let S be a multiplicatively closed set in a category A, let B be
a category, and let Q : A → B be a functor. Consider the multiplicatively closed
set Sop ⊆ Aop and the functor Qop : Aop → Bop. The two conditions below are
equivalent:
(i) The pair (B,Q) is a left Ore localization of A with respect to S.
(ii) The pair (Bop,Qop) is a right Ore localization of Aop with respect to Sop.
Exercise 6.2.5. Prove Proposition 6.2.4.
Lemma 6.2.6. Let (AS,Q) be a right Ore localization, let a1, a2 ∈ A and s1, s2 ∈ S.
The following conditions are equivalent:
(i) Q(a1) ◦Q(s1)−1 = Q(a2) ◦Q(s2)−1 in AS.
(ii) There are b1, b2 ∈ A s.t. a1 ◦ b1 = a2 ◦ b2, and s1 ◦ b1 = s2 ◦ b2 ∈ S.
Proof.
(ii)⇒ (i): Since Q(si) and Q(si◦bi) are invertible, it follows that Q(bi) are invertible.
So
Q(a1) ◦Q(s1)−1 = Q(a1) ◦Q(b1) ◦Q(b1)−1 ◦Q(s1)−1
= Q(a2) ◦Q(b2) ◦Q(b2)−1 ◦Q(s2)−1 = Q(a2) ◦Q(s2)−1.
(i) ⇒ (ii): By property (RO3) there are c ∈ A and u ∈ S s.t.
(6.2.7) Q(s2)−1 ◦Q(s1) = Q(c) ◦Q(u)−1.
Rewriting this equation we get
(6.2.8) Q(s1 ◦ u) = Q(s2 ◦ c).
It is given that Q(a1) = Q(a2) ◦Q(s2)−1 ◦Q(s1). Plugging (6.2.7) into it we obtain
Q(a1) = Q(a2) ◦ Q(c) ◦ Q(u)−1. Rearranging this equation we get Q(a1 ◦ u) =
Q(a2 ◦ c). By property (RO4) there is v ∈ S s.t. a1 ◦ u ◦ v = a2 ◦ c ◦ v. Likewise,
from equation (6.2.8) and property (RO4), there is v′ ∈ S s.t. s1 ◦u◦v′ = s2 ◦ c◦v′.
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Again using property (RO3), there are d ∈ A and w ∈ S s.t. Q(v)−1 ◦ Q(v′) =
Q(d) ◦Q(w)−1. Rearranging we get Q(v′ ◦w) = Q(v ◦ d). By property (RO4) there
is w′ ∈ S s.t. v′ ◦w ◦w′ = v ◦d◦w′. Define b1 := u◦ v ◦d◦w′ and b2 := c◦ v ◦d◦w′.
Then
s1 ◦ b1 = s1 ◦ u ◦ v ◦ d ◦ w′ = s1 ◦ u ◦ v′ ◦ w ◦ w′
= s2 ◦ c ◦ v′ ◦ w ◦ w′ = s2 ◦ b2,
and it is in S. Also
a1 ◦ b1 = a1 ◦ u ◦ v ◦ d ◦ w′ = a2 ◦ c ◦ v ◦ d ◦ w′ = a2 ◦ b2. 
Proposition 6.2.9. A right Ore localization (AS,Q) is a localization in the sense
of Definition 6.1.2.
Proof. Say B is a category, and F : A → B is a functor such that F (s) is an
isomorphism for every s ∈ S.
The uniqueness of a functor FS : AS → B satisfying FS ◦ Q = F is clear from
property (RO3). We have to prove existence.
Define FS to be F on objects. For a morphism q in AS, property (RO3) says that
there is a right fraction presentation q = Q(a1) ◦Q(s1)−1, with a1 ∈ A and s1 ∈ S.
Let FS(q) := F (a1)◦F (s1)−1 in B. We have to prove that this is well-defined, i.e. it
does not depend on the presentation. So suppose that q = Q(a2)◦Q(s2)−1 is another
right fraction presentation of q. Let b1, b2 ∈ A be as in Lemma 6.2.6. Since F (si)
and F (si◦bi) are invertible, then so is F (bi). We get F (a2) = F (a1)◦F (b1)◦F (b2)−1
and F (s2) = F (s1) ◦ F (b1) ◦ F (b2)−1. Hence F (a2) ◦ F (s2)−1 = F (a1) ◦ F (s1)−1,
as required.
It remains to prove that FS is a functor. Since the identity idM of the object M
in AS can be presented as idM = Q(idM )◦Q(idM )−1, we see that FS(idM ) = idF (M).
Next let q1 and q2 be morphisms in AS, such that the composition q2 ◦ q1 exists
(i.e. the target of q1 is the source of q2). We have to show that FS(q2 ◦ q1) equals
FS(q2) ◦ FS(q1). Choose presentations qi = Q(ai) ◦Q(si)−1, so that
(6.2.10) FS(q2) ◦ FS(q1) = F (a2) ◦ F (s2)−1 ◦ F (a1) ◦ F (s1)−1.
By property (RO3) there is a right fraction presentation
(6.2.11) Q(s2)−1 ◦Q(a1) = Q(b) ◦Q(t)−1
for some b ∈ A and t ∈ S. Because Q(a1 ◦ t) = Q(s2 ◦ b), by (RO4) there is some
r ∈ S such that a1 ◦ t ◦ r = s2 ◦ b ◦ r. Therefore F (a1 ◦ t ◦ r) = F (s2 ◦ b ◦ r), which
implies, by canceling the invertible morphism F (r) and rearranging, that
(6.2.12) F (s2)−1 ◦ F (a1) = F (b) ◦ F (t)−1
in B.
Let us continue. Using equation (6.2.11) we have
q2 ◦ q1 = Q(a2) ◦Q(s2)−1 ◦Q(a1) ◦Q(s1)−1
= Q(a2) ◦Q(b) ◦Q(t)−1 ◦Q(s1)−1 = Q(a2 ◦ b) ◦Q(s1 ◦ t)−1.
Using this presentation of q2 ◦ q1, and the equality (6.2.12), we obtain
FS(q2 ◦ q1) = F (a2 ◦ b) ◦ F (s1 ◦ t)−1 = F (a2) ◦ F (b) ◦ F (t)−1 ◦ F (s1)−1
= F (a2) ◦ F (s2)−1 ◦ F (a1) ◦ F (s1)−1.
This is the same as (6.2.10). 
Corollary 6.2.13. Let S be a multiplicatively closed set of morphisms in a category
A. Assume that these two assertions hold:
• The pair (B,Q) is either a right or a left Ore localization of A with respect
to S.
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• The pair (B′,Q′) is either a right or a left Ore localization of A with respect
to S.
Then there is a unique isomorphism of localizations (B,Q) ∼= (B′,Q′).
Proof. By Proposition 6.2.9 (in its right or left versions, as the case may be), both
(B,Q) and (B′,Q′) are localizations in the sense of Definition 6.1.2. Hence, by
Theorem 6.1.4, there is a unique isomorphism (B,Q) ∼= (B,Q′). 
Definition 6.2.14. Let S be multiplicatively closed set of morphisms in a category
A. We say that S is a right denominator set if it satisfies these two conditions:
(RD1) (Right Ore condition) Given a ∈ A and s ∈ S, there exist b ∈ A and t ∈ S
such that a ◦ t = s ◦ b.
(RD2) (Right cancellation condition) Given a, b ∈ A and s ∈ S such that s◦a = s◦b,
there exists t ∈ S such that a ◦ t = b ◦ t.
In the definition above the implicit assumption is that the sources and targets of
the morphisms match; e.g., in (RD1) the morphisms a and s have the same target.
Here are the diagrams illustrating the definition:
(6.2.15) K
t
||
b
""
M
a
""
N
s
||
L
K
t // M
a
  
b
~~
N
s
// L
Now the left version of Definition 6.2.14:
Definition 6.2.16. Let S be multiplicatively closed set of morphisms in a category
A. We say that S is a left denominator set if it satisfies these two conditions:
(LD1) (Left Ore condition) Given a ∈ A and s ∈ S, there exist b ∈ A and t ∈ S
such that t ◦ a = b ◦ s.
(LD2) (Left cancellation condition) Given a, b ∈ A and s ∈ S such that a◦ s = b◦ s,
there exists t ∈ S such that t ◦ a = t ◦ b.
Proposition 6.2.17. Let S be multiplicatively closed set of morphisms in a category
A. The two conditions below are equivalent:
(i) S is a left denominator set in A.
(ii) Sop is a right denominator set in Aop.
Exercise 6.2.18. Prove Proposition 6.2.17.
Here is the main theorem regarding Ore localization.
Theorem 6.2.19. The following conditions are equivalent for a category A and a
multiplicatively closed set of morphisms S ⊆ A.
(i) The right Ore localization (AS,Q) exists.
(ii) S is a right denominator set.
The proof of Theorem 6.2.19 is after some preparation. The hard part is proving
that (ii) ⇒ (i). The general idea is the same as in commutative localization: we
consider the set of pairs of morphisms A×S, and define a relation ∼ on it, with
the hope that this is an equivalence relation, and that the quotient set AS will be
a category, and it will have the desired properties.
Let’s assume that S is a right denominator set. For any M,N ∈ Ob(A) consider
the set
(A×S)(M,N) :=
∐
L∈Ob(A)
A(L,N)× S(L,M).
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Remark 6.2.20. The set (A×S)(M,N) could be big, namely not an element of
the initial universe U. This would require the introduction of a larger universe, say
V, in which U is an element. And the resulting category AS will be a V-category.
This is the same issue we had in the proof of Theorem 6.1.4.
We will ignore this issue. Moreover, in many cases of interest (derived categories
where there are DG enhancements, such as the K-injective enhancement), there
will be an alternative presentation of AS as a U-category. We will refer to this when
we get to it.
An element (a, s) ∈ (A×S)(M,N) can be pictured as a diagram
(6.2.21) L
s
||
a
!!
M N
in A. This diagram will eventually represent the right fraction Q(a)◦Q(s)−1 : M →
N .
Definition 6.2.22. We define a relation ∼ on the set A× S like this: (a1, s1) ∼
(a2, s2) if there exist b1, b2 ∈ A s.t. a1 ◦ b1 = a2 ◦ b2 and s1 ◦ b1 = s2 ◦ b2 ∈ S.
Note that the relation ∼ imposes condition (ii) of Lemma 6.2.6. Here it is in a
commutative diagram, in which we have made the objects explicit:
(6.2.23) K
b1
~~
b2
  
L1
s1
 a1 ((
L2
s2
ww
a2

M N
The paths (i.e. morphisms) ending at M are in S.
Lemma 6.2.24. If S is a right denominator set, then the relation ∼ is an equiva-
lence.
Proof. Reflexivity: take K := L and bi := idL : L→ L. Symmetry is trivial.
Now to prove transitivity. Suppose we are given (a1, s1) ∼ (a2, s2) and (a2, s2) ∼
(a3, s3). So we have the solid part of the first diagram in (6.2.25), and it is com-
mutative. The morphisms ending at M are in S.
(6.2.25) H u // I
t
{{
d
##
K
b1

b2
##
J
c2
||
c3

L1
s1
 a1 ((
L2
s2
}}
a2
!!
L3
s3vv
a3

M N
H
b1◦t◦u

c3◦d◦u

L1
s1
 a1 &&
L3
s3yy
a3

M N
By condition (RD1) applied to the morphisms K →M ← J there are t ∈ S and
d ∈ A s.t. (s3 ◦ c3) ◦ d = (s1 ◦ b1) ◦ t. Comparing the morphisms I → M in this
118
Derived Categories | Amnon Yekutieli | 14 Apr 2019
diagram, we see that
s2 ◦ (b2 ◦ t) = s1 ◦ b1 ◦ t = s3 ◦ c3 ◦ d = s2 ◦ (c2 ◦ d).
By (RD2) there is u ∈ S s.t. (b2 ◦ t) ◦ u = (c2 ◦ d) ◦ u. So all morphisms H → M
are equal and belong to S, and all morphisms H → N are equal. Now delete the
object L2 and the arrows going through it. Then delete the objects I, J,K, but
keep the paths going through them. We get the second diagram in (6.2.25). It
is commutative, and all morphisms ending at M are in S. This is evidence for
(a1, s1) ∼ (a3, s3). 
Proof of Theorem 6.2.19.
Step 1. In this step we prove (i) ⇒ (ii). Take a ∈ A and s ∈ S with the same
target. Consider q := Q(s)−1 ◦ Q(a). By (RO3) there are b ∈ A and t ∈ S
s.t. q = Q(b) ◦ Q(t)−1. So Q(s ◦ b) = Q(a ◦ t). By (RO4) there is u ∈ S s.t.
(s◦ b)◦u = (a◦ t)◦u. We read this as s◦ (b◦u) = a◦ (t◦u), and note that t◦u ∈ S.
So (RD1) holds.
Next a, b ∈ A and s ∈ S s.t. s ◦ a = s ◦ b. Then Q(s ◦ a) = Q(s ◦ b). But Q(s)
is invertible, so Q(a) = Q(b). By (RO4) there is t ∈ S s.t. a ◦ t = b ◦ t. We have
proved (RD2).
Step 2. Now we assume that condition (ii) holds, and we define the morphism sets
AS(M,N), composition between them, and the identity morphisms.
For any M,N ∈ Ob(A) let
AS(M,N) := (A×S)(M,N) / ∼,
the quotient set modulo the relation ∼ from Definition 6.2.22, which is an equiva-
lence relation by Lemma 6.2.24.
We define composition like this. Given q1 ∈ AS(M0,M1) and q2 ∈ AS(M1,M2),
choose representatives (ai, si) ∈ (A×S)(Mi−1,Mi). We use the notation qi =
(ai, si) to indicate this. By (RD1) there are c ∈ A and u ∈ S s.t. s2 ◦ c = a1 ◦ u.
The composition q2 ◦ q1 ∈ AS(M0,M2) is defined to be
q2 ◦ q1 := (a2 ◦ c, s1 ◦ u) ∈ (A×S)(M0,M2)).
The idea behind the formula can be seen in diagram (6.2.26).
(6.2.26) K
u
}}
c
!!
L1
s1
}} a1 !!
L2
s2
}}
a2
!!
M0 M1 M2
We have to verify that this definition is independent of the representatives. So
suppose we take other representatives qi = (a′i, s′i), and we choose morphisms u′, c′
to construct the composition. This is the solid part of the diagram (6.2.27), and it
is a commutative diagram. We must prove that
(a2 ◦ c, s1 ◦ u) = (a′2 ◦ c′, s′1 ◦ u′).
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(6.2.27) J1
b1

b′1
##
K
u{{
c
))
K ′
u′
uu c′ ##
J2
b2
{{
b′2

L1
s1
 a1 ))
L′1
s′1||
a′1
""
L2
s2
{{ a2 ""
L′2
s′2uu
a′2

M0 M1 M2
There are morphisms bi, b′i that are evidence for (ai, si) ∼ (a′i, s′i). They are
depicted as the dashed arrows in (6.2.27). That whole diagram is commutative.
The morphisms J1 →M0, K →M0, K ′ →M0 and J2 →M1 are all in S.
Choose v1 ∈ S and d1 ∈ A s.t. the first diagram in (6.2.28) is commutative. This
can be done by (RD1).
(6.2.28)
I1
v1
~~
d1
  
J1
b1   
K
u~~
L1
I2
v˜
  
I˜2
v˜2
~~
d˜2
  
K ′
c′   
J2
b′2}}
L′2
s′2 !!
M1
I2
v2
~~
d2
  
K ′
c′   
J2
b′2~~
L′2
Consider the solid part of the middle diagram in (6.2.28). Since J2 → M1 is in
S, by (RD1) there are v˜2 ∈ S and d˜2 ∈ A s.t. the two paths I˜2 →M1 are equal. By
(RD2) there is v˜ ∈ S s.t. the two paths I2 → L′2 are equal. We get the commutative
diagram in the middle of (6.2.28). Next, defining d2 := d˜2 ◦ v˜ and v2 := v˜2 ◦ v˜ ∈ S,
we obtain the third commutative diagram in (6.2.28).
We now embed the first and third diagrams from (6.2.28) into the diagram
(6.2.27). This gives us the solid diagram in (6.2.29), and it is commutative. The
morphisms I1 →M0 belong to S.
(6.2.29) H ′′ w
′′
// H ′ w
′
// H
w
zz
e
$$
I1
v1
{{
d1

I2
v2

d2
##
J1
b1

b′1
##
K
u{{
c
))
K ′
u′
uu c′ ##
J2
b2
{{
b′2

L1
s1
 a1 ))
L′1
s′1||
a′1
##
L2
s2
{{ a2 ""
L′2
s′2uu
a′2

M0 M1 M2
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Choose w ∈ S and e ∈ A, starting at an object H, to fill the diagram I1 →
M0 ← I2, using (RD1). The path H → I1 →M0 is in S, and all the paths H →M0
are equal. But we could have failure of commutativity in the paths H → L′1 and
H → L2.
The two paths H → L′1 in (6.2.29) satisfy
s′1 ◦ (b′1 ◦ v1 ◦ w) = s′1 ◦ (u′ ◦ v2 ◦ e).
Therefore, by (RD2), there is w′ ∈ S s.t.
(b′1 ◦ v1 ◦ w) ◦ w′ = (u′ ◦ v2 ◦ e) ◦ w′.
Next, the two paths H ′ → L2 satisfy
s2 ◦ (c ◦ d1 ◦ w ◦ w′) = s2 ◦ (b2 ◦ d2 ◦ e ◦ w′);
this is because we can take a detour through L′1. Therefore, again by (RD2), there
is w′′ ∈ S s.t.
(c ◦ d1 ◦ w ◦ w′) ◦ w′′ = (b2 ◦ d2 ◦ e ◦ w′) ◦ w′′.
Now all paths H ′′ → M2 in (6.2.29) are equal. All paths H ′′ → M0 are equal and
are in S.
Erase the objects M1, J1, J2 and all arrows touching them from (6.2.29). Then
eraseH,H ′, but keep the paths through them. We obtain the commutative diagram
(6.2.30).
(6.2.30) I1
d1

H ′′w◦w
′◦w′′oo e◦w′◦w′′ // I2
v2

K
u{{
c
))
K ′
u′
uu c′ ##
L1
s1

L′1
s′1{{
L2
a2 ##
L′2
a′2

M0 M2
This is evidence for
(a2 ◦ c, s1 ◦ u) ∼ (a′2 ◦ c′, s′1 ◦ u′).
The proof that composition is well-defined is done.
The identity morphism idM in AS of an object M is (idM , idM ).
Step 3. We have to verify the associativity and the identity properties of compo-
sition in AS. Namely that AS is a category. This seems to be not too hard, given
Step 2, and we leave it as an exercise.
Step 4. The functor Q : A → AS is defined to be Q(M) := M on objects, and
Q(a) := (a, idM ) for a : M → N in A. We have to verify this is a functor... Again,
an exercise.
Step 5. Finally we verify properties (RO1)-(RO4). (RO1) is clear. The inverse of
Q(s) is (id, s), so (RO2) holds.
It is not hard to see that (a, s) = (a, id) ◦ (id, s); this is (RO3).
If Q(a1) = Q(a2), then (a1, idM ) ∼ (a2, idM ); so there are b1, b2 ∈ A s.t. a1 ◦b1 =
a2 ◦ b2 and id ◦ b1 = id ◦ b2 ∈ S. Writing s := b1 ∈ S, we get a1 ◦ s = a2 ◦ s. This
proves (RO4). 
Exercise 6.2.31. Finish the details in the proof of Theorem 6.2.19.
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Proposition 6.2.32 (Common Denominator). Let A be a category, let S be a right
denominator set in A, and let (AS,Q) be the right Ore localization. For every two
morphisms q1, q2 : M → N in AS there is a common right denominator. Namely
we can write qi = Q(ai) ◦Q(s)−1 for suitable ai ∈ A and s ∈ S.
Proof. Choose representatives qi = Q(a′i) ◦ Q(s′i)−1. By (RD1) applied to L1 →
M ← L2, there are b ∈ A and t ∈ S such that the part of diagram (6.2.33) that lies
above M is commutative:
(6.2.33) L1
s′1

a′1 ))
L
too b // L2
s′2uu
a′2

M N
Write s := s′1 ◦ t = s′2 ◦ b, a1 := a′1 ◦ t and a2 := a′2 ◦ b. By Lemma 6.2.6 we get
qi = Q(ai) ◦Q(s)−1. 
Proposition 6.2.34. Let A be a category, let S ⊆ A be a right denominator set, and
let A′ ⊆ A be a full subcategory. Define S′ := A′ ∩ S. Assume these two conditions
hold:
(i) S′ is a right denominator set in A′.
(ii) Let M ∈ Ob(A). If there exists a morphism s : M → L′ in S with L′ ∈
Ob(A′), there exists a morphism t : K ′ →M in S with K ′ ∈ Ob(A′).
Then the canonical functor A′S′ → AS is fully faithful.
Proof. Let’s denote the inclusion functor by F : A′ → A. We want to prove that its
localization FS′ : A′S′ → AS is fully faithful.
Step 1. Let L′1, L′2 ∈ Ob(A′), and let q : L′1 → L′2 be a morphism in AS. Choose a
presentation q = Q(a) ◦Q(s)−1 with s : M → L′1 a morphism in S and a : M → L′2
a morphism in A. This is possible because S is a right denominator set in A. By
condition (ii) we can find a morphism t : K ′ →M in S with K ′ ∈ Ob(A′). See next
diagram.
K ′ t // M
s
~~
a
  
L′1
q
// L′2
Then q = Q(a ◦ t) ◦Q(s ◦ t)−1. But s ◦ t ∈ S′ and a ◦ t ∈ A′, so q is in the image of
the functor FS′ . We see that FS′ is full.
Step 2. Let p′, q′ : L′1 → L′2 be morphisms in A′S′ such that FS′(p′) = FS′(q′). Let
us denote the localization functor of A′ by Q′ : A′ → A′S′ . Because S′ is a right
denominator set in A′, and using Proposition 6.2.32, we can find presentations
p′ = Q′(a′) ◦Q′(s′)−1 and q′ = Q′(b′) ◦Q′(s′)−1 with morphisms s′ : N ′ → L′1 in S′
and a′, b′ : N ′ → L′2 in A′. Next, since FS′(p′) = FS′(q′), Lemma 6.2.6 tells us that
there are morphisms u, v : M → N ′ in A s.t. a′ ◦ u = b′ ◦ v, and s′ ◦ u = s′ ◦ v ∈ S.
Condition (ii), applied to the morphism s′ ◦ u : M → L′1, says that there is a
morphism t : K ′ →M in S with source K ′ ∈ Ob(A′). See diagram below.
K ′ t // M
u,v
// N ′
s′
~~
a′,b′
  
L′1
p′,q′
// L′2
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Then we have
p′ = Q′(a′ ◦ u ◦ t) ◦Q′(s′ ◦ u ◦ t)−1
= Q′(b′ ◦ u ◦ t) ◦Q′(s′ ◦ u ◦ t)−1 = q′.
This proves that FS′ is faithful. 
In the next subsection we study Ore localization of linear categories, and give
rings as examples (see Examples 6.3.6 and 6.3.5). And in Section 7 we study
localization of triangulated categories. Here is a nonlinear example.
Example 6.2.35. Fix a base commutative ring K and a topological space (or,
more generally, a site) X. Let KX be the constant sheaf of rings K on X. Consider
the category DGRng≤0sc /KX of sheaves of commutative DG KX -rings on X (see
Definition 3.3.4 and Remark 12.8.22). For the sake of brevity let us just write
DGRngX := DGRng≤0sc /KX .
The localization of DGRngX with respect to the quasi-isomorphisms in it is called
the derived category of commutative DG KX-rings, and the notation isD(DGRngX).
The categorical localization functor is Q : DGRngX → D(DGRngX), and it is the
identity on objects. (The unfortunate tradition in homotopy theory is to call such
a localization the “homotopy category”, and to denote it by “Ho(DGRngX)”.)
As explained in the lecture notes [179], every DG KX -ring A admits a semi-
pseudo-free resolution A˜ → A in DGRngX . The semi-pseudo-free DG KX -rings have
good lifting properties. Indeed, they behave like cofibrant objects in a Quillen model
structure (even though there does not seems to be such a structure on DGRngX ,
except when X is a discrete space).
There is a congruence on the category DGRngX , called the quasi-homotopy re-
lation. (It turns out that this idea was already known to some homotopy theorists,
see Remark 6.2.37 below.) Let us denote by K(DGRngX) the homotopy category,
which is the quotient of DGRngX modulo this congruence. So there is a functor
P : DGRngX → K(DGRngX), which is the identity on objects, and it sends a DG
ring homomorphism to its quasi-homotopy class.
The functors Q and P fit into this commutative diagram:
(6.2.36) DGRngX
P //
Q

K(DGRngX)
Q¯
// D(DGRngX)
The functor Q¯ is a faithful right Ore localization. The proof relies on the lifting
properties of semi-pseudo-free DG KX -rings. See Remark 12.8.22 for related mate-
rial.
Remark 6.2.37. Suppose C is a category, with a given multiplicatively closed set
of morphisms S ⊆ C. If C admits a Quillen model structure for which S is the
set of weak equivalences, then there is automatically a calculus of fractions for the
localization functor Q : C→ CS.
For instance, suppose that all objects of C are fibrant. In this case C is called
a category of fibrant objects. Then there is a congruence relation H on C, and a
commutative diagram
C P //
Q

C /H Q¯ // CS
in which, like in (6.2.36), the functor P is full, and the functor Q¯ is a right Ore
localization. These facts are explained in [115] (search for the emphasized text in
this remark).
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Remark 6.2.38. This is a continuation of Remark 3.8.22 on strictly unital A∞
categories, and it is related to Example 6.2.35 and Remark 6.2.37 above, and to
Remark 12.8.21 below. The references are [83] and [37]. Recall that the base ring
K is a field.
Let A and B be A∞ categories, i.e. objects of the category A∞Cat. An A∞
functor F : A → B is called a quasi-equivalence if H(F ) : H(A) → H(B) is an
equivalence of graded categories. The derived category of A∞Cat is the localization
D(A∞Cat) of A∞Cat with respect to the quasi-equivalences. (As mentioned above,
the tradition is to call D(A∞Cat) the “homotopy category” of A∞Cat, and to denote
it by “Ho(A∞Cat)”.) There is a localization functor Q : A∞Cat→ D(A∞Cat), which
is the identity on objects.
Suppose F, F ′ : A → B are A∞ functors. So F and F ′ are objects of the
A∞ category A∞Fun(A,B). We say that F and F ′ are A∞ homotopic if they are
isomorphic in the category H0
(
A∞Fun(A,B)
)
, in which case we write F ≈ F ′.
Define K(A∞Cat) to be the quotient of A∞Cat modulo the relation ≈. There is
a full functor P : A∞Cat → K(A∞Cat), which is the identity on objects. An A∞
functor F : A→ B is called an A∞ equivalence if it is an isomorphism in K(A∞Cat).
This means that there is an A∞ functor G : B → A, such that G ◦ F ≈ IdA and
F ◦G ≈ IdB. There is a commutative diagram
(6.2.39) A∞Cat P //
Q

K(A∞Cat)
Q¯
// D(A∞Cat)
An important theorem (see [94, Theorem 9.2.0.4 ]) says that an A∞ functor F
is a quasi-equivalence iff it is an A∞ equivalence. This implies that the functor Q¯
in diagram (6.2.39) is an isomorphism of categories.
It is worthwhile to mention that the category A∞Cat does not have a Quillen
model structure (for which the weak equivalences are the quasi-equivalences).
Let DGCat be the category of K-linear DG categories, where the morphisms
are the DG functors (see Definition 3.5.1). There is a fully faithful embedding
DGRng /cK → DGCat, since the DG rings (see Definition 3.3.2) are the single-
object DG categories. Because an A∞ category whose higher operations vanish is
a DG category, there is a faithful (but not full) embedding DGCat→ A∞Cat. The
derived category of DGCat is the localization D(DGCat) of DGCat with respect to
the quasi-equivalences in it. (Once more, the traditional notation for D(DGCat) is
“Ho(DGCat)”.) The embedding of DGCat into A∞Cat induces a functor D(DGCat)
→ D(A∞Cat), and this is an equivalence. Together with the equivalence Q¯ from
(6.2.39), this implies that every morphism F : A → B in D(DGCat) can be repre-
sented by an A∞ functor F˜ : A→ B, which is unique up to a unique isomorphism
in K(A∞Cat).
Moreover, the category D(DGCat) is symmetric monoidal, with tensor operation
A⊗B. It turns out that the DG category A∞Fun(A,B) is the internal Hom object,
making D(DGCat) into a closed monoidal category.
6.3. Localization of Linear Categories. Until now in this section we dealt with
arbitrary categories. In this subsection our categories will be linear over the com-
mutative base ring K (which will be implicit most of the time). See Convention
1.2.4.
For convenience we only talk about right denominator sets here. All the state-
ments hold equally for left denominator sets; cf. Remark 6.2.3 and Proposition
6.2.4.
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Theorem 6.3.1. Let A be a K-linear category, let S be a right denominator set in
A, and let (AS,Q) be the right Ore localization.
(1) The category AS has a unique K-linear structure, such that Q : A → AS is
a K-linear functor.
(2) Suppose B is another K-linear category, and F : A → B is a K-linear
functor s.t. F (s) is invertible for every s ∈ S. Let FS : AS → B be the
localization of F . Then FS is a K-linear functor.
(3) If A is an additive category, then so is AS.
Proof.
(1) Let q1, q2 : M → N be morphisms in AS. Choose common denominator pre-
sentations qi = Q(ai) ◦ Q(s)−1. Since Q must be an additive functor, we have to
define
(6.3.2) Q(a1) + Q(a2) := Q(a1 + a2).
By the distributive law (bilinearity of composition) we must define q1 + q2 :=
Q(a1 + a2) ◦Q(s)−1. And for λ ∈ K we must define λ · qi := Q(λ ·ai) ◦Q(s)−1.
The usual tricks are then used to prove independence of representatives. For
instance, to prove that (6.3.2) is independent of choices, suppose that Q(a1) =
Q(a′1) and Q(a2) = Q(a′2). Then, by (RO4), there are t1, t2 ∈ S such that a1 ◦ t1 =
a′1◦t1 and a2◦t2 = a′2◦t2. By (RD1) there exist b ∈ A and v ∈ S s.t. t1◦b = t2◦v. Let
t3 := t2◦v ∈ S. Then (a1+a2)◦t3 = (a′1+a′2)◦t3, and hence Q(a1+a2) = Q(a′1+a′2).
In this way AS is a K-linear category, and Q is a K-linear functor.
(2) The only option for FS is FS(qi) := F (ai) ◦ F (s)−1. The usual tricks are used
to prove independence of representatives.
(3) Clear from Propositions 2.5.2 and 2.5.7. 
Exercise 6.3.3. Finish the proofs of items (1) and (2) of the theorem.
Remark 6.3.4. Let A be a ring, which we can think of as a one-object linear
category A. In this context, Theorem 6.3.1 is one of the most important results in
noncommutative ring theory. See the books [106], [130] or [148].
Here are somewhat concrete examples.
Example 6.3.5. Suppose A is a noncommutative ring (i.e. it is not necessarily com-
mutative), and S is a central multiplicatively closed set in A (i.e. S ⊆ Cent(A)). Be-
cause the elements of S commute with all elements of A, the denominator conditions
hold automatically. We get a left and right Ore localization of rings Q : A→ AS .
Note that if S contains a nilpotent element, then the ring AS is trivial.
The last observation should serve as a warning: localization can sometimes kill
everything. Fortunately, the localization procedure that gives rise to the derived
category does not cause any catastrophe, as we shall see in Proposition 7.1.10.
Example 6.3.6. Suppose A is a noncommutative ring that is both noetherian
and an integral domain (i.e. the only zero-divisor in A is 0). Let S be the set of
nonzero elements of A. Then S is both a left and a right denominator set. See [106,
Theorem 2.1.15].
Remark 6.3.7. Suppose A is a ring and S is a right denominator set in it. Then
the right Ore localization AS is flat as left A-module. See [130, Theorem 3.1.20].
We have no idea if something like this is true for linear categories with more than
one object.
Proposition 6.3.8. Let (K,T) be a T-additive category, let S be a right denomi-
nator set in K such that T(S) = S, and let Q : K→ KS be the localization functor.
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(1) There is a unique additive automorphism TS of the category KS, such that
TS ◦Q = Q ◦T as functors K→ KS.
(2) Let τ be the identity automorphism of the functor Q ◦T. Then (Q, τ) :
(K,T)→ (KS,TS) is a T-additive functor.
Proof.
(1) By the assumption the functor Q ◦T : K → KS sends the morphisms in S
to isomorphisms. By the property (Loc3) of localization in Definition 6.1.2, the
functor TS : KS → KS satisfying TS ◦Q = Q ◦T exists and is unique. Similarly,
there is a unique functor T−1S : KS → KS satisfying T−1S ◦Q = Q ◦T−1. An easy
calculation shows that T−1S ◦TS = Id = TS ◦T−1S . Hence TS is an automorphism
of KS. By Theorem 6.3.1 the functor TS is additive.
(2) This is clear. 
The composition of T-additive functors was defined in Definition 5.1.4.
Proposition 6.3.9. In the situation of Proposition 6.3.8, suppose (K′,T′) is an-
other T-additive category, and (F, ν) : (K,T) → (K′,T′) is a T-additive functor,
such that F (s) is invertible for every s ∈ S. Let FS : KS → K′ be the localized func-
tor. Then there is a unique isomorphism νS : FS◦TS '−→ T′ ◦FS of functors KS → K′,
such that (F, ν) = (FS, νS) ◦ (Q, τ) as T-additive functors (K,T)→ (K′,T′).
Exercise 6.3.10. Prove Proposition 6.3.9.
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7. The Derived Category D(A,M)
In this section we introduce the main mathematical concept of the book: the
derived category D(A,M) of DG A-modules in M. Here A is a central DG K-
ring, and M is a K-linear abelian category. The base ring K can be any nonzero
commutative ring, and it will remain implicit most of the time.
7.1. Localization of Triangulated Categories. Let K be a triangulated cate-
gory, with translation functor T. As we did in Section 6, we shall often write a ∈ K
for a morphism a ∈ K(M,N) = HomK(M,N), leaving the objects implicit.
Proposition 7.1.1. Suppose H : K → M is a cohomological functor, where M is
some abelian category. Let
S :=
{
s ∈ K | H(Ti(s)) is invertible for all i ∈ Z}.
Then S is a left and right denominator set in K.
Proof. It is clear that S is closed under composition and contains the identity
morphisms. So it is a multiplicatively closed set.
Let’s prove that condition (RD1) of Definition 6.2.14 holds. Suppose we are given
morphisms L a−→ N s←− M with s ∈ S. We need to find morphisms L t←− K b−→ M
with t ∈ S and such that a ◦ t = s ◦ b.
Consider the solid commutative diagram
K
t //
b

L
c◦a //
a

P //
=

T(K)
T(b)

M
s // N
c // P // T(M)
where the bottom row is a distinguished triangle built onM s−→ N , and and the top
row is a distinguished triangle built on L c◦a−−→ P , then turned 120◦ to the right.
By axiom (TR3) there is a morphism b making the diagram commutative. Thus
a◦t = s◦b. Since H(Ti(s)) are invertible for all i ∈ Z, it follows that H(Ti(P )) = 0.
But then H(Ti(t)) are invertible for all i ∈ Z, so t ∈ S.
Next we prove condition (RD2) of Definition 6.2.14. Because we are in an addi-
tive category, this condition is simplified: given a ∈ K and s ∈ S satisfying s◦a = 0,
we have to find t ∈ S satisfying a ◦ t = 0.
Say the objects involved are L a−→ M s−→ N . Take a distinguished triangle built
on s and then turned: P b−→M s−→ N −→ T(P ). We get an exact sequence
HomK(L,P )
b ◦ (−)−−−−→ HomK(L,M) s ◦ (−)−−−−→ HomK(L,N).
Since s◦a = 0, there is c : L→ P s.t. a = b◦c. Now look at a distinguished triangle
built on c, and then turned: K t−→ L c−→ P −→ T(K). We know that c ◦ t = 0; hence
a ◦ t = b ◦ c ◦ t = 0. But (s ∈ S) ⇒ (H(Ti(P )) = 0 for all i) ⇒ (t ∈ S).
The left versions (LD1) and (LD2) are proved the same way. 
Definition 7.1.2. A denominator set of cohomological origin in K is a denominator
set S ⊆ K that arises from a cohomological functor H, as in Proposition 7.1.1. The
morphisms in S are called quasi-isomorphisms relative to H.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Theorem 7.1.3. Let (K,T) be a triangulated category, let S be a denominator set
of cohomological origin in K, and let (Q, τ) : (K,T) → (KS,TS) be the T-additive
functor from Proposition 6.3.8. Then the T-additive category (KS,TS) has a unique
triangulated structure such that these two properties hold:
(i) The pair (Q, τ) is a triangulated functor.
(ii) Suppose (K′,T′) is another triangulated category, and (F, ν) : (K,T) →
(K′,T′) is a triangulated functor, such that F (s) is invertible for every
s ∈ S. Let (FS, νS) : (KS,TS) → (K′,T′) be the T-additive functor from
Proposition 6.3.9. Then (FS, νS) is a triangulated functor.
This result is stated as [62, Proposition I.3.2] and as [75, Proposition 1.6.9]. Both
sources do not give proofs (just hints).
Proof. Since S is of cohomological origin we have T(S) = S. Recall that the trans-
lation isomorphism τ is the identity automorphism of the functor Q ◦T; see Propo-
sition 6.3.8. So we will ignore it.
Step 1. The distinguished triangles in KS are defined to be those triangles that are
isomorphic to the images under Q of distinguished triangles in K. Let us verify the
axioms of triangulated category.
(TR1). By definition every triangle that’s isomorphic to a distinguished triangle is
distinguished; and the triangle M idM−−→ M → 0 → T(M) in KS is clearly distin-
guished.
Suppose we are given a morphism α : L → M in KS. We have to build a
distinguished triangle on it. Choose a fraction presentation α = Q(a) ◦ Q(s)−1.
Using condition (LD1) we can find b ∈ K and t ∈ S such that t ◦ a = b ◦ s. These
fit into the solid commutative diagram
L
α
$$
b %%
K
soo a // M
t
yy
K˜
in K. (The dashed arrow α is in KS.)
Consider the solid commutative diagram below, where the rows are distinguished
triangles built on a and b respectively.
(7.1.4) K a //
s

M
e //
t

N
c //
u

T(K)
T(s)

L
b // K˜ // P
d // T(L)
By (TR3) there is a morphism u that makes the whole diagram commutative.
Since s, t ∈ S and H is a cohomological functor, it follows that u ∈ S. Applying the
functor Q to (7.1.4), and using the isomorphism Q(t) : M → K˜ to replace K˜ with
M , we get the commutative diagram
K
Q(a)
//
Q(s)

M
Q(e)
//
Q(idM )

N
Q(c)
//
Q(u)

T(K)
T(Q(s))

L
α // M
Q(u◦e)
// P
Q(d)
// T(L)
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in KS. The top row is a distinguished triangle, and the vertical arrows are isomor-
phisms. So the bottom row is a distinguished triangle. This is the triangle we were
looking for.
(TR2). Turning: this is trivial.
(TR3). We are given the solid commutative diagram in KS, where the rows are
distinguished triangles:
(7.1.5) L α //
φ

M
β
//
ψ

N
γ
//
χ

T(L)
T(φ)

L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
and we have to find χ to complete the diagram.
By replacing the rows with isomorphic triangles, we can assume they come from
K. Thus we can replace (7.1.5) with this diagram:
(7.1.6) L
Q(α)
//
φ

M
Q(β)
//
ψ

N
Q(γ)
//
χ

T(L)
T(φ)

L′
Q(α′)
// M ′
Q(β′)
// N ′
Q(γ′)
// T(L′)
in which α, β, γ, α′, β′, γ′ are morphisms in K. It is a commutative diagram. Let us
choose fraction presentations φ = Q(a) ◦Q(s)−1 and ψ = Q(b) ◦Q(t)−1. Then the
solid diagram (7.1.6) comes from applying Q to the diagram
(7.1.7) L α // M β // N γ // T(L)
L˜
a

s
OO
M˜
b

t
OO
T(L˜)
T(a)

T(s)
OO
L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
in K. Here the rows are distinguished triangles in K; but the diagram might fail to
be commutative.
By axiom (RO3) we can find c ∈ K and u ∈ S s.t. Q(t)−1 ◦ Q(α) ◦ Q(s) =
Q(c) ◦Q(u)−1. This is the solid diagram below:
L
α // M
L˜′′ u
′
// L˜′ u //
c
;;L˜
a

s
OO
M˜
b

t
OO
L′ α
′
// M ′
Thus Q(α◦s◦u) = Q(t◦c). By (RO4) there is a morphism u′ ∈ S s.t. (α◦s◦u)◦u′ =
(t ◦ c) ◦ u′. We get
φ = Q(a) ◦Q(s)−1 = Q(a ◦ u ◦ u′) ◦Q(s ◦ u ◦ u′)−1
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in KS. Thus, after substituting L˜ := L˜′′, s := s◦u◦u′, a := a◦u◦u′ and c := c◦u′,
we get a new diagram
(7.1.8) L α // M β // N γ // T(L)
L˜
c //
a

s
OO
M˜
b

t
OO
T(L˜)
T(a)

T(s)
OO
L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
in K instead of (7.1.7). In this new diagram the top left square is commutative; but
maybe the bottom left square is not commutative.
When we apply Q to the diagram (7.1.8), the whole diagram, including the
bottom left square, becomes commutative, since (7.1.6) is commutative. Again
using condition (RO4), there is v ∈ S s.t. (α′ ◦ a) ◦ v = (b ◦ c) ◦ v. In a diagram:
L
α // M
L˜′ v // L˜
a

s
OO
c // M˜
b

t
OO
L′ α
′
// M ′
Performing the replacements L˜ := L˜′, s := s ◦ v, c := c ◦ v and a := a ◦ v we now
have a commutative square also at the bottom left of (7.1.8). Since γ ◦ β = 0 and
γ′ ◦ β′ = 0, in fact the whole diagram (7.1.8) in K is now commutative.
Now by (TR1) we can embed the morphism c in a distinguished triangle. We
get the solid diagram
(7.1.9) L α // M β // N γ // T(L)
L˜
c //
a

s
OO
M˜
β˜
//
b

t
OO
N˜
γ˜
//
d

w
OO
T(L˜)
T(a)

T(s)
OO
L′ α
′
// M ′
β′
// N ′
γ′
// T(L′)
in K. The rows are distinguished triangles. Since γ˜ ◦ β˜ = 0, the solid diagram is
commutative. By (TR3) there are morphisms w and d that make the whole diagram
commutative. Now by the long exact cohomology sequence (see Theorem 3.7.10)
the morphism w belongs to S. The morphism χ := Q(d) ◦Q(w)−1 : N → N ′ solves
the problem.
(TR4). We will not give any details, as this axiom is not an important feature for
us (see Remark 5.1.13). A proof can be found as part of the proof of [113, Theorem
2.1.8, page 97], where this axiom is called (TR4′).
Step 2. Suppose (F, ν) is a triangulated functor as in condition (ii). By Proposition
6.3.9 this extends uniquely to a T-additive functor (FS, νS). The construction of the
triangulated structure on (KS,TS) in the previous steps, and the defining property
of the translation isomorphism νS in Proposition 6.3.9, show that (FS, νS) is a
triangulated functor.
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Step 3. At this point (KS,TS) is a triangulated category, and conditions (i)-(ii) of the
theorem are satisfied. We need to prove the uniqueness of the triangulated structure
on (KS,TS). Condition (i) says that we can’t have less distinguished triangles than
those we declared. We can’t have more distinguished triangles, because of condition
(ii). 
Proposition 7.1.10. Consider the situation of Proposition 7.1.1 and Theorem
7.1.3.
(1) The cohomological functor H : K → M factors into H = HS ◦ Q, where
HS : KS → M is a cohomological functor.
(2) Let M be an object of K. The object Q(M) is zero in KS iff the objects
H(Ti((M)) are zero in M for all i.
Proof.
(1) The existence and uniqueness of the functor HS are by the universal prop-
erty (Loc3) in Definition 6.1.2. We leave it as an exercise to show that HS is a
cohomological functor.
(2) Since HS is an additive functor, if Q(M) = 0, then so is H(M) = HS(Q(M)).
And of course Q(M) = 0 iff Q(Ti(M)) = 0 for all i.
For the converse, let φ : 0 → M be the zero morphism in K. If H(Ti(M)) = 0
for all i, then H(Ti(φ)) : 0 → H(Ti(M)) are isomorphisms for all i. Then φ ∈ S,
and so Q(φ) : 0→ Q(M) is an isomorphism in KS. 
Proposition 7.1.11. Let K be a triangulated category, let S be a denominator set
of cohomological origin in K, and let K′ be a full triangulated subcategory of K. Then
S′ := K′ ∩ S is a denominator set of cohomological origin in K′, the Ore localization
K′S′ exists, and K′S′ is a triangulated category.
Proof. Let H : K→ M be a cohomological functor that determines S. The functor
H|K′ : K′ → M is also cohomological, and the set of morphisms S′ satisfies
S′ =
{
s ∈ K′ | H|K′(Ti(s)) is an isomorphism for all i
}
.
Hence Proposition 7.1.1 and Theorem 7.1.3 apply. 
In the situation of the proposition, the localization functor is denoted by Q′ :
K′ → K′S′ .
Proposition 7.1.12. In the situation of Proposition 7.1.11, let F : K′ → E be a
triangulated functor into some triangulated category E. Assume that for every s ∈
S′, the morphism F (s) is an isomorphism in E. Then there is a unique triangulated
functor FS′ : K′S′ → E that extends F ; Namely FS′ ◦Q′ = F as functors K′ → E.
Proof. This is part of Theorem 7.1.3. 
In particular we can look at the functor F : K′ inc−−→ K Q−→ KS, and its extension
FS′ : K′S′ → KS. We are interested in sufficient conditions for the functor FS′ to be
fully faithful.
Proposition 7.1.13. Let K be a triangulated category, let S be a denominator set
of cohomological origin in K, and let K′ ⊆ K be a full triangulated subcategory.
Define S′ := K′ ∩ S. Assume either of these conditions holds:
(r) Let M ∈ Ob(K). If there exists a morphism s : M → L in S with L ∈
Ob(K′), there exists a morphism t : K →M in S with K ∈ Ob(K′).
(l) Let M ∈ Ob(K). If there exists a morphism s : L → M in S with L ∈
Ob(K′), there exists a morphism t : M → K in S with K ∈ Ob(K′).
Then the functor FS′ : K′S′ → KS is fully faithful.
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Proof. By Proposition 7.1.11, S′ is a multiplicatively closed set of cohomological
origin. So by Proposition 7.1.1 it is a right and left denominator set in K′. According
to Proposition 6.2.34, under condition (r) the functor FS′ is fully faithful.
For condition (l) we pass to the opposite categories, using Proposition 6.2.17. 
Remark 7.1.14. Let K be a triangulated category, and let N ⊆ K be a full trian-
gulated subcategory. Define S to be the set of morphisms s in K such that the cone
of s (see Definition 5.3.7) is isomorphic to an object of N. It turns out that S is a
left and right denominator set in K. We call S the denominator set associated to N.
The localization KS is a triangulated category, and it is called the Verdier quotient
of K by N, with notation K/N := KS. See [156, Chapter 2] or [75, Section 1.6].
We want to relate this to Remark 5.3.25. Let S˜ be a left and right denominator
set in K. A morphism s in K is called a divisor of S˜ if there exist morphisms u, v ∈ K
such that u ◦ s and s ◦ v belong to S˜. We call S˜ a saturated denominator set if it
contains all its divisors.
Let N ⊆ K be a full triangulated subcategory, and let S be the associated de-
nominator set, as in the first paragraph. Let N˜ be the saturated full triangulated
subcategory of K generated by N, in the sense of Definition 5.3.20. Let S˜ be the
set of morphisms gotten by adjoining to S all its divisors. Then S˜ is a saturated
left and right denominator set of morphisms in K, the canonical functor KS → KS˜
is an isomorphism, the kernel of the localization functor Q : K→ KS (see Corollary
5.3.23) is N˜, and S˜ is the denominator set associated to N˜. This is proved in [156,
Chapter 2] and [76, Proposition 7.1.20].
An important example of a Verdier quotient is the passage from the homotopy
category K(A,M) to the derived category D(A,M), that we shall study in Sub-
section 7.2 below. Indeed, the set of quasi-isomorphisms S(A,M) in K(A,M) can
be described as the denominator set associated to the full subcategory N(A,M) ⊆
K(A,M) on the acyclic complexes, which is a saturated full triangulated subcate-
gory.
7.2. Definition of the Derived Category. We now specialize to the triangulated
category K = K(A,M), for a central DG K-ring A and a K-linear abelian category
M.
Recall the cohomology functor H : Cstr(A,M)→ Gstr(M) from Definition 3.2.4.
Lemma 7.2.1. Suppose φ, ψ : M → N are morphisms in Cstr(A,M) such that
ψ − φ is a coboundary in HomA,M(M,N). Then H(φ) = H(ψ), as morphisms
H(M)→ H(N) in Gstr(M).
Exercise 7.2.2. Prove the lemma.
It follows that there is an induced functor
(7.2.3) H : K(A,M)→ Gstr(M).
We shall be interested in its degree 0 component H0. Of course all other components
can be recovered from H0 by the translation functor: Hi = H0 ◦ Ti.
Proposition 7.2.4. Let M be an abelian category and let A be a DG ring. Then
the functor H0 : K(A,M)→ M is cohomological.
Proof. Clearly H0 is additive. Consider a distinguished triangle
(7.2.5) L α−→M β−→ N γ−→ T(L)
in K(A,M). We must prove that
H0(L) H
0(α)−−−−→ H0(M) H
0(β)−−−−→ H0(N)
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is an exact sequence in M.
By Definition 5.4.2 we can assume that the distinguished triangle (7.2.5) is the
image of a standard triangle in C(A,M). Namely that N = Cone(α), the standard
cone associated to α, and the morphisms are β = eα and γ = pα; see Definitions
4.2.1 and 4.2.5. To be explicit, in matrix notation we have N =
[
M
T(L)
]
, dN =[
dM α◦ t−1L
0 dT(L)
]
and β =
[
idM
0
]
.
Let us use the abbreviations β¯ := H0(β) and α¯ := H0(α). By Proposition
5.3.1 we know that β ◦ α = 0, and hence β¯ ◦ α¯ = 0. It remains to prove that
the morphism α¯ : H0(L) → Ker(β¯) in M is an epimorphism. This will be done
using the first sheaf trick (Proposition 2.4.9(3)): we will prove that given a section
m¯ ∈ Γ(U,Ker(β¯)) on an open set U ∈ M, there is a refinement V ′  U and a
section l¯ ∈ Γ(V ′,H0(L)) such that α¯(l¯) = m¯ in Γ(V ′,Ker(β¯)). See Subsection 2.4
for the “geometric” terminology that’s used in the sheaf tricks.
Take some section m¯ ∈ Γ(U,Ker(β¯)) on an open set U ∈ M. This means that
m¯ ∈ Γ(U,H0(M)) and β¯(m¯) = 0. There is a covering V  U and a section
m ∈ Γ(V,Z0(M)) such that piM (m) = m¯. Now
β(m) =
[
m
0
]
∈ Γ(V,Z0(N)) ⊆ Γ(V,N0) =
[
Γ(V,M0)
Γ(V,L1)
]
in column notation. The vanishing of β¯(m¯) = piN (β(m)) in Γ(V,H0(N)) means that
there is a covering V ′  V and a section n ∈ Γ(V ′, N−1) such that dN (n) = β(m).
In column notation we have n =
[
m′
l
]
, with m′ ∈ Γ(V ′,M−1) and l ∈ Γ(V ′, L0).
The equality β(m) = dN (n) becomes the matrix equality[
m
0
]
=
[
dM α
0 −dL
]
·
[
m′
l
]
=
[
dM (m′) + α(l)
−dL(l)
]
.
We see that l ∈ Γ(V ′,Z0(L)). Then the cohomology class l¯ := piL(l) ∈ Γ(V ′,H0(L))
satisfies
α¯(l¯) = piM (α(l)) = piM (dM (m′) + α(l)) = piM (m) = m¯
in Γ(V ′,H0(M)), as required. 
Definition 7.2.6. A morphism φ in K(A,M) is called a quasi-isomorphism if the
morphisms Hi(φ) in M are isomorphisms for all i. The set of quasi-isomorphisms
in K(A,M) is denoted by S(A,M).
By Proposition 7.2.4 the functor H0 is cohomological. According to Proposition
7.1.1, S(A,M) is a denominator set of cohomological origin; so Theorem 7.1.3 applies
to it, and the next definition makes sense.
Definition 7.2.7. LetM be a K-linear abelian category and A a central DG K-ring.
The derived category of DG A-modules in M is the K-linear triangulated category
D(A,M) := K(A,M)S(A,M).
The corresponding triangulated localization functor is
Q : K(A,M)→ D(A,M).
We also have the additive functor P : Cstr(A,M)→ K(A,M) which sends a strict
morphism of DG modules to its homotopy class.
Definition 7.2.8. Let M be an abelian category and let A be a DG ring. Define
the functor
Q˜ := Q ◦P : Cstr(A,M)→ D(A,M).
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We thus get a commutative diagram of additive functors
(7.2.9) Cstr(A,M) P //
Q˜

K(A,M) Q // D(A,M)
that are all the identity on objects.
It is sometimes convenient to describe morphisms in D(A,M) in terms of the
functor Q˜. A morphism s ∈ Cstr(A,M) is called a quasi-isomorphism if P(s) is a
quasi-isomorphism in K(A,M); i.e. if H(s) is an isomorphism in Gstr(M).
Proposition 7.2.10.
(1) Every morphism φ in D(A,M) can be written as a right fraction φ = Q˜(a)◦
Q˜(s)−1 where a, s ∈ Cstr(A,M) and s is a quasi-isomorphism.
(2) Let a ∈ Cstr(A,M). Then Q˜(a) = 0 in D(A,M) iff there exists a quasi-
isomorphism s in Cstr(A,M) such that a ◦ s is a coboundary in C(A,M).
Proof.
(1) This is because of property (RO3) of Definition 6.2.1 and the fact that P is full.
(2) Let us write a¯ := P(a) ∈ K(A,M). Since Q(a¯) = 0, by Property (RO4) of
Definition 6.2.1 there is a quasi-isomorphism s¯ ∈ K(A,M) such that a¯ ◦ s¯ = 0 in
K(A,M). Choose a quasi-isomorphism s ∈ Cstr(A,M) such that s¯ = P(s). Then
P(a ◦ s) = 0, and this means that a ◦ s is a coboundary. 
Of course there is a left version of this proposition. The next definition is about
arbitrary (not necessarily linear) categories.
Definition 7.2.11. A functor F : C → D between categories is called conserva-
tive if for every morphism φ in C, φ is an isomorphism if and only if F (φ) is an
isomorphism.
By Proposition 7.1.10 the cohomology functor (7.2.3) extends uniquely to a func-
tor
(7.2.12) H : D(A,M)→ Gstr(M).
Corollary 7.2.13. The functor H in (7.2.12) is conservative.
Proof. One implication is trivial. For the other implication, assume that φ is a
morphism in D(A,M) such that H(φ) is an isomorphism. We can write φ as a
right fraction: φ = Q(a) ◦ Q(s)−1, where a ∈ K(A,M) and s ∈ S(A,M). Then
H(φ) = H(Q(a)) ◦ H(Q(s))−1, and we see that H(Q(a)) is an isomorphism. But
H(a) = H(Q(a)), so in fact a ∈ S(A,M) too. Therefore Q(a) is an isomorphism in
D(A,M). It follows that φ is an isomorphism in D(A,M). 
Exercise 7.2.14. Here M = M(K), so K(A,M) = K(A). Show that the functor
H0 : K(A)→M(K) is corepresentable by the object A ∈ K(A) (see Subsection 1.7).
Remark 7.2.15. This is a continuation of Remarks 3.8.22 and 6.2.38 on strictly
unital A∞ categories. The base ring K is a field. The references are [83] and [37].
Recall that if A is an A∞ category and B is a DG category, then A∞Fun(A,B) is a
DG category.
Consider the special case is when B = C(K), the DG category of complexes of
K-modules. An A∞ functor M : A → C(K) is called an A∞ A-module. The A∞
A-modules are the objects of the DG category C∞(A) := A∞Fun(A,C(K)). The
strict subcategory Str(C∞(A)), in the sense of Definition 3.4.6(1), is what most
texts call the category of A∞ A-modules.
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A morphism φ : M → N in Str(C∞(A)) is called a quasi-isomorphism if for
every object x ∈ Ob(A) the morphism φ(x) : M(x) → N(x) in Str(C(K)) =
Cstr(K) is a quasi-isomorphism. The localization of Str(C∞(A)) w.r.t. the quasi-
isomorphisms is the derived category of A∞ A-modules, denoted by D∞(A). (As
usual, the tradition is to call D∞(A) the “homotopy category” of C∞(A), and to
denote it by Ho(C∞(A)).) There is a localization functor Q : Str(C∞(A))→ D∞(A).
We can also consider the category K∞(A) := H0(C∞(A)), see Definition 3.4.6(2).
There is a full functor P : Str(C∞(A))→ K∞(A), and a commutative diagram
(7.2.16) Str(C∞(A)) P //
Q

K∞(A)
Q¯
// D∞(A)
All three functors are the identity on objects. The categories K∞(A) and D∞(A)
are triangulated, and the functor Q¯ is an isomorphism of triangulated categories.
Finally, let A be a DG category. Then the DG category C(A) of DG A-modules
embeds faithfully (but not fully) into the DG category C∞(A). The induced trian-
gulated functor D(A)→ D∞(A) is an equivalence.
7.3. Boundedness Conditions in K(A,M). We continue with a central DG K-
ring A and a K-linear abelian category M. Boundedness conditions in C(A,M) were
introduced in Definition 3.8.20. Similarly:
Definition 7.3.1. We define K−(A,M), K+(A,M) and Kb(A,M) to be the full
subcategories of K(A,M) consisting of bounded above, bounded below and bounded
DG modules respectively.
Of course Kb(A,M) = K−(A,M) ∩ K+(A,M). The subcategories K?(A,M), for
? ∈ {−,+,b}, are full triangulated subcategories of K(A,M); this is because the
operations of translation and cone preserve the various boundedness conditions.
Note that K?(A,M) = Ho
(
C?(A,M)
)
. As the next example shows, sometimes the
categories C?(A,M) and K?(A,M) can be very degenerate.
Example 7.3.2. Let A be the DG ring K[t, t−1], the ring of Laurent polynomials
in the variable t of degree 1, with the zero differential. IfM = {M i}i∈Z is a nonzero
object of C(A,M), then M i 6= 0 for all i. Therefore the categories C?(A,M) and
K?(A,M) are zero for ? ∈ {−,+,b}.
Let S?(A,M) := K?(A,M) ∩ S(A,M), the category of quasi-isomorphisms in
K?(A,M). As already mentioned, Theorem 7.1.3 applies here, so we can localize.
Definition 7.3.3. For ? ∈ {−,+,b} we define
D?(A,M) := K?(A,M)S?(A,M),
the Ore localization of K?(A,M) with respect to S?(A,M).
Here is another kind of boundedness condition.
Definition 7.3.4. For ? ∈ {−,+,b} we define D(A,M)? to be the full subcategory
of D(A,M) on the complexes M whose cohomology H(M) is of boundedness type
?.
Of course D(A,M)? is a full triangulated subcategory of D(A,M). See Remark
7.3.13 regarding Definitions 7.3.3 and 7.3.4.
Handling boundedness conditions requires the use of truncations. These will be
introduced after the next proposition.
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Proposition 7.3.5. Let 0 → L φ−→ M ψ−→ N → 0 be a short exact sequence
in Cstr(A,M). Then there is a morphism θ : N → T(L) in D(A,M) such that
L
Q(φ)−−−→M Q(ψ)−−−→ N θ−→ T(L) is a distinguished triangle in D(A,M).
Proof. We are following the proof of [75, Proposition 1.7.5]. Let N˜ be the standard
cone on φ. In matrix notation, as in Definition 4.2.1, we have N˜ =
[
M
T(L)
]
and
dN˜ =
[
dM φ ◦ t−1
0 dT(L)
]
. The object N˜ sits inside the standard triangle L φ−→M ψ˜−→ N˜ χ˜−→
T(L) in Cstr(A,M), where ψ˜ :=
[ id
0
]
and χ˜ := [ 0 id ] in matrix notation. Define
the morphism γ = N˜ → N to be the matrix γ := [ ψ 0 ]. We get a commutative
diagram
L
φ
// M
ψ˜
//
ψ
##
N˜
χ˜
//
γ

T(L)
N
in Cstr(A,M). We shall prove below that γ is a quasi-isomorphism. Then the
morphism θ := Q(χ˜) ◦Q(γ)−1 : N → T(L) will work.
Let K˜ be the standard cone on idL, and let β˜ : K˜ → N˜ be the matrix morphism[
φ 0
0 id
]
:
[
L
T(L)
]
→
[
M
T(L)
]
. This fits into a short exact sequence 0 → K˜ β˜−→ N˜ γ−→
N → 0 in Cstr(A,M). But the DG module K˜ is acyclic, and therefore γ is a
quasi-isomorphism, as claimed. 
Definition 7.3.6. Let M ∈ C(M) and i ∈ Z. The smart truncation of M below i
is the complex
smt≤i(M) :=
(· · · →M i−2 d−→M i−1 d−→ Zi(M)→ 0→ · · · ).
The smart truncation of M above i is the complex
smt≥i(M) :=
(· · · → 0→ Yi(M) d−→M i+1 d−→M i+2 → · · · ).
In the definition we use the objects of cocycles Zi(M) and decocycles Yi(M) from
Definition 3.2.4. Note that smt≤i(M) is a subcomplex of M , whereas smt≥i(M)
a quotient complex of M . Denoting the inclusion and the projection by e and p
respectively, we get a diagram
(7.3.7) smt≤i(M) e−→M p−→ smt≥i+1(M)
in Cstr(M). This diagram is functorial in M ∈ Cstr(M). But diagram (7.3.7) is not
an exact sequence in general – there is a defect in degree i.
Recall that a DG ring A is called nonpositive if Ai = 0 for all i > 0.
Proposition 7.3.8. Assume A is a nonpositive DG ring.
(1) The differential of every M ∈ Cstr(A,M) is A0-linear.
(2) The smart truncations from Definition 7.3.6 are functors from Cstr(A,M)
to itself.
Exercise 7.3.9. Prove this proposition.
Proposition 7.3.10. Assume A is nonpositive. For every M ∈ C(A,M) there is
a distinguished triangle
smt≤i(M) e−→M p−→ smt≥i+1(M) θ−→ T(smt≤i(M))
in D(A,M). Also, Hj(e) : Hj(smt≤i(M)) → Hj(M) is an isomorphism in M for
all j ≤ i, and Hj(p) : Hj(M) → Hj(smt≥i+1(M)) is an isomorphism in M for all
j ≥ i+ 1.
136
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Proof. The claims about Hj(e) and Hj(p) are trivial to verify. Now there is a short
exact sequence
(7.3.11) 0→ smt≤i(M) e−→M p
′
−→ N → 0
in Cstr(A,M), where
N :=
(· · · → 0→M i/Zi(M) d−→M i+1 d−→M i+2 → · · · ).
According to Proposition 7.3.5 we get a distinguished triangle
smt≤i(M) e−→M p
′
−→ N θ
′
−→ T(smt≤i(M))
in D(A,M). Next, there is an obvious quasi-isomorphism φ : N → smt≥i+1(M) in
Cstr(A,M) such that p = φ ◦ p′. We define the morphism
θ := θ′ ◦Q(φ)−1 : smt≥i+1(M)→ T(smt≤i(M))
in D(A,M). 
Proposition 7.3.12. Assume A is nonpositive. For ? ∈ {−,+,b} the canonical
functor D?(A,M)→ D(A,M)? is an equivalence of triangulated categories.
Proof. It is done in four steps.
Step 1. Here we prove that the functor F− : D−(A,M)→ D(A,M) is fully faithful.
Let s : M → L be a quasi-isomorphism in K(A,M) with L ∈ K−(A,M). Say L is
concentrated in degrees ≤ i. Then Hj(M) = Hj(L) = 0 for all j > i. The smart
truncation smt≤i(M) belongs to K−(A,M), and the inclusion t : smt≤i(M) → M
is a quasi-isomorphism. According to Proposition 7.1.13, with K = K(A,M) and
K′ = K−(A,M), and with condition (r), we see that F− is fully faithful.
Step 2. Here we prove that the functor F+ : D+(M) → D(M) is fully faithful.
Let s : L → M be a quasi-isomorphism in K(A,M) with L ∈ K+(A,M). Say L is
concentrated in degrees ≥ i. Then Hj(M) = Hj(L) = 0 for all j < i. The smart
truncation smt≥i(M) belongs to K+(A,M), and the projection t : M → smt≥i(M)
is a quasi-isomorphism. According to Proposition 7.1.13, with condition (l), we see
that F+ is fully faithful.
Step 3. The arguments in step 1 we show that Db(A,M)→ D+(A,M) is fully faith-
ful. And by step 2, D+(A,M) → D(A,M) is fully faithful. Therefore Db(A,M) →
D(A,M) is fully faithful.
Step 4. Smart truncation shows that the functor D?(A,M) → D(A,M)? is essen-
tially surjective on objects. 
Remark 7.3.13. Definition 7.3.3 with A = K, namely D?(M), is standard usage
of this notation – starting from [62, Section I.4], all the way to the recent book [76,
Definition 13.1.2]. An exception is [144, Definition tag=05RU].
On the other hand, definition 7.3.4 with A = K, namely D(M)?, is almost never
used (an exception is [120]).
We are going to require both distinct concepts, D?(A,M) and D(A,M)?, until
the end of Section 11. Beginning with Section 12, in Definition 12.1.6, the notation
D(A,M)? will be eliminated, and D?(A,M) will be redefined to replace it.
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7.4. Thick Subcategories of M. We begin by recalling a definition about abelian
categories.
Definition 7.4.1. Let M be an abelian category. A thick abelian subcategory of M
is a full abelian subcategory N that is closed under extensions. Namely if
0→M ′ →M →M ′′ → 0
is a short exact sequence in M with M ′,M ′′ ∈ N, then M ∈ N too.
Proposition 7.4.2. Let M be an abelian category, and let M′ ⊆ M be a thick abelian
subcategory. Suppose M1 →M2 → N →M3 →M4 is an exact sequence in M, and
the objects Mi belong M′. Then N ∈ M′ too.
Exercise 7.4.3. Prove this proposition.
Definition 7.4.4. LetM be an abelian category and N ⊆ M a thick abelian subcat-
egory. We denote by DN(M) the full subcategory of D(M) consisting of complexes
M such that Hi(M) ∈ N for every i.
Given a boundedness condition ?, we write D?N(M) := DN(M) ∩ D?(M) and
DN(M)? := DN(M) ∩D(M)?.
Proposition 7.4.5. If N is a thick abelian subcategory of M then DN(M) is a full
triangulated subcategory of D(M).
Proof. Clearly DN(M) is closed under translations. Now suppose M ′ → M →
M ′′
4−−→ is a distinguished triangle in D(M) such thatM ′,M ∈ DN(M); we have to
show that M ′′ is also in DN(M). Consider the exact sequence Hi(M ′)→ Hi(M)→
Hi(M ′′) → Hi+1(M ′) → Hi+1(M). The four outer objects belong to N. Since
N is a thick abelian subcategory of M it follows (using Proposition 7.4.2) that
Hi(M ′′) ∈ N. 
Example 7.4.6. Let A be a noetherian commutative ring. The category Modf A
of finitely generated modules is a thick abelian subcategory of ModA.
Example 7.4.7. Consider ModZ = Ab. As above we have the thick abelian
subcategory Abf = Modf Z of finitely generated abelian groups. There is also the
thick abelian subcategory Abtors of torsion abelian groups (every element has a
finite order). The intersection of Abtors and Abf is the category Abfin of finite
abelian groups. This is also thick.
Example 7.4.8. Let X be a noetherian scheme (e.g. an algebraic variety over an
algebraically closed field). Consider the abelian category ModOX of OX -modules.
In it there is the thick abelian subcategory QCohOX of quasi-coherent sheaves, and
in that there is the thick abelian subcategory CohOX of coherent sheaves.
Passing to complexes, let us write C(X) := C(ModOX), the DG category of
unbounded complexes. Its strict subcategory is Cstr(X), and for each bounded-
ness condition ? we have the full subcategory C?str(X) ⊆ Cstr(X). For the derived
category we write D(X) := D(ModOX). Inside it there are the full triangulated
subcategories
Dc(X) := DCohOX (ModOX) ⊆ Dqc(X) := DQCohOX (ModOX).
One can show (see [62, Corollary II.7.19]) that the canonical functor
D+(QCohOX) → D+qc(X) is an equivalence. The proof is based on the deep
fact (see [62, Theorem II.7.18]) that QCohOX has enough injectives relative to
ModOX , in the sense of Definition 11.5.7. Then Theorem 11.5.8 says that every
complexM ∈ D+qc(X) admits a quasi-isomorphismM→ I in Cstr(X), where I is
a bounded below complex of injective quasi-coherent OX -modules.
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Then, using smart truncations and the fact that every quasi-coherent sheaf on
X is the direct limit of its coherent subsheaves, one can show that the canonical
functor Db(CohOX) → Dbc (X) is an equivalence. See [70, Proposition 3.5]; when
X = Spec(A) is affine see also Proposition 7.4.9 below. The category Dbc (X) is
the focus of a significant part of the research in modern algebraic geometry (e.g.
birational geometry, see [70]).
A totally different approach yields this result: if X is separated and quasi-
compact, then the canonical functor D(QCohOX) → Dqc(X) is an equivalence.
See [23, Corollary 5.5].
For a left noetherian ring A we write Df(ModA) := DModf A(ModA).
Proposition 7.4.9. Let A be a left noetherian ring and ? ∈ {−,b}. Then the
canonical functor D?(Modf A)→ Df(ModA)? is an equivalence of triangulated cat-
egories.
Proof. Consider the functor F : D−(Modf A) → D(ModA). Suppose s : M → L
is a quasi-isomorphism in K(ModA), such that L ∈ K−(Modf A). Then M ∈
Df(ModA)−. A bit later (in Theorem 11.4.40) we will prove that M admits a free
resolution P →M , where P is a bounded above complex of finitely generated free
modules. Thus we get a quasi-isomorphism t : P →M with P ∈ K−(Modf A). By
Proposition 7.1.13 with condition (r) we conclude that F is fully faithful. This also
shows that the essential image of F is Df(ModA)−.
Next consider the functor G : Db(Modf A) → D−(Modf A). Suppose s : L →
M is a quasi-isomorphism in K−(Modf A) with L ∈ Kb(Modf A). Say H(L) is
concentrated in the integer interval [d0, d1]. Then t : M → smt≥d0(M) is a
quasi-isomorphism, and smt≥d0(M) ∈ Kb(Modf A). By Proposition 7.1.13 with
condition (l) we conclude that G is fully faithful. Therefore the composition
F ◦ G : Db(Modf A) → D(ModA) is fully faithful. Suitable truncations (smt≥d0
and smt≤d1) show that the essential image of F ◦G is Df(ModA)b. 
7.5. The Embedding of M in D(M). Here again we only consider an abelian
category M.
For M,N ∈ M there is no difference between the K-modules HomM(M,N),
HomC(M)(M,N) and HomK(M)(M,N). Thus the canonical functors M → C(M)
and M → K(M) are fully faithful. The same is true for D(M), but this requires a
proof.
Let D(M)0 be the full subcategory of D(M) consisting of complexes whose coho-
mology is concentrated in degree 0. This is an additive subcategory of D(M).
Proposition 7.5.1. The canonical functor M→ D(M)0 is an equivalence.
Proof. Let’s denote the canonical functor M → D(M)0 by F . Under the fully
faithful embedding M ⊆ Cstr(M), F is just the restriction of the functor Q˜ from
Definition 7.2.8.
The functor H0 : D(M) → M satisfies H0 ◦F = IdM. This implies that F is
faithful.
Next we prove that F is full. Take any objects M,N ∈ M and a morphism
q : M → N in D(M). By Proposition 7.2.10 we know that q = Q˜(a) ◦ Q˜(s)−1 for
some morphisms a : L→ N and s : L→M in Cstr(M), with s a quasi-isomorphism.
Let L′ := smt≤0(L), the smart truncation of L. Since L ∈ D(M)0, the inclusion
u : L′ → L is a quasi-isomorphism in Cstr(M). Writing a′ := a ◦ u and s′ := s ◦ u,
we see that s′ is a quasi-isomorphism, and q = Q˜(a′) ◦ Q˜(s′)−1.
Next let L′′ := smt≥0(L′), the other smart truncation. The projection v : L′ →
L′′ is a surjective quasi-isomorphism in Cstr(M). Because L′′ is a complex concen-
trated in degree 0, we can view it as an object of M. The morphisms a′ and s′
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factor as a′ = a′′ ◦ v and s′ = s′′ ◦ v, where a′′ : L′′ → N and s′′ : L′′ → M are
morphisms in M. But s′′ is a quasi-isomorphism in Cstr(M), and so it is actually an
isomorphism in M. Therefore we have a morphism a′′ ◦ (s′′)−1 : M → N in M, and
Q˜(a′′ ◦ (s′′)−1) = Q˜(a′′) ◦ Q˜(s′′)−1 = Q˜(a′) ◦ Q˜(s′)−1 = q.
Finally we have to prove that every L ∈ D(M)0 is isomorphic, in D(M), to
a complex L′′ that’s concentrated in degree 0. But we already showed it in the
previous paragraphs. 
Proposition 7.5.2. Let M be an abelian category and let 0→ L φ−→M ψ−→ N → 0
be a diagram in M. The following conditions are equivalent:
(i) The diagram is an exact sequence.
(ii) There is a distinguished triangle L Q˜(φ)−−−→M Q˜(ψ)−−−−→ N θ−→ T(L) in D(M).
Exercise 7.5.3. Prove Proposition 7.5.2.
The last two propositions say that the abelian category M, with its kernels and
cokernels, can be recovered from the triangulated category D(M).
Remark 7.5.4. Assume that the diagram in Proposition 7.5.2 is an exact se-
quence. By Proposition 5.3.10, this sequence is split if and only if the morphism
θ is zero. Furthermore, if M has enough injectives, then there is a canonical bijec-
tion between the set of isomorphism classes of extensions of N by L, and the set
HomD(M)(N,T(L)). See [62, Section I.6], or use Exercise 12.2.7, which says that
HomD(M)(N,T(L)) ∼= Ext1M(N,L).
7.6. The Opposite Derived Category is Triangulated. Here we deal with
a DG K-ring A and a K-linear abelian category M. In Subsection 5.6 we put a
canonical triangulated structure on the opposite homotopy category K(A,M)op.
This structure is such that the flip functor
Flip : K(A,M)op → K(Aop,Mop) = K(A,M)flip
is an isomorphism of triangulated categories. Here, unlike in Subsection 5.6, we are
omitting the overline decoration from Flip. In the current subsection we push this
triangulated structure to the opposite derived category D(A,M)op.
But first let us present two types of full subcategories K ⊆ K(A,M) that are
triangulated, and also Kop ⊆ K(A,M)op is triangulated.
For any boundedness condition ? (see Definition 7.3.1), we know that K?(A,M)
is a full triangulated subcategory of K(A,M). The notation K?(A,M)op refers to
the opposite category of K?(A,M); thus, K?(A,M)op is the full subcategory of
K(A,M)op on the DG modules satisfying the boundedness condition ?.
Proposition 7.6.1. For every boundedness condition ?, the subcategory K?(A,M)op
is triangulated in K(A,M)op.
Proof. Let’s write K := K?(A,M) and Kop := K?(A,M)op. Define Kflip
:= Flip(Kop) ⊆ K(Aop,Mop). According to Theorem 3.9.16(2) we know that
Kflip = K−?(Aop,Mop), where −? is the reversed boundedness condition. Thus
Kflip is a full triangulated subcategory of K(Aop,Mop). By definition of the trian-
gulated structure on K(A,M)op we conclude that Kop is triangulated. 
Let N ⊆ M be a thick abelian subcategory. Then KN(M), see Definition 7.4.4,
is a full triangulated subcategory of K(M). This is just like Proposition 7.4.5. The
opposite category KN(M)op, on the same set of objects, is a full additive subcategory
of K(M)op.
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Proposition 7.6.2. Let N ⊆ M be a thick abelian subcategory. Then KN(M)op is
a full triangulated subcategory of K(M)op.
Proof. Let’s write K := KN(M). Then Kflip := Flip(Kop) ⊆ K(Mop) is, by Theorem
3.9.16(4), the category KNop(Mop). Thus Kflip is a triangulated subcategory. By
definition of the triangulated structure on K(M)op we conclude that Kop is trian-
gulated. 
Later, in Section 10, we will see that several resolving subcategories are also full
triangulated subcategories of K(A,M)op. These are relevant to Theorems 8.4.9 and
8.4.23 below.
Taking intersections, we get more full triangulated subcategories of K(A,M)op.
Recall that S(A,M) is the set of quasi-isomorphisms in K(A,M). Let S(A,M)op
be the set of quasi-isomorphisms inK(A,M)op. Note that being a quasi-isomorphism
has nothing to do with the triangulated structure. Since a morphism ψ in K(A,M)
is a quasi-isomorphism iff Op(ψ) is a quasi-isomorphism in K(A,M)op, we have a
bijection Op : S(A,M) '−→ S(A,M)op. We know that S(A,M) is a left and right
denominator set in K(A,M), by Proposition 7.1.1. Therefore, by Proposition 6.2.4,
S(A,M)op is left and right denominator set in K(A,M)op. We need to know more:
Proposition 7.6.3. Let Kop be a full triangulated subcategory of K(A,M)op, and
define Sop := Kop ∩S(A,M)op, the set of quasi-isomorphisms in Kop. Then:
(1) Sop is a denominator set of cohomological origin in Kop.
(2) The localized category Dop := (Kop)Sop has a unique triangulated structure
s.t. the localization functor Qop : Kop → Dop is a triangulated functor.
Proof. On the flip side, i.e. in K(Aop,Mop), we know that the set of quasi-iso-
morphisms S(Aop,Mop) is a denominator set of cohomological origin. But by The-
orem 3.9.16(4) we have S(A,M)op = Flip−1
(
S(Aop,Mop)
)
, so this too is a denomi-
nator set of cohomological origin. Now we can use Theorem 7.1.3. 
Observe that Dop = (KS)op, by Proposition 6.1.5. The situation is summarized
by the following commutative diagram of functors:
(7.6.4) Copstr
Pop // //
Flip ∼=

Kop Q
op
//
Flip ∼=

Dop
Flip ∼=

Cflipstr
Pflip // // Kflip Q
flip
// Dflip
Here C is the full subcategory of C(A,M) on the objects of K, and Cflip := Flip(C) ⊆
C(A,M)flip = C(Aop,Mop). All these functors are bijective on objects. The vertical
ones are bijective on morphisms too. The functors marked  are surjective on
morphisms (i.e. they are full). The first vertical arrow is an isomorphism of abelian
categories, and the other two vertical arrows are isomorphisms of triangulated cat-
egories.
Warning: Given Kop like in Proposition 7.6.3, there is no reason for the canonical
triangulated functor Dop → D(A,M)op to be fully faithful; see Proposition 7.1.13
for sufficient conditions.
Definition 7.6.5. Let K ⊆ K(A,M) be a full additive subcategory s.t. Kop is a
triangulated subcategory of K(A,M)op, and let S := K∩S(A,M). The category
Dop := (Kop)Sop is given the triangulated structure from Proposition 7.6.3.
For K = K(A,M) we get a triangulated structure on Dop = D(A,M)op.
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Definition 7.6.6. Let K ⊆ K(A,M) be a full additive subcategory s.t. Kop is
a triangulated subcategory of K(A,M)op. Define D := KS and Dop := (Kop)Sop ,
where S := K∩S(A,M). Let E be some triangulated category. A contravariant
triangulated functor from D to E is, by definition, a triangulate functor F : Dop → E,
where Dop has the canonical triangulated structure from Definition 7.6.5.
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8. Derived Functors
Suppose F : K(A,M) → E is a triangulated functor. Here A is a DG ring, M
is an abelian category, and E is a triangulated category. In this section we define
the right and left derived functors RF, LF : D(A,M) → E of F . These are also
triangulated functors, satisfying certain universal properties. We shall prove the
uniqueness of the derived functors, and their existence under suitable assumptions.
The universal properties of the derived functors are best stated in 2-categorical
language. This will be explained is the first two subsections. In Subsection 8.3
we define derived functors in the abstract setting (as opposed to the triangulated
setup), and prove the main results for them. These results will then be specialized to
various settings: triangulated functors (Subsection 8.4), contravariant triangulated
functors (Subsection 8.5), and triangulated bifunctors (Subsection 9.2).
8.1. 2-Categorical Notation. In this section we are going to do a lot of work with
morphisms of functors (i.e. natural transformations). The language and notation
of ordinary category theory that we used so far is not adequate for this purpose.
Therefore we will now introduce notation from the theory of 2-categories. (We will
not give a definition of a 2-category here; but it is basically the structure of Cat
that is mentioned below.) For more details on 2-categories the reader can look at
[102] or [171, Section 1].
Consider the set Cat of all categories. The set-theoretical aspects are neglected,
as explained in Subsection 1.1. (Briefly, the precise solution is this: Cat is the set
of all U-categories; so Cat is a subset of a bigger Grothendieck universe, say V, and
it is a V-category.)
The set Cat is the set of objects of a 2-category. This means that in Cat there
are two kinds of morphisms: 1-morphisms between objects, and 2-morphisms be-
tween 1-morphisms. There are several kinds of compositions, and these have several
properties. All this will be explained below.
Suppose C0, C1, . . . are categories, namely objects of Cat. The 1-morphisms
between them are the functors. The notation is as usual: F : C0 → C1 denotes a
functor.
Suppose F,G : C0 → C1 are functors. The 2-morphisms from F to G are
the morphisms of functors (i.e. the natural transformations), and the notation is
η : F ⇒ G. The double arrow is the distinguishing notation for 2-morphisms.
When specializing to an object M ∈ C0 we revert to the single arrow notation,
namely ηM : F (M) → G(M) is the corresponding morphism in C1. The diagram
depicting this is
C0
F
""
G
==
η

C1
We shall refer to such a diagram as a 2-diagram.
Each object (category) C has its identity 1-morphism (functor) IdC : C → C.
Each 1-morphism F has its identity 2-morphism (natural transformation) idF :
F ⇒ F .
Now we consider compositions. For functors there is nothing new: given functors
F1 : C0 → C1 and F2 : C1 → C2, their composition, that we now call horizontal
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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composition, is the functor F2 ◦ F1 : C0 → C2. The diagram is
C0
F1 //
F2 ◦F1
88
C1
F2 // C2
This can be viewed as a commutative 1-diagram, or as a shorthand for the 2-diagram
C0
F1 //
F2 ◦F1
;;
C1
F2 //
id

C2
in which id is the identity 2-morphism of F2 ◦ F1.
The complication begins with compositions of 2-morphisms. Suppose we are
given 1-morphisms Fi, Gi : Ci−1 → Ci and 2-morphisms ηi : Fi ⇒ Gi. In a
diagram:
C0
F1
""
G1
==
η1

C1
F2
""
G2
==
η2

C2
The horizontal composition is the morphism of functors η2 ◦ η1 : F2 ◦F1 ⇒ G2 ◦G1.
The diagram is
C0
F2 ◦F1
$$
G2 ◦G1
::
η2 ◦ η1

C2
Exercise 8.1.1. For an object M ∈ C0, give an explicit formula for the morphism
(η2 ◦ η1)M : (F2 ◦ F1)(M)→ (G2 ◦G1)(M)
in the category C2.
Suppose we are given 1-morphisms E,F,G : C0 → C1, and 2-morphisms
ζ : E ⇒ F and η : F ⇒ G. The diagram depicting this is
C0
E

F
//
G
II
ζ

η

C1
The vertical composition of ζ and η is the 2-morphism η ∗ ζ : E → G. Notice the
new symbol for this operation. The corresponding diagram is
C0
E
$$
G
::
η ∗ ζ

C1
Exercise 8.1.2. For an object M ∈ C0, give an explicit formula for the morphism
(η ∗ ζ)M : E(M)→ G(M) in the category C1.
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Something intricate occurs in the situation shown in the next diagram.
C0
E1

F1
//
G1
II
ζ1

η1

C1
E2

F2
//
G2
II
ζ2

η2

C2
It turns out that
(η2 ∗ ζ2) ◦ (η1 ∗ ζ1) = (η2 ◦ η1) ∗ (ζ2 ◦ ζ1)
as morphisms E2 ◦ E1 ⇒ G2 ◦G1. This is called the exchange property.
Exercise 8.1.3. Prove the exchange property.
Just like abstract categories, we can talk about triangulated categories. There is
the 2-category TrCat of all (K-linear) triangulated categories. The objects here are
the triangulated categories (K,T); the 1-morphisms are the triangulated functors
(F, τ); and the 2-morphisms are the morphisms of triangulated functors η. This is
what we are going to use later in this section.
8.2. Functor Categories. In this subsection we isolate a part of 2-category theory.
This simplifies the discussion greatly. All set theoretical issues (sizes of sets) are
neglected. As before, this can be treated by introducing a bigger universe.
Definition 8.2.1. Given categories C and D, let Fun(C,D) be the category whose
objects are the functors F : C → D. Given objects F,G ∈ Fun(C,D), the mor-
phisms η : F ⇒ G in Fun(C,D) are the morphisms of functors, i.e. the natural
transformations.
For the case D = Set this concept was already mentioned in Subsection 1.7.
In terms of the 2-category Cat from the previous subsection, C and D are objects
of Cat; the objects of Fun(C,D) are 1-morphisms in Cat; and the morphisms of
Fun(C,D) are 2-morphisms in Cat. Thus we made a “reduction of order”, from 2 to
1, by passing from Cat to Fun(C,D).
Suppose G : C′ → C and H : D→ D′ are functors. There is an induced functor
(8.2.2) Fun(G,H) : Fun(C,D)→ Fun(C′,D′)
defined by F(G,H)(F ) := H ◦ F ◦G.
Proposition 8.2.3. If G and H are equivalences, then the functor Fun(G,H) in
(8.2.2) is an equivalence.
Exercise 8.2.4. Prove Proposition 8.2.3.
Recall that for a category C and a multiplicatively closed set of morphisms S ⊆ C
we denote by CS the localization. It comes with the localization functor Q : C→ CS,
which is the identity on objects. See Definition 6.1.2.
For a category E let E× ⊆ E be the category of isomorphisms; it has all the
objects, but its morphisms are just the isomorphisms in E.
Definition 8.2.5. Given categories C and E, a multiplicatively closed set of mor-
phisms S ⊆ C, and a functor F : C → E, we say that F is localizable to S if
F (S) ⊆ E×. We denote by FunS(C,E) the full subcategory of Fun(C,E) on the
functors that are localizable to S.
Here is a useful formulation of the universal property of localization of categories
(see Definition 6.1.2). Recall that a functor is an isomorphism of categories iff it is
an equivalence that is bijective on sets of objects.
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Proposition 8.2.6. Let C and E be categories, and let S ⊆ C be a multiplicatively
closed set of morphisms. Then the functor
Fun(Q, IdE) : Fun(CS,E)→ FunS(C,E)
is an isomorphism of categories.
Exercise 8.2.7. Prove Proposition 8.2.6.
By definition a bifunctor F : C×D→ E is a functor from the product category
C×D. See Subsection 1.6. It will be useful to retain both meanings; so we shall
write
(8.2.8) BiFun(C×D,E) := Fun(C×D,E),
where in the first expression we recall that C×D is a product.
The next proposition describes bifunctors in a non-symmetric fashion.
Proposition 8.2.9. Let C, D and E be categories. There is an isomorphism of
categories
Ξ : Fun(C×D,E)→ Fun(C,Fun(D,E))
with the following formula: for a functor F : C×D→ E, the functor
Ξ(F ) : C→ Fun(D,E)
is Ξ(F )(C) := F (C,−).
Exercise 8.2.10. Prove Proposition 8.2.9.
Proposition 8.2.11. Let C and D be categories, and let S ⊆ C and T ⊆ D be
multiplicatively closed sets of morphisms. Then S×T is a multiplicatively closed
set of morphisms in C×D, and the canonical functor
Θ : (C×D)S×T → CS×DT
is an isomorphism of categories.
Proof. It is clear that S×T ⊆ C×D is closed under compositions. Let’s spell out
how the functor Θ arises. The functor
QS×T : C×D→ (C×D)S×T
is universal for functors F : C×D → E that invert S×T; namely functors F such
that F (s, t) ∈ E× for all s ∈ S and t ∈ T. Since the functor
QS×QT : C×D→ CS×DT
inverts S×T, we get the functor Θ. We will prove that the functor QS×QT has
the same universal property as QS×T; this will imply that Θ is an isomorphism.
Consider an arbitrary category E. Invoking Propositions 8.2.9 and 8.2.6 we get
a commutative diagram
(8.2.12) Fun(CS×DT,E)
Fun(QS×QT,IdE)

∼= // Fun(CS,Fun(DT,E))
∼= // FunS(C,FunT(D,E))
f.f. emb.

Fun(C×D,E) Ξ∼= // Fun(C,Fun(D,E))
in which the right vertical arrow is a fully faithful embedding. Take any functor F
in the bottom left corner of (8.2.12), and let F ′ := Ξ(F ), which lives in the bottom
right corner. Now F ′ belongs to the top right corner of (8.2.12) iff F ′(s)(t) ∈ E× for
all s ∈ S and t ∈ T. But F ′(s)(t) = F (s, t), so this happens iff F inverts S×T. 
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Denominator sets were introduced in Definition 6.2.14.
Proposition 8.2.13. In the situation of Proposition 8.2.11, the following two con-
ditions are equivalent:
(i) The multiplicatively closed sets S ⊆ C and T ⊆ D are left (resp. right)
denominator sets.
(ii) The multiplicatively closed set S×T ⊆ C×D is a left (resp. right) denom-
inator set.
Exercise 8.2.14. Prove Proposition 8.2.13.
8.3. Abstract Derived Functors. Here we deal with right and left derived func-
tors in an abstract setup (as opposed to the triangulated setup).
Definition 8.3.1 (Right Derived Functor). Consider a category K and a multi-
plicatively closed set of morphisms S ⊆ K, with localization functor Q : K → KS.
Let F : K→ E be a functor. A right derived functor of F with respect to S is a pair
(RF, ηR), where
RF : KS → E
is a functor, and
ηR : F ⇒ RF ◦Q
is a morphism of functors, such that the following universal property holds:
(R) Given any pair (G, θ), consisting of a functor G : KS → E and a morphism of
functors θ : F ⇒ G◦Q, there is a unique morphism of functors µ : RF ⇒ G
such that θ = (µ ◦ idQ) ∗ ηR.
Pictorially: there is a 2-diagram
K F //
Q

E
KS
RF
;;
ηR

For any other pair (G, θ) there is a unique morphism µ that sits in this 2-diagram
K F //
Q

E
KS
;;
ηR

G
MM
θ

µ '
such that the diagram of 2-morphisms (with ∗ composition)
F
ηR

θ
"*
RF ◦Q
µ ◦ idQ
+3 G ◦Q
is commutative.
Proposition 8.3.2. If a right derived functor (RF, ηR) exists, then it is unique,
up to a unique isomorphism. Namely, if (G, θ) is another right derived functor
of F , then there is a unique isomorphism of functors µ : RF '=⇒ G such that
θ = (µ ◦ idQ) ∗ ηR.
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Proof. Despite the apparent complication of the situation, the usual argument for
uniqueness of universals applies. To be explicit, given another right derived functor
(G, θ), let µ : RF ⇒ G be the unique morphism that’s guaranteed by property
(R) of the pair (RF, ηR). Then let ν : G ⇒ RF be the unique morphism that’s
guaranteed by property (R) of the pair (G, θ). Then the morphisms idRF , ν ∗ µ :
RF ⇒ RF satisfy
(idRF ◦ idQ) ∗ µ = µ = ((ν ∗ µ) ◦ idQ) ∗ µ.
The uniqueness in property (R) of the pair (RF, ηR) implies that idRF = ν ∗ µ.
Likewise idG = µ ∗ ν. Hence µ is an isomorphism of functors. 
Here is a rather general existence result. Left denominator sets were introduced
in Definition 6.2.16.
Theorem 8.3.3 (Existence of Right Derived Functor). In the situation of Def-
inition 8.3.1, assume there is a full subcategory J ⊆ K such the following three
conditions hold:
(a) The multiplicatively closed set S is a left denominator set in K.
(b) For every object M ∈ K there is a morphism ρ : M → I in S, with target
I ∈ J.
(c) If ψ is a morphism in S∩ J, then F (ψ) is an isomorphism in E.
Then the right derived functor
(RF, ηR) : KS → E
exists. Moreover, for every object I ∈ J the morphism
ηRI : F (I)→ RF (I)
in E is an isomorphism.
Condition (b) says that K has enough right J-resolutions. Condition (c) says
that J is an F -acyclic category.
Theorem 8.3.3 is [76, Proposition 7.3.2]. However their notation is different:
what we call “left denominator set”, they call “right multiplicative system”.
We need a definition and a few lemmas before giving the proof of the theorem.
In them we assume the situation of the theorem.
Definition 8.3.4. In the situation of Theorem 8.3.3, by a system of right J-
resolutions we mean a pair (I, ρ), where I : Ob(K) → Ob(J) is a function, and
ρ = {ρM}M∈Ob(K) is a collection of morphisms ρM : M → I(M) in S. Moreover, if
M ∈ Ob(J), then I(M) = M and ρM = idM .
Since here K has enough right J-resolutions, it follows that systems of right
J-resolutions (I, ρ) exist.
Let us introduce some new notation that will make the proofs more readable:
(8.3.5) K′ := J, S′ := J∩S, D := KS and D′ := K′S′ .
The inclusion functor is U : K′ → K, and its localization is V : D′ → D. These sit
in a commutative diagram
(8.3.6) K′ U //
Q′

K
Q

D′ V // D
Lemma 8.3.7. The multiplicatively closed set S′ is a left denominator set in K′.
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Proof. We need to verify conditions (LD1) and (LD2) in Definition 6.2.16.
(LD1): Given morphisms a′ : L′ → N ′ in K′ and s′ : L′ → M ′ in S′, we must find
morphisms b′ : M ′ → K ′ in K′ and t′ : N ′ → K ′ in S′, such that t′ ◦ a′ = b′ ◦ s′.
Because S ⊆ K satisfies this condition, we can find morphisms b : M ′ → K in K
and t : N ′ → K in S such that t ◦ a′ = b ◦ s′. There is a morphism ρ : K → K ′
in S with target K ′ ∈ K′. Then the morphisms t′ := ρ ◦ t and b′ := ρ ◦ b satisfy
t′ ◦ a′ = b′ ◦ s′, and t′ ∈ S′.
(LD2): Given morphisms a′, b′ : M ′ → N ′ in K′ and s′ : L′ →M ′ in S′, that satisfy
a′ ◦s′ = b′ ◦s′, we must find a morphism t′ : N ′ → K ′ in S′ such that t′ ◦a′ = t′ ◦ b′.
Because S ⊆ K satisfies this condition, we can find a morphism t : N ′ → K in S
such that t ◦ a′ = t ◦ b′. There is a morphism ρ : K → K ′ in S with target K ′ ∈ K′.
Then the morphism t′ := ρ ◦ t has the required property. 
Lemma 8.3.8. The functor V : D′ → D is an equivalence.
Proof. Condition (b) of the theorem implies that V is essentially surjective on
objects. We need to prove that V is fully faithful. We shall use the left version
of Proposition 6.2.34, namely S and S′ are left denominator sets, and in condition
(ii) the morphisms are s : L′ → M and t : M → K ′. (See Remark 6.2.3 and
Propositions 6.1.5 and 6.2.17 regarding side changes.) By Lemma 8.3.7 the left
version of condition (i) of Proposition 6.2.34 holds. Condition (b) of the theorem
implies the left version of condition (ii) of Proposition 6.2.34. Then the left version
of Proposition 6.2.34 says that V is fully faithful. 
Lemma 8.3.9. Suppose a system of right K′-resolutions (I, ρ) has been chosen.
Then the function I : Ob(K) → Ob(K′) extends uniquely to a functor I : D → D′,
such that I ◦ V = IdD′ , and Q(ρ) : IdD ⇒ V ◦ I is an isomorphism of functors.
Therefore the functor I is a a quasi-inverse of V .
The relevant 2-diagram is this:
K′ Q
′
//
U

D′
V
""
Id // D′
K Q // D
I
OO
Id
//
Q(ρ)
KS
D
I
OO
Recall that in a 2-diagram, an empty polygon means it is commutative, namely it
can be filled with id=⇒.
Proof. Consider a morphism ψ : M → N in D. Since V : D′ → D is an equivalence,
and since V (I(M)) = I(M) and V (I(N)) = I(N), there is a unique morphism
I(ψ) : I(M)→ I(N) in D′ satisfying
(8.3.10) V (I(ψ)) := Q(ρN ) ◦ ψ ◦Q(ρM )−1.
in D.
Let us check that I : D → D′ is really a functor. Suppose φ : L → M and
ψ : M → N are morphisms in D. Then
V
(
I(ψ) ◦ I(φ)) = V (I(ψ)) ◦ V (I(φ))
=
(
Q(ρN ) ◦ ψ ◦Q(ρM )−1
) ◦ (Q(ρM ) ◦ φ ◦Q(ρL)−1)
= Q(ρN ) ◦ (ψ ◦ φ) ◦Q(ρL)−1 = V
(
I(ψ ◦ φ)).
Since V is an equivalence, it follows that I(ψ) ◦ I(φ) = I(ψ ◦ φ).
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Because ρM ′ : M ′ → I(M ′) is the identity for any object M ′ ∈ K′, we see that
there is equality I ◦ V = IdD′ . By the defining formula (8.3.10) of I(ψ) we have a
commutative diagram
V (I(M))
V (I(ψ))
// V (I(N))
M
ψ
//
Q(ρM )
OO
N
Q(ρN )
OO
in D. Hence Q(ρ) : IdD ⇒ V ◦ I is an isomorphism of functors. 
Diagram (8.3.6) induces a commutative diagram of categories:
(8.3.11) Fun(K′,E) Fun(K,E)Fun(U,Id)oo
FunS′(K′,E)
f.f. emb
OO
FunS(K,E)
f.f. emb
OO
equiv
Fun(U,Id)
oo
Fun(D′,E)
Fun(Q′,Id) isom
OO
Fun(D,E)Fun(V,Id)
equiv
oo
Fun(Q,Id)isom
OO
The vertical arrows marked “f.f. emb” are fully faithful embeddings by definition.
According to Proposition 8.2.6 the vertical arrows marked “isom” are isomorphisms
of categories. And by Lemma 8.3.8 and Proposition 8.2.3 the arrow Fun(V, Id) in
the bottom row is an equivalence. As a consequence, the arrow Fun(U, Id) in the
middle row is also an equivalence.
Let’s introduce the notation F ′ := F ◦ U : K′ → E. This functor is an object
of the category in the middle left of diagram (8.3.11), since, by condition (c) of
Theorem 8.3.3, it inverts S′.
Lemma 8.3.12. Let G : D→ E be a functor. Given a morphism θ′ : F ′ ⇒ G◦Q ◦U
of functors K′ → E, there is a unique morphism θ : F ⇒ G ◦Q of functors K → E
s.t. θ′ = θ ◦ idU .
Note that G is an object in the category in the bottom right of diagram (8.3.11).
The morphisms θ′ and θ are in the middle left and top right respectively of this
diagram.
Proof. For every object M ∈ K there is a morphism ρ : M → I in S with target
I ∈ K′. A morphism of functors θ satisfying θ′ = θ ◦ idU will make this diagram
commutative:
(8.3.13) F (M) θM //
F (ρ)

(G ◦Q)(M)
(G◦Q)(ρ)∼=

F (I)
θ′I // (G ◦Q)(I)
We are using the facts that I = U(I) and that Q(ρ) is an isomorphism. This proves
the uniqueness of θ.
For existence, let us choose a system of right K′-resolutions (I, ρ), and define
θ = {θM} using (8.3.13), namely
(8.3.14) θM := (G ◦Q)(ρM )−1 ◦ θ′I(M) ◦ F (ρM ).
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We must prove that this is indeed a morphism of functors K → E. Namely, for a
given morphism φ : M → N in K, we have to prove that the diagram
(8.3.15) F (M) θM //
F (φ)

(G ◦Q)(M)
(G◦Q)(φ)

F (N) θN // (G ◦Q)(N)
in E is commutative.
Lemma 8.3.7 tells us that the morphism I(Q(φ)) in D′ can be written as a left
fraction
(8.3.16) I(Q(φ)) = Q′(ψ1)−1 ◦Q′(ψ0)
of morphisms ψ0 ∈ K′ and ψ1 ∈ S′. We get these diagrams:
(8.3.17) M φ //
ρM

N
ρN

I(M)
ψ0

I(N)
ψ1

J
M
Q(φ)
//
Q(ρM )

N
Q(ρN )

I(M)
V (I(Q(φ)))
//
Q(ψ0)
  
I(N)
Q(ψ1)
~~
J
The first diagram is in the category K, and it might fail to be commutative. The
second diagram is in the category D, and it is commutative: the bottom triangle
commutes by formula (8.3.16) and the equality V ◦ Q′ = Q; and the top square
commutes by formula (8.3.10). By condition (LO4) of the left Ore localization
Q : K→ D, there is a morphism ψ : J → L in S such that ψ◦ψ0◦ρM = ψ◦ψ1◦ρN ◦φ
in K. There is the morphism ρL : L→ I(L) in S, whose target I(L) belongs to K′.
Thus, after replacing the object J with I(L), the morphism ψ0 by ρL ◦ ψ ◦ ψ0, and
the morphism ψ1 by ρL ◦ψ ◦ψ1, and noting that the latter is a morphism in S′, we
can now assume that the first diagram in (8.3.17) commutative too.
Now we embed (8.3.15) in the bigger diagram (8.3.18) in E. Since ρN ∈ S and
ψ1 ∈ S′, the morphisms (G ◦ Q)(ρN ), (G ◦ Q)(ψ1) and F (ψ1) are isomorphisms.
The top and bottom squares in (8.3.18) are commutative by the definition of θM
and θN , see formula (8.3.14). The left and right rounded shapes (those involving
J) are commutative because the first diagram in (8.3.17) is commutative.
(8.3.18) F (I(M))
θ′I(M)
//
F (ψ0)

(G ◦Q)(I(M))
(G◦Q)(ψ0)

F (M)
F (ρM )
OO
θM //
F (φ)

(G ◦Q)(M)
(G◦Q)(ρM )∼=
OO
(G◦Q)(φ)

F (J) F (N) θN //
F (ρN )

(G ◦Q)(N)
(G◦Q)(ρN )∼=

(G ◦Q)(J)
F (I(N))F (ψ1)
∼=
QQ
θ′I(N)
// (G ◦Q)(I(N)) (G◦Q)(ψ1)
∼=
KK
151
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Since θ′ : F ′ ⇒ G ◦ Q ◦U is a morphism of functors, we have a commutative
diagram
(8.3.19) F (I(M))
θ′I(M)
//
F (ψ0)

(G ◦Q)(I(M))
(G◦Q)(ψ0)

F (J)
θ′J // (G ◦Q)(J)
F (I(N))
F (ψ1)
OO
θ′I(N)
// (G ◦Q)(I(N))
(G◦Q)(ψ1)
OO
When we erase the arrow θ′J from diagram (8.3.19), we obtain the outer boundary
of diagram (8.3.18). Therefore diagram (8.3.18) is commutative. In particular,
the middle square of diagram (8.3.18) is commutative, and it is precisely diagram
(8.3.15). 
Proof of Theorem 8.3.3. The proof is divided into four steps.
Step 1. Recall that the functor F ′ = F ◦U lives in the middle left term in diagram
(8.3.11). Because the arrow Fun(Q′, Id) is an isomorphism, there is a unique functor
RF ′ living in the bottom left term of diagram (8.3.11) that satisfies RF ′ ◦Q′ = F ′.
See next commutative diagram.
(8.3.20) K′ F
′
//
Q′

E
D′
RF ′
::
Let η′ := idF ′ . We claim that the pair (RF ′, η′) is a right derived functor of F ′.
Indeed, suppose we are given a pair (G′, θ′), where G′ is a functor in the bottom
left corner of diagram (8.3.11), and θ′ : F ′ ⇒ G′ ◦Q′ is a morphism in the top left
corner of that diagram. See the 2-diagram (8.3.22). Because the function
(8.3.21) HomFun(D′,E)(RF ′, G′)→ HomFun(K′,E)(F ′, G′ ◦Q′)
is bijective – this is the left edge of diagram (8.3.11) – there is a unique morphism
µ′ : RF ′ ⇒ G′ that goes to θ′ under (8.3.21).
(8.3.22) K′ F
′
//
Q′

E
D′
RF ′
;;
η′

G′
MM
θ′

µ′
'
Step 2. Now we choose a system of right K′-resolutions (I, ρ), in the sense of
Definition 8.3.4. By Lemma 8.3.9 we get an equivalence of categories I : D → D′,
that is a quasi-inverse to V , and an isomorphism of functors Q(ρ) : IdD
'−→ V ◦ I.
152
Derived Categories | Amnon Yekutieli | 14 Apr 2019
See the following 2-diagram (the solid arrows).
(8.3.23) K′ Q
′
//
U

F ′

D′
V
""
Id // D′ RF
′
// E
K
Q
// D
I
OO
Id
//
Q(ρ)
KS
D
I
OO
RF
<<
Define the functor
(8.3.24) RF := RF ′ ◦ I : D→ E .
It is the dashed arrow in diagram (8.3.23). So the functor RF lives in the bottom
right corner of (8.3.11), and RF ′ = RF ◦ V .
Step 3. Consider Lemma 8.3.12, with the functor G := RF , and the morphism of
functors
η′ = idF ′ : F ′ ⇒ RF ′ ◦Q′ = RF ◦Q ◦U.
The lemma says that there is a unique morphism of functors ηR : F ⇒ RF ◦Q s.t.
ηR ◦ idU = η′.
We can give an explicit formula for the morphism of functors ηR. Take an object
M ∈ K. Then the morphism ηRM : F (M)→ RF (M) = F (I(M)) in E is nothing but
(8.3.25) ηRM := F (ρM ).
Here is the calculation. By formula (8.3.14) we have
ηRM = (RF ◦Q)(ρM )−1 ◦ η′I(M) ◦ F (ρM ).
But η′I(M) = idF (I(M)),
I(Q(ρM )) = Q(ρI(M)) ◦Q(ρM ) ◦Q(ρM )−1 = idI(M)
by (8.3.10), and
(RF ◦Q)(ρM ) = (RF ′ ◦ I ◦Q)(ρM ) = RF ′(idI(M)) = idF (I(M)) .
So everything else gets canceled, and we are left with (8.3.25).
Step 4. It remains to prove that the pair (RF, ηR) is a right derived functor of F .
Suppose (G, θ) is a pair, where G is a functor in the category in the bottom right
corner of diagram (8.3.11), and θ : F ⇒ G◦Q is a morphism in the top right corner
of the diagram. We are looking for a morphism µ : RF ⇒ G in the bottom right
category in diagram (8.3.11) for which θ = (µ ◦ idQ) ∗ ηR. Let G′ := G ◦ V , and let
θ′ : F ′ ⇒ G′ ◦Q′ be the morphism in the top left corner of (8.3.11) corresponding
to θ. Because of the equivalence Fun(V, Id), finding such µ is the same as finding a
morphism µ′ : RF ′ ⇒ G′ in the bottom left category in diagram (8.3.11), satisfying
(8.3.26) θ′ = (µ′ ◦ idQ′) ∗ η′.
Finally, by step 1 the pair (RF ′, η′) is a right derived functor of F ′. This says
that there is a unique morphism µ′ satisfying (8.3.26). 
Definition 8.3.27. The construction of the right derived functor (RF, ηR) in the
proof of Theorem 8.3.3, and specifically formulas (8.3.24) and (8.3.25), is called a
presentation of (RF, ηR) by the system of right J-resolutions (I, ρ).
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Of course any other right derived functor of F (perhaps presented by another
system of right J-resolutions) is uniquely isomorphic to (RF, ηR). This is according
to Proposition 8.4.8. In Sections 10 and 11 we shall give several existence results
for right resolutions by suitable acyclic objects.
Now to left derived functors.
Definition 8.3.28 (Left Derived Functor). Consider a category K and a multi-
plicatively closed set of morphisms S ⊆ K, with localization functor Q : K → KS.
Let F : K→ E be a functor. A left derived functor of F with respect to S is a pair
(LF, ηL), where
LF : KS → E
is a functor, and
ηL : LF ◦Q⇒ F
is a morphism of functors, such that the following universal property holds:
(L) Given any pair (G, θ), consisting of a functor G : KS → E and a morphism of
functors θ : G◦Q⇒ F , there is a unique morphism of functors µ : G⇒ LF
such that θ = ηL ∗ (µ ◦ idQ).
Pictorially: there is a 2-diagram
K F //
Q

E
KS
LF
;;
ηL
KS
For any other pair (G, θ) there is a unique morphism µ that sits in this 2-diagram
K F //
Q

E
KS
;;
ηL
KS
G
MM
θ
QY
µ
_g
such that the diagram of 2-morphisms (with ∗ composition)
F
LF ◦Q
ηL
KS
G ◦Q
θ
bj
µ ◦ idQ
ks
is commutative.
We see that a left derived functor with target E amounts to a right derived
functor with target Eop. It means that new proofs are not needed.
Proposition 8.3.29. If a left derived functor (LF, ηL) exists, then it is unique, up
to a unique isomorphism. Namely, if (G, θ) is another left derived functor of F , then
there is a unique isomorphism of functors µ : G '=⇒ LF such that θ = ηL∗(µ◦ idQ).
The proof is the same as that of Proposition 8.3.2, only some arrows have to be
reversed.
Theorem 8.3.30 (Existence of Left Derived Functor). In the situation of Defi-
nition 8.3.28, assume there is a full subcategory P ⊆ K such the following three
conditions hold:
(a) The multiplicatively closed set S is a right denominator set in K.
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(b) For every object M ∈ K there is a morphism ρ : P → M in S, with source
P ∈ P.
(c) If ψ is a morphism in P∩S, then F (ψ) is an isomorphism in E.
Then the left derived functor
(LF, ηL) : KS → E
exists. Moreover, for every object P ∈ P the morphism
ηLP : LF (P )→ F (P )
in E is an isomorphism.
Condition (b) says that K has enough left P-resolutions. Condition (c) says that
P is an F -acyclic category.
The proof is the same as that of Theorem 8.3.3, only some arrows have to be
reversed. We leave this as an exercise.
Exercise 8.3.31. Prove Theorem 8.3.30, including the lemmas leading to it. (Hint:
replace E with Eop.)
For reference we give the next definition.
Definition 8.3.32. In the situation of Theorem 8.3.30, by a system of left P-
resolutions we mean a pair (P, ρ), where P : Ob(K) → Ob(P) is a function, and
ρ = {ρM}M∈Ob(K) is a collection of morphisms ρM : P (M)→M in S. Moreover, if
M ∈ Ob(P), then P (M) = M and ρM = idM .
When K has enough left P-resolutions, there exists a system of left P-resolutions
(P, ρ) .
Definition 8.3.33. The construction of the left derived functor (LF, ηL) in the
proof of Theorem 8.3.30 – i.e. the left variant of the proof of Theorem 8.3.3, and
specifically the left versions of formulas (8.3.24) and (8.3.25) – is called a presenta-
tion of (LF, ηL) by the system of left P-resolutions (P, ρ).
Of course any other left derived functor of F (perhaps presented by another
system of left P-resolutions) is uniquely isomorphic to (LF, ηL). This is according
to Proposition 8.3.29. In Sections 10 and 11 we shall give several existence results
for left resolutions by suitable acyclic objects.
Remark 8.3.34. The right derived functor RF from Definition 8.3.1 is a left Kan
extension of F along Q. Likewise, the left derived functor LF from Definition 8.3.28
is a right Kan extension of F along Q. See [102, Chapter X].
8.4. Triangulated Derived Functors. In this subsection we specialize the defi-
nitions and results of the previous subsection to the case of triangulated functors
between triangulated categories. There is a fixed nonzero commutative base ring
K, and all categories and functors here are K-linear.
Triangulated functors and morphisms between them were introduced in Defini-
tion 5.2.1. Recall that a triangulated functor is a pair (F, τ), consisting of a linear
functor F and a translation isomorphism τ , that respect the distinguished triangles.
Here is the triangulated version of Definition 8.2.1.
Definition 8.4.1. Let K and L be triangulated categories. We define TrFun(K, L)
to be the category whose objects are the triangulated functors (F, τ) : K → L.
Given objects (F, τ) and (G, ν) of TrFun(K, L), the morphisms α : (F, τ) ⇒ (G, ν)
in TrFun(K, L) are the morphisms of triangulated functors.
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Lemma 8.4.2. Let (F, τ) : (K,TK) → (L,TL) be a triangulated functor between
triangulated categories. Assume F is an equivalence (of abstract categories), with
quasi-inverse G : L→ K, and with adjunction isomorphisms α : G ◦ F '=⇒ IdK and
β : F ◦G '=⇒ IdL. Then there is an isomorphism of functors ν : G ◦TL '=⇒ TK ◦G
such that (G, ν) : (L,TL) → (K,TK) is a triangulated functor, and α and β are
isomorphisms of triangulated functors.
Proof. It is well-known that G is additive (or in our case, K-linear); but since the
proof is so easy, we shall reproduce it. Take any pair of objects M,N ∈ L. We have
to prove that the bijection
GM,N : HomL(M,N)→ HomK
(
G(M), G(N)
)
is linear. But
GM,N = (FG(M),G(N))−1 ◦HomL(βM , β−1N )
as bijections (of sets) between these modules. Since HomL(βM , β−1N ) and F
−1
G(M),G(N)
are K-linear, so is GM,N .
We define the isomorphism of functors ν by the formula
ν := (α ◦ idTK ◦G) ∗ (idG ◦ τ ◦ idG)−1 ∗ (idG◦TL ◦β)−1,
in terms of the 2-categorical notation. This gives rise to a commutative diagram of
isomorphisms
G ◦ TL ◦F ◦G
id ◦ β

G ◦ F ◦ TK ◦Gid ◦ τ ◦ idks
α ◦ id

G ◦ TL ν +3 TK ◦G
of additive functors L→ K. So the pair (G, ν) is a T-additive functor.
The verification that (G, ν) preserves triangles (in the sense of Definition 5.2.1(1))
is done like the proof of the additivity of G, but now using axiom (TR1)(a) from
Definition 5.1.10. Also α and β are morphisms of triangulated functors (Definitions
5.2.1(2) and 5.1.5). We leave these verifications as an exercise. 
Exercise 8.4.3. Finish the proof above (the last assertions).
From here on in this subsection we shall usually keep the translation isomor-
phisms (such as τ and ν above) implicit.
Suppose we are given triangulated functors U : K′ → K and V : L → L′. There
is an induced functor
TrFun(U, V ) : TrFun(K, L)→ TrFun(K′, L′);
the formula is the same as in (8.2.2).
Lemma 8.4.4. If U and V are equivalences, then the functor TrFun(U, V ) is an
equivalence.
Proof. Use Proposition 8.2.3 and Lemma 8.4.2. 
Definition 8.4.5. Let K and L be triangulated categories, and let S ⊆ K be a
denominator set of cohomological origin. We define TrFunS(K, L) to be the full
subcategory of TrFun(K, L) whose objects are the functors that are localizable to S,
in the sense of Definition 8.2.5.
We know that the localization functor Q : K → KS is a left and right Ore
localization.
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Lemma 8.4.6. Let K and E be triangulated categories, and let S ⊆ K be a denom-
inator set of cohomological origin. Then the functor
TrFun(Q, IdE) : TrFun(KS,E)→ TrFunS(K,E)
is an isomorphism of categories.
Proof. Use Proposition 8.2.6 and Theorem 7.1.3. 
Here is the triangulated version of Definition 8.3.1.
Definition 8.4.7. Let F : K → E be a triangulated functor between triangulated
categories, and let S ⊆ K be a denominator set of cohomological origin. A tri-
angulated right derived functor of F with respect to S is a triangulated functor
RF : KS → E, together with a morphism ηR : F ⇒ RF ◦Q of triangulated functors
K→ E. The pair (RF, ηR) must have this universal property:
(R) Given any pair (G, θ), consisting of a triangulated functor G : KS → E
and a morphism of triangulated functors θ : F ⇒ G ◦Q, there is a unique
morphism of triangulated functors µ : RF ⇒ G such that θ = (µ◦ idQ)∗ηR.
Proposition 8.4.8. If a triangulated right derived functor (RF, ηR) exists, then
it is unique, up to a unique isomorphism. Namely, if (G, θ) is another triangu-
lated right derived functor of F , then there is a unique isomorphism of triangulated
functors µ : RF '=⇒ G such that θ = (µ ◦ idQ) ∗ ηR.
The proof is the same as that of Proposition 8.3.2. Now for the triangulated
version of Theorem 8.3.3.
Theorem 8.4.9. In the situation of Definition 8.4.7, assume there is a full trian-
gulated subcategory J ⊆ K with these two properties:
(a) Every object M ∈ K admits a morphism ρ : M → I in S with target I ∈ J.
(b) If ψ is a morphism in J∩S, then F (ψ) is an isomorphism in E.
Then the triangulated right derived functor (RF, ηR) : KS → E of F with respect to
S exists. Moreover, for every object I ∈ J the morphism ηRI : F (I)→ RF (I) in E
is an isomorphism.
Proof. It will be convenient to change notation to that used in the proof of Theorem
8.3.3. Let’s define K′ := J, S′ := K′ ∩S and D′ := K′S′ . The localization functor of
K′ is Q′ : K′ → D′. The inclusion functor is U : K′ → K, and its localization is the
functor V : D′ → D. We have this commutative diagram of triangulated functors
between triangulated categories:
(8.4.10) K′ U //
Q′

K
Q

D′ V // D
The functor U is fully faithful. By Lemma 8.3.8 the functor V is an equivalence.
Diagram (8.4.10) induces a commutative diagram of linear categories:
(8.4.11) TrFun(K′,E) TrFun(K,E)Fun(U,Id)oo
TrFunS′(K′,E)
f.f. emb
OO
TrFunS(K,E)
f.f. emb
OO
equiv
Fun(U,Id)
oo
TrFun(D′,E)
Fun(Q′,Id) isom
OO
TrFun(D,E)Fun(V,Id)
equiv
oo
Fun(Q,Id)isom
OO
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By definition the arrows marked “f.f. emb” are fully faithful embeddings. According
to Lemma 8.4.6 the arrows Fun(Q, Id) and Fun(Q′, Id) are isomorphisms of cate-
gories. By Lemma 8.4.4 the arrow Fun(V, Id) is an equivalence. It follows that the
arrow Fun(U, Id) in the middle row is an equivalence too.
We know that S ⊆ K is a left denominator set. Condition (b) of the theorem
says that F sends morphisms in S′ to isomorphisms in E. Condition (a) there
says that there are enough right K′-resolutions in K. Thus we are in a position
to use the abstract Theorem 8.3.3. It says that there is an abstract right derived
functor (RF, ηR) : D = KS → E of F with respect to S. However, going over the
proof of Theorem 8.3.3, we see that all constructions there can be made within
the triangulated setting, namely in diagram (8.4.11) instead of in diagram (8.3.11).
Therefore RF is an object of the category in the bottom right corner of (8.4.11),
and the morphism ηR : F ⇒ RF ◦ Q is in the category in the top right corner of
(8.4.11). The triangulated variant of step 4 in the proof of Theorem 8.3.3 shows
that (RF, ηR) satisfies condition (R) of Definition 8.4.7. 
By slight abuse of notation, in the situation of Definition 8.4.7 we sometimes
refer to the triangulated right derived functor RF just as “the right derived functor
of F”. As the next corollary shows, this does really cause a problem.
Corollary 8.4.12. In the situation of Theorem 8.4.9, the triangulated right derived
functor (RF, ηR) is also an abstract right derived functor of F with respect to S, in
the sense of Definition 8.3.1.
Proof. This is seen in the proof of Theorem 8.4.9. 
In the situation of Theorem 8.4.9, let K? be a full triangulated subcategory of
K. Define S? := K? ∩S and J? := K? ∩ J. Denote by W : K? → K the inclusion
functor, and by WS? : K?S? → KS its localization. Warning: the functor WS? is not
necessarily fully faithful; cf. Proposition 7.1.13.
Proposition 8.4.13. Assume that every object M ∈ K? admits a morphism ρ :
M → I in S? with target I ∈ J?. Then the pair (R?F, η?) := (RF ◦WS? , ηR ◦ idW )
is a right derived functor of F ? := F ◦W : K? → E.
Exercise 8.4.14. Prove the last proposition. (Hint: Start by choosing a system
of right J?-resolutions in K?. Then extend it to a system of right J-resolutions in
K. Now follow the proofs of Theorems 8.4.9 and 8.3.3.)
Here is the specialization of Definition 8.4.7 to categories of DG modules. First:
Setup 8.4.15. We are given a DG ring A, an abelian category M, and a full
triangulated subcategory K ⊆ K(A,M). We write S := K∩S(A,M), the set of
quasi-isomorphisms in K, and D := KS, the derived category of K.
Definition 8.4.16. Under Setup 8.4.15, let E be a triangulated category, and let
F : K→ E be a triangulated functor. A triangulated right derived functor of F is a
triangulated right derived functor (RF, ηR) : D→ E of F with respect to S, in the
sense of Definition 8.4.7.
Example 8.4.17. Suppose we start from an additive functor F 0 : M→ N between
abelian categories. We know how to extend it to a DG functor
C+(F 0) : C+(M)→ C+(N),
and this induces a triangulated functor
K+(F 0) : K+(M)→ K+(N).
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By composing with the localization functor Q+N : K
+(N) → D+(N) we get a trian-
gulated functor
(8.4.18) F := Q+N ◦ K+(F 0) : K+(M)→ D+(N).
Define K := K+(M), S := S+(M) and E := D+(N), so in this notation we have a
triangulated functor F : K → E, and we are in the situation of Definition 8.4.16.
Note that the restriction of F to the full subcategory M ⊆ K+(M) coincides with
the original functor F 0.
Assume that the abelian category M has enough injectives; namely that every
object M ∈ M admits a monomorphism to an injective object. Let J be the full
subcategory of K on the bounded below complexes of injective objects. We will
prove later (see Corollary 10.1.19 and Theorem 11.5.8) that properties (a) and (b)
of Theorem 8.4.9 hold for this J, regardless what F is. Therefore the triangulated
right derived functor
(8.4.19) (R+F, η+) : D+(M)→ D+(N)
exists, and for every complex I ∈ J the morphism
(8.4.20) η+I : F (I)→ R+F (I)
in D+(N) is an isomorphism.
Now assume the original functor F 0 : M → N is left exact. For each q ≥ 0
we have the classical right derived functor RqF 0 : M → N, and R0F 0 ∼= F 0.
Formula (8.4.20) shows that for every M ∈ M and q ≥ 0 there is an isomorphism
RqF 0(M) ∼= Hq(R+F (M)) in N. As the object M ∈ M moves, this becomes an
isomorphism RqF 0 ∼= Hq ◦R+F of additive functors M→ N.
In this example we were careful to use distinct notations for the functor F 0 be-
tween abelian categories, and the induced triangulated functor F = Q+N ◦ K+(F 0).
Later we will use the same notation for F 0 and F .
Our treatment of triangulated left derived functors will be brief: we will state
the definitions and the main results, but won’t give proofs, beyond a hint here and
there on the passage from right to left derived functors.
Definition 8.4.21. Let F : K → E be triangulated functor between triangulated
categories, and let S ⊆ K be a denominator set of cohomological origin. A tri-
angulated left derived functor of F with respect to S is a triangulated functor
LF : KS → E, together with a morphism ηL : LF ◦Q⇒ F of triangulated functors
K→ E. The pair (LF, ηL) must have this universal property:
(L) Given any pair (G, θ), consisting of a triangulated functor G : KS → E
and a morphism of triangulated functors θ : G ◦Q ⇒ F , there is a unique
morphism of triangulated functors µ : G⇒ LF such that θ = ηL ∗ (µ◦ idQ).
Proposition 8.4.22. If a triangulated left derived functor (LF, ηL) exists, then it
is unique, up to a unique isomorphism. Namely, if (G, θ) is another triangulated left
derived functor of F , then there is a unique isomorphism of triangulated functors
µ : G '=⇒ LF such that θ = ηL ∗ (µ ◦ idQ).
The proof is the same as that of Proposition 8.4.8, with direction of arrows in E
reversed.
Theorem 8.4.23. In the situation of Definition 8.4.21, assume there is a full
triangulated subcategory P ⊆ K with these two properties:
(a) Every objectM ∈ K admits a morphism ρ : P →M in S with source P ∈ P.
(b) If ψ is a morphism in P∩S, then F (ψ) is an isomorphism in E.
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Then the triangulated left derived functor (LF, ηL) : KS → E of F with respect to
S exists. Moreover, for every object P ∈ P the morphism ηLP : LF (P )→ F (P ) in E
is an isomorphism.
The proof is the same as that of Theorem 8.4.9, with direction of arrows in E
reversed.
Corollary 8.4.24. In the situation of Theorem 8.4.23, the triangulated left derived
functor (LF, ηL) is also an abstract left derived functor of F with respect to S, in
the sense of Definition 8.3.28.
The proof is the same as that of Corollary 8.4.12, with direction of arrows in E
reversed.
In the situation of Theorem 8.4.23, let K? be a full triangulated subcategory of
K. Define S? := K? ∩S and P? := K? ∩P. Denote by W : K? → K the inclusion
functor, and by WS? : K?S? → KS its localization.
Proposition 8.4.25. Assume that every M ∈ K? admits a morphism ρ : P → M
in S? with source P ∈ P?. Then the pair (L?, η?) := (LF ◦ WS? , ηL ◦ idW ) is a
triangulated left derived functor of F ? := F ◦W : K? → E.
The proof is just like that of Proposition 8.4.13 (which was an exercise).
Here is the specialization of Definition 8.4.21 to categories of DG modules.
Definition 8.4.26. Under Setup 8.4.15, let E be a triangulated category, and let
F : K → E be a triangulated functor. A triangulated left derived functor of F is
a triangulated left derived functor (LF, ηL) : D→ E of F with respect to S, in the
sense of Definition 8.4.21.
Example 8.4.27. This is analogous to Example 8.4.17. We start with an additive
functor F 0 : M → N between abelian categories. We know how to extend it to a
DG functor
C−(F 0) : C−(M)→ C−(N),
and this induces a triangulated functor
K−(F 0) : K−(M)→ K−(N).
By composing with Q−N we get a triangulated functor
(8.4.28) F := Q−N ◦ K−(F 0) : K−(M)→ D−(N).
Defining K := K−(M), S := S+(M) and E := D−(N), we have a triangulated functor
F : K→ E, and the situation is that of Definition 8.4.26.
Assume that the abelian category M has enough projectives. Define P to be
the full subcategory of K on the bounded above complexes of projective objects.
We will prove later (in Corollary 10.2.14 and Theorem 11.3.6) that properties (a)
and (b) of Theorem 8.4.23 hold in this situation. Therefore we have a left derived
functor
(8.4.29) (L−F, η−) : D−(M)→ D−(N).
For any P ∈ P the morphism
(8.4.30) η−P : L−F (P )→ F (P )
in E is an isomorphism.
Now assume the functor F 0 is right exact. Then F 0 has the classical left derived
functors LqF 0 : M→ N for all q ≥ 0, and L0F 0 ∼= F 0. Formula (8.4.30) shows that
for every M ∈ M there is an isomorphism LqF 0(M) ∼= H−q(L−F (M)) in N. As M
moves there is an isomorphism LqF 0 ∼= H−q ◦L−F of additive functors M→ N.
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In this example, as in Example 8.4.14, we were careful to use distinct notations
for the functor F 0 between abelian categories, and the induced triangulated functor
F = Q−N ◦ K−(F 0). Later we will use the same notation for F 0 and F .
Remark 8.4.31. The reader might ask the following question at this point: Sup-
pose we are given additive functors
(8.4.32) L F−→ M G−→ N
between abelian categories, and the categories M and N have enough injectives, so
that the right derived functors
(8.4.33) D+(L) R
+F //
R+(G◦F )
((
D+(M) R
+G // D+(N)
exist (see Example 8.4.17 above). Does this diagram commute (up to an isomor-
phism of triangulated functors)? Similar questions can be asked about left derived
functors, etc.
Here is an answer. Assume that F sends injectives in L to right G-acyclic objects
of M. See Definition 16.1.3 (that talks about categories of graded modules, but
the ideas are the same). By Lemma 16.1.5 we know that for each bounded below
complex of right G-acyclic objects J , the canonical morphism G(J)→ R+G(J) in
D+(M) is an isomorphism. Therefore, for every bounded below complex of injectives
I ∈ C(L), letting J := F (I), we have J ∼= R+F (I), and hence
R+(G ◦ F )(I) ∼= (G ◦ F )(I) = G(F (I)) = G(J) ∼= R+G(J) ∼= R+G(R+F (I)).
Thus there is an isomorphism of triangulated functors
(8.4.34) R+(G ◦ F ) ∼= R+G ◦ R+F : D+(L)→ D+(N).
The original application of the isomorphism (8.4.34), in [62, Proposition II.5.1],
was this: given morphisms of schemes X f−→ Y g−→ Z, the derived pushforward
functors satisfy
(8.4.35) R+(g∗ ◦ f∗) ∼= R+g∗ ◦ R+f∗
as functors D+(X) → D+(Z). This is true because the functor f∗ sends injective
OX -modules to flasque OY -modules.
This pleasant phenomenon seems to fail in some important situations that we
study in our book. For instance, take a noncommutative ring A and A-bimodules
S, T that are tilting complexes but not invertible bimodules (see Subsection 14.5).
Consider the abelian categories L = M = N := M(A) and the functors F :=
HomA(T,−) and G := HomA(S,−). It is quite likely that the functors R+G◦R+F
and R+(G◦F ) are not isomorphic. A concrete instance in which this can be tested
is the ring A from Example 18.6.24, and the bimodules S = T := A∗ there.
Remark 8.4.36. The composition of derived functors explained in the previous
remark is also related to spectral sequences. Given the input (8.4.32), in classical
homological algebra it was impossible to ask for something like the commutative
diagram (8.4.33). The best approximation was to have a convergent spectral se-
quence
(8.4.37) Ei,jk = R
jG ◦ RiF ⇒ Rn(G ◦ F ).
Indeed, under the assumption in the previous remark (namely that F sends injective
objects to right G-acyclic objects), such a convergent spectral sequence does exist;
see [101, Chapters XI-XII], [129, Section 11] or [158, Section 5.7]. In the geometric
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example above, for which the isomorphism (8.4.35) holds, this is the Leray spectral
sequence.
There are several kinds of spectral sequences, but basically they are all of the
same nature, i.e. approximations of the composition of derived functors.
Most traditional applications of spectral sequences are performed more effectively
by filtrations and truncations of complexes, as can be seen in Section 12 of this book.
Still, there are a few instances in which spectral sequences cannot be left out, such
as the niveau spectral sequence in algebraic geometry (see [62, Chapter IV]), or its
noncommutative relative, the double Ext spectral sequence for Auslander dualizing
complexes (see Remark 18.5.13 and the paper [183]).
8.5. Contravariant Triangulated Derived Functors. In this subsection there
is a fixed nonzero commutative base ring K, and all categories and functors here
are K-linear. The next setup is assumed.
Setup 8.5.1. We are given a DG ring A, an abelian category M, and a full additive
subcategory K ⊆ K(A,M) s.t. Kop ⊆ K(A,M)op is triangulated. We write S :=
K∩S(A,M), the set of quasi-isomorphisms in K, and Dop := (Kop)Sop , the derived
category of Kop.
As explained in Subsections 5.6 and 7.6, the categories Kop and Dop have canon-
ical triangulated structures, and the localization functor Qop : Kop → Dop is trian-
gulated.
Definition 8.5.2. Let E be a triangulated category, and let F : Kop → E be a
triangulated functor. A triangulated right derived functor of F is a triangulated
right derived functor (RF, ηR) : Dop → E of F with respect to Sop, in the sense of
Definition 8.4.7.
Likewise:
Definition 8.5.3. Let E be a triangulated category, and let F : Kop → E be
a triangulated functor. A triangulated left derived functor of F is a triangulated
left derived functor (LF, ηL) : Dop → E of F with respect to Sop, in the sense of
Definition 8.4.21.
The uniqueness results (Propositions 8.4.8 and 8.4.22) and existence results (The-
orems 8.4.9 and 8.4.23) apply in the contravariant case as well. We shall return to
the existence question the end of Section 10, when we talk about resolving subcat-
egories; this will make matters more concrete. For now we give one example.
Example 8.5.4. Let M and N be abelian categories, and let F 0 : M → N be a
contravariant additive functor. This is the same as an additive functor F 0 ◦ Op :
Mop → N. As in Theorem 3.9.13, F 0 gives rise to a contravariant DG functor
C−(F 0) : C−(M)→ C+(N).
This means, according to Proposition 3.9.3, that we have a DG functor
C−(F 0) ◦Op : C−(M)op → C+(N).
Passing to homotopy categories, and using Theorem 5.6.10, we obtain a triangulated
functor
Ho
(
C−(F 0) ◦Op) : K−(M)op → K+(N)
(with a translation isomorphism τ¯ that we ignore now). Composing this with the
localization functor QN we have a triangulated functor
(8.5.5) F := QN ◦ Ho
(
C−(F 0) ◦Op) : K−(M)op → D+(N).
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Similarly there is a triangulated functor
(8.5.6) F flip := QN ◦ Ho
(
C+(F 0 ◦Op)) : K+(Mop)→ D+(N).
Observe that this triangulated functor is of the same sort as the one we had in
(8.4.18). The functors (8.5.5) and (8.5.6) fit into the the following commutative
diagram of triangulated functors
K−(M)op F //
Flip ∼=

D+(N)
K+(Mop)
Fflip
77
where Flip is the isomorphism of triangulated categories from (5.6.3).
The triangulated right derived functor
(8.5.7) R−F : D−(M)op → D+(N)
of the functor F from (8.5.5) would sit inside this diagram of triangulated functors,
which is commutative up to a unique isomorphism:
D−(M)op R
−F //
Flip ∼=

D+(N)
D+(Mop)
R+Fflip
77
Like in Example 8.4.17, to show existence of R+F flip using Theorem 8.4.9, and
to calculate it, we would need a full triangulated subcategory J ⊆ K+(Mop), such
that every M ∈ K+(Mop) admits a quasi-isomorphism M → I with I ∈ J; and
every quasi-isomorphism ψ in J goes to an isomorphism F flip(ψ) in D+(N). This
translates, by the flip, to a full triangulated subcategory P ⊆ K−(M) such that
J = Flip(P). The conditions on P are these: each M ∈ K−(M) admits a quasi-
isomorphism P → M with P ∈ P; and each quasi-isomorphism φ in P goes to
an isomorphism F (φ) in D+(N). For instance, if M has enough projectives, then
according to Corollary 11.3.19, the category P of bounded above complexes of
projectives satisfies these conditions.
To calculate the derived functor R−F in equation (8.5.7) we choose a system
of left P-resolutions in K−(M), as in Definition 8.3.32. Thus for every M we have
a chosen quasi-isomorphism ρM : P (M) → M in K−(M). We take R−F (M) :=
F (P (M)) ∈ D+(N). The morphism η−M : F (M) → R−F (M) is η−M := F (ρM ) :
F (M)→ F (P (M)).
The story is very similar for the triangulated left derived functor
L+F : D+(M)op → D−(N)
of
F := QN ◦ Ho
(
C+(F 0) ◦Op) : K+(M)op → D−(N),
so we won’t tell it.
In later parts of the book we shall use the same symbol F to denote also the
functors F 0, F 0 ◦Op and C?(F 0) ◦Op from the example above. This will simplify
our notation.
Though indirectly defined (in Definition 5.6.4), the translation functor Top of
K(A,M)op is known to have some useful properties. Note that the objects of
K(A,M)op are the same as those of K(A,M).
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Proposition 8.5.8. For every object M ∈ K(A,M)op there are canonical isomor-
phisms Top(M)i ∼= M i−1 and Hi(Top(M)) ∼= Hi−1(M) in M.
Proof. This is immediate from Theorem 3.9.16 and Definition 5.6.4. 
Here are several useful properties of the triangulated structure on D(A,M)op.
Proposition 8.5.9. Suppose
0→ L φ−→M ψ−→ N → 0
is an exact sequence in Cstr(A,M)op. Then there is a distinguished triangle
L
Qop(φ)−−−−→M Q
op(ψ)−−−−→ N θ−→ Top(L)
in D(A,M)op.
Proof. Apply the functor Flip to the given exact sequence. By Theorem 3.9.16(3)
we obtain a short exact sequence
0→ Flip(L) Flip(φ)−−−−→ Flip(M) Flip(ψ)−−−−−→ Flip(N)→ 0
in Cstr(Aop,Mop). According to Proposition 7.3.5 there is a distinguished triangle
Flip(L) Q
flip(Flip(φ))−−−−−−−−→ Flip(M) Q
flip(Flip(ψ))−−−−−−−−−→ Flip(N) θ
′
−→ Tflip(Flip(L))
in D(Aop,Mop). Take the morphism
θ := Flip−1(θ′) : N → Flip−1(Tflip(Flip(L))) = Top(L)
in D(A,M)op. Since Flip−1(Qflip(Flip(φ))) = Qop(φ), and likewise for ψ, we have
the desired distinguished triangle. 
Recall from Proposition 7.3.8 that if A is a nonpositive DG ring, then for any
M ∈ C(A,M) and integer i the smart truncations smt≥i(M), smt≤i(M) ∈ C(A,M)
exist.
Proposition 8.5.10. Assume A is a nonpositive DG ring. For every object M ∈
C(A,M) there is a distinguished triangle
smt≥i+1(M)→M → smt≤i(M)→ Top(smt≥i+1(M))
in D(A,M)op. The truncations are performed in C(A,M) as above.
Proof. Let N := Flip(M) ∈ D(Aop,Mop). By Proposition 7.3.10 there is a distin-
guished triangle
smt≤i(N) −→ N −→ smt≥i+1(N) −→ Tflip(smt≤i(N))
in D(Aop,Mop), where now the truncations are done in C(Aop,Mop). The formulas
defining the flip functor in the proof of Theorem 3.9.16 show that
Flip−1(smt≤i(N)) = smt≥i+1(M) and Flip−1(smt≥i+1(N)) = smt≤i(M). 
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9. DG and Triangulated Bifunctors
In this section we extend the theory of triangulated derived functors, that was
studied in Section 8, to triangulated bifunctors. As stated in Convention 1.2.4,
all linear structures and operations (such as categories and functors) are K-linear,
where K is a fixed commutative base ring. The symbol ⊗ means ⊗K.
9.1. DG Bifunctors. We already talked about bifunctors in Subsection 1.6. That
was for categories without further structure. Here we will consider DG categories,
and matters become a bit more complicated.
As a warmup, let us begin with linear bifunctors.
Definition 9.1.1. Let C1 and C2 be linear categories. We define the linear category
C1⊗C2 as follows. The set of objects is
Ob(C1⊗C2) := Ob(C1)×Ob(C2).
For each pair of objects (M1,M2), (N1, N2) in C1⊗C2, i.e. Mi, Ni ∈ Ob(Ci), we let
HomC1⊗C2
(
(M1,M2), (N1, N2)
)
:= HomC1(M1, N1)⊗HomC2(M2, N2).
Given morphisms φi ∈ HomCi(Li,Mi) and ψi ∈ HomCi(Mi, Ni), for i = 1, 2,
their tensors are morphisms
φ1 ⊗ φ2 ∈ HomC1⊗C2
(
(L1, L2), (M1,M2)
)
and
ψ1 ⊗ ψ2 ∈ HomC1⊗C2
(
(M1,M2), (N1, N2)
)
.
Every morphism in C1⊗C2 is a sum of such pure tensors. We define the composition
to be
(ψ1 ⊗ ψ2) ◦ (φ1 ⊗ φ2) := (ψ1 ◦ φ1)⊗ (ψ2 ◦ φ2)
∈ HomC1⊗C2
(
(L1, L2), (N1, N2)
)
.
Definition 9.1.2. Let C1, C2 and D be linear categories. A linear bifunctor
F : C1×C2 → D
is, by definition, a linear functor F : C1⊗C2 → D.
Now to the DG situation.
Definition 9.1.3. Let C1 and C2 be DG categories. We define the DG category
C1⊗C2 as follows: the set of objects is
Ob(C1⊗C2) := Ob(C1)×Ob(C2).
For each pair of objects (M1,M2), (N1, N2) in C1⊗C2 we let
HomC1⊗C2
(
(M1,M2), (N1, N2)
)
:= HomC1(M1, N1)⊗HomC2(M2, N2).
The formula for the composition involves the Koszul sign rule. Given morphisms
φi ∈ HomCi(Li,Mi)di and ψi ∈ HomCi(Mi, Ni)ei , for i = 1, 2, their tensors are
morphisms
φ1 ⊗ φ2 ∈ HomC1⊗C2
(
(L1, L2), (M1,M2)
)d1+d2
and
ψ1 ⊗ ψ2 ∈ HomC1⊗C2
(
(M1,M2), (N1, N2)
)e1+e2
.
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We define the composition to be
(ψ1 ⊗ ψ2) ◦ (φ1 ⊗ φ2) := (−1)d1 ·e2 ·(ψ1 ◦ φ1)⊗ (ψ2 ◦ φ2)
∈ HomC1⊗C2
(
(L1, L2), (N1, N2)
)d1+d2+e1+e2
.
Example 9.1.4. Suppose C1 and C2 are single-object DG categories, say Ob(Ci) =
{xi}. Then C1⊗C2 also has a single-object, say y := (x1, x2). The endomorphism
DG rings satisfy
EndC1⊗C2(y) = EndC1(x1)⊗ EndC2(x2).
See formula 3.1.20 and Example 3.3.10.
DG functors between DG categories were introduced in Definition 3.5.1.
Definition 9.1.5. Let C1, C2 and D be DG categories. A DG bifunctor
F : C1×C2 → D
is, by definition, a DG functor F : C1⊗C2 → D, where C1⊗C2 is the DG category
from Definition 9.1.3.
Warning: due to the signs that the composition of odd morphisms acquires, a DG
bifunctor F does not become, after we forget the DG structure, a linear bifunctor
in the sense of Definition 9.1.2.
Proposition 9.1.6. Given a DG bifunctor F : C1×C2 → D, there are induced
linear bifunctors on the strict subcategories
Str(F ) : Str(C1)× Str(C2)→ Str(D)
and on the homotopy categories
Ho(F ) : Ho(C1)×Ho(C2)→ Ho(D).
Exercise 9.1.7. Prove this proposition.
Let F be a DG bifunctor as in Definition 9.1.5. If we fix an object M1 ∈ C1,
then F (M1,−) : C2 → D is a DG functor. Similarly if we fix the second argument
of F .
For DG bifunctors there are several options for contravariance. In Subsection
3.9 we talked about contravariant DG functors, and the opposite DG category Cop
of a given DG category C.
Definition 9.1.8. Let C1, C2 and D be DG categories. A DG bifunctor that is
contravariant in the first or the second argument is, by definition, a DG bifunctor
F : C♦11 ×C♦22 → D
as in Definition 9.1.5, where the symbols ♦1 and ♦2 are either 〈empty〉 or op, as
the case may be.
Here are the two main examples of DG bifunctors. We give each of them in the
commutative version and the noncommutative version.
Example 9.1.9. Consider a commutative ring A. The category of complexes of A-
modules is the DG category C(A), and we take C1 = C2 = D := C(A). For each pair
of objectsM1,M2 ∈ C(A) there is an object F (M1,M2) := M1⊗AM2 ∈ C(A). This
is the usual tensor product of complexes. We define the action of F on morphisms
as follows: given φi ∈ HomC(A)(Mi, Ni)ki , we let
F (φ1, φ2) := φ1 ⊗ φ2 ∈ HomC(A)
(
F (M1,M2), F (N1, N2)
)k1+k2
.
The result is a DG bifunctor
F = (−⊗A −) : C(A)× C(A)→ C(A).
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Example 9.1.10. Consider DG rings A0, A1, A2 (possibly noncommutative, but K-
central). Define the DG categories Ci := C(Ai−1⊗Aopi ) and D := C(A0⊗Aop2 ). For
each pair of objects M1 ∈ C1 and M2 ∈ C2 there is a DG K-module F (M1,M2) :=
M1 ⊗A1 M2; see Definition 3.3.23. This has a canonical DG (A0 ⊗ Aop2 )-module
structure:
(a0 ⊗ a2) ·(m1 ⊗m2) := (−1)j2 ·(k1+k2) ·(a0 ·m1)⊗ (m2 ·a2)
for elements ai ∈ Ajii and mi ∈Mkii . In this way F (M1,M2) becomes an object of
D. We define the action of F on morphisms as follows: given φi ∈ HomCi(Mi, Ni)ki ,
we let
F (φ1, φ2) := φ1 ⊗ φ2 ∈ HomD
(
F (M1,M2), F (N1, N2)
)k1+k2
.
The result is a DG bifunctor
F = (−⊗A1 −) : C(A0 ⊗Aop1 )× C(A1 ⊗Aop2 )→ C(A0 ⊗Aop2 ).
Compare this example to the one-sided construction in Example 4.6.2.
Example 9.1.11. Again we take a commutative ring A, but now our bifunctor F
arises from Hom, and so there is contravariance in the first argument. We define the
DG categories C1 = C2 = D := C(A), the same as in Example 9.1.9. For every pair
of objectsM1,M2 ∈ C(A) there is an object F (M1,M2) := HomA(M1,M2) ∈ C(A).
This is the usual Hom complex. We define the action of F on morphisms as follows:
given
φ1 ∈ HomCop1 (M1, N1)k1 = HomC(A)op(M1, N1)k1 = HomA(N1,M1)k1
and
φ2 ∈ HomC2(M2, N2)k2 = HomC(A)(M2, N2)k2 = HomA(M2, N2)k2
we let
F (φ1, φ2) := Hom(φ1, φ2) ∈ HomA
(
HomA(M1,M2),HomA(N1, N2)
)k1+k2
= HomD
(
F (M1,M2), F (N1, N2)
)k1+k2
.
The result is a DG bifunctor
F = HomA(−,−) : C(A)op × C(A)→ C(A).
Example 9.1.12. Consider DG rings A0, A1, A2 (possibly noncommutative, but
K-central). There is a DG bifunctor
F := HomA1(−,−) : C(A1 ⊗Aop0 )op × C(A1 ⊗Aop2 )→ C(A0 ⊗Aop2 ).
The details here are so confusing that we just leave them out. (We shall come back
to this bifunctor in Sections 14-18, and then we shall have to deal with the details.)
9.2. Triangulated Bifunctors. T-additive categories and triangulated categories
were defined in Section 5.
Suppose (K1,T1) and (K2,T2) are T-additive categories (linear over the base ring
K). There are two induced translation automorphisms on the category K1×K2 :
(9.2.1) T1(M1,M2) :=
(
T1(M1),M2
)
and
(9.2.2) T2(M1,M2) :=
(
M1,T2(M2)
)
.
These two functors commute: T2 ◦T1 = T1 ◦T2.
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Definition 9.2.3. Let (K1,T1), (K2,T2) and (L,T) be T-additive categories. A
T-additive bifunctor
(F, τ1, τ2) : (K1,T1)× (K2,T2)→ (L,T)
is made up of an additive bifunctor F : K1×K2 → L, as in Definition 9.1.2, together
with isomorphisms τi : F ◦ Ti '−→ T ◦F of bifunctors K1×K2 → L. The condition
is that
(†) τ1 ◦ τ2 = −τ2 ◦ τ1
as isomorphisms of bifunctors
F ◦ T2 ◦T1 = F ◦ T1 ◦T2 '=⇒ T ◦T ◦F.
The reason for the sign appearing in condition (†) will become clear in the proof
of Lemma 9.2.14.
Let (F, τ1, τ2) be a T-additive bifunctor as in Definition 9.2.3. If we fix an object
M1 ∈ K1, then (
F (M1,−), τ2
)
: (K2,T2)→ (L,T)
is a T-additive functor. Similarly if we fix the second argument of F .
In the next exercises we let the reader establish several operations on T-additive
bifunctors.
Exercise 9.2.4. In the situation of Definition 9.2.3, suppose (G, τ) : (L,T) →
(L′,T′) is a T-additive functor into a fourth T-additive category (L′,T′). Write the
explicit formula for the T-additive bifunctor
(G, τ) ◦ (F, τ1, τ2) : (K1,T1)× (K2,T2)→ (L′,T′).
This should be compared to Definition 5.1.4.
Exercise 9.2.5. In the situation of Definition 9.2.3, suppose
(F ′, τ ′1, τ ′2) : (K1,T1)× (K2,T2)→ (L,T)
is another T-additive bifunctor. Write the definition of a morphism of T-additive
bifunctors ζ : (F, τ1, τ2)→ (F ′, τ ′1, τ ′2). Use Definition 5.1.4 as a template.
Exercise 9.2.6. Give a definition of a T-additive trifunctor. Show that if F and
G are T-additive bifunctors, then G(−, F (−,−)) and G(F (−,−),−) are T-additive
trifunctors (whenever these compositions makes sense).
We now move to triangulated categories.
Definition 9.2.7. Let (K1,T1), (K2,T2) and (L,T) be triangulated categories. A
triangulated bifunctor
(F, τ1, τ2) : (K1,T1)× (K2,T2)→ (L,T)
is a T-additive bifunctor that respects the triangulated structure in each argument.
Namely, for every distinguished triangle
L1
α1−→M1 β1−→ N1 γ1−→ T1(L1)
in K1, and every object L2 ∈ K2, the triangle
F (L1, L2)
F (α1,id)−−−−−→ F (M1, L2) F (β1,id)−−−−−→ F (N1, L2) τ1◦F (γ1,id)−−−−−−−→ T(F (L1, L2))
in L is distinguished; and the same for distinguished triangles in the second argu-
ment.
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The operations on triangulated bifunctors are the same as those on T-additive
bifunctors (see exercises above).
We now discuss triangulated bifunctors in our favorite setup: DG modules in
abelian categories. This is done both in the covariant and in the contravariant di-
rection, in either argument. Recall that the opposite homotopy category K(A,M)op
was given a canonical triangulated structure in Subsection 5.6.
Setup 9.2.8. We are given this data:
• DG rings A1 and A2, and abelian categories M1 and M2.
• Direction indicators ♦1 and ♦2, that are either 〈empty〉 or op.
• Full subcategories Ci ⊆ C(Ai,Mi), whose homotopy categories Ki :=
Ho(Ci) ⊆ K(Ai,Mi) are such that K♦ii is a triangulated subcategory of
K(Ai,Mi)♦i .
The translation functor of the category K(Ai,Mi) is denoted by Ti, and the
translation functor of the category K(Ai,Mi)♦i is denoted by T♦ii .
Definition 9.2.9. Under Setup 9.2.8, let L be another triangulated category. A
triangulated bifunctor from (K1,K2) to L that is contravariant in the first or the
second argument is, by definition, a triangulated bifunctor
(F, τ1, τ2) : (K♦11 ,T♦11 )× (K♦22 ,T♦22 )→ (L,T)
as in Definition 9.2.7, where the contravariance is according to the direction indi-
cators ♦1 and ♦2.
Next we explain how to obtain triangulated bifunctors from DG bifunctors. This
is done in the following setup:
Setup 9.2.10. In addition to the data from Setup 9.2.8, we are given:
• A DG ring B and an abelian category N.
• A DG bifunctor F : C♦11 ×C♦22 → C(B,N).
The translation functor of the category K(B,N) is denoted by T. For every
object (M1,M2) ∈ C1×C2 there are isomorphisms
(9.2.11) τi,M1,M2 : F (Ti(M1,M2))
'−→ T(F (M1,M2))
in C(B,N), arising from Definition 4.4.1. Let us make this explicit (only for i = 2,
since the case i = 1 is similar). Fixing the object M1 we obtain a DG functor
G : C2 → C(B,N), G(M2) := F (M1,M2). The isomorphism
τ2,M1,M2 : G(T2(M2))
'−→ T(G(M2))
is then
(9.2.12) τ2,M1,M2 = tG(M2) ◦G(tM2)−1.
We are using the little t operator here.
Lemma 9.2.13. Under Setups 9.2.8 and 9.2.10, assume that the direction indica-
tors ♦1 and ♦2 are both 〈empty〉. Fix i ∈ {1, 2}. Letting the object (M1,M2) in
(9.2.11) vary, we get an isomorphism τi : F ◦ Ti '−→ T ◦F of additive bifunctors
Str(C1)× Str(C2)→ Cstr(B,N).
Proof. This is an almost immediate consequence of the fact that the little t opera-
tors are morphisms of functors (see Theorem 4.1.8(2)), 
According to Proposition 9.1.6, the DG bifunctor F induces an additive bifunctor
F : K♦11 ×K♦22 → K(B,N) on the homotopy categories.
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(9.2.15)
F (T1(M1),T2(M2))
F (t−1
M1
,id)
))
F (id,t−1
M2
)
uu
F (T1(M1),M2)
tF (T1(M1),M2)

F (t−1
M1
,id)
))
F (M1,T2(M2))
tF (M1,T2(M2))

F (id,t−1
M2
)
uu
T(F (T1(M1),M2))
T(F (t−1
M1
,id))

F (M1,M2)
tF (M1,M2)
uu
tF (M1,M2)
))
T(F (M1,T2(M2))
T(F (id,t−1
M2
))

T(F (M1,M2))
T(tF (M1,M2))
))
T(F (M1,M2))
T(tF (M1,M2))
uu
T(T(F (M1,M2)))
Lemma 9.2.14. Under Setups 9.2.8 and 9.2.10, assume that the direction indica-
tors ♦1 and ♦2 are both 〈empty〉. Then
(F, τ1, τ2) : K1×K2 → K(B,N)
is a triangulated bifunctor.
Proof. The only challenge is to prove that (F, τ1, τ2) is a T-additive bifunctor; and
in that, all we have to prove is that condition (†) in Definition 9.2.2 holds, namely
that τ1 ◦ τ2 = −τ2 ◦ τ1. The rest hinges on single-argument considerations, that
were already handled in Theorems 4.4.3 and 5.5.1.
So let us prove the equality (†). Choose a pair of objects (M1,M2). We have
diagram (9.2.15) in the category C(B,N). Going from top to bottom on the left
edge is the morphism τ1 ◦ τ2, and going on the right edge is the morphism τ2 ◦ τ1.
The bottom diamond is trivially commutative. The two triangles, with common
vertex at F (M1,M2), are (−1)-commutative, because t : Id → T is a degree −1
morphism of DG functors. Since they occur on both sides, these signs cancel each
other. Finally, the top diamond is (−1)-commutative, because
(t−1M1 , id) ◦ (id, t−1M2) = (t−1M1 , t−1M2) = −(id, t−1M2) ◦ (t−1M1 , id). 
Theorem 9.2.16. Under Setups 9.2.8 and 9.2.10, there are canonical translation
isomorphisms τ1 and τ2 such that
(F, τ1, τ2) : (K♦11 ,T♦11 )× (K♦22 ,T♦22 )→ (K(B,N),T)
is a triangulated bifunctor.
Proof. For i = 1, 2 let us define the indicator
♥i :=
{
flip if ♦i = op,
〈empty〉 if ♦i = 〈empty〉.
We get DG categories C♥ii : if ♦i = 〈empty〉 then C♥ii = Ci ⊆ C(Ai,Mi), and if
♦i = op then
C♥ii = C
flip
i = Flip(C
op
i ) ⊆ C(Ai,Mi)flip = C(Aopi ,Mopi ),
as in the proof of Theorem 5.6.10. Likewise there are triangulated categories K♥ii .
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We start by composing F with the isomorphism of DG categories Flip−1 from
Theorem 3.9.16, in each coordinate i for which ♦i = op. This gives a new DG
bifunctor
F ′ : C♥11 ×C♥22 → C(B,N).
Now we can apply Lemma 9.2.14, to get a triangulated bifunctor
F ′ : K♥11 ×K♥22 → K(B,N).
Specifically, this means that we have a pair of translations (τ ′1, τ ′2) such that
(F ′, τ ′1, τ ′2) is a triangulated bifunctor.
Finally we compose F ′ with the isomorphism of triangulated categories Flip from
formula (5.6.6), in each coordinate i for which ♦i = op. This recovers the original
bifunctor F on K♦11 ×K♦22 . There are translations τi, that are gotten from the
translations τ ′i like in the proof of Theorem 5.6.10. 
9.3. Derived Bifunctors. Here we explain what are right and left derived bifunc-
tors of triangulated bifunctors. The definitions and results are very similar to the
single-argument case. For the sake of simplicity, we shall mostly ignore the trans-
lation functors and the translation isomorphisms; enough was said about them in
the previous subsection.
The next setup will be used throughout this subsection.
Setup 9.3.1. The following are given:
• Triangulated categories K1, K2 and E.
• A triangulated bifunctor F : K1×K2 → E.
• Denominator sets of cohomological origin S1 ⊆ K1 and S2 ⊆ K2.
We write Di := (Ki)Si , and Qi : Ki → Di are the localization functors.
The localized category Di := (Ki)Si is triangulated, and the localization functor
Qi : Ki → Di is triangulated. On the product categories we get a functor
Q1×Q2 : K1×K2 → D1×D2 .
Before embarking on the definitions of the derived bifunctors, we want to intro-
duce the relevant categories of functors. These are the bifunctor variants of what
we had in Subsection 8.2.
Definition 9.3.2. We denote by LinBiFun(K1×K2,E) the category whose objects
are the linear bifunctors F : K1×K2 → E. The morphisms are the obvious ones.
This is a linear category. Actually, this category is the same as the category
LinFun(K1⊗K2,E) of linear functors F : K1⊗K2 → E, only with the extra infor-
mation that the source is a product category.
Definition 9.3.3. We denote by TrBiFun(K1×K2,E) the category whose objects
are the K-linear triangulated bifunctors (F, τ1, τ2) : K1×K2 → E. The morphisms
are those of T-additive bifunctors.
There is a functor
(9.3.4) TrBiFun(K1×K2,E)→ LinBiFun(K1×K2,E)
that forgets (τ1, τ2). It is a faithful additive functor.
Suppose Ui : K′i → Ki are triangulated functors between triangulated categories.
We get an induced additive functor
(9.3.5) Fun(U1 × U2, IdE) : TrBiFun(K1×K2,E)→ TrBiFun(K′1×K′2,E)
The formula is F 7→ F ◦ (U1 × U2).
Lemma 9.3.6. If the functors U1 and U2 are equivalences, then the functor in
(9.3.5) is an equivalence.
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Proof. This is basically the same as the proof of Lemma 8.4.4. 
As in Definition 8.2.5 we denote by
TrBiFunS1× S2(K1×K2,E) ⊆ TrBiFun(K1×K2,E)
the full subcategory on the triangulated bifunctors F such that F (S1×S2) ⊆ E×.
Lemma 9.3.7. The functor
Fun(Q1×Q2, IdE) : TrBiFun(D1×D2,E)→ TrBiFunS1× S2(K1×K2,E)
is an isomorphism of categories.
Proof. This is basically the same as the proof of Lemma 8.4.6, when combined
with the isomorphism of triangulated categories (K1×K2)S1× S2 → D1×D2 from
Proposition 8.2.11. 
We are ready to talk about derived bifunctors.
Definition 9.3.8. Under Setup 9.3.1, a triangulated right derived bifunctor of F
with respect to S1×S2 is a pair (RF, ηR), where
RF : D1×D2 → E
is a triangulated bifunctor, and
ηR : F ⇒ RF ◦ (Q1×Q2)
is a morphism of triangulated bifunctors, such that the following universal property
holds:
(R) Given a pair (G, θ), consisting of a triangulated bifunctor G : D1×D2 → E
and a morphism of triangulated bifunctors θ : F ⇒ G ◦ (Q1×Q2), there
is a unique morphism of triangulated bifunctors µ : RF ⇒ G such that
θ = (µ ◦ idQ1×Q2) ∗ ηR.
Here is a diagram showing property (R):
(9.3.9) K1×K2 F //
Q1×Q2

E
D1×D2
RF
::
ηR

G
MM
θ

µ '
Proposition 9.3.10. If a triangulated right derived bifunctor exists, then it is
unique up to a unique isomorphism.
Proof. This is just like the proof of Proposition 8.4.8. We leave the small changes
to the reader. 
Existence in general is like Theorem 8.4.9, but a bit more complicated.
Theorem 9.3.11. Under Setup 9.3.1, assume there are full triangulated subcate-
gories J1 ⊆ K1 and J2 ⊆ K2 with these two properties:
(a) If φ1 : I1 → J1 is a morphism in J1 ∩ S1 and φ2 : I2 → J2 is a morphism
in J2 ∩S2, then
F (φ1, φ2) : F (I1, I2)→ F (J1, J2)
is an isomorphism in E.
(b) For every p ∈ {1, 2} and every object Mp ∈ Kp, there exists a morphism
ρp : Mp → Ip in Sp with target Ip ∈ Jp.
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Then the triangulated right derived bifunctor
(RF, ηR) : D1×D2 → E
of F with respect to S1×S2 exists. Moreover, for every pair of objects I1 ∈ J1 and
I2 ∈ J2 the morphism
ηRI1,I2 : F (I1, I2)→ RF (I1, I2)
in E is an isomorphism.
In applications we will see that either J1 = K1 or J2 = K2; namely we will only
need to resolve in the second or in the first argument, respectively.
Proof. It will be convenient to change notation. For p = 1, 2 let’s define K′p := Jp,
S′p := K′p ∩Sp and D′p := (K′p)S′p . The localization functors are Q′p : K′p → D′p. The
inclusions are Up : K′p → Kp, and their localizations are the functors Vp : D′p → Dp.
By Lemma 8.3.8 the functors Vp are equivalences.
The situation is depicted in these diagrams. We have this commutative diagram
of products of triangulated functors between products of triangulated categories:
(9.3.12) K′1×K′2
U1×U2 //
Q′1×Q′2

K1×K2
Q1×Q2

D′1×D′2
V1×V2 // D1×D2
The arrow V1 × V2 is an equivalence. Diagram (9.3.12) induces a commutative
diagram of linear categories:
(9.3.13) TrBiFun(K′1×K′2,E) TrBiFun(K1×K2,E)
Fun(U1×U2,Id)
oo
TrBiFunS′1× S′2(K
′
1×K′2,E)
f.f. emb
OO
TrBiFunS1× S2(K1×K2,E)
f.f. emb
OO
equiv
Fun(U1×U2,Id)
oo
TrBiFun(D′1×D′2,E)
Fun(Q′1×Q′2,Id) isom
OO
TrBiFun(D1×D2,E)
Fun(V1×V2,Id)
equiv
oo
Fun(Q1×Q2,Id)isom
OO
According to Lemmas 9.3.6 and 9.3.7, the arrows in the diagram above that are
marked “isom” or “equiv” are isomorphisms or equivalences, respectively. By defi-
nition the arrows marked “f.f. emb” are fully faithful embeddings.
We know that Sp ⊆ Kp are left denominator sets. Therefore (see Proposition
8.2.13) S1×S2 ⊆ K1×K2 is a left denominator set. Condition (a) of Theorem
9.3.11 says that F sends morphisms in S′1×S′2 to isomorphisms in E. Condition (b)
there says that there are enough right (K′1×K′2)-resolutions in K1×K2.
Thus we are in a position to use the abstract Theorem 8.3.3. It says that there
is an abstract right derived functor (RF, ηR) : D1×D2 → E. However, going over
the proof of Theorem 8.3.3, we see that all constructions there can be made within
the triangulated setting, namely in diagram (9.3.13) instead of in diagram (8.3.11).
Therefore RF is an object of the category in the bottom right corner of (9.3.13),
and the morphism ηR : F ⇒ RF ◦ (Q1×Q2) is in the category in the top right
corner of (9.3.13). 
We now treat left derived bifunctors. Due to the similarity to the right derived
functors, we give only a few details here.
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Definition 9.3.14. Under Setup 9.3.1, a triangulated left derived bifunctor of F
with respect to S1×S2 is a pair (LF, ηL), where
LF : D1×D2 → E
is a triangulated bifunctor, and
ηL : LF ◦ (Q1×Q2)⇒ F
is a morphism of triangulated bifunctors, such that the following universal property
holds:
(L) Given a pair (G, θ), consisting of a triangulated bifunctor G : D1×D2 → E
and a morphism of triangulated bifunctors θ : G ◦ (Q1×Q2) ⇒ F , there
is a unique morphism of triangulated bifunctors µ : G ⇒ LF such that
θ = ηL ∗ (µ ◦ idQ1×Q2).
Proposition 9.3.15. If a triangulated left derived bifunctor exists, then it is unique
up to a unique isomorphism.
Proof. This is the opposite of Proposition 9.3.10, and we leave it to the reader to
make the adjustments. 
Theorem 9.3.16. In the situation of Definition 9.3.14, assume there are full tri-
angulated subcategories P1 ⊆ K1 and P2 ⊆ K2 with these two properties:
(a) If φ1 : P1 → Q1 is a morphism in P1 ∩ S1 and φ2 : P2 → Q2 is a morphism
in P2 ∩S2, then
F (φ1, φ2) : F (P1, P2)→ F (Q1, Q2)
is an isomorphism in E.
(b) For every i ∈ {1, 2} and every object Mi ∈ Ki, there exists a morphism
ρi : Pi →Mi in Si with target Pi ∈ Pi.
Then the triangulated left derived bifunctor
(LF, ηL) : D1×D2 → E
of F with respect to S1× S2 exists. Moreover, for every pair of objects P1 ∈ P1 and
P2 ∈ P2 the morphism
ηLP1,P2 : LF (P1, P2)→ F (P1, P2)
in E is an isomorphism.
Exercise 9.3.17. Prove Theorem 9.3.16. (Hint: This is the opposite of Theorem
9.3.11. The proof is analogous.)
In applications we will see that either P1 = K1 or P2 = K2; namely we will only
need to resolve in the second or in the first argument, respectively.
There are more specialized definitions of triangulated derived bifunctors whose
sources are categories of DG modules, like Definitions 8.4.16 and 8.4.26. We leave
them to the reader.
Remark 9.3.18. Deriving triangulated bifunctors that are contravariant in one or
two arguments involves passage to opposite categories; see Definition 9.2.9. Propo-
sition 7.6.3 tells us that when Kopi ⊆ K(Ai,Mi)op are full triangulated subcategories,
the sets Sopi of quasi-isomorphisms in them are of cohomological origin. So we are
still within the conditions of Setup 9.3.1, and Theorems 9.3.11 and 9.3.16 can be
applied. We leave it to the reader to work out the details in the various cases. How-
ever, the important case of the bifunctor Hom(−,−) will be given a full treatment
in Subsection 12.2.
174
Derived Categories | Amnon Yekutieli | 14 Apr 2019
10. Resolving Subcategories of K(A,M)
In this section we are back in the more concrete setting: A is a DG ring, and M is
an abelian category, both over the commutative base ring K; see Convention 1.2.4.
We will define K-projective and K-injective DG modules in K(A,M). These DG
modules form full triangulated subcategories of K(A,M), and are concrete versions
of the abstract categories P and J, that played important roles in Subsection 8.4.
For K(A) we also define K-flat DG modules.
10.1. K-Injective DG Modules. For every integer p we have the p-th cohomol-
ogy functor Hp : Cstr(A,M) → M. There is equality Hp = H0 ◦Tp, where T is the
translation functor of C(A,M). The functors Hp pass to the homotopy category,
and H0 : K(A,M)→ M is a cohomological functor, in the sense of Definition 5.2.5.
Definition 10.1.1. A DG module N ∈ C(A,M) is called acyclic if Hp(N) = 0 for
all p.
Definition 10.1.2. A DG module I ∈ C(A,M) is called K-injective if for every
acyclic DG module N ∈ C(A,M), the DG K-module HomA,M(N, I) is acyclic.
The definition above characterizes K-injectives as objects of C(A,M). The next
proposition shows that being K-injective is intrinsic to the triangulated category
K(A,M), with the cohomological functor H0 (that tells us which are the acyclic
objects).
Proposition 10.1.3. A DG module I ∈ K(A,M) is K-injective if and only if
HomK(A,M)(N, I) = 0 for every acyclic DG module N ∈ K(A,M).
Proof. This is because for every integer p we have
Hp
(
HomA,M(N, I)
) ∼= H0(HomA,M(T−p(N), I)) = HomK(A,M)(T−p(N), I),
and N is acyclic iff T−p(N) is acyclic. 
Definition 10.1.4. Let M ∈ C(A,M). A K-injective resolution of M is a quasi-
isomorphism ρ : M → I in Cstr(A,M), where I is a K-injective DG module.
Remark 10.1.5. Let ρ : M → I be a K-injective resolution in Cstr(A,M). By
a slight abuse of notation, we shall often refer to the induced quasi-isomorphism
P(ρ) : M → I in K(A,M) as a K-injective resolution of M . Cf. Definitions 10.1.11
and 10.1.21 below.
In the next section we will prove existence of K-injective resolutions in several
contexts. Here is an easy example of a K-injective complex.
Exercise 10.1.6. Let I ∈ K(M) be a complex of injective objects of M, with zero
differential. Prove that I is K-injective.
Definition 10.1.7. Let K be a full subcategory of K(A,M). The full subcategory
of K on the K-injective DG modules in it is denoted by Kinj. In other words,
Kinj = K(A,M)inj ∩ K.
Remark 10.1.8. Warning: the property of a DG module I ∈ K being K-injective
is in general not intrinsic to the subcategory K ⊆ K(A,M). This is because the
condition in Proposition 10.1.3 (and in Definition 10.1.2) has to be tested against
all acyclic DG modules N ∈ K(A,M).
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Proposition 10.1.9. If K is a full triangulated subcategory of K(A,M), then Kinj
is a full triangulated subcategory of K.
Proof. It suffices to prove that K(A,M)inj is a triangulated subcategory of K(A,M).
It is easy to see that K(A,M)inj is closed under translations. Suppose I → J →
K
4−−→ is a distinguished triangle in K(A,M) such that I, J are K-injective DG
modules. We have to show that K is also K-injective. Take any acyclic DG module
N ∈ K(A,M). There is an exact sequence
HomK(A,M)(N, J)→ HomK(A,M)(N,K)→ HomK(A,M)(N,T(I))
in ModK. Because J and T(I) are K-injectives, Proposition 10.1.3 says that
HomK(A,M)(N, J) = 0 = HomK(A,M)(N,T(I)).
Therefore HomK(A,M)(N,K) = 0. But N is an arbitrary acyclic DG module, so K
is K-injective. 
Example 10.1.10. Let ? be some boundedness condition (namely b, + or −).
We know that K?(A,M) is a full triangulated subcategory of K(A,M). Hence
K?(A,M)inj is a triangulated subcategory too.
Definition 10.1.11. Let K be a full triangulated subcategory of K(A,M). We say
that K has enough K-injectives if every DG module M ∈ K admits a K-injective
resolution inside K. I.e. there is a quasi-isomorphism ρ : M → I where I ∈ Kinj.
Here is the crucial fact regarding K-injectives.
Lemma 10.1.12. Let s : I →M be a quasi-isomorphism in K(A,M), and assume
I is K-injective. Then s has a left inverse, namely there is a morphism t : M → I
in K(A,M) such that t ◦ s = idI . Moreover, this morphism t is unique.
Proof. Consider a distinguished triangle I s−→ M → N 4−−→ in K(A,M) that’s built
on s. The long exact cohomology sequence tells us that N is an acyclic DG module.
Therefore HomK(A,M)(Tp(N), I) = 0 for all p. The exact sequence
HomK(A,M)(N, I)→ HomK(A,M)(M, I)
→ HomK(A,M)(I, I)→ HomK(A,M)(T−1(N), I)
shows that the homomorphism
(−) ◦ s : HomK(A,M)(M, I) '−→ HomK(A,M)(I, I)
is a bijection. We take t : M → I to be the unique morphism in K(A,M) such that
t ◦ s = idI . 
Theorem 10.1.13. Let A be a DG ring, let M be an abelian category, and let K be
a full triangulated subcategory of K(A,M). Write S := K∩S(A,M), and let D := KS
be the localization, with localization functor Q : K→ D. Then for every M ∈ K and
I ∈ Kinj the homomorphism
QM,I : HomK(M, I)→ HomD(M, I)
is bijective.
Proof. We know that Q : K → D is a left Ore localization with respect to S.
Suppose q : M → I is a morphism in D = KS. Let us present q as a left fraction:
q = Q(s)−1 ◦Q(a), where a : M → N and s : I → N are morphisms in K, and s is
a quasi-isomorphism. By Lemma 10.1.12, s has a left inverse t : M → I in K. We
get a morphism t ◦a : M → I in K, and an easy calculation shows that Q(t ◦a) = q
in D. This proves surjectivity of the function QM,I .
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Now let’s prove injectivity of QM,I . If a : M → I is a morphism in K such that
QM,I(a) = 0, then by axiom (LO4) of left Ore localization (see Definition 6.2.2)
there is a quasi-isomorphism s : I → L in K such that s ◦ a = 0 in K. Let t be the
left inverse of s. Then a = t ◦ s ◦ a = 0 in K. 
Corollary 10.1.14. In the situation of Theorem 10.1.13, the localization functor
Q : Kinj → D is fully faithful.
Proof. Since Kinj is a full subcategory of K, for every J, I ∈ Kinj we have bijections
HomKinj(J, I)
'−→ HomK(J, I)
QJ,I−−−→ HomD(J, I),
where the bijection QJ,I is by the theorem above. 
Corollary 10.1.15. In the situation of Theorem 10.1.13, if K has enough K-
injectives, then the localization functor Q : Kinj → D is an equivalence.
Proof. By Corollary 10.1.14 the functor Q is fully faithful. The extra condition
guarantees that Q is essentially surjective on objects. 
Corollary 10.1.16. Let ? be any boundedness condition. If K?(A,M) has enough
K-injectives, then the triangulated functor
Q : K?(A,M)inj → D?(A,M)
is an equivalence.
Proof. Since K?(A,M) is a full triangulated subcategory of K(A,M), this is a special
case of the Corollary 10.1.15. 
Remark 10.1.17. These last results are of tremendous importance, both theo-
retically and practically. In the theory, Corollary 10.1.16 shows that the localized
category D?(A,M), which is too big to lie inside the original universe U (see Remark
6.2.20), is equivalent to a U-category. On the practical side, Corollary 10.1.14 means
that among K-injective objects we do not need fractions to represent morphisms.
Corollary 10.1.18. Let K ⊆ K′ be full triangulated subcategories of K(A,M).
Define S := K∩S(A,M), S′ := K′ ∩S(A,M), D := KS and D′ := K′S′ . If K and K′
have enough K-injectives, then the canonical functor D→ D′ is fully faithful.
Proof. Combine Corollary 10.1.15 with the fact that the canonical functor K→ K′
is fully faithful. 
Corollary 10.1.19. Let φ : I → J be a morphism in Cstr(A,M) between K-injective
objects. Then φ is a homotopy equivalence if and only if it is a quasi-isomorphism.
Proof. One implication is trivial. For the reverse implication, if φ is a quasi-
isomorphism then it is an isomorphism in D(A,M), and by Corollary 10.1.14 for
K = K(A,M) we see that φ is an isomorphism in K(A,M). 
Theorem 10.1.20. In the situation of Theorem 10.1.13, assume that K has enough
K-injectives. Let E be a triangulated category, and let F : K→ E be a triangulated
functor. Then F has a right derived functor (RF, ηR) : D → E. Furthermore, for
every I ∈ Kinj the morphism ηRI : F (I)→ RF (I) in E is an isomorphism.
Proof. We will use Theorem 8.4.9. In the notation of that theorem, let J := Kinj.
Condition (a) of that theorem holds (this is the “enough K-injectives” assumption).
Next, Corollary 10.1.19 implies that every quasi-isomorphism φ : I → J in Kinj
is actually an isomorphism. Therefore F (φ) is an isomorphism in E, and this is
condition (b) of Theorem 8.4.9. 
Here is another useful definition. It is a variant of Definition 8.3.4.
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Definition 10.1.21. Let K be a full triangulated subcategory of K(A,M), and
assume K has enough K-injectives. A system of K-injective resolutions in K is a
pair (I, ρ), where I : Ob(K) → Ob(Kinj) is a function, and ρ = {ρM}M∈Ob(K) is a
collection of quasi-isomorphisms ρM : M → I(M) in K. Moreover, ifM ∈ Ob(Kinj),
then I(M) = M and ρM = idM .
Example 10.1.22. Let A be any DG ring. We will prove later that K(A) has
enough K-injectives. Therefore, given a triangulated functor F : K(A) → E into
a triangulated category E, the right derived functor (RF, ηR) : D(A) → E exists.
Suppose we choose a system of K-injective resolutions (I, ρ) in K(A). Then we get
a presentation of (RF, ηR) as follows: RF (M) := F (I(M)) and ηRM := F (ρM ).
The proposition below is a variant of Lemma 8.3.9.
Proposition 10.1.23. In the situation of Theorem 10.1.13, suppose K has enough
K-injectives, and let (I, ρ) be a system of K-injective resolutions in K. Then the
function I extends uniquely to a triangulated functor I : D → Kinj, such that
IdKinj = I ◦Q |Kinj , and ρ : IdD ⇒ Q ◦ I is an isomorphism of triangulated functors.
Proof. The proof is the same as that of Lemma 8.3.9, except that here we use
Corollary 10.1.15. 
The next corollary is a categorical interpretation of the last proposition.
Corollary 10.1.24 (Functorial K-Injective Resolutions). Let K be a full triangu-
lated subcategory of K(A,M), and assume K has enough K-injectives.
(1) There is a triangulated functor I : K → K and a morphism of triangulated
functors ρ : IdK ⇒ I, such that for every object M ∈ K the object I(M) is
K-injective, and the morphism ρM : M → I(M) is a quasi-isomorphism.
(2) If (I ′, ρ′) is another such pair, then there is a unique isomorphism of tri-
angulated functors ζ : I '=⇒ I ′ such that ρ′ = ζ ◦ ρ.
Exercise 10.1.25. Prove Corollary 10.1.24.
Infinite direct sums in Cstr(A,M) were discussed in Proposition 3.8.15. Their
existence depends only on the existence of infinite direct sums in M.
Theorem 10.1.26. Let A be a DG ring, let M be an abelian category, and let
{Mx}x∈X be a collection of objects of C(A,M). Assume that C(A,M) has enough
K-injectives, and that the direct sum M :=
⊕
x∈XMx exists in Cstr(A,M). Then
M is the direct sum of the collection {Mx}x∈X in D(A,M).
Proof. Let’s use these shorthands: Cstr := Cstr(A,M), K := K(A,M) and D :=
D(A,M). For each index x there is a morphism ex : Mx → M in Cstr, that passes
to a morphism Q(ex) : Mx → M in D. We need to verify that the collection of
morphisms {Q(ex)}x∈X has the universal property of a coproduct.
Take any object N ∈ D, and choose a K-injective resolution N → J in Cstr.
There is an isomorphism of DG K-modules
(10.1.27)
HomA,M(M,J) = HomA,M
(⊕
x∈XMx, J
)
∼=
∏
x∈X HomA,M(Mx, J).
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From it we obtain isomorphisms of K-modules
(10.1.28)
HomD(M,N) ∼=† HomK(M,J) = H0
(
HomA,M(M,J)
)
∼=‡ H0
(∏
x∈X HomA,M(Mx, J)
)
∼=]
∏
x∈X H
0(HomA,M(Mx, J))
=
∏
x∈X HomK(Mx, J)
∼=†
∏
x∈X HomD(Mx, N).
The isomorphisms ∼=† are due to Theorem 10.1.13; the isomorphism ∼=‡ is from
formula (10.1.27); and the isomorphism∼=] is because the functor H0 commutes with
products. Since the composed isomorphism in (10.1.28) is induced by the collection
of morphisms {Q(ex)}x∈X , we see that the universal property of a coproduct holds.

Remark 10.1.29. The concept of a K-injective complex (i.e. a K-injective object
of C(M)), as well as the similar concepts of K-projective and K-flat complexes that
will be discussed below, were introduced by N. Spaltenstein [143] in 1988. At about
the same time other authors (B. Keller [79], M. Bockstedt and A. Neeman [23], J.
Bernstein and V. Lunts [20]) discovered this concept independently, with other
names (such as homotopically injective complex). The texts [20] and [79] already
talk about DG modules over DG rings.
10.2. K-Projective DG Modules. This subsection is dual to the previous one,
and so we will be brief.
Definition 10.2.1. A DG module P ∈ C(A,M) is called K-projective if for every
acyclic DG module N ∈ C(A,M), the DG K-module HomA,M(P,N) is acyclic.
Definition 10.2.2. Let M ∈ C(A,M). A K-projective resolution of M is a quasi-
isomorphism ρ : P →M in Cstr(A,M), where P is a K-projective DG module.
Remark 10.1.5 on terminology applies here too.
Proposition 10.2.3. A DG module P ∈ K(A,M) is K-projective if and only if
HomK(A,M)(P,N) = 0 for every acyclic DG module N ∈ K(A,M).
The proof is like that of Proposition 10.1.3.
Definition 10.2.4. Let K be a full subcategory of K(A,M). The full subcategory
of K on the K-projective DG modules in it is denoted by Kprj. In other words,
Kprj = K(A,M)prj ∩ K.
The warning in Remark 10.1.8 applies here too.
Proposition 10.2.5. If K is a full triangulated subcategory of K(A,M), then Kprj
is a full triangulated subcategory of K.
The proof is like that of Proposition 10.1.9.
Example 10.2.6. Let ? be some boundedness condition (namely b, + or −). Since
K?(A,M) is a full triangulated subcategory of K(A,M), we see that K?(A,M)prj is
a full triangulated subcategory too.
Definition 10.2.7. Let K be a full triangulated subcategory of K(A,M). We say
that K has enough K-projectives if every DG module M ∈ K admits a K-projective
resolution inside K. I.e. there is a quasi-isomorphism ρ : P →M where P ∈ Kprj.
Lemma 10.2.8. Let s : M → P be a quasi-isomorphism in K(A,M), and assume P
is K-projective. Then s has a right inverse; namely there is a morphism t : P →M
in K(A,M) such that s ◦ t = idP . Moreover, this morphism t is unique.
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The proof is almost the same as that of Lemma 10.1.12.
Theorem 10.2.9. Let A be a DG ring, let M be an abelian category, and let K be a
full triangulated subcategory of K(A,M). Write S := K∩S(A,M), and let D := KS
be the localization, with localization functor Q : K→ D. Then for every M ∈ K and
P ∈ Kprj the homomorphism
QP,M : HomK(P,M)→ HomD(P,M)
is bijective.
The proof is like that of Theorem 10.1.13, only now we use the fact that the
functor Q is a right Ore localization.
The results from here to the end of the subsection are also proved like their
K-injective counterparts in Subsection 10.1.
Corollary 10.2.10. In the situation of Theorem 10.2.9, the localization functor
Q : Kprj → D is fully faithful.
Corollary 10.2.11. In the situation of Theorem 10.2.9, if K has enough K-pro-
jectives, then the localization functor Q : Kprj → D is an equivalence.
Corollary 10.2.12. Let ? be any boundedness condition. If K?(A,M) has enough
K-projectives, then the triangulated functor
Q : K?(A,M)prj → D?(A,M)
is an equivalence.
Corollary 10.2.13. Let K ⊆ K′ be full triangulated subcategories of K(A,M).
Define S := K∩S(A,M), S′ := K′ ∩S(A,M), D := KS and D′ := K′S′ . If K and K′
have enough K-projectives, then the canonical functor D→ D′ is fully faithful.
Corollary 10.2.14. Let φ : P → Q be a morphism in Cstr(A,M) between K-
projective objects. Then φ is a homotopy equivalence if and only if it is a quasi-
isomorphism.
Theorem 10.2.15. In the situation of Theorem 10.2.9, assume that K has enough
K-projectives. Let E be a triangulated category, and let F : K→ E be a triangulated
functor. Then F has a left derived functor (LF, ηL) : D → E. Furthermore, for
every P ∈ Kprj the morphism ηLP : LF (P )→ F (P ) in E is an isomorphism.
Definition 10.2.16. Let K be a full triangulated subcategory of K(A,M), and
assume K has enough K-projectives. A system of K-projective resolutions in K is
a pair (P, ρ), where P : Ob(K) → Ob(Kprj) is a function, and ρ = {ρM}M∈Ob(K)
is a collection of quasi-isomorphisms ρM : P (M) → M in K. Moreover, if M ∈
Ob(Kprj), then P (M) = M and ρM = idM .
Example 10.2.17. Let A be any DG ring. We will prove later that K(A) has
enough K-projectives. Therefore, given a triangulated functor F : K(A) → E into
a triangulated category E, the left derived functor (LF, ηL) : D(A) → E exists.
Suppose we choose a system of K-projective resolutions (P, ρ) in K(A). Then we
get a presentation of (LF, ηR) as follows: LF (M) := F (P (M)) and ηLM := F (ρM ).
Proposition 10.2.18. In the situation of Theorem 10.2.9, suppose K has enough
K-projectives, and let (P, ρ) be a system of K-projective resolutions. Then the
function P extends uniquely to a triangulated functor P : D → Kprj, such that
IdKprj = P ◦ Q |Kprj , and ρ : Q ◦P ⇒ IdD is an isomorphism of triangulated func-
tors.
Corollary 10.2.19 (Functorial K-Projective Resolutions). Let K be a full trian-
gulated subcategory of K(A,M), and assume K has enough K-projectives.
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(1) There is a triangulated functor P : K→ K and a morphism of triangulated
functors ρ : P ⇒ IdK, such that for every object M ∈ K the object P (M) is
K-projective, and the morphism ρM : P (M)→M is a quasi-isomorphism.
(2) If (P ′, ρ′) is another such pair, then there is a unique isomorphism of tri-
angulated functors ζ : P ′ '=⇒ P such that ρ′ = ρ ◦ ζ.
10.3. K-Flat DG Modules. Recall that for a DG ring A, its opposite DG ring is
Aop. The objects of C(Aop) are the right DG A-modules.
Definition 10.3.1. A DG module P ∈ C(A) is called K-flat if for every acyclic
DG module N ∈ C(Aop), the DG K-module N ⊗A P is acyclic.
Definition 10.3.2. Let M ∈ C(A). A K-flat resolution of M is a quasi-iso-
morphism ρ : P →M in Cstr(A), where P is a K-flat DG module.
Remark 10.1.5 on terminology applies here as well.
Definition 10.3.3. Let K be a full triangulated subcategory of K(A). We denote
by Kflat the full subcategory of K(A) on the K-flat complexes in it. Thus Kflat =
K∩K(A)flat.
The warning in Remark 10.1.8 applies here too.
Proposition 10.3.4. If P ∈ C(A) is K-projective then it is K-flat.
Proof. Let K∗ be an injective cogenerator of M(K) = ModK. This means that K∗
is an injective K-module, such that every nonzero K-module W admits a nonzero
homomorphism W → K∗. See Examples 11.6.1 and 11.6.1. It is not hard to see
that a DG K-module W is acyclic if and only if HomK(W,K∗) is acyclic.
Take an acyclic complex N ∈ C(Aop). Then by Hom-tensor adjunction there is
an isomorphism of DG K-modules
HomK(N ⊗A P,K∗) ∼= HomA
(
P,HomK(N,K∗)
)
.
The right side is acyclic by our assumptions. Hence so is the left side. It follows
that N ⊗A P is acyclic. 
Proposition 10.3.5. A DG module P ∈ K(A) is K-flat iff
HomK(A)
(
P,HomK(N, J)
)
= 0
for every acyclic N ∈ C(Aop) and every injective J ∈ ModK.
Exercise 10.3.6. Prove Proposition 10.3.5. (Hint: look at the proof of Proposition
10.3.4.)
Proposition 10.3.7. Let K be a full triangulated subcategory of K(A). Then Kflat
is a full triangulated subcategory of K.
Exercise 10.3.8. Prove Proposition 10.3.7. (Hint: The challenge is to show that
Kflat is closed under distinguished triangles. Use Proposition 10.3.5.)
In Theorem 12.3.1 on the left derived bifunctor (−⊗LA−) of the bifunctor (−⊗A−)
we will use K-flat resolutions.
Remark 10.3.9. In view of Proposition 10.3.4, the reader might wonder why we
bother with K-flat DG modules. The reason is that there are situations in which
there are enough K-flat objects but not enough K-projective objects. One such
situation is that of the category C(A) = C(ModA), where (X,A) is a ringed space
and ModA is the category of sheaves of A-modules; see Example 11.3.16. Another
situation is when K-flatness is needed is for DG bimodules over noncommutative
DG rings, as in Sections 14 and later.
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10.4. Opposite Resolving Subcategories. In this subsection we explain how
K-injective and K-projective DG modules in K(A,M) behave in the opposite cate-
gory K(A,M)op, and then use this to prove existence of contravariant triangulated
derived functors.
Recall the flipping operation from Subsections 3.9, 5.6 and 7.6. There is an
isomorphism of DG categories
(10.4.1) Flip : C(A,M)op '−→ C(A,M)flip = C(Aop,Mop),
and the corresponding isomorphisms of the homotopy categories
(10.4.2) Flip : K(A,M)op '−→ K(A,M)flip = K(Aop,Mop)
and on the derived categories
(10.4.3) Flip : D(A,M)op '−→ D(A,M)flip = D(Aop,Mop).
By definition of the triangulated structure on K(A,M)op, the isomorphisms (10.4.2)
and (10.4.3) are of triangulated categories.
The objects of C(A,M) and C(A,M)op are the same, and the property of a DG
module M being acyclic is the same in both categories.
Lemma 10.4.4. A DG module M ∈ C(A,M) is acyclic iff the DG module
Flip(M) ∈ C(Aop,Mop) is acyclic.
Proof. This follows from Theorem 3.9.16(4). 
Lemma 10.4.5. A DG module P ∈ K(A,M) is K-projective iff the DG module
I := Flip(P ) ∈ K(Aop,Mop) is K-injective.
Proof. According to Lemma 10.4.4, the functor Flip gives a bijection between the
set of acyclic DG modules M ∈ K(A,M) and the set of acyclic DG modules N :=
Flip(M) ∈ K(Aop,Mop). Since the functor (10.4.2) is an equivalence, we have an
equality and an isomorphism
(10.4.6) HomK(A,M)(P,M) = HomK(A,M)op(M,P ) ∼= HomK(Aop,Mop)(N, I)
in M(K).
By Proposition 10.1.3, the DG module I is K-injective in K(Aop,Mop) iff for
every acyclic DG module N ∈ K(Aop,Mop) we have HomK(Aop,Mop)(N, I) = 0.
Similarly, by Proposition 10.2.3, the DG module P is K-projective in K(A,M) iff
for every acyclic DG module M ∈ K(A,M) we have HomK(A,M)(P,M) = 0. In view
of (10.4.6) we conclude that I is K-injective iff P is K-projective. 
Here are the contravariant modifications of Theorems 10.1.20 and 10.2.15.
Setup 10.4.7. We are given:
• A full additive subcategory K ⊆ K(A,M), s.t. Kop ⊆ K(A,M)op is triangu-
lated. The localization of Kop at the quasi-isomorphisms in it is denoted
by Dop.
• A triangulated category E and a triangulated functor F : Kop → E.
Theorem 10.4.8. Under Setup 10.4.7, assume that K has enough K-projectives.
Then the triangulated right derived functor (RF, ηR) : Dop → E of F exists. Further-
more, for every K-projective DG module P ∈ K, the morphism ηRP : F (P )→ RF (P )
in E is an isomorphism.
Proof. Let Kflip := Flip(Kop) ⊆ K(Aop,Mop). This is a triangulated category. Its
localization w.r.t. the quasi-isomorphisms is denoted by Dflip. We have isomor-
phisms of triangulated categories Flip : Kop '−→ Kflip and Flip : Dop '−→ Dflip. Let
F flip := F ◦ Flip−1 : Kflip → E. This is a triangulated functor.
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Since Flip sends quasi-isomorphisms to quasi-isomorphisms, and by Lemma
10.4.5, each K-projective resolution ρ : P → M of M in K goes to a K-injective
resolution Flip(ρ) : Flip(M) → Flip(P ) of N := Flip(M) in Kflip. We are given
that K has enough K-projectives. Therefore Kflip has enough K-injectives.
Now we can apply Theorem 10.1.20 to deduce that the right derived functor
(RF flip, ηflip) : Dflip → E of F flip exists. Then
(RF, ηR) := (RF flip, ηflip) ◦ Flip : Dop → E
is a right derived functor of F .
The assertion about the morphism ηRP is clear from the discussion above. 
Theorem 10.4.9. Under Setup 10.4.7, assume that K has enough K-injectives.
Then the left derived functor (LF, ηL) : Dop → E of F exists. Furthermore, for
every K-injective DG module I ∈ K, the morphism ηLI : LF (I) → F (I) in E is an
isomorphism.
Proof. The same as that of the previous theorem, except that now we use Lemma
10.4.5 and Theorem 10.2.15. 
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11. Existence of Resolutions
In this section we continue in the more concrete setting: K is a nonzero commu-
tative base ring, A is a central DG K-ring, and M is a K-linear abelian category; see
Convention 1.2.4. The DG category C?(A,M) was introduced in Section 3.8. We
will prove existence of K-projective and K-injective resolutions in C?(A,M), under
suitable conditions.
11.1. Direct and Inverse Limits of Complexes. We shall have to work with
limits in this section. Limits in abstract abelian and DG categories (not to mention
triangulated categories) are a very delicate issue. We will try to be as concrete as
possible, in order to avoid pitfalls and confusion. The notation we use for direct
and inverse limits of systems indexed by N was presented in Subsection 1.8.
Proposition 11.1.1.
(1) Let {Mk}k∈N be a direct system in Cstr(A,M). Assume that for every i the
direct limit limk→M ik exists in M. Then the direct limit M = limk→Mk
exists in Cstr(A,M), and in degree i it is M i = limk→M ik.
(2) Let {Mk}k∈N be an inverse system in Cstr(A,M). Assume that for every
i the inverse limit lim←kM ik exists in M. Then the inverse limit M =
lim←kMk exists in Cstr(A,M), and in degree i it is M i = lim←kM ik.
Proof. We will only prove item (1); the proof of item (2) is similar. For each integer
i define M i := limk→M ik ∈ M. By the universal property of the direct limit, the
differentials d : M ik →M i+1k induce differentials d : M i →M i+1, and in this way we
obtain a complex M := {M i}i∈Z ∈ C(M). Similarly, every element a ∈ Aj induces
morphisms a : M i →M i+j in M, and thusM becomes an object of C(A,M). There
are morphisms Mk → M in Cstr(A,M), and it is easy to see that these make M
into a direct limit of the system {Mk}k∈N. 
Since limits exist in M = ModK, the proposition above says that they exist in
Cstr(A). Likewise they exist in the category Gstr(K) of graded K-modules.
We say that a direct system {Mk}k∈N in M is eventually stationary if µk : Mk →
Mk+1 are isomorphisms for large k. Similarly we can talk about an eventually
stationary inverse system. The limit of an eventually stationary system (direct or
inverse) always exists: it is Mk for large enough k.
Proposition 11.1.2.
(1) Let {Mk}k∈N be a direct system in Cstr(A,M). Assume that for each i the
direct system {M ik}k∈N in M is eventually stationary. Then the direct limit
M = limk→Mk exists in Cstr(A,M), the direct limit limk→H(Mk) exists in
Gstr(M), and the canonical morphism limk→ H(Mk) → H(M) in Gstr(M)
is an isomorphism.
(2) Let {Mk}k∈N be an inverse system in Cstr(A,M). Assume that for each i the
inverse system {M ik}k∈N in M is eventually stationary. Then the inverse
limit M = lim←kMk exists in Cstr(A,M), the inverse limit lim←k H(Mk)
exists in Gstr(M), and the canonical morphism H(M) → lim←k H(Mk) in
Gstr(M) is an isomorphism.
Proof. Again, we only prove item (1). As mentioned above, for each i the limit
M i = limk→M ik exists in M. By Proposition 11.1.1 the limit M = limk→Mk exists
in Cstr(A,M).
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
185
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Regarding the cohomology: fix an integer i. Take k large enough such that
M i
′
k →M i
′
k′ are isomorphisms for all k ≤ k′ and i−1 ≤ i′ ≤ i+1. ThenM i
′
k′ →M i
′
are isomorphisms in this range, and therefore Hi(Mk′)→ Hi(M) are isomorphisms
for all k ≤ k′. We see that the direct system {Hi(Mk)}k∈N is eventually stationary,
and its direct limit is Hi(M). 
When we drop the abstract abelian category M, i.e. when we work with M =
ModK = M(K) and Cstr(A,M) = Cstr(A), there is no problem of existence of limits.
The next proposition says that furthermore “direct limits are exact” in Cstr(A).
Proposition 11.1.3. Let {Mk}k∈N be a direct system in Cstr(A), with limit M =
limk→Mk. Then the canonical homomorphism limk→H(Mk) → H(M) in Gstr(K)
is bijective.
Exercise 11.1.4. Prove Proposition 11.1.3. (Hint: forget the action of A, and
work with complexes of K-modules.)
Exactness of inverse limits tends to be much more complicated than that of
direct limits, even for K-modules. We always have to impose some condition on the
inverse system to have exactness in the limit.
Let
({Mk}k∈N, {µk}k∈N) be an inverse system in M(K). For every k ≤ l let
Mk,l ⊆ Mk be the image of the homomorphism µk,l : Ml → Mk. Note that there
are inclusions Mk,l+1 ⊆ Mk,l, so for fixed k we have an inverse system {Mk,l}l≥k
of submodules of Mk.
Definition 11.1.5. We say that an inverse system {Mk}k∈N in M(K) has the
Mittag-Leffler property if for every index k, the inverse system {Mk,l}l≥k is even-
tually stationary.
Example 11.1.6. If the inverse system
({Mk}k∈N, {µk}k∈N) in M(K) satisfies at
least one of the following conditions, then it has the Mittag-Leffler property:
(a) The system has surjective transitions.
(b) The system is eventually stationary.
(c) For every k ∈ N there exists some l ≥ k such that Mk,l = 0. This is called
the trivial Mittag-Leffler property, and one says that the system is pro-zero.
Theorem 11.1.7 (Mittag-Leffler Argument). Let {Mk}k∈N be an inverse system
in Cstr(A), with inverse limit M = lim←kMk. Assume the system satisfies these
two conditions:
(a) For every i ∈ Z the inverse system {M ik}k∈N inM(K) has the Mittag-Leffler
property.
(b) For every i ∈ Z the inverse system {Hi(Mk)}k∈N in M(K) has the Mittag-
Leffler property.
Then the canonical homomorphisms Hi(M)→ lim←k Hi(Mk) are bijective for all i.
Proof. We can forget all about the graded A-module structure, and just view this
as an inverse system in Cstr(Z), i.e. an inverse system of complexes of abelian
groups. Now this is a special case of [75, Proposition 1.12.4] or [56, Chapitre 0III,
Proposition 13.2.3]. 
The most useful instance of the ML argument is this:
Corollary 11.1.8. Let {Mk}k∈N be an inverse system in Cstr(A), with inverse
limit M = lim←kMk. Assume the system satisfies these two conditions:
(a) For every i ∈ Z the inverse system {M ik}k∈N has surjective transitions.
(b) For every k the DG module Mk is acyclic.
Then M is acyclic.
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Proof. Conditions (a) and (b) here imply conditions (a) and (b) of Theorem 11.1.7,
respectively. 
Exercise 11.1.9. Prove Corollary 11.1.8 directly, without resorting to Theorem
11.1.7.
By generalized integers we mean elements of the ordered set Z ∪ {±∞}. Recall
that for a subset S ⊆ Z, its infimum is inf(S) ∈ Z ∪ {±∞}, where inf(S) = +∞
iff S = ∅. Likewise the supremum is sup(S) ∈ Z ∪ {±∞}, where sup(S) = −∞
iff S = ∅. For i ∈ Z ∪ {±∞} the expression −i has a value in Z ∪ {±∞}. If
i0, i1 ∈ Z ∪ {±∞} satisfy i0 ≤ i1, then −i1 ≤ −i0. For i0, i1 ∈ Z ∪ {∞}, the
expressions i0 + i1 and −i0 − i1 have values in Z ∪ {±∞}. A generalized integer i
is called finite if i <∞, i.e. if i ∈ Z ∪ {−∞}.
Definition 11.1.10. Given i0 ∈ Z ∪ {−∞} and i1 ∈ Z ∪ {∞}, with i0 ≤ i1, the
integer interval with these endpoints is the set
[i0, i1] := {i ∈ Z | i0 ≤ i ≤ i1} ⊆ Z.
There is also the empty integer interval ∅. When the elements of an integer interval
represent degrees, we sometimes call it a degree interval.
We exclude the possibilities i0 = i1 = ∞ and i0 = i1 = −∞ for endpoints of
intervals. In calculus notation we have [i0,∞] = [i0,∞) ∩ Z, etc.; but we avoid the
open interval notation on purpose. Whenever we refer to an integer interval [i0, i1],
it is always assumed that the generalized integers i0 and i1 satisfy the conditions
in Definition 11.1.10. Further properties of integer intervals will be studied in
Subsection 12.1.
Definition 11.1.11. LetM = {M i}i∈Z be a graded object in M, and let S := {i ∈
Z |M i 6= 0} ⊆ Z.
(1) The supremum of M is sup(M) := sup(S) ∈ Z ∪ {±∞}.
(2) The infimum of M is inf(M) := inf(S) ∈ Z ∪ {±∞}.
(3) The amplitude of M is amp(M) := sup(M)− inf(M) ∈ N ∪ {±∞}.
Note that for M = 0 this reads S = ∅, inf(M) = ∞, sup(M) = −∞ and
amp(M) = −∞. Thus M is bounded (resp. bounded above, resp. bounded below)
iff amp(M) <∞ (resp. sup(M) <∞, resp. inf(M) > −∞).
11.2. Totalizations. Consider a complex
(11.2.1) (M,∂) =
(· · · →M−1 ∂−1−−→M0 ∂0−→M1 → · · · )
with entries in the abelian category Cstr(A,M). This means that for each i ∈ Z
there is a DG module (M i,dMi) ∈ C(A,M), and a morphism ∂i : M i → M i+1 in
Cstr(A,M), such that ∂i+1 ◦ ∂i = 0. Recall that the strictness of ∂i says that it has
degree 0, and that
(11.2.2) ∂i ◦ dMi = dMi+1 ◦ ∂i.
In terms of our symbolic notation, (M,∂) is an object of the DG category
C(Cstr(A,M)).
Each DG module (M i,dMi) has its own internal structure:
(11.2.3) (M i,dMi) =
({M i,j}j∈Z, {djMi}j∈Z).
Here M i,j ∈ M, djMi : M i,j → M i,j+1 is a morphism in M, and the relation
dj+1Mi ◦ djMi = 0 holds. There is an action of the DG ring A on M i, prescribed by a
DG K-ring homomorphism fMi : A→ EndM(M i).
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Sometimes we view M as a double complex, and then we refer to its rows and
columns: M i is the i-th column of M , and {M i,j}i∈Z is its j-th row. See diagram
(11.2.4).
(11.2.4)
...
...
...
· · · // M−1,1 ∂−1 //
OO
M0,1
∂0 //
OO
M1,1 //
OO
· · ·
· · · // M−1,0 ∂−1 //
d0
M−1
OO
M0,0
∂0 //
d0
M0
OO
M1,0 //
d0
M1
OO
· · ·
...
OO
...
OO
...
OO
As explained in Proposition 11.1.1, if the abelian categoryM has countable direct
sums, then so does Cstr(A,M). Recall that A\ is the underlying graded ring of the
DG ring A.
Definition 11.2.5. Assume that M has countable direct sums. Given a complex
(M,∂) with entries in Cstr(A,M), with notation as in (11.2.1), its direct sum total-
ization is the object
Tot⊕(M,∂) =
(
Tot⊕(M),dTot
) ∈ C(A,M)
defined as follows, in four stages.
(1) There is a graded object
Tot⊕(M) :=
⊕
i∈Z
T−i(M i) ∈ G(A\,M).
(2) On each summand T−i(M i) of Tot⊕(M) there is a differential dT−i(Mi),
and we define the degree 1 operator dM :=
⊕
i∈Z dT−i(Mi) on Tot
⊕(M).
(3) For each i let
tot(∂)i := t−1T−(i+1)(Mi+1) ◦T−i(∂i) : T−i(M i)→ T−(i+1)(M i+1).
We define the degree 1 operator tot(∂) :=
⊕
i∈Z tot(∂)i on the graded
object Tot⊕(M).
(4) The differential dTot on the graded object Tot⊕(M) is dTot := dM + tot(∂).
For the definition to be valid we need to verify something:
Lemma 11.2.6. The degree 1 operator dTot makes the pair
(
Tot⊕(M),dTot
)
into
an object of C(A,M).
Proof. We have to check that dTot ◦dTot = 0 and that tot(∂) is A-linear. Below we
shall verify the first condition; the second verification is similar, and is left to the
reader.
For a given i ∈ Z consider the composed morphism starting at the summand
T−i(M i) of the total DG module:
T−i(M i) dTot−−−→ T−i(M i)⊕ T−(i+1)(M i+1)
dTot−−−→ T−i(M i)⊕ T−(i+1)(M i+1)⊕ T−(i+2)(M i+2).
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Let us view these direct sums as columns, with matrices of operators acting on
them from the left. So we have to calculate the matrix product dT−i(Mi) 0t−1 ◦T−i(∂i) dT−(i+1)(Mi+1)
0 t−1 ◦T−(i+1)(∂i+1)
 ◦ [ dT−i(Mi)t−1 ◦T−i(∂i)
]
The resulting column of operators has dT−i(Mi) ◦dT−i(Mi) = 0 in the first position.
In the second position we have
(11.2.7) t−1 ◦T−i(∂i) ◦ dT−i(Mi) + dT−(i+1)(Mi+1) ◦ t−1 ◦T−i(∂i).
Using Proposition 4.1.12 we have
dT−(i+1)(Mi+1) ◦ t−1 = − t−1 ◦ dT−i(Mi+1) = − t−1 ◦T−i(dMi+1).
Therefore (11.2.7) equals
t−1 ◦T−i(∂i ◦ dMi − dMi+1 ◦ ∂i),
which is zero by (11.2.2). In the bottom of the column we have
(11.2.8) t−1 ◦T−(i+1)(∂i+1) ◦ t−1 ◦T−i(∂i).
According to Definition 4.1.6 we know that
T−(i+1)(∂i+1) ◦ t−1 = t−1 ◦T(T−(i+1)(∂i+1)) = t−1 ◦T−i(∂i+1)).
Therefore (11.2.8) equals t−1 ◦T−i(∂i+1 ◦ ∂i) = 0. 
Exercise 11.2.9. Finish the proof of the lemma (the A-linearity of tot(∂)).
Example 11.2.10. If M i = 0 for i 6= −1, 0, then
Tot⊕(M,∂) = Cone(∂−1 : M−1 →M0),
the standard cone from Definition 4.2.1. In Proposition 11.2.13 there is a more
general statement.
In Definition 7.3.6 we talked about smart truncations of DG modules. Here is
another sort of truncations.
Definition 11.2.11. Let N be an abelian category. For a complex N ∈ C(N) its
stupid truncations at an integer q are
stt≤q(N) :=
(· · · → Nq−1 → Nq → 0→ 0→ · · · )
and
stt≥q(N) :=
(· · · → 0→ 0→ Nq → Nq+1 → · · · ).
These truncations fit into a short exact sequence
(11.2.12) 0→ stt≥q(N)→ N → stt≤q−1(N)→ 0
in Cstr(N).
Warning: The stupid truncations do not apply to DG modules N ∈ C(B,N),
unless the DG ring B is a ring. However, in what follows we will use stupid
truncations in C(N), where N is the abelian category Cstr(A,M). This could be
a bit confusing.
Proposition 11.2.13. Let
(M,∂) =
(· · · →M−1 ∂−1−−→M0 ∂0−→M1 → 0→ · · · )
be a complex with entries in the abelian category Cstr(A,M), let
(M ′, ∂) :=
(· · · →M−1 ∂−1−−→M0 → 0→ · · · ),
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namely the stupid truncation of M below 0, and let ρ : Tot⊕(M ′, ∂) → M1 be the
morphism in Cstr(A,M) induced by ∂0 : M0 →M1. Then there is an isomorphism
(†) T(Tot⊕(M,∂)) ∼= Cone(−ρ : Tot⊕(M ′, ∂)→M1)
in Cstr(A,M).
Proof. By comparing translations we see that the objects on both sides of (†) match
in each degree. Likewise for all the differentials that do not involve ∂0. A calculation
similar to that in the proof of Lemma 11.2.6 shows that there is a sign change there,
and this is why we need −ρ on the right side of (†). 
Corollary 11.2.14. If, in the situation of Proposition 11.2.13, the DG module
Tot⊕(M,∂) is acyclic, then ρ : Tot⊕(M ′, ∂)→M1 is a quasi-isomorphism.
Proof. If Tot⊕(M,∂) is acyclic then so is T
(
Tot⊕(M,∂)
)
. The proposition implies
that −ρ is a quasi-isomorphism. Therefore ρ is a quasi-isomorphism. 
Definition 11.2.15. Let M ∈ C(A,M).
(1) A filtration on M is a direct system {Fj(M)}j≥−1 in Cstr(A,M) consisting
of subobjects Fj(M) ⊆M , indexed by the interval [−1,∞] ⊆ Z.
(2) We say that M = limj→ Fj(M) if the direct limit exists, and the canonical
morphism limj→ Fj(M)→M in Cstr(A,M) is an isomorphism.
(3) The filtration F induces, for each j ≥ 0, the subquotient
GrFj (M) := Fj(M)/Fj−1(M) ∈ C(A,M).
Our filtrations will always be ascending. But sometimes they will be indexed by
a subinterval [j0, j1] of [−1,∞]; and in this case GrFj (M) will be defined only for
j ∈ [j0 + 1, j1].
In the next proposition we take M = M(K); but really all we need is that M has
exact countable direct limits.
Recall that for a DG A-module M we denote by Z(M) the object of cocycles of
M . It is an object of G(K).
Proposition 11.2.16. Let (M,∂) be a complex with entries in the abelian category
Cstr(A), with internal structure (11.2.3). Assume that the two conditions below hold:
(i) For every j ∈ Z the complex(· · · →M−1,j ∂−1−−→M0,j ∂0−→M1,j → · · · )
with entries in M(K) is acyclic.
(ii) There is some j1 ∈ Z such that for all j ≥ j1 the complex(· · · → Zj(M−1) ∂−1−−→ Zj(M0) ∂0−→ Zj(M1)→ · · · )
with entries in M(K) is acyclic.
Then the DG A-module Tot⊕(M,∂) is acyclic.
Proof. The proof is done in two steps.
Step 1. Let us replace condition (ii) by the stronger condition:
(ii′) There is some j′1 ∈ Z such that M i,j = 0 for all j > j′1.
For every i we introduce a filtration {Fq(M i)}q≥−1 on the DG K-module M i as
follows:
Fq(M i) := stt≥j
′
1−q(M i) =
(· · · → 0→M i,j′1−q dMi−−−→M i,j′1−q+1 → · · · ),
the stupid truncation above j′1− q. These filtrations induces a filtration on the DG
K-module Tot⊕(M,∂) :
Fq
(
Tot⊕(M)
)
:= Tot⊕
(· · · → Fq(M−1) ∂−1−−→ Fq(M0) ∂0−→ Fq(M1)→ · · · ).
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We note that F−1
(
Tot⊕(M)
)
= 0, and
(11.2.17)
⋃
q≥−1
Fq
(
Tot⊕(M)
)
= Tot⊕(M).
For every q ≥ 0 the DG K-module GrFq
(
Tot⊕(M)
)
is isomorphic in Cstr(K), up
to signs of differentials, to the complex in condition (i) with index j = j′1 − q, so it
is acyclic. For q = −1 we trivially have an acyclic DG K-module F−1
(
Tot⊕(M)
)
.
For every q ≥ 0 there is an exact sequence
0→ Fq−1
(
Tot⊕(M)
)→ Fq(Tot⊕(M))→ GrFq (Tot⊕(M))→ 0
in Cstr(K). By induction on q we conclude that Fq
(
Tot⊕(M)
)
is acyclic. Finally,
by (11.2.17), and the fact that cohomology commutes with direct limits in Cstr(K),
we see that the DG module Tot⊕(M,∂) is acyclic.
Step 2. Now we assume conditions (i) and (ii). For each i we introduce a filtration
{Gq(M i)}q≥0 on the DG K-module M i as follows:
Gq(M i) := smt≤j1+q(M i) =
(· · · →M i,j1+q−1 dMi−−−→ Zj1+q(M i)→ 0→ · · · ),
the smart truncation below j1 + q.
For every value of q the complex
Gq(M) :=
(· · · → Gq(M−1) ∂−1−−→ Gq(M0) ∂0−→ Gq(M1)→ · · · )
satisfies conditions (i) and (ii′), with j′1 := j1 + q. Indeed, for j < j1 + q the j-th
row of Gq(M) is (· · · →M−1,j ∂−1−−→M0,j ∂0−→M1,j → · · · ),
and it is exact by condition (i). For j = j1 + q its j-th row is(· · · → Zj(M−1) ∂−1−−→ Z(M0) ∂0−→ Zj(M1)→ · · · ),
and it is exact by condition (ii). And for j > j1 + q the j-th row of Gq(M) is zero.
Therefore, by step 1, the DG module Gq
(
Tot⊕(M)
)
:= Tot⊕
(
Gq(M)
)
is acyclic.
Finally, since M = limq→Gq(M), it follows that
Tot⊕(M) = lim
q→ Gq
(
Tot⊕(M)
)
.
So Tot⊕(M) is acyclic. 
The second half of this subsection deals with products instead of direct sums. As
explained in Proposition 11.1.1, if the abelian category M has countable products,
then so does Cstr(A,M).
Definition 11.2.18. Assume that M has countable products. Given a complex
(M,∂) with entries in Cstr(A,M), with notation as in (11.2.1), its product totaliza-
tion is the object
TotΠ(M,∂) =
(
TotΠ(M),dTot
) ∈ C(A,M)
defined as follows, in four stages.
(1) There is a graded object
TotΠ(M) :=
∏
i∈Z
T−i(M i) ∈ G(A\,M).
(2) On each factor T−i(M i) of TotΠ(M) there is a differential dT−i(Mi), and
we let dM :=
∏
i∈Z dT−i(Mi), which is a differential on Tot
Π(M).
191
Derived Categories | Amnon Yekutieli | 14 Apr 2019
(3) For each i let
tot(∂)i := t−1T−(i+1)(Mi+1) ◦T−i(∂i) : T−i(M i)→ T−(i+1)(M i+1).
We define the degree 1 operator tot(∂) :=
∏
i∈Z tot(∂)i on the graded object
TotΠ(M).
(4) The differential dTot on the graded object TotΠ(M) is dTot := dM + tot(∂).
Note that (if M also has countable direct sums) there is a canonical embedding
(11.2.19) Tot⊕(M) ⊆ TotΠ(M)
in Cstr(A,M). In case M i = 0 for |i|  0, then this is an equality.
For Definition 11.2.18 to be valid we need to verify something:
Lemma 11.2.20. The degree 1 operator dTot makes the pair
(
TotΠ(M),dTot
)
into
an object of C(A,M).
Proof. This is the same calculation as in the proof of Lemma 11.2.6, heuristically
using the inclusion (11.2.19). 
Proposition 11.2.21. Let
(M,∂) =
(· · · → 0→M−1 ∂−1−−→M0 ∂0−→M1 → · · · )
be a complex with entries in the abelian category Cstr(A,M), let
(M ′, ∂) :=
(· · · → 0→M0 ∂0−→M1 → · · · ),
namely the stupid truncation of M above 0, and let ρ : M−1 → TotΠ(M ′, ∂) be
the morphism in Cstr(A,M) induced by ∂−1 : M−1 → M0. Then there is an
isomorphism
TotΠ(M,∂) ∼= Cone(ρ : M−1 → TotΠ(M ′, ∂))
in Cstr(A,M).
Proof. Like the proof of Proposition 11.2.13, only now there are no sign issues. 
This directly implies:
Corollary 11.2.22. If, in the situation of Proposition 11.2.21, the DG module
TotΠ(M,∂) is acyclic, then ρ : M−1 → TotΠ(M ′, ∂) is a quasi-isomorphism.
In Subsection 1.3 we discussed quotients in categories. They are dual to subob-
jects. Similarly, we now introduce a notion dual to a filtration of an object.
Definition 11.2.23. Let M ∈ C(A,M).
(1) A cofiltration on M is an inverse system {Fj(M)}j≥−1 in Cstr(A,M) con-
sisting of quotients M  Fj(M), indexed by the interval [−1,∞] ⊆ Z.
(2) We say thatM = lim←j Fj(M) if the inverse limit exists, and the canonical
morphism M → lim←j Fj(M) in Cstr(A,M) is an isomorphism.
(3) The cofiltration F gives rise to the subquotients
GrFj (M) := Ker
(
Fj(M)→ Fj−1(M)
) ∈ C(A,M).
Recall that for a DG A-module M we denote by Y(M) := M/B(M); this is
the object of decocycles of M , and it belongs to G(K). See Definition 3.2.4 and
equation 3.8.8.
Proposition 11.2.24. Let (M,∂) be a complex with entries in the abelian category
Cstr(A), with internal structure (11.2.3). Assume that the two conditions below hold:
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(i) For every j ∈ Z the complex(· · · →M−1,j ∂−1−−→M0,j ∂0−→M1,j → · · · )
with entries in M(K) is acyclic.
(ii) There is some j0 ∈ Z such that for all j ≤ j0 the complex(· · · → Yj(M−1) Yj(∂−1)−−−−−→ Yj(M0) Yj(∂0)−−−−→ Yj(M1)→ · · · )
with entries in M(K) is acyclic.
Then the DG A-module TotΠ(M,∂) is acyclic.
Proof. The proof is divided into two steps.
Step 1. We replace condition (ii) by the stronger condition:
(ii′) There is some j′0 ∈ Z such that M i,j = 0 for all j < j′0.
For every i we introduce a cofiltration {Fq(M i)}q≥−1 on the DG K-module M i
as follows: Fq(M i) := stt≤j
′
0+q(M i), the stupid truncation below j′0 + q. These
cofiltrations induce a cofiltration on the DG K-module TotΠ(M,∂) :
Fq
(
TotΠ(M)
)
:= TotΠ
(· · · → Fq(M−1) ∂−1−−→ Fq(M0) ∂0−→ Fq(M1)→ · · · ).
We note that F−1
(
TotΠ(M)
)
= 0, and
(11.2.25) lim←q Fq
(
TotΠ(M)
)
= TotΠ(M).
For every q ≥ 0 the DG K-module GrFq
(
TotΠ(M)
)
is isomorphic in Cstr(K) to
the complex in condition (i) with index j = j′0 + q (up to a sign change of the
differentials), so it is acyclic. For q = −1 we trivially have an acyclic DG K-module
F−1
(
TotΠ(M)
)
. For every q ≥ 0 there is an exact sequence
0→ GrFq
(
TotΠ(M)
)→ Fq(TotΠ(M))→ Fq−1(TotΠ(M))→ 0
in Cstr(K). By induction on q we conclude that Fq
(
TotΠ(M)
)
is acyclic. Finally,
because the inverse system of complexes of K-modules (11.2.25) has surjective tran-
sitions, the Mittag-Leffler argument (see Corollary 11.1.8) says that the DG module
TotΠ(M,∂) is acyclic.
Step 2. Here we assume conditions (i) and (ii). For each i we introduce a cofiltration
{Gq(M i)}q≥0 on the DG K-module M i as follows:
Gq(M i) := smt≥j0−q(M i) =
(· · · → 0→ Yj0−q(M i) dMi−−−→M i,j0−q+1 → · · · ),
the smart truncation above j0 − q.
For each q the complex
Gq(M) :=
(· · · → Gq(M−1) Gq(∂−1)−−−−−→ Gq(M0) Gq(∂0)−−−−→ Gq(M1)→ · · · )
satisfies conditions (i) and (ii′), with j′0 := j0 − q. Indeed, its j-th row is(· · · →M−1,j ∂−1−−→M0,j ∂0−→M1,j → · · · )
for j > j0 − q; it is(· · · → Yj(M−1) Yj(∂−1)−−−−−→ Y(M0) Yj(∂0)−−−−→ Yj(M1)→ · · · )
for j = j0 − q; and it is zero for j < j0 − q. All these rows are exact. Therefore, by
step 1, the DG module Gq
(
TotΠ(M)
)
:= TotΠ
(
Gq(M)
)
is acyclic.
Finally, since M = lim←q Gq(M), it follows that
TotΠ(M) = lim←q Gq
(
TotΠ(M)
)
.
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This is an inverse system of complexes of K-modules with surjective transitions.
According to the Mittag-Leffler argument the limit TotΠ(M) is acyclic. 
11.3. K-Projective Resolutions in C−(M). Recall that M is a K-linear abelian
category, and C(M) is the DG category of complexes in M. The strict category
Cstr(M) is abelian.
The next definition is inspired by the work of B. Keller [79, Section 3.1].
Definition 11.3.1. Let P be an object of C(M).
(1) A semi-projective filtration on P is a filtration F = {Fj(P )}j≥−1 on P as
an object of Cstr(M), such that:
• F−1(P ) = 0.
• Each GrFj (P ) is a complex of projective objects of M with zero differ-
ential.
• P = limj→ Fj(P ) in Cstr(M).
(2) The complex P is called a semi-projective complex if it admits some semi-
projective filtration.
K-projective objects in C(M) were introduced in Definition 10.2.1.
Theorem 11.3.2. Let M be an abelian category, and let P be a semi-projective
complex in C(M). Then P is K-projective.
Proof. The proof is in four steps.
Step 1. We start by proving that if P = Tk(Q), the translation of a projective
object Q ∈ M, then P is K-projective. This is easy: given an acyclic complex
N ∈ C(M), we have
HomM(P,N) = HomM
(
Tk(Q), N
) ∼= T−k(HomM(Q,N))
in Cstr(K). But HomM(Q,−) is an exact functor M → M(K), so HomM(Q,N) is
an acyclic complex.
Step 2. Now P is a complex of projective objects of M with zero differential. This
means that P ∼= ⊕k∈Z Tk(Qk) in Cstr(M), where each Qk is a projective object in
M. But then
HomM(P,N) ∼=
∏
k∈Z
HomM
(
Tk(Qk), N
)
in Cstr(K). This is an easy case of Proposition 1.8.6. By step 1 and the fact
that a product of acyclic complexes in Cstr(K) is acyclic (itself an easy case of the
Mittag-Leffler argument), we conclude that HomM(P,N) is acyclic.
Step 3. Fix a semi-projective filtration F = {Fj(P )}j≥−1 on P . Here we prove
that for every j the complex Fj(P ) is K-projective. This is done by induction on
j ≥ −1. For j = −1 it is trivial. For j ≥ 0 there is an exact sequence
(11.3.3) 0→ Fj−1(P )→ Fj(P )→ GrFj (P )→ 0
in Cstr(M). In each degree i ∈ Z the exact sequence
0→ Fj−1(P )i → Fj(P )i → GrFj (P )i → 0
inM splits, because GrFj (P )i is a projective object. Thus the exact sequence (11.3.3)
is split exact in the abelian category Gstr(M) of graded objects in M.
Let N ∈ C(M) be an acyclic complex. Applying the functor HomM(−, N) to the
sequence of complexes (11.3.3) we obtain a sequence
(11.3.4)
0→ HomM
(
GrFj (P ), N
)→ HomM(Fj(P ), N)→ HomM(Fj−1(P ), N)→ 0
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in Cstr(K). Because (11.3.3) is split exact in Gstr(M), the sequence (11.3.4) is split
exact in Gstr(K). Therefore (11.3.4) is exact in Cstr(K).
By the induction hypothesis the complex HomM
(
Fj−1(P ), N
)
is acyclic. By step
2 the complex HomM
(
GrFj (P ), N
)
is acyclic. The long exact cohomology sequence
associated to (11.3.4) shows that the complex HomM
(
Fj(P ), N
)
is acyclic too.
Step 4. We keep the semi-projective filtration F = {Fj(P )}j≥−1 from step 3. Take
any acyclic complex N ∈ C(M). By Proposition 1.8.6 we know that
HomM(P,N) ∼= lim←j HomM
(
Fj(P ), N
)
in Cstr(K). According to step 3 the complexes HomM
(
Fj(P ), N
)
are all acyclic. The
exactness of the sequences (11.3.4) implies that the inverse system{
HomM
(
Fj(P ), N
)}
j≥−1 in Cstr(K) has surjective transitions. Now the Mittag-
Leffler argument (Corollary 11.1.8) says that the inverse limit complex HomM(P,N)
is acyclic. 
Proposition 11.3.5. Let M be an abelian category. If P ∈ C(M) is a bounded
above complex of projectives, then P is a semi-projective complex.
Proof. Say P is nonzero and sup(P ) = i1 ∈ Z. For j ≥ −1 define Fj(P ) :=
stt≥i1−j(P ), the stupid truncation above i1 − j from Definition 11.2.11. Then
{Fj(P )}j≥−1 is a semi-projective filtration on P . 
The next theorem is dual to [62, Lemma I.4.6(1)], in the sense of changing
direction of arrows. We give a detailed proof.
Theorem 11.3.6. Let M be an abelian category, and let P ⊆ M be a full subcategory
such that every object M ∈ M admits an epimorphism P  M from some object
P ∈ P. Then every complex M ∈ C−(M) admits a quasi-isomorphism ρ : P → M
in C−str(M), such that sup(P ) = sup(M), and each P i is an object of P.
Proof. This is divided into steps.
Step 1. We can assume that M 6= 0. After translating M , we can assume that
sup(M) = 0.
Step 2. Say the differential of the complex M is diM : M i → M i+1. Let us
choose an epimorphism ρ0 : P 0  M0 in M from some object P 0 ∈ P. We get
a morphism δ0 : M−1 ⊕ P 0 → M0 whose components are d−1M and −ρ0. Thus
Ker(δ0) = M−1 ×M0 P 0, the fibered product. Next we choose an epimorphism
ψ−1 : P−1  Ker(δ0) from some object P−1 ∈ P. So there is an exact sequence
(11.3.7) P−1 ψ
−1
−−−→M−1 ⊕ P 0 δ
0
−→M0 → 0.
The components of ψ−1 are denoted by ρ−1 : P−1 → M−1 and d−1P : P−1 → P 0.
We have this commutative diagram
(11.3.8) P−1
ρ−1

d−1
P // P 0
ρ0

// 0
M−2
d−2
M // M−1
d−1
M // M0 // 0
in M.
195
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Step 3. This is the inductive step. Here i ≤ −1, and we already have objects
P i, . . . , P 0 in P, and morphisms ρi, . . . , ρ0 and diP , . . . ,d−1P , that fit into this com-
mutative diagram
(11.3.9) P i
ρi

diP // P i+1
ρi+1

// · · · d
−1
P // P 0
ρ0

// 0
M i−1
di−1
M // M i
diM // M i+1 // · · · d
−1
M // M0 // 0
in M. Also dj+1P ◦ djP = 0 for all j in the interval [i,−1]
Define the morphism δi : M i−1⊕P i →M i⊕P i+1 to be the one with components
di−1M , −ρi and −diP . Expressing direct sums of objects as columns, and letting
matrices of morphisms act on them from the left, we have this matrix representation
of δi :
(11.3.10) δi =
[
di−1M −ρi
0 −diP
]
.
So Ker(δi) = M i−1 ×(Mi⊕P i+1) P i, the fibered product.
Let us choose an epimorphism ψi−1 : P i−1  Ker(δi) from an object P i−1 ∈ P.
We get an exact sequence
(11.3.11) P i−1 ψ
i−1
−−−→M i−1 ⊕ P i δ
i
−→M i ⊕ P i+1.
The components of the morphism ψi−1 are denoted by ρi−1 : P i−1 → M i−1 and
di−1P : P i−1 → P i. In matrix representation is
(11.3.12) ψi−1 =
[
ρi−1
di−1P
]
.
In this way we obtain the slightly bigger diagram than (11.3.9):
(11.3.13) P i−1
ρi−1

di−1
P // P i
ρi

diP // P i+1
ρi+1

// · · · // P 0
ρ0

// 0
M i−1
di−1
M // M i
diM // M i+1 // · · · // M0 // 0
Because δi ◦ ψi−1 = 0 in (11.3.11), it follows that diP ◦ di−1P = 0, and also
(11.3.14) ρi ◦ di−1P = di−1M ◦ ρi−1,
showing that diagram (11.3.13) is commutative.
Step 4. We carry out the construction in step 3 inductively for all i ≤ −1, thus
obtaining a diagram like (11.3.13) that goes infinitely to the left.
Letting P i := 0 for positive i, the collection P := {P i}i∈Z becomes a complex,
with differential dP := {diP }i∈Z. By equation (11.3.14), the collection ρ := {ρi}i∈Z
is a strict morphism of complexes ρ : P →M .
Step 5. It remains to prove that ρ is a quasi-isomorphism.
Take any i ≤ 0. Let us examine this diagram:
(11.3.15) P i−1 −ψ
i−1
//
(0,id)

M i−1 ⊕ P i δi //
id

M i ⊕ P i+1
id

M i−2 ⊕ P i−1 δi−1 // M i−1 ⊕ P i δi // M i ⊕ P i+1
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Comparing the formula for δi−1 in (11.3.10) to the formula for −ψi−1 in (11.3.12),
we see that this diagram is commutative. An easy calculation using (11.3.14) shows
that δi ◦ δi−1 = 0. The top row is exact, because (up to signs) for i = 0 it is part
of the exact sequence (11.3.7), and for i ≤ −1 it is the exact sequence (11.3.11). It
follows that the bottom row is also exact.
Let N = {N i}i∈Z be the complex with components N i := M i−1 ⊕ P i for all
i. The differential dN = {diN}i∈Z is diN := −δi : N i → N i+1. We have N i = 0
for i ≥ 2. The exactness of the sequence (11.3.7) says that H1(N) = 0, and the
exactness of the second row in (11.3.15) says that Hi(N) = 0 for i ≤ 0. Hence
the complex N is acyclic. On the other hand, by the definition of the morphisms
δi in (11.3.10), we see that N is just the standard cone on the strict morphism of
complexes T−1(ρ) : T−1(P )→ T−1(M). See Definition 4.2.1. Therefore T−1(ρ) is
a quasi-isomorphism, and so is ρ. 
Example 11.3.16. Let (X,A) be a ringed space. Usually there aren’t enough
projective objects in the abelian category M(A) = ModA of sheaves of A-modules
on X; but there are always enough flat objects. A general method to produce flat
sheaves is as follows. Given an open set U ⊆ X with inclusion map g : U → X, the
extension by zero sheaf g!(A|U ) is a flat A-module. Let us call g!(A|U ) a pseudo-free
A-module of pseudo-rank 1 and pseudo-support U . A pseudo-free A-module is, by
definition, a sheaf P which is a direct sum of rank 1 pseudo-free A-modules (with
varying pseudo-supports). A pseudo-free A-module is flat, and every A-moduleM
admits an epimorphism P M from some pseudo-free A-module P. More on this
in [62, Proposition II.1.2] or [75, Proposition 2.4.12]. (Warning: in case (X,OX) is
a scheme, the pseudo-free OX -modules are usually not quasi-coherent.)
Now let C(A) = C(ModA) be the category of complexes of A-modules. Because
M(A) has enough flat objects, Theorem 11.3.6 tells us that every complex M ∈
C−(A) admits a quasi-isomorphism P →M from a bounded above complex of flat
A-modules P. Similarly to Proposition 11.3.5 and Theorem 11.3.2, one can show
that such a complex P is K-flat. The conclusion is that the subcategory C−(A) has
enough K-flat objects.
But in fact more is true: the category of unbounded complexes C(A) also has
enough K-flat objects; see [143]. For an even more general statement see Remark
11.4.45 below.
Definition 11.3.17. Let M be an abelian category, and let M′ ⊆ M be a full
abelian subcategory. We say that M′ has enough projectives relative to M if every
object M ∈ M′ admits an epimorphism P M , where P is an object of M′ that is
projective in the bigger category M.
Of course, if M′ has enough projectives relative to M then M′ itself has enough
projectives.
Thick abelian categories were defined in Definition 7.4.1. The next theorem is
the opposite of [62, Lemma I.4.6(3)].
Theorem 11.3.18. Let M be an abelian category, and let M′ ⊆ M be a thick abelian
subcategory that has enough projectives relative to M. Let M ∈ C(M) be a complex
with bounded above cohomology, such that Hi(M) ∈ M′ for all i. Then there is a
quasi-isomorphism ρ : P →M in Cstr(M), where P ∈ C−(M′), each P i is projective
in M, and sup(P ) = sup(H(M)).
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Proof. The proof of Theorem 11.5.8, reversed, works here. (Despite being located
later in the book, Theorem 11.5.8 is not logically dependent on the current the-
orem.) To be explicit, let us take N := Mop and N′ := M′ op. Since monomor-
phisms in M become epimorphisms in N, and projective objects in M become in-
jective objects in N, the full abelian subcategory N′ ⊆ N satisfies assumptions of
Theorem 11.5.8. By Theorem 3.9.16 we have a canonical isomorphism of cate-
gories C+str(N)
'−→ C−str(M)op that respects the cohomology functor. Thus a quasi-
isomorphism N → J in C+str(N) gives rise to a quasi-isomorphism P → M in
C−str(M). 
Corollary 11.3.19. If M is an abelian category with enough projectives, then
C−(M) has enough K-projectives.
Proof. According to either Theorem 11.3.6 or Theorem 11.3.18, every M ∈ C−(M)
admits a quasi-isomorphism P →M from a bounded above complex of projectives
P . Now use Proposition 11.3.5 and Theorem 11.3.2. 
Corollary 11.3.20. Let M be an abelian category with enough projectives, and
let M ∈ C(M) be a complex with bounded above cohomology. Then M has a K-
projective resolution P → M , such that sup(P ) = sup(H(M)), and every P i is an
projective object of M.
Proof. We may assume that H(M) is not zero. Let i := sup(H(M)) ∈ Z, and
take N := smt≤i(M), the smart truncation from Definition 7.3.6. Then N → M
is a quasi-isomorphism and sup(N) = i. According to either Theorem 11.3.6 or
Theorem 11.3.18, there is a quasi-isomorphism P → N , where P is a complex of
projectives and sup(P ) = i. By Proposition 11.3.5 and Theorem 11.3.2 the complex
P is K-projective. The composed quasi-isomorphism P →M is what we are looking
for. 
Corollary 11.3.21. Under the assumptions of Theorem 11.3.18, the canonical
functor D−(M′)→ D−M′(M) is an equivalence.
Proof. Consider the commutative diagram
K−(M′)M-prj F

Q

D−(M′) G // D−M′(M)
f.f. // D(M)
where K−(M′)M-prj is the homotopy category of bounded above complexes of objects
of M′ that are projective in M. Since these are K-projective complexes in K(M),
the functors F and Q are fully faithful, by Corollary 10.2.10. The functor marked
“f.f.” is the fully faithful inclusion of this full subcategory. We conclude that the
functor G is also fully faithful. The theorem tells us that the essential image of G
is D−M′(M). 
Here is an important instance where Theorem 11.3.18 and Corollary 11.3.21
apply.
Example 11.3.22. Let A be a left noetherian ring. Consider the abelian category
M := M(A) = ModA, and the thick abelian subcategory M′ := Mf(A) = Modf A of
finitely generated modules. ThenM′ has enough projectives relative toM. Theorem
11.3.18 tells us that if M ∈ C(M) is a complex such that the modules Hi(M) are
all finitely generated, and Hi(M) = 0 for i 0, then there is a resolution P →M ,
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where P is a bounded above complex of finitely generated projective modules.
Corollary 11.3.21 says that the canonical functor
D−(Mf(A)) = D−(M′)→ D−M′(M) = D−f (M(A)) = D−f (A)
is an equivalence. See Example 11.4.44 for another approach to this problem.
We end this subsection with a result on K-flat complexes over rings.
Proposition 11.3.23. Let A be a ring and P a bounded above complex of flat
A-modules. Then P is a K-flat complex.
Exercise 11.3.24. Prove this proposition. (Hint: see the proofs of Proposition
11.3.5 and Theorem 11.3.2.)
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11.4. K-Projective Resolutions in C(A). In this subsection A is a DG K-ring
(without any vanishing assumption).
Let A\ be the graded ring that we have after forgetting the differential of A.
In Subsection 3.8 we introduced the functor Und : C(A) → G(A\) that forgets
the differentials of DG modules. We shall now use the abbreviated form M \ :=
Und(M).
Recall that the translation T−i(A) is a DG A-module in which the element
t−i(1A) is in degree i. This element is a cocycle, and when we forget the differentials,
the graded module T−i(A)\ is free over the graded ring A\, with basis t−i(1A).
Therefore, for every DG A-module M there is a canonical isomorphism
(11.4.1) HomA
(
T−i(A),M
) ∼= Ti(M)
in Cstr(K), and canonical isomorphisms
(11.4.2) HomCstr(A)
(
T−i(A),M
) ∼= Z0(HomA(T−i(A),M)) ∼= Zi(M)
in M(K). (Actually, (11.4.1) is an isomorphism in Cstr(A), but this uses the DG
A-bimodule structure of T−i(A).)
We begin with a definition that is very similar to Definition 11.3.1.
Definition 11.4.3. Let P be an object of C(A).
(1) We say that P is a free DG A-module if there is an isomorphism P ∼=⊕
s∈S T
−is(A) in Cstr(A), for some indexing set S and some collection of
integers {is}s∈S .
(2) A semi-free filtration on P is a filtration F = {Fj(P )}j≥−1 of P in Cstr(A),
such that:
• F−1(P ) = 0.
• Each GrFj (P ) is a free DG A-module.
• P = limj→ Fj(P ).
(3) The DG module P is called semi-free if it admits some semi-free filtration.
Note that the direct limit in item (2) is just the union of DG submodules.
There is an alternative description of semi-free filtrations, that is useful for un-
derstanding their structure. We will give it in Definition 11.4.7 below, after some
combinatorial preliminaries.
The next definition has already appeared within Example 3.1.23.
Definition 11.4.4. A graded set is a set S that is partitioned into subsets: S =∐
i∈Z S
i. The elements of Si are said to have degree i, so that Si = {s ∈ S |
deg(s) = i}.
A free DG A-module P as in Definition 11.4.3(1) can be described as follows. The
indexing set S can be made into a graded set by defining Sk := {s ∈ S | is = k}.
In other words, deg(s) = is. We denote by A·s the free DG A-module with basis s,
so that d(s) = 0, and there is an isomorphism A·s '−→ T−is(A) in Cstr(A) sending
s 7→ t−is(1A). Writing
(11.4.5) A·S :=
⊕
s∈S
A·s
we obtain A·S ∼= P as DG A-modules. Note that A\ ·S ∼= P \ as graded A\-modules.
Definition 11.4.6. Let S be a graded set. A filtration on S is a direct system
F =
{
Fj(S)
}
j≥−1 of subsets of S, such that F−1(S) = ∅ and
⋃
j Fj(S) = S. The
pair (S, F ) is called a filtered graded set.
Note that each Fj(S) is itself a graded set, with degree i component Fj(S)i :=
Fj(S) ∩ Si.
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Definition 11.4.7. Let P be a DG A-module. A semi-basis of P is a filtered graded
set (S, F ), together with an isomorphism P \ ∼= A\ ·S of graded A\-modules, such
that under this isomorphism we have dP (Fj(S)) ⊆ A\ ·Fj−1(S) for every j ≥ 0.
Proposition 11.4.8. Let P be a DG A-module.
(1) If P has a semi-basis (S, F ), then P has an induced semi-free filtration
{Fj(P )}j≥−1 such that Fj(P )\ = A\ ·Fj(S) as graded A\-modules for every
j ≥ −1.
(2) Every semi-free filtration of P is induced by some semi-basis.
Exercise 11.4.9. Prove Proposition 11.4.8.
Example 11.4.10. If A is a ring, then a free DG A-module P is a complex of free
A-modules with zero differential. A semi-free DG A-module P is also a complex of
free A-modules, but there is a differential on it, and there is a subtle condition on
P imposed by the existence of a semi-free filtration. If the complex P happens to
be bounded above, then it is automatically semi-free, with a filtration like the one
in the proof of Proposition 11.3.5.
Exercise 11.4.11. Find a ring A, and a complex P of free A-modules, that is not
semi-free. (Hint: Take the ring A = K[] of dual numbers. Find a complex of free
A-modules P that is acyclic but not null-homotopic. Now use Theorem 11.4.14 and
Corollary 10.2.14 to deduce that P is not semi-free.)
Proposition 11.4.12. Let A and B be DG rings, and let P ∈ C(A) and Q ∈ C(B)
be semi-free DG modules. Then P ⊗Q ∈ C(A⊗B) is a semi-free DG module.
Exercise 11.4.13. Prove this proposition. (Hint: let
{
Fj(P )
}
j≥−1 and{
Gk(Q)
}
k≥−1 be semi-free filtrations. Define
Ej(P ⊗Q) :=
j∑
k=0
(
Fk(P )⊗Gj−k(Q)
) ⊆ P ⊗Q.
Show that this is a semi-free filtration.)
Theorem 11.4.14. Let P be an object of C(A). If P is semi-free, then it is K-
projective.
Proof. This is similar to the proof of Theorem 11.3.2.
Step 1. We start by proving that if P = T−i(A), a translation of A, then P is
K-projective. This is easy: given an acyclic N ∈ C(A), we have
HomA(P,N) = HomA
(
T−i(A), N
) ∼= Ti(HomA(A,N)) ∼= Ti(N)
in Cstr(K), and this is acyclic.
Step 2. Now P is free, say P ∼= ⊕s∈S T−is(A). Then
HomA(P,N) ∼=
∏
s∈S
HomA
(
T−is(A), N
)
.
By step 1 and the fact that a product of acyclic complexes in Cstr(K) is acyclic, we
conclude that HomM(P,N) is acyclic.
Step 3. Fix a semi-free filtration F = {Fj(P )}j≥−1 of P . Here we prove that for
every j ≥ −1 the DG module Fj(P ) is K-projective. This is done by induction on
j ≥ −1. For j = −1 it is trivial. For j ≥ 0 there is an exact sequence
(11.4.15) 0→ Fj−1(P )→ Fj(P )→ GrFj (P )→ 0
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in the abelian category Cstr(A). Because GrFj (P ) is a free DG module, it is a
projective object in the abelian category Gstr(A\) of graded modules over the graded
ring A\. Therefore the sequence (11.4.15) is split exact in Gstr(A\).
Let N ∈ C(A) be an acyclic DG module. Applying the functor HomA(−, N) to
the sequence (11.4.15) we obtain a sequence
(11.4.16)
0→ HomA
(
GrFj (P ), N
)→ HomA(Fj(P ), N)→ HomA(Fj−1(P ), N)→ 0
in Cstr(K). If we forget differentials this is a sequence in Gstr(K). Because (11.4.15)
is split exact in Gstr(A\), it follows that (11.4.16) is split exact in Gstr(K). Therefore
(11.4.16) is exact in Cstr(K).
By the induction hypothesis the DGK-module HomA
(
Fj−1(P ), N
)
is acyclic. By
step 2 the DG module HomA
(
GrFj (P ), N
)
is acyclic. The long exact cohomology
sequence associated to (11.4.16) shows that the DG module HomA
(
Fj(P ), N
)
is
acyclic too.
Step 4. We keep the semi-free filtration F = {Fj(P )}j≥−1 from step 3. Take any
acyclic N ∈ C(M). By Proposition 1.8.6 we know that
HomA(P,N) ∼= lim←j HomA
(
Fj(P ), N
)
in Cstr(K). According to step 3 the complexes HomA
(
Fj(P ), N
)
are all acyclic. The
exactness of the sequences (11.4.16) implies that the inverse system{
HomA
(
Fj(P ), N
)}
j≥−1 in Cstr(K) has surjective transitions. Now the Mittag-
Leffler argument (Corollary 11.1.8) says that the inverse limit complex HomA(P,N)
is acyclic. 
Here is a result similar to Theorem 11.3.6.
Theorem 11.4.17. Let A be a DG ring. Every M ∈ C(A) admits a quasi-iso-
morphism ρ : P →M in Cstr(A) from a semi-free DG A-module P .
The proof of this theorem was communicated to us by B. Keller. First we need
a construction and a lemma.
Let us define the DG A-module
(11.4.18) C := Cone
(
id : T−1(A)→ T−1(A)),
the standard cone of the identity automorphism of T−1(A) in Cstr(A). Since
C = T−1(A)⊕ T(T−1(A)) = T−1(A)⊕A
as graded objects, we have the elements e0 := 1A ∈ A ⊆ C0 and e1 := t−1(1A) ∈
T−1(A)1 ⊆ C1. They satisfy dC(e0) = e1. Note that the DG module C is semi-free,
with semi-free filtration
(11.4.19) Fj(C) :=

0 if j = −1
T−1(A) if j = 0
C if j ≥ 1.
As a graded A\-module, C\ is free, with basis (e0, e1). Of course the DG module
C is contractible.
Lemma 11.4.20. Let M ∈ C(A).
(1) There is a homomorphism ψ : Q→M in Cstr(A), such that Z(ψ) : Z(Q)→
Z(M) is surjective, and Q =
⊕
s∈S T
−is(A) for a collection of integers
{is}s∈S.
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(2) There is a surjective homomorphism ψ′ : Q′ → M in Cstr(A), such that
Q′ :=
⊕
s∈S′ T
−is(C) for some collection of integers {is}s∈S′ , where C is
the DG A-module from formula (11.4.18).
To clarify the notation in the lemma, the collections of integers {is}s∈S and
{is}s∈S′ are distinct; namely the function i : s 7→ is is i : S unionsq S′ → Z.
Proof.
(1) For every cocycle m ∈ Zi(M) there a homomorphism ψm : T−i(A) → M that
sends the element t−i(1A) ∈ Zi(T−i(A)) to m. Thus, if {ms}s∈S is a collection of
homogeneous cocycles that generates Z(M) as a K-module, we get a homomorphism
ψ as claimed.
(2) For every element m ∈ M i there is a homomorphism ψ′m : T−i(C) → M in
Cstr(A) that sends t−i(e0) 7→ m and t−i(e1) 7→ (−1)i ·dM (m). Hence, by taking a
collection {ms}s∈S′ of homogeneous elements that generates M as a K-module, we
get a homomorphism ψ′ as claimed. 
The DG A-module Q in item (1) of the lemma is free. The DG A-module Q′ in
item (2) is semi-free, with semi-free filtration induced by that of C, namely
(11.4.21) Fj(Q′) :=
⊕
s∈S′
T−is(Fj(C))
for j ≥ −1, where Fj(C) is from (11.4.19).
Proof of Theorem 11.4.17. The proof is in several steps.
Step 1. We are going to produce an exact sequence
(11.4.22) · · · → Q−2 ∂
−2
−−→ Q−1 ∂
−1
−−→ Q0 η−→M → 0
in Cstr(A) with these properties:
(a) The sequence
· · · → Z(Q−2) Z(∂
−2)−−−−→ Z(Q−1) Z(∂
−1)−−−−→ Z(Q0) Z(η)−−−→ Z(M)→ 0
in Gstr(K) is exact.
(b) For every i ≤ 0 the DG A-module Qi has the following decomposition in
Cstr(A) : Qi = Qi ⊕ Q′i, where Qi =
⊕
s∈Si T
−js(A) and Q′i =⊕
s∈S′
i
T−js(C) for some collection of integers {js}s∈SiunionsqS′i .
This will be done recursively on i ≤ 0.
By Lemma 11.4.20 we can find DG A-modules Q0, Q′0 and homomorphisms ψ0 :
Q0 → M , ψ′0 : Q′0 → M , such that both Z(ψ0) and ψ′0 are surjective. The DG
modules Q0, Q′0 are of the required form (property (b) with i = 0). We let Q0 :=
Q0 ⊕Q′0 and η := ψ0 ⊕ ψ′0.
Let N0 := Ker(η). Then the sequence
(11.4.23) 0→ N0 → Q0 η−→M → 0
in Cstr(A) is exact. The sequence
0→ Z(N0)→ Z(Q0) Z(η)−−−→ Z(M)→ 0
in Gstr(K) is also exact. Indeed, the exactness at Z(N0) and Z(Q0) is because
the functor Z : Cstr(K) → Gstr(K) is left exact (see Proposition 3.8.14), and the
sequence (11.4.23) is exact. The exactness at Z(M) is by the surjectivity of Z(ψ0) :
Z(Q0)→ Z(M).
Next we repeat this procedure with N0 instead ofM , to obtain an exact sequence
(11.4.24) 0→ N−1 → Q−1 ∂
−1
−−→ N0 → 0,
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with Q−1 of the required form (property (b) with i = −1), and such that
0→ Z(N−1)→ Z(Q−1) Z(∂
−1)−−−−→ Z(N0)→ 0
is also exact. We then splice (11.4.23) and (11.4.24) to get the sequence
0→ N−1 → Q−1 ∂
−1
−−→ Q0 η−→M.
Continuing recursively we obtain an exact sequence (11.4.22) that has properties
(a) and (b).
Step 2. We view the exact sequence (11.4.22) as an acyclic complex with entries in
Cstr(A), that has Q0 in degree 0. Define the total DG A-modules
P := Tot⊕
(· · · → Q−2 ∂−2−−→ Q−1 ∂−1−−→ Q0 → 0→ · · · )
and
P aug := Tot⊕
(· · · → Q−2 ∂−2−−→ Q−1 ∂−1−−→ Q0 η−→M → 0→ · · · ).
Because the sequence (11.4.22) and the sequence appearing in property (a) are
exact, we can use Proposition 11.2.16 (with any j1 ∈ Z). The conclusion is that
the DG A-module P aug is acyclic. Then, by Corollary 11.2.14, the homomorphism
ρ : P →M in Cstr(A) that is induced by η is a quasi-isomorphism.
Step 3. It remains to produce a semi-free filtration {Fj(P )}j≥−1 on the DG A-
module P . Our formula is this: F−1(P ) := 0 of course. For k ≥ 0 we let
F2·k(P ) :=
(⊕−(k−1)
l=0
T−l(Ql)
)
⊕ Tk(Q−k ⊕ F0(Q′−k)),
where F0(Q′−k) comes from (11.4.21), and
F2·k+1(P ) :=
⊕−k
l=0
T−l(Ql).
We leave it to the reader to verify that this is a semi-free filtration. 
Exercise 11.4.25. Finish step 3 of the proof.
Corollary 11.4.26. Let A be a DG ring. The category C(A) has enough K-pro-
jectives.
Proof. Combine Theorems 11.4.14 and 11.4.17. 
Recall that a DG ring A is nonpositive if Ai = 0 for all i > 0. According to
Proposition 7.3.8, when A is nonpositive the smart truncation functors exist.
Corollary 11.4.27. If the DG ring A is nonpositive, then every M ∈ C(A) admits
a quasi-isomorphism ρ : P →M in Cstr(A) from a semi-free DG A-module P , such
that sup(P ) = sup(H(M)).
Proof. Let i1 := sup(H(M)). If i1 = ±∞ then there is nothing to prove beyond
Theorem 11.4.17; so let us assume that i1 ∈ Z. Define M ′ := smt≤i1(M). Then
M ′ → M is a quasi-isomorphism, and sup(M ′) = i1. By replacing M with M ′ we
can now assume that sup(M) = i1.
Since sup(M) ≤ i1, in step 1 of the proof of the theorem we can take the DG
module Q0 to be concentrated in degrees ≤ i1. Another consequence of the fact
that sup(M) ≤ i1 is that M i1 = Zi1(M). This means that the homomorphism
ψ0 : Qi10 → M i1 is already surjective; so we don’t need to cover M i1 by Q′0, and
thus we can take Q′0 to be concentrated in degrees ≤ i1. In this way we can arrange
to have sup(Q0) ≤ i1. But then we also have sup(N0) ≤ i1. Thus recursively we
can arrange to have sup(Ql) ≤ i1 for all l. Therefore in step 2 of the proof we get
sup(P ) ≤ i1.
Finally, because sup(H(M)) = i1 we must have sup(P ) = i1. 
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Definition 11.4.28. Let A be a DG ring. A DG A-module P is called a pseudo-
finite free DG A-module if there are numbers i1 ∈ Z and ri ∈ N such that P ∼=⊕
i≤i1 T
−i(A)⊕ri in Cstr(A).
Definition 11.4.29. Let A be a DG ring and let P be a DG A-module.
(1) A pseudo-finite semi-free filtration on P is a semi-free filtration F ={
Fj(P )
}
j≥−1 satisfying this finiteness condition: there are numbers i1 ∈ Z
and rj ∈ N such that GrFj (P ) ∼= T−i1+j(A)⊕rj in Cstr(A) for all j ∈ N.
(2) We call P a pseudo-finite semi-free DG A-module if it admits some pseudo-
finite semi-free filtration.
Note that in item (1) of the definition above, for every j ≥ −1 we have
(11.4.30) Fj(P )\ ∼=
⊕
0≤k≤j
GrFj (P )\ ∼=
⊕
0≤k≤j
T−i1+k(A\)⊕rk
as graded A\-modules.
Proposition 11.4.31. Let P be a DG A-module. The two conditions below are
equivalent.
(i) P is a pseudo-finite semi-free DG A-module.
(ii) P admits a semi-basis (S, F ) such that S is bounded above, say by i1 ∈ Z;
each of the sets Si is finite; and Fj(S) =
⋃
i∈[i1−j,i1] for every j ≥ −1.
Exercise 11.4.32. Prove Proposition 11.4.31. (Hint: the numbers i1 in Definition
11.4.29(1) and in condition (ii) are the same.)
A graded A\-module P \ is called pseudo-finite free if there is an isomorphism
of graded A\-modules P \ ∼= ⊕j≥0 T−i1+j(A\)⊕rj for some numbers i1 ∈ Z and
rj ∈ N.
Proposition 11.4.33. Let A be a DG ring and let P be a DG A-module. The
following two conditions are equivalent:
(i) The DG A-module P is pseudo-finite semi-free.
(ii) The DG A-module P admits a semi-free filtration F = {Fj(P )}j≥−1 such
that each GrFj (P ) is a pseudo-finite free DG A-module, and this asymptotic
formula holds: limj→∞ sup(GrFj (P )) = −∞.
If A is nonpositive, the conditions above are equivalent to:
(iii) The graded A\-module P \ is pseudo-finite free.
If A is a ring (i.e. Ai = 0 for all i 6= 0), the conditions above are equivalent to:
(iv) P is a bounded above complex of finitely generated free A-modules.
Exercise 11.4.34. Prove the proposition above. (Hint: rephrase these conditions
in terms of semi-bases.)
Remark 11.4.35. Condition (iv) of Proposition 11.4.33 is a hint for the reason we
chose the name “pseudo-finite” in Definition 11.4.29, and also the name “pseudo-
noetherian” in Definitions 11.4.36 and 11.4.37 below (in conjunction with Theorem
11.4.40). Indeed, in [21] and [144], a complex of modules over a ring A is called
pseudo-coherent if it is isomorphic, in D(A), to a bounded above complex of finite
free A-modules.
For a generalization of the notion of pseudo-coherent complex to DG modules,
see Definition 12.9.1.
Definition 11.4.36. A graded ring A is called left pseudo-noetherian if it is non-
positive, the ring A0 is left noetherian, and each Ai is a finitely generated (left)
A0-module.
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Definition 11.4.37. Let A be a DG ring.
(1) We call A a cohomologically left pseudo-noetherian DG ring if its cohomol-
ogy H(A) is a left pseudo-noetherian graded ring.
(2) Suppose A is cohomologically left pseudo-noetherian. We denote by Df(A)
the full subcategory of D(A) on the DG modules M such that Hi(M) is a
finitely generated H0(A)-module for every i.
Of course Df(A) is a full triangulated subcategory of D(A). As usual we combine
indicators: D?f (A) := Df(A) ∩D?(A).
Example 11.4.38. Suppose A0 is a nonzero noetherian commutative ring. Let
X =
∐
i≤0X
i be a nonpositive graded set, such that each graded piece Xi is finite.
Consider the strongly commutative graded polynomial ring A0[X] := A0 ⊗ K[X]
from Example 3.1.23. The graded ring A0[X] is (left and right) pseudo-noetherian,
but if X is infinite then A0[X] is not noetherian (on either side).
Likewise, let Y =
∐
i<0 Y
i be a negative graded set, such that each graded piece
Y i is finite. Take the noncommutative graded polynomial ring A0〈Y 〉 := A0⊗K〈Y 〉
from Example 3.1.23 and Definition 12.8.1. The graded ring A0〈Y 〉 is (left and
right) pseudo-noetherian, but if Y has at least two elements, then A0〈Y 〉 is not
noetherian (on either side).
Remark 11.4.39. Let A be a DG ring whose cohomology H(A) is a nonpositive
graded ring. Define A′ := smt≤0(A), the smart truncation of A below 0. It is easy
to see that A′ is a DG subring of A, and the inclusion A′ → A is a DG ring quasi-
isomorphism. By Theorem 12.7.2 there is an equivalence of triangulated categories
D(A)→ D(A′). This says that for many purposes we can assume that A itself is a
nonpositive DG ring.
Theorem 11.4.40. Let A be a nonpositive cohomologically left pseudo-noether-
ian DG ring, and let M ∈ D−f (A). Then there is a quasi-isomorphism P → M
in Cstr(A), where P is a pseudo-finite semi-free DG A-module, and sup(P ) =
sup(H(M)).
Proof. The proof is divided into five parts.
Part 1. We may assume that H(M) 6= 0, so that i1 := sup(H(M)) ∈ Z. We are
going to construct a direct system
0 = F−1(P ) ⊆ F0(P ) ⊆ F1(P ) ⊆ · · ·
of pseudo-finite semi-free DG A-modules, together with a direct system of DG
A-module homomorphisms Fj(ρ) : Fj(P )→M for j ≥ 0, having these properties:
(a) Let j ≥ 0. The homomorphism Hi(Fj(ρ)) : Hi(Fj(P )) → Hi(M) is surjec-
tive for all i, and bijective for all i > i1 − j.
(b) F0(P ) is a pseudo-finite free DG A-module with sup(F0(P )) = i1.
(c) Let j ≥ 1. There is an isomorphism Fj(P )/Fj−1(P ) ∼= T−i1+j(A)⊕rj in
Cstr(A), for some rj ∈ N.
This will be done recursively on j ≥ 0. .
Part 2. Here we deal with the cases j = −1, 0. For j = −1 we take F−1(P ) := 0 of
course.
Now we deal with F0(P ). For every i ≤ i1 we choose finitely many generators
of the H0(A)-module Hi(M), and then we lift them to elements of Zi(M). These
choices give rise to a pseudo-finite free DG A-module F0(P ) and a homomorphism
F0(ρ) : F0(P )→M in Cstr(A), such that sup(F0(P )) = i1, and the homomorphism
H(F0(ρ)) : H(F0(P )) → H(M) in Gstr(K) is surjective. Condition (a) holds for
j = 0, and so does condition (b). Condition (c) is not applicable here.
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Part 3. Suppose that j ≥ 0, and we have a direct system
0 = F−1(P ) ⊆ F0(P ) ⊆ F1(P ) ⊆ · · · ⊆ Fj(P )
of semi-free DG A-modules, together with a direct system of DG A-module homo-
morphisms Fj′(ρ) : Fj′(P ) → M for j′ ∈ [0, j], satisfying conditions (a)-(c) with
index j′ instead of j. In this part we will construct the DG A-module Fj+1(P ).
Let
(11.4.41) N¯ := Ker
(
Hi1−j(Fj(ρ)) : Hi1−j(Fj(P ))→ Hi1−j(M)
)
.
Because Fj(P ) is a pseudo-finite semi-free DG A-module, and A is a cohomologically
left pseudo-noetherian DG ring, it follows that N¯ is a finitely generated H0(A)-
module. We choose elements n¯1, . . . , n¯rj+1 ∈ N¯ that generate N¯ as an H0(A)-
module. Then we lift them to elements n1, . . . , nrj+1 ∈ Zi1−j(Fj(P )).
Consider the free DG A-module Q′ := T−i1+j(A)⊕rj+1 with basis (e′1, . . . ,
e′rj+1) concentrated in degree i1 − j. There is a homomorphism φ : Q′ → Fj(P ) in
Cstr(A) with formula φ(e′k) := nk. Define
(11.4.42) Fj+1(P ) := Cone
(
φ : Q′ → Fj(P )
)
,
the standard cone of φ. The DG A-module Fj+1(P ) is pseudo-finite semi-free.
Condition (b) still holds, because F0(P ) did not change. And Fj+1(P )/Fj(P ) ∼= Q,
where
(11.4.43) Q := T(Q′) ∼= T−i1+j+1(A)⊕rj+1 ,
so condition (c) holds also for j + 1.
Part 4. We continue part 3. Here we construct the homomorphism Fj+1(ρ) :
Fj+1(P )→M in Cstr(A). For every k ∈ [1, rj+1] let ek := tQ′(e′k) ∈ Qi1−j−1. The
sequence (e1, . . . , erj+1) is a basis of the free DG A-module Q. We have dQ(ek) = 0
and t−1Q (ek) = e′k ∈ Q′, so by the definition of the differential of the cone we have
dFj+1(P )(ek) = dQ(ek) + φ(t−1Q (ek)) = φ(e′k) = nk.
Now the cohomology class n¯k of nk belongs to N¯ , so Hi1−j(Fj(ρ))(n¯k) = 0. This
means that the element Fj(ρ)(nk) is a coboundary in M , and we can lift it to an
element mk ∈M i1−j−1.
By definition of the cone we have Fj+1(P )\ = Fj(P )\⊕Q\ as graded A\-modules.
We define the homomorphism Fj+1(ρ) : Fj+1(P )\ → M \ in Gstr(A\) to be the
extension of Fj(ρ) such that Fj+1(ρ)(ek) := mk. Then Fj+1(ρ) : Fj+1(P ) → M is
actually a homomorphism in Cstr(A).
There is equality Fj+1(P )i = Fj(P )i in all degrees i ≥ i1 − j. Therefore
Hi(Fj+1(ρ)) = Hi(Fj(ρ)) for all i > i1 − j, and these homomorphisms are bijective
by assumption. The homomorphism Zi1−j(Fj(P ))→ Zi1−j(Fj+1(P )) is surjective,
and hence Hi1−j(Fj(P )) → Hi1−j(Fj+1(P )) is also surjective. Because the sub-
module N¯ ⊆ Hi1−j(Fj(P )) goes to zero in Hi1−j(Fj+1(P )), we have the following
commutative diagram:
0 // N¯ //

Hi1−j(Fj(P ))
Hi1−j(Fj(ρ))
//
surj

Hi1−j(M) //
id

0
0 // 0 // Hi1−j(Fj+1(P ))
Hi1−j(Fj+1(ρ))
// Hi1−j(M) // 0
The top row is exact, by (11.4.41). Therefore the bottom row is exact, i.e.
Hi1−j(Fj+1(ρ)) is bijective. We conclude that condition (a) holds with index j+ 1.
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Part 5. Define P := limj→ Fj(P ) and ρ := limj→ Fj(ρ) in Cstr(A). Condition (c)
implies that for every i the direct system {Fj(P i)}j≥−1 is eventually stationary.
Hence, by condition (a), the homomorphism Hi(ρ) is bijective. So ρ is a quasi-
isomorphism.
By condition (b) and (c) the filtration {Fj(P )}j≥−1 on P satisfies condition (ii)
of Proposition 11.4.33. Therefore P is a pseudo-finite semi-free DG A-module. 
Example 11.4.44. A special yet very important case of Theorem 11.4.40 is this:
A is a left noetherian ring, and M is a complex of A-modules with bounded above
cohomology, such that each Hi(M) is a finitely generated A-module. Then M has
a resolution P → M , where P is a complex of finitely generated free A-modules,
and sup(P ) = sup(H(M)). Compare this to Example 11.3.22.
Remark 11.4.45. In Example 11.3.16 we discussed the existence of K-flat res-
olutions of unbounded complexes of sheaves of modules. Here is a more general
assertion.
Consider a DG ringed space (X,A), namely A is a sheaf of DG rings on a
topological space X. There are no commutativity or boundedness conditions on A.
By combining the concept of a semi-free DG module from Definition 11.4.3 with the
concept of a pseudo-free module from Example 11.3.16, we get something new: a
semi-pseudo-free DG A-module. This is a K-flat DG A-module. The arguments in
[179] imply that every DG A-moduleM admits a quasi-isomorphism P →M from
a semi-pseudo-free DG A-module P. Therefore C(A) has enough K-flat objects. A
detailed proof of this assertion will be published in the future.
11.5. K-Injective Resolutions in C+(M). In this subsection M is an abelian
category, and C(M) is the category of complexes in M. Cofiltrations and their
limits were introduced in Definition 11.2.23.
Definition 11.5.1. Let I be a complex in C(M).
(1) A semi-injective cofiltration on I is a cofiltration G = {Gq(I)}q≥−1 in
Cstr(M) such that:
• G−1(I) = 0.
• Each GrGq (I) is a complex of injective objects of M with zero differen-
tial.
• I = lim←q Gq(I).
(2) The complex I is called a semi-injective complex if it admits some semi-
injective cofiltration.
Theorem 11.5.2. Let M be an abelian category, and let I be a semi-injective
complex in C(M). Then I is K-injective.
Proof. The proof is very similar to that of Theorem 11.3.2.
Step 1. We start by proving that if I = Tp(J), the translation of an injective object
J ∈ M, then I is K-injective. This is easy: given an acyclic complex N ∈ C(M), we
have
HomM(N, I) = HomM
(
N,Tp(J)
) ∼= Tp(HomM(N, J))
in Cstr(K). But HomM(−, J) is an exact functor M→M(K), so HomM(N, J) is an
acyclic complex.
Step 2. Now I is a complex of injective objects of M with zero differential. This
means that I ∼= ∏p∈ZTp(Jp) in Cstr(M), where each Jp is an injective object in M.
But then
HomM(N, I) ∼=
∏
p∈Z
HomM
(
N,Tp(Jp)
)
.
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This is an easy case of Proposition 1.8.6(2). By step 1 and the fact that a product
of acyclic complexes in Cstr(K) is acyclic (itself an easy case of the Mittag-Leffler
argument), we conclude that HomM(N, I) is acyclic.
Step 3. Fix a semi-injective cofiltration G = {Gq(I)}q≥−1 of I. Here we prove that
for every q the complex Gq(I) is K-injective. This is done by induction on q. For
q = −1 it is trivial. For q ≥ 0 there is an exact sequence of complexes
(11.5.3) 0→ GrGq (I)→ Gq(I)→ Gq−1(I)→ 0
in Cstr(M). In each degree p ∈ Z the exact sequence
0→ GrGq (I)p → Gq(I)p → Gq−1(I)p → 0
inM splits, because GrGq (I)p is an injective object. Thus the exact sequence (11.5.3)
is split in the category Gstr(M) of graded objects in M.
Let N ∈ C(M) be an acyclic complex. Applying the functor HomM(N,−) to the
sequence of complexes (11.5.3) we obtain a sequence
(11.5.4) 0→ HomM
(
N,GrGq (I)
)→ HomM(N,Gq(I))→ HomM(N,Gq−1(I))→ 0
in Cstr(K). Because (11.5.3) is split exact in Gstr(M), the sequence (11.5.4) is split
exact in Gstr(K). Therefore (11.5.4) is exact in Cstr(K).
By the induction hypothesis the complex HomM
(
N,Gq−1(I)
)
is acyclic. By step
2 the complex HomM
(
N,GrGq (I)
)
is acyclic. The long exact cohomology sequence
associated to (11.5.4) shows that the complex HomM
(
N,Gq(I)
)
is acyclic too.
Step 4. We keep the semi-injective cofiltration G = {Gq(I)}q≥−1 from step 3. Take
any acyclic complex N ∈ C(M). By Proposition 1.8.6 we know that
HomM(N, I) ∼= lim←q HomM
(
N,Gq(I)
)
in Cstr(K). According to step 3 the complexes HomM
(
N,Gq(I)
)
are all acyclic. The
exactness of the sequences (11.5.4) implies that the inverse system{
HomM
(
N,Gq(I)
)}
q≥−1 in Cstr(K) has surjective transitions. Now the Mittag-
Leffler argument (Corollary 11.1.8) says that the inverse limit complex HomM(N, I)
is acyclic. 
Proposition 11.5.5. Let M be an abelian category. If I is a bounded below complex
of injectives, then I is a semi-injective complex.
Proof. We can assume that I 6= 0. Let p0 := inf(I) ∈ Z. For q ≥ −1 let Gq(I) :=
stt≤p0+q(I), the stupid truncation from Definition 11.2.11. The cofiltration G =
{Gq(I)}q≥−1 is semi-injective. 
The next theorem is [62, Lemma I.4.6(1)]. See also [75, Proposition 1.7.7(i)].
Theorem 11.5.6. Let M be an abelian category, and let J ⊆ M be a full subcategory
such that every object M ∈ M admits a monomorphism M  I to some object
I ∈ J. Then every complex M ∈ C+(M) admits a quasi-isomorphism ρ : M → I in
C+str(M), such that inf(I) = inf(M), and each Ip is an object of J.
Proof. The proof is the same as that of Theorem 11.3.6, except for a mechanical
reversal of arrows. To be more explicit, let us take N := Mop and Q := J. Since
monomorphisms in M become epimorphisms in N, the full subcategory Q ⊆ N
satisfies the assumptions of Theorem 11.3.6. By Theorem 3.9.16 we have a canonical
isomorphism of categories C−str(N)
'−→ C+str(M)op. Thus a quasi-isomorphismQ→ N
in C−str(N) gives rise to a quasi-isomorphism M → I in C+str(M). 
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Definition 11.5.7. Let M be an abelian category, and let M′ ⊆ M be a full abelian
subcategory. We say that M′ has enough injectives relative to M if every object
M ∈ M′ admits a monomorphism M  I, where I is an object of M′ that is
injective in the bigger category M.
Of course, in this situation the category M′ itself has enough injectives.
Thick abelian categories were defined in Definition 7.4.1. The next theorem is
[62, Lemma I.4.6(3)]. See also [75, Proposition 1.7.11].
Theorem 11.5.8. Let M be an abelian category, and let M′ ⊆ M be a thick abelian
subcategory that has enough injectives relative to M. Let M ∈ C(M) be a complex
with bounded below cohomology, such that Hi(M) ∈ M′ for all i. Then there is a
quasi-isomorphism ρ : M → I in Cstr(M), such that I ∈ C+(M′), each Ip is an
injective object in M, and inf(I) = inf(H(M)).
Before the proof we need some auxiliary material.
Suppose we are given morphisms ψ1 : K → L1 and ψ2 : K → L2 in M. The
fibered coproduct is the object
(11.5.9) L1 ⊕K L2 := Coker
(
(ψ1,−ψ2) : K → L1 ⊕ L2
)
in M. It has an obvious universal property. The commutative diagram
(11.5.10) K ψ1 //
ψ2

L1
1

L2
2 // L1 ⊕K L2
in which i are the morphisms induced by the embeddings Li → L1 ⊕ L2, is some-
times called a pushout diagram.
Lemma 11.5.11. In the situation above:
(1) The sequence
Ker(ψ1)
ψ2−−→ L2 2−→ L1 ⊕K L2 pi1−→ Coker(ψ1)→ 0,
in which pi1 is the morphism induced by the projection L1 ⊕ L2 → L1, is
exact.
(2) Suppose L1 → L′1 be a monomorphism. Then the induced morphism L1⊕K
L2 → L′1 ⊕K L2 is a monomorphism.
Exercise 11.5.12. Prove Lemma 11.5.11. (Hint: use the first sheaf trick, Propo-
sition 2.4.9.)
Proof of Theorem 11.5.8. The proof is an adaptation of the proof of [75, Proposi-
tion 1.7.11]. In the proof we use the objects of cocycles Zp(L), coboundaries Bp(L)
and decocycles Yp(L), that are associated to a complex L and an integer p; see
Definition 3.2.4.
Step 1. We can assume that H(M) 6= 0. By translating M , we may further assume
that inf(H(M)) = 0. Then, after replacingM with its smart truncation smt≥0(M),
we can assume that inf(M) = 0.
We are going to construct an inverse system
(11.5.13) Fp(I) =
(· · · → 0→ I0 d0I−→ I1 d1I−→ · · · dp−1I−−−→ Ip → 0→ · · · )
in Cstr(M′), indexed by p ≥ −1, such that the objects Ip ∈ M′ are injective in M.
The morphism Fp+1(I)→ Fp(I) will send the object Ip+1 = Fp+1(I)p+1 to 0, and
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will be the identity in all other degrees. Simultaneously we will construct an inverse
system of morphisms
(11.5.14) Fp(φ) : M → Fp(I)
in Cstr(M). The construction will be inductive. The morphisms Fp(φ) will satisfy
this condition:
(♥) The morphism Hq(Fp(φ)) : Hq(M)→ Hq(Fp(I)) is a monomorphism for all
q ≤ p and an isomorphism for all q ≤ p− 1.
Then the complex I := lim←p Fp(I) in C(M′) is going to be of the required kind,
and the morphism φ := lim←p Fp(φ) in Cstr(M) is going to be a quasi-isomorphism.
Note that these inverse limits are innocent, since in each degree q the inverse systems
{Fp(I)q}p≥−1 and {Fp(φ)q}p≥−1 are eventually stationary.
Step 2. In this step we begin the construction. Here p ≥ −1, and we have a
complex Fp(I) as in (11.5.13) of the kind described above, and a morphism Fp(φ) :
M → Fp(I) in Cstr(M) satisfying condition (♥). If p = −1 then F−1(I) = 0 and
F−1(φ) = 0 of course.
We claim that the objects Fp(I)q, Hq(Fp(I)), Bq(Fp(I)), Yq(Fp(I)) and Zq(Fp(I))
belong to M′ for all q ∈ [0, p + 1]. For q = p + 1 all these objects are zero. For
Fp(I)q = Iq it is given. For Hp(Fp(I)) = Coker(dp−1I ) it is because M
′ is a full
abelian subcategory of M. For Hq(Fp(I)) when q < p we use the isomorphisms
Hq(Fp(φ)) and the fact that Hq(M) ∈ M′. As for the rest of the objects listed, this
is shown by descending induction on q, starting from q = p, using these short exact
sequences
0→ Zq(Fp(I))→ Fp(I)q → Bq+1(Fp(I))→ 0,
0→ Bq(Fp(I))→ Fp(I)q → Yq(Fp(I))→ 0,
0→ Bq(Fp(I))→ Zq(Fp(I))→ Hq(Fp(I))→ 0,
and the fact that M′ is a full abelian subcategory of M.
Step 3. The construction continues. Let us denote the components of the morphism
Fp(φ) by φq := Fp(φ)q : Mq → Fp(I)q = Iq for q ∈ [0, p]; outside this degree range
we have Fp(φ)q = 0.
The differential dpM : Mp →Mp+1 induces a morphism ψ1 : Yp(M)→ Zp+1(M).
There is also the morphism ψ2 := Yp(φ) : Yp(M)→ Yp(Fp(I)). We define N to be
the fibered coproduct
(11.5.15) N := Zp+1(M)⊕Yp(M) Yp(Fp(I))
relative to the morphisms ψ1 and ψ2. In the notation of Lemma 11.5.11, with
the objects K := Yp(M), L1 := Zp+1(M) and L2 := Yp(Fp(I)), and with the
morphism ψ1, ψ2 that we have just defined, there are morphisms 1 : Zp+1(M)→ N ,
2 : Yp(Fp(I)) → N and pi1 : N → Coker(ψ1) = Hp+1(M). According to Lemma
11.5.11(1) there is an exact sequence
(11.5.16) Hp(M) ψ2−−→ Yp(Fp(I)) 2−→ N pi1−→ Hp+1(M)→ 0
in M. However, letting β : Hp(Fp(I)) → Yp(Fp(I)) be the canonical monomor-
phism, there is equality ψ2 = β ◦ Hp(Fp(φ)). By condition (♥) with indices q = p
we know that Hp(Fp(φ)) is a monomorphism. Therefore ψ2 is a monomorphism,
and (11.5.16) extends to a slightly longer exact sequence
(11.5.17) 0→ Hp(M) ψ2−−→ Yp(Fp(I)) 2−→ N pi1−→ Hp+1(M)→ 0
in M.
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Let γ : Zp+1(M)  Mp+1 be the canonical monomorphism, and define ψ+1 :=
γ ◦ ψ1 : Yp(M) → Mp+1. Let ψ+2 := ψ2 : Yp(M) → Yp(Fp(I)). We have the
corresponding fibered coproduct
(11.5.18) N+ := Mp+1 ⊕Yp(M) Yp(Fp(I)).
The monomorphism γ : Zp+1(M)  Mp+1 induces a morphism ω : N → N+
between these fibered coproducts, and Lemma 11.5.11(2) says that ω is also a
monomorphism.
Step 4. We now produce the object Ip+1 ∈ M′. In step 2 we showed that
Yp(Fp(I)) ∈ M′. It is given that Hq(M) ∈ M′ for all q. The exact sequence
(11.5.16) and Proposition 7.4.2 say that N ∈ M′ too. By assumption there is a
monomorphism χ : N  Ip+1 into some object Ip+1 ∈ M′ that’s injective in M.
Because ω : N → N+ is a monomorphism, there is a morphism χ+ : N+ → Ip+1
such that χ+ ◦ ω = χ.
We have a canonical epimorphism αI : Ip  Yp(Fp(I)). Define the morphism
dpI : Ip → Ip+1 by the formula dpI := χ ◦ 2 ◦ αI . Since αI ·dp−1I = 0, we see that
dpI ◦ dp−1I = 0. This is depicted in the commutative diagram below.
Ip−1
dp−1
I
//
0
%%
Ip
αI //
dp
I
88Y
p(Fp(I))
2 // N
χ
// Ip+1
Therefore we obtain a new complex
(11.5.19) Fp+1(I) :=
(· · · → 0→ I0 d0I−→ I1 d1I−→ · · · dp−1I−−−→ Ip dpI−→ Ip+1 → 0→ · · · )
in C(M′), and it projects onto Fp(I).
Step 5. In this step we construct the morphism φp+1 : Mp+1 → Ip+1. Let +1 :
Mp+1 → N+ be the morphism that’s part of the fibered coproduct (11.5.18). We
define the morphism φp+1 : Mp+1 → Ip+1 by the formula φp+1 := χ+ ◦ +1 .
Let’s examine the next diagram, where αM : Mp  Yp(M) is the canonical
epimorphism, and ψ+1 , ψ+2 = ψ2, +1 , +2 and 2 are the morphisms involved in the
two fibered coproducts.
(11.5.20) Mp αM //
φp

Yp(M)
ψ+1 //
ψ+2

Mp+1
+1 // N+
χ+
// Ip+1
id

Ip
αI // Yp(Fp(I))
2 //
+2
55
N
χ
//
ω
OO
Ip+1
The left square is commutative because α : Id→ Y is a morphism of functors. The
triangle that has Yp(M) as a vertex is commutative because N+ is the fibered co-
product. The other triangle, the one that hasN as a vertex, is commutative because
ω is a morphism between fibered coproducts. The right square is commutative by
the defining property of χ+. So the whole diagram is commutative.
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We now take part of the commutative diagram (11.5.20), and add to it three
curved arrows.
(11.5.21) Mp αM //
φp

dp
M
''
Yp(M)
ψ+1 // Mp+1
+1 //
φp+1
%%
N+
χ+
// Ip+1
id

Ip
αI //
dp
I
66Y
p(Fp(I))
2 // N
χ
// Ip+1
The curved polygons are commutative, as can be seen from the definitions of the
morphisms ψ+1 , φp+1 and d
p
I . We conclude that d
p
I ◦ φp = φp+1 ◦ dpM , so there is a
new morphism of complexes Fp+1(φ) : M → Fp+1(I) whose degree p+1 component
is φp+1.
Step 6. Here we prove that Hp+1(Fp+1(φ)) is a monomorphism and Hp(Fp+1(φ)) is
an isomorphism. This will verify condition (♥) with index p+ 1.
Consider the fibered coproduct
(11.5.22) N♦ := Ip+1 ⊕Yp(Fp(I)) Yp(Fp(I))
of the morphisms ψ♦1 and ψ♦2 , where ψ♦1 : Yp(Fp(I)) → Ip+1 is the morphism
induced by dpI , and ψ
♦
2 is the identity of Yp(Fp(I)). Note that ♦1 : Ip+1 → N♦ is an
isomorphism, and Coker(ψ♦1 ) = Yp+1(Fp+1(I)) = Hp+1(Fp+1(I)). The morphisms
φp+1 : Zp+1(M) → Ip+1 and Yp(Fp(φ)) : Yp(M) → Yp(Fp(I)) induce a morphism
ω♦ : N → N♦ between the fibered coproducts (11.5.15) and (11.5.22). According
to Lemma 11.5.11(1) there is an induced commutative diagram
(11.5.23) 0 // Hp(M) ψ2 //
Hp(Fp+1(φ))

Yp(Fp(I))
2 //
id

N
pi2 //
ω♦

Hp+1(M) //
Hp+1(Fp+1(φ))

0
0 // Hp(Fp+1(I))
ψ♦2 // Yp(Fp(I))
♦2 // N♦
pi♦2 // Hp+1(Fp+1(I)) // 0
The first row is an exact sequence, since it is (11.5.17). The second row is also
exact: exactness at the last three objects is by Lemma 11.5.11(1). As for exactness
at Hp(Fp+1(I)), we use the fact that the morphism Yp(Fp+1(I))→ Yp(Fp(I)) is an
isomorphism, and its composition with the canonical embedding Hp(Fp+1(I)) 
Yp(Fp+1(I)) is ψ♦2 , so the latter is a monomorphism. A little calculation shows
that ω♦ = ♦1 ◦ χ, so it is a monomorphism.
Finally, a diagram chase in (11.5.23), using the first sheaf trick, shows that
Hp+1(Fp+1(φ)) is a monomorphism, and that Hp(Fp+1(φ)) is an isomorphism. 
Corollary 11.5.24. Under the assumptions of Theorem 11.5.8, the canonical func-
tor D+(M′)→ D+M′(M) is an equivalence.
Proof. This is very similar to the proof of Corollary 11.3.21, and there is no need
to repeat it. 
Here is an important instance in which Theorem 11.5.8 and Corollary 11.5.24
apply.
Example 11.5.25. Let (X,OX) be a noetherian scheme. Associated to it are
these abelian categories: the category M := ModOX of OX -modules, and the thick
abelian subcategory M′ := QCohOX of quasi-coherent OX -modules. According to
213
Derived Categories | Amnon Yekutieli | 14 Apr 2019
[62, Proposition II.7.6] the category M′ has enough injectives relative to M. By
Corollary 11.5.24 the canonical functor
D(QCohOX)→ D+qc(ModOX)
is an equivalence.
For a more general statement, using other methods, see [23, Corollary 5.5].
Corollary 11.5.26. If M is an abelian category with enough injectives, then C+(M)
has enough K-injectives.
Proof. According to either Theorem 11.5.6 or Theorem 11.5.8, every M ∈ C+(M)
admits a quasi-isomorphismM → I to bounded below complex of injectives I. Now
use Proposition 11.5.5 and Theorem 11.5.2. 
Corollary 11.5.27. Let M be an abelian category with enough injectives, and let
M ∈ C(M) be a complex with bounded below cohomology. Then M has a K-injective
resolutionM → I, such that inf(I) = inf(H(M)), and every Ip is an injective object
of M.
Proof. We may assume that H(M) is nonzero. Let p := inf(H(M)) ∈ Z, and let
N := smt≥p(M), the smart truncation from Definition 7.3.6. SoM → N is a quasi-
isomorphism, and inf(N) = p. According to either Theorem 11.5.6 or Theorem
11.5.8, there is a quasi-isomorphism N → I, where I is a complex of injectives and
inf(I) = p. By Proposition 11.5.5 and Theorem 11.5.2 the complex I is K-injective.
The composed quasi-isomorphism M → I is what we are looking for. 
11.6. K-Injective Resolutions in C(A). Recall that we are working over a non-
zero commutative base ring K, and A is a central DG K-ring.
An injective cogenerator of the abelian category M(K) = ModK is an injective
K-module K∗ with this property: if M is a nonzero K-module, then HomK(M,K∗)
is nonzero. These always exist. Here are a few examples.
Example 11.6.1. For every K there is a canonical choice for an injective cogen-
erator: K∗ := HomZ(K,Q/Z). See proof of Theorem 2.7.13. Usually this is a very
big module!
Example 11.6.2. Assume K is a complete noetherian local ring, with maximal
ideal m and residue field k = K/m. In this case we would prefer to take the smallest
possible injective cogenerator K∗, and this is the injective hull of k as a K-module.
Here are some special cases. If K is a field, then K∗ = K = k. If K = Ẑp, the ring
of p-adic integers, then k = Fp, and K∗ ∼= Q̂p/Ẑp, which is the p-primary part of
Q/Z. If K contains some field, then there exists a ring homomorphism k→ K that
lifts the canonical surjection K → k. (This is by the Cohen Structure Theorem,
see [46, Theorem 7.7].) After choosing such a lifting, there is an isomorphism of
K-modules K∗ ∼= Homcontk (K,k), where continuity is for the m-adic topology on K
and the discrete topology on k.
In this subsection we have the following standing convention.
Convention 11.6.3. There is a fixed injective cogenerator K∗ of M(K).
We view K∗ as a DG K-module concentrated in degree 0 (with zero differential).
For every p ∈ Z there is the DG K-module T−p(K∗), which is concentrated in
degree p.
It will be convenient to blur the distinction between DG K-modules with zero
differentials and graded K-modules. Namely, if N is a DG K-module such that
dN = 0, we will identify N with the graded modules N \, H(N), etc.
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Definition 11.6.4. For a DG K-module V we define the DG K-module V ∗ :=
HomK(V,K∗).
The operation (−)∗ is an exact contravariant functor from Cstr(K) to itself, and
also from Gstr(K) to itself. Note that given M ∈ C(A), its dual M∗ is an object of
C(Aop), so that we have an exact functor
(11.6.5) (−)∗ : Cstr(A)op → Cstr(Aop).
Definition 11.6.6. A DG K-module W is called cofree if there is an isomorphism
W ∼= V ∗ in Cstr(K), for some free DG K-module V .
Since the differential of a free DG K-module V is zero, we see that a cofree DG
module W also has zero differential.
Lemma 11.6.7. Let V be a free DG K-module, and let W := V ∗.
(1) If V ∼= ⊕s∈S Tps(K) for some indexing set S and some collection of inte-
gers {ps}s∈S, then W ∼=
∏
s∈S T
−ps(K∗).
(2) As an object of the abelian category Gstr(K), W is injective.
In item (1) the isomorphisms can be considered either in Cstr(K) or in Gstr(K);
it doesn’t matter, because V and W have zero differentials. However, item (2) is
true only in the category Gstr(K).
Lemma 11.6.8. Let φ : U → V be a homomorphism in Gstr(K).
(1) φ is injective iff φ∗ : V ∗ → U∗ is surjective.
(2) φ is surjective iff φ∗ : V ∗ → U∗ is injective.
(3) The canonical homomorphism U → U∗∗ = (U∗)∗ in Gstr(K) is injective.
(4) There exists an injective homomorphism U  W in Gstr(K) into some
cofree DG K-module W .
Exercise 11.6.9. Prove Lemmas 11.6.7 and 11.6.8.
Definition 11.6.10. Let W be a cofree DG K-module. The cofree DG A-module
coinduced from W is the DG A-module IW := HomK(A,W ). There is a homomor-
phism θW : IW →W in Cstr(K), with formula θW (χ) := χ(1A) ∈W .
Definition 11.6.11. A DG A-module J is called cofree if there is an isomorphism
J ∼= IW in Cstr(A) for some cofree DG K-module W .
Lemma 11.6.12. Consider the free DG K-module V :=
⊕
s∈S T
ps(K) and the
cofree DG K-module W := V ∗. There are canonical isomorphisms
IW ∼= (A⊗ V )∗ ∼=
(⊕
s∈S T
ps(A)
)∗ ∼= ∏
s∈S T
−ps(A∗)
in Cstr(A).
Exercise 11.6.13. Prove the lemma above.
Lemma 11.6.14. Let W be a cofree DG K-module, and let M be a DG A-module.
The homomorphism
Hom(idM , θW ) : HomA(M, IW )→ HomK(M,W )
in Cstr(K) is an isomorphism.
Proof. The homomorphism
Hom(idM , θW ) : HomA
(
M,HomK(A,W )
) '−→ HomK(M,W )
is just adjunction for the DG ring homomorphism K→ A, so it is bijective. 
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Recall that Gstr(A\) is the abelian category whose objects are the graded A\-
modules, and the morphisms are the A-linear homomorphisms of degree 0. The
forgetful functor Und : Cstr(A)→ Gstr(A\), M 7→M \, is faithful.
Lemma 11.6.15. Let I be a cofree DG A-module. Then I\ is an injective object
of Gstr(A\).
Proof. We can assume that I = IW for some cofree DG K-module W . For every
M ∈ Gstr(A\) there are isomorphisms
HomGstr(A\)
(
M, I\W
)
= HomA(M, IW )0
∼=♥ HomK(M,W )0 =
∏
p∈Z
HomK(Mp,W p)
in M(K). The isomorphism ∼=♥ is by Lemma 11.6.14. For every p the functor
Gstr(A\) → M(K), M 7→ Mp, is exact. Because each W p is an injective object of
M(K), the contravariant functor HomK(−,W p) from M(K) to itself is exact. And
the product of exact functors into M(K) is exact. We conclude that the functor
HomGstr(A\)
(−, I\W ) is exact. 
Recall that for a DG K-module M we have the object of decocycles
Y(M) := Coker
(
dM : T−1(M)→M
)
= M/B(M) ∈ G(K).
Lemma 11.6.16. Let W be a cofree DG K-module, let M be a DG A-module,
and let χ : Y(M) → W be a homomorphism in Gstr(K). Then there is a unique
homomorphism ψ : M → IW in Cstr(A), such that the diagram
Y(M)
Y(ψ)
//
χ

Y(IW )
Y(θW )
// Y(W ) = W
in Gstr(K) is commutative.
Proof. Since the differentials of W and Y(M) are zero, the canonical homomor-
phism
α : HomK(Y(M),W )0 = Z0
(
HomK(Y(M),W )
)→ Z0(HomK(M,W )),
that’s induced by the canonical surjection M  Y(M), is bijective. This gives us
a unique homomorphism α(χ) : M → W in Cstr(K). Next we use Lemma 11.6.14
to obtain a unique ψ : M → IW in Cstr(A) s.t. θW ◦ ψ = α(χ). This ψ is what we
are looking for. 
The next definition is dual to Definition 11.4.3.
Definition 11.6.17. Let I be an object of C(A).
(1) A semi-cofree cofiltration on I is a cofiltration G = {Gq(I)}q≥−1 on I in
Cstr(A) such that:
• G−1(I) = 0.
• Each GrGq (I) is a cofree DG A-module.
• I = lim←q Gq(I).
(2) The DG A-module I is called a semi-cofree if it admits a semi-cofree cofil-
tration.
Proposition 11.6.18. If I is a semi-cofree DG A-module, then I\ is an injective
object in the abelian category Gstr(A\).
Proposition 11.6.19. Assume A is a ring. If I is a semi-cofree DG A-module,
then each Ip is an injective A-module.
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Exercise 11.6.20. Prove the two propositions above.
Theorem 11.6.21. Let I be an object of C(A). If I is semi-cofree, then it is
K-injective.
Proof. The proof is very similar to those of Theorems 11.3.2 and 11.4.14. But
because the arguments involve limits, we shall give the full proof.
Step 1. Suppose I is cofree; say I ∼= ∏s∈S T−ps(A∗). Lemma 11.6.14 implies that
for every DG A-module N there is an isomorphism
HomA(N, I) ∼=
∏
s∈S
HomK
(
Tps(N),K∗
)
of graded K-modules. It follows that if N is acyclic, then so is HomA(N, I).
Step 2. Fix a semi-cofree cofiltration G = {Gq(I)}q≥−1 of I. Here we prove that
for every q ≥ −1 the DG module Gq(I) is K-injective. This is done by induction
on q ≥ −1. For q = −1 it is trivial. For q ≥ 0 there is an exact sequence
(11.6.22) 0→ GrGq (I)→ Gq(I)→ Gq−1(I)→ 0
in the category Cstr(A). Because GrGq (I) is a cofree DG A-module, it is an injective
object in the abelian category Gstr(A\); see Lemma 11.6.15. Therefore the sequence
(11.6.22) is split exact in Gstr(A\).
Let N ∈ C(A) be an acyclic DG module. Applying the functor HomA(N,−) to
the sequence (11.6.22) we obtain a sequence
(11.6.23)
0→ HomA
(
N,GrGq (I)
)→ HomA(N,Gq(I))→ HomA(N,Gq−1(I))→ 0
in Cstr(K). If we forget differentials this is a sequence in Gstr(K). Because (11.6.22)
is split exact in Gstr(A\), it follows that (11.6.23) is split exact in Gstr(K). Therefore
(11.6.23) is exact in Cstr(K).
By the induction hypothesis the DG K-module HomA
(
N,Gq−1(I)
)
is
acyclic. By step 1 the DG K-module HomA
(
N,GrGq (I)
)
is acyclic. The long ex-
act cohomology sequence associated to (11.6.23) shows that the DG K-module
HomA
(
N,Gq(I)
)
is acyclic too.
Step 3. We keep the semi-cofree cofiltration G = {Gq(I)}q≥−1 from step 2. Take
any acyclic N ∈ C(A). By Proposition 1.8.6 we know that
HomA(N, I) ∼= lim←j HomA
(
N,Gq(I)
)
in Cstr(K). According to step 2 the complexes HomA
(
N,Gq(I)
)
are all acyclic. The
exactness of the sequences (11.6.23) implies that the inverse system{
HomA
(
N,Gq(I)
)}
q≥−1 in Cstr(K) has surjective transitions. Now the Mittag-
Leffler argument (Corollary 11.1.8) says that the inverse limit complex HomA(N, I)
is acyclic. 
Theorem 11.6.24. Let A be a DG ring. Every DG A-module M admits a quasi-
isomorphism ρ : M → I in Cstr(A) to a semi-cofree DG A-module I.
The proof of this theorem was communicated to us by B. Keller. We need a
lemma first.
The semi-free DG A-module C was defined in formula (11.4.18). Its dual DG
A-module C∗ = HomK(C,K∗) is a semi-cofree DG A-module, with semi-cofree
cofiltration Gq(C∗) := Fq(C)∗, where Fq(C) is from (11.4.19).
Lemma 11.6.25. Let M ∈ C(A).
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(1) There is a homomorphism ψ : M → J in Cstr(A), such that Z(ψ) : Z(M)→
Z(J) is injective, and J =
∏
s∈S T
−ps(A∗) for a collection of integers
{ps}s∈S.
(2) There is an injective homomorphism ψ′ : M → J ′ in Cstr(A), such that
J ′ =
∏
s∈S′ T
−ps(C∗) for some collection of integers {ps}s∈S′ .
To clarify the notation in the lemma: we have two distinct collections of integers,
{ps}s∈S and {ps}s∈S′ .
Proof.
(1) By Lemma 11.6.8 there is an injective homomorphism χ : Y(M)W for some
cofree graded K-module W =
∏
s∈S T
−ps(K∗). Let J := IW . According to Lemma
11.6.16 there is a homomorphism ψ : M → J in Cstr(A) s.t. Y(θW ) ◦ Y(ψ) = χ.
Because χ is injective, so is Y(ψ).
(2) Consider the DG Aop-module M∗. By Lemma 11.4.20 there is a collection of
integers {ps}s∈S′ , and a surjective homomorphism φ : Q → M∗ in Cstr(Aop),
where Q :=
⊕
s∈S′ T
ps(C). Dualizing we get a DG A-module J ′ := Q∗ ∼=∏
s∈S′ T
−ps(C∗), and an injective homomorphism φ∗ : M∗∗ → Q∗ = J ′ in Cstr(A).
Composing φ∗ with the canonical embedding M M∗∗ gives us ψ′ : M  J ′. 
The DG A-module J in item (1) of the lemma is cofree. The DG A-module J ′ in
item (2) is semi-cofree, with semi-cofree cofiltration induced by that of C∗, namely
(11.6.26) Gq(J ′) :=
∏
s∈S′
T−ps(Gq(C∗)).
Proof of Theorem 11.6.24.
Step 1. We are going to produce an exact sequence
(11.6.27) 0→M η−→ J0 ∂
0
−→ J1 ∂
1
−→ J2 → · · ·
in Cstr(A) with these properties:
(a) The sequence
0→ Y(M) Y(η)−−−→ Y(J0) Y(∂
0)−−−−→ Y(J1) Y(∂
1)−−−−→ Y(J2)→ · · ·
is exact in Gstr(K).
(b) For every p ≥ 0 the DG A-module Jp has the following decomposition in
Cstr(A) : Jp = Jp ⊕ J ′p, where Jp =
∏
s∈Sp T
−qs(A∗) and J ′p =∏
s∈S′p T
−qs(C∗) for some collection of integers {qs}s∈SpunionsqS′p .
This will be done recursively on p.
By Lemma 11.6.25 we can find DG A-modules J0, J ′0 and homomorphisms ψ0 :
M → J0, ψ′0 : M → J ′0, such that both Y(ψ0) and ψ′0 are injective. The DGmodules
J0, J
′
0 are of the required form (property (b) with p = 0). We let J0 := J0⊕J ′0 and
η := ψ0 ⊕ ψ′0.
Let N0 := Coker(η). Then the sequence
(11.6.28) 0→M η−→ J0 → N0 → 0
in Cstr(A) is exact. The sequence
0→ Y(M) Y(η)−−−→ Y(J0)→ Y(N0)→ 0
in Gstr(K) is also exact. Indeed, the exactness at Y(J0) and Y(N0) is because
the functor Y : Cstr(K) → Gstr(K) is right exact (see Proposition 3.8.14), and
the sequence (11.6.28) is exact. The exactness at Y(M) is by the injectivity of
Y(ψ0) : Y(M)→ Y(J0).
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Next we repeat this procedure with N0 instead ofM , to obtain an exact sequence
(11.6.29) 0→ N0 ∂
0
−→ J1 → N1 → 0,
with J1 of the required form (property (b) with p = 1), and such that
0→ Y(N0) Y(∂
0)−−−−→ Y(J1)→ Y(N1)→ 0
is also exact. We then splice (11.6.28) and (11.6.29) to get the exact sequence
0→M η−→ J0 ∂
0
−→ J1 → N1 → 0.
Continuing recursively we obtain an exact sequence (11.6.27) that has properties
(a) and (b).
Step 2. We view the exact sequence (11.6.27) as an acyclic complex with entries in
Cstr(A), that has J0 in degree 0. Define the total DG A-modules
I := TotΠ
(· · · → 0→ J0 ∂0−→ J1 ∂1−→ J2 → · · · )
and
Iaug := TotΠ
(· · · → 0→M η−→ J0 ∂0−→ J1 ∂1−→ J2 → · · · ).
Because the sequence (11.6.27) and the sequence appearing in property (a) are
exact, we can use Proposition 11.2.24 (with any j0 ∈ Z). The conclusion is that
the DG A-module Iaug is acyclic. Then, by Corollary 11.2.22, the homomorphism
ρ : M → I in Cstr(A) is a quasi-isomorphism.
Step 3. It remains to produce a semi-cofree cofiltration {Gq(I)}q≥−1 on the DG
A-module I. Our formula is this: G−1(I) := 0 of course. For r ≥ 0 we let
G2·r(I) :=
(⊕r−1
p=0
T−p(Jp)
)
⊕ T−r(Jr ⊕G0(J ′r)),
where G0(J ′r) comes from (11.6.26), and
G2·r+1(I) :=
⊕r
p=0
T−p(Jp).
We leave it to the reader to verify that this is a semi-cofree cofiltration. 
Corollary 11.6.30. Let A be a DG ring. The category C(A) has enough K-in-
jectives.
Proof. Combine Theorems 11.6.21 and 11.6.24. 
Recall that a DG ring A is nonpositive if Ai = 0 for all i > 0. When A is
nonpositive, the DG module A∗ is concentrated in degrees ≥ 0.
Corollary 11.6.31. If the DG ring A is nonpositive, then every M ∈ C(A) admits
a quasi-isomorphism ρ : M → I in Cstr(A) to a semi-cofree DG A-module I, such
that inf(I) = inf(H(M)).
Proof. Let p0 := inf(H(M)). If p0 = ±∞ then there is nothing to prove beyond
Theorem 11.6.24; so let us assume that p0 ∈ Z. Define M ′ := smt≥p0(M). Then
M → M ′ is a quasi-isomorphism, and inf(M ′) = p0. By replacing M with M ′ we
can now assume that inf(M) = p0.
Since inf(M) = p0 it follows that Mp0 = Yp0(M). This means that in step 1 of
the proof of the theorem, the homomorphism ψ0 : Mp0 → Jp00 is already injective.
So, like in the proof of Corollary 11.4.27, we can arrange to have inf(J0) ≥ p0.
Then, recursively, we can arrange to have inf(Jq) ≥ p0 for all q. Therefore in step
2 of the proof we get inf(I) ≥ p0.
Finally, because inf(H(M)) = p0 we must have inf(I) = p0. 
We end with the K-injective analogue of Remark 11.4.45.
219
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Remark 11.6.32. Suppose (X,A) is a ringed space. We know that the abelian
categoryM(A) = ModA of sheaves ofA-modules onX has enough injective objects.
Theorem 11.5.6 tells us that the subcategory C+(A) has enough K-injective objects.
But in fact more is true: the category of unbounded complexes C(A) also has
enough K-injective objects; see [143]. (There is another, more abstract proof of this
statement: because M(A) is a Grothendieck abelian category, it follows that C(A)
has enough K-injectives. See [76, Corollary 14.1.8].)
Now let’s consider a DG ringed space (X,A). Fix an injective cogenerator K∗ of
M(K). For a point x ∈ X, consider the cofree DG Ax-module Ix := HomK(Ax,K∗).
Pushing this module forward along the inclusion {x} ⊆ X we get a constant sheaf
Ix with support the closed set {x}, that we refer to as the cofree DG A-module
associated to x. By definition, a cofree DG A-module is a product of sheaves Ix
(for varying points x ∈ X). Combining this notion with that of a semi-cofree DG
module, we can talk about semi-cofree DG A-modules. Like Theorem 11.6.21, one
can show that a semi-cofree DG A-module I is K-injective.
Assume that the topological space X is finite dimensional, in the sense that
there is a natural number d such that for every open set U ⊆ X, every sheaf of
K-module N on U , and every p > d, the sheaf cohomology Hp(U,N ) vanishes. This
condition is quite mild – it is satisfied when X is a finite dimensional noetherian
scheme, and also when X is a subspace of a finite dimensional topological manifold.
Then a geometric variant of Theorem 11.6.24 is true: every DG A-module M
admits a quasi-isomorphismM→ I to a semi-cofree DG A-module I. The finite
dimensionality of X is needed to invoke the ML argument. A detailed proof of this
assertion will be published in the future.
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12. Adjunctions, Equivalences and Cohomological Dimension
In this section we discuss the derived Hom and tensor bifunctors in several sit-
uations, and show how these bifunctors are related in adjunction formulas. Co-
homological dimensions of functors and DG modules are introduced, and they are
used to prove several theorems. Given a homomorphism between two DG rings,
we study the derived restriction, induction and coinduction functors between the
derived categories of these DG rings. We prove that for a quasi-isomorphism of DG
rings the restriction functor is an equivalence. We also prove the existence of NC
semi-free DG ring resolutions.
As before, we work over a nonzero commutative base ring K, and Convention
1.2.4 is in place.
12.1. Boundedness Conditions Revisited. This subsection is about notation.
We start by introducing some combinatorial definitions that will enable a precise
treatment of cohomological dimensions of objects and functors (in Subsection 12.4).
We also change our notation for boundedness conditions in derived categories
(Definition 12.1.6) and for the translation functor (Definition 12.1.7). These changes
will simplify and improve our discussion (while hopefully not creating confusion).
See Remark 12.1.8 for an explanation.
Integer intervals were introduced in Definition 11.1.10. Boundedness conditions
were introduced in Subsections 3.8 and 7.3. We need to refine these notions.
Definition 12.1.1. Let S be an integer interval.
(1) We call S a bounded above integer interval if either S = [i0, i1] with i1 ∈ Z,
or if S = ∅.
(2) We call S a bounded below integer interval if either S = [i0, i1] with i0 ∈ Z,
or if S = ∅.
(3) We call S a bounded integer interval if it is both bounded above and bounded
below; i.e. either S = [i0, i1] with i0, i1 ∈ Z, or S = ∅.
The next definition was already mentioned in passing in Subsection 3.8.
Definition 12.1.2. The boundedness conditions in Definition 12.1.1 have abbre-
viations, that we call boundedness indicators.
(1) The indicator “−” stands for “bounded above”.
(2) The indicator “+” stands for “bounded below”.
(3) The indicator “b” stands for “bounded”.
(4) The indicator “〈empty〉” (the empty symbol) stands for the empty condition
(no condition at all).
The symbol “?” is used to denote an unspecified boundedness indicator, i.e. it is
a placeholder for one of the boundedness indicators in Definition 12.1.2.
Definition 12.1.3. Let S be an integer interval.
(1) If S = [i0, i1], then its length is i1 − i0 ∈ N ∪ {∞}. If S = ∅, then then its
length is −∞.
(2) If S = [i0, i1], then the reversed integer interval is −S := [−i1,−i0]. If
S = ∅, then its reverse is also ∅.
(3) If S = [i0, i1], and if T = [j0, j1] is a second nonempty integer interval, then
their sum is S+T := [i0 + j0, i1 + j1]. If S = ∅, and it T is a second integer
interval, then the sum is S + T := ∅.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Thus an integer interval S (whether empty or not) has finite length if and only
if it is bounded.
Definition 12.1.4. Let M = {M i}i∈Z be a graded object in an abelian category
M, i.e. M ∈ G(M).
(1) We say that M is concentrated in an integer interval S if the set
{i ∈ Z |M i 6= 0} is contained in S.
(2) The concentration ofM is the smallest integer interval con(M) in whichM
is concentrated.
(3) We say that M is of boundedness type ?, for some boundedness indicator ?
if the integer interval con(M) satisfies the boundedness condition ?.
Observe that con(M) = ∅ if and only if M = 0. Definition 12.1.4(3) agrees with
the boundedness conditions on a graded module M from Subsections 3.8 and 7.3.
In Definition 11.1.11 we introduced the notions inf(M) and sup(M) for a graded
object M . Using them we can describe the concentration con(M) = [i0, i1] when
M is nonzero: i0 = inf(M) and i1 = sup(M). The amplitude amp(M) is the length
of the interval con(M).
Recall that to a DG module M ∈ C(A,M) we associate the graded object M \ ∈
G(M) that is gotten by forgetting the differential. The cohomology H(M) is another
object of G(M).
Definition 12.1.5. Let A be a DG ring, M an abelian category, andM ∈ C(A,M).
(1) The concentration of M and the boundedness type of M are the same as in
Definition 12.1.4, when M is seen as an object of G(M).
(2) The cohomological concentration and the cohomological boundedness type of
M are the concentration and boundedness type, respectively, of the graded
object H(M) ∈ G(M), in the sense of Definition 12.1.4.
The next definition is in conflict with Definitions 7.3.3 and 7.3.4; but we already
warned (in Remark 7.3.13) that this change will take place. See Remark 12.1.8 for
further discussion.
Definition 12.1.6. Let A be a DG ring, M an abelian category, and ? a bounded-
ness indicator. We denote by D?(A,M) the full subcategory of D(A,M) on the DG
modules M of cohomological boundedness type ?, as in Definition 12.1.5 above.
Thus, for example, a DGmoduleM belongs toDb(A,M) if and only if con(H(M))
is a bounded integer interval. As explained in subsection 7.3, D?(A,M) is a full
triangulated subcategory of D(A,M).
The notations C?(A,M) and K?(A,M) remain the same, as in Definitions 3.8.20
and 7.3.1. Namely, these are the full subcategories of C(A,M) and K(A,M) respec-
tively on the DG modules M of boundedness type ?.
Definition 12.1.7. Let A be a DG ring and M an abelian category. For a DG
moduleM ∈ C(A,M) and an integer i, we writeM [i] := Ti(M), the i-th translation
of M , as in Definition 4.1.4.
This notation applies also to the homotopy category K(A,M), the derived cate-
gory D(A,M), and every other T-additive category.
The notationM [i] makes it difficult to use the little t operator, and to talk about
translation isomorphisms, but hopefully we won’t require them anymore.
Remark 12.1.8. We should say a few explanatory words on the change in Defini-
tion 12.1.6, that conflicts with earlier definitions.
Recall that in Definitions 7.3.3 and 7.3.4 we made a distinction between
(12.1.9) D?(A,M) = K?(A,M)S?(A,M),
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the localization of K?(A,M) with respect to the quasi-isomorphisms in it, and
D(A,M)?, the full subcategory of D(A,M) on the complexes of cohomological
boundedness type ?. This distinction was necessary in the early part of the book,
when we were studying foundations and resolutions. Now that the foundations are
behind us, we no longer have a need for the subcategory D?(−) in the sense of
formula (12.1.9), i.e. the definition based on boundedness type.
Still, one might ask: Why make the notational switch from D(−)? to D?(−), for
the definition based on cohomological boundedness type? There are two reasons
for that. The first is typographic: the notation D(−)? becomes cumbersome when
coupled with other indicators, such as Df(−)? or (D(−)?)op. After Definition 12.1.6
we can refer to these categories by the more elegant expressions D?f (−) or D?(−)op,
respectively.
Second, the expression D(−)? is a novelty, and nobody else uses it, whereas the
notation D?(−) is common. According to Proposition 7.3.12, in most situations
the two distinct meanings of D?(−), the old one and the new one, refer to nested
subcategories of D(−) whose inclusion is an equivalence. Furthermore, in a few
recent texts on derived categories (such as [144, Definition tag=05RU] and [172,
Definition 1.11]) we find the same usage of the expression D?(−) as in Definition
12.1.6.
12.2. The Bifunctor RHom. Consider a DG ring A and an abelian category M.
Like in Example 9.1.11 we get a DG bifunctor
F := HomA,M(−,−) : C(A,M)op × C(A,M)→ C(K).
In Definition 5.6.4 we put a triangulated structure on the opposite homotopy cat-
egory K(A,M)op. According to Theorem 9.2.16, there is an induced triangulated
bifunctor
F = HomA,M(−,−) : K(A,M)op ×K(A,M)→ K(K).
Postcomposing with the localization functor Q : K(K)→ D(K), we obtain a trian-
gulated bifunctor
F = HomA,M(−,−) : K(A,M)op ×K(A,M)→ D(K).
Next we pick full additive subcategories K1,K2 ⊆ K(A,M) s.t. Kop1 ⊆ K(A,M)op
and K2 ⊆ K(A,M) are triangulated. In practice this choice would be by some
boundedness conditions; for instance K1 := K−(M) or K2 := K+(M), cf. Corollaries
11.3.19 and 11.5.26 respectively. We want to construct the right derived bifunctor
of the triangulated bifunctor
F = HomA,M(−,−) : Kop1 ×K2 → D(K).
This is done in the next theorem.
Theorem 12.2.1. Let A be a DG K-ring, let M be a K-linear abelian category, and
let K1,K2 ⊆ K(A,M) be full additive subcategories, such that Kop1 is a full triangu-
lated subcategory of K(A,M)op, and K2 is a full triangulated subcategory of K(A,M).
Assume either that K1 has enough K-projectives, or that K2 has enough K-injectives.
Let Di denote the localization of Ki with respect to the quasi-isomorphisms in it.
Then the triangulated bifunctor
HomA,M(−,−) : Kop1 ×K2 → D(K)
has a right derived bifunctor
RHomA,M(−,−) : Dop1 ×D2 → D(K).
Moreover, if P1 ∈ K1 is K-projective, or if I2 ∈ K2 is K-injective, then the morphism
ηRP1,I2 : HomA,M(P1, I2)→ RHomA,M(P1, I2)
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in D(K) is an isomorphism.
Proof. If K2 has enough K-injectives, then we can take J2 := K2,inj, the full sub-
category on the K-injectives inside K2. And we take J1 := K1. We claim that the
conditions of Theorem 9.3.11 are satisfied. Condition (b) is simply the assumption
that K2 has enough K-injectives. As for condition (a): this is Lemma 12.2.2 below,
with its condition (ii).
On the other hand, if K1 has enough K-projectives, then we can take J1 := K1,prj,
the full subcategory on the K-projectives inside K1. And we take J2 := K2. We claim
that the conditions of Theorem 9.3.11 are satisfied for Jop1 ⊆ Kop1 . Condition (b)
is simply the assumption that K1 has enough K-projectives: a quasi-isomorphism
ρ : P → M in K1 becomes a quasi-isomorphism Op(ρ) : Op(M) → Op(P ) in
Kop1 , and Op(P ) ∈ Jop1 . As for condition (a): this is Lemma 12.2.2 below, with its
condition (i).
The last assertion also follows from 12.2.2. 
Lemma 12.2.2. Suppose φ1 : Q1 → P1 and φ2 : I2 → J2 are quasi-isomorphisms
in C(A,M), and either of the conditions below holds:
(i) Q1 and P1 are both K-projective.
(ii) I2 and J2 are both K-injective.
Then the homomorphism
HomA,M(φ1, φ2) : HomA,M(P1, I2)→ HomA,M(Q1, J2)
in C(K) is a quasi-isomorphism.
Proof. We will only prove the case where Q1, P1 are both K-projective; the other
case is very similar.
The homomorphism in question factors as follows:
HomA,M(φ1, φ2) = HomA,M(φ1, idJ2) ◦HomA,M(idP1 , φ2).
It suffices to prove that each of the factors is a quasi-isomorphism. This can be done
by a messy direct calculation, but we will provide an indirect proof that relies on
properties of the homotopy category K := K(A,M) that were already established.
Let K2 be the standard cone on the homomorphism φ2 : I2 → J2. So K2 is
acyclic. Because P1 is K-projective it follows that HomA,M(P1,K2) is acyclic. Thus
for every integer l we have
(12.2.3) HomK(P1[−l],K2) ∼= Hl
(
HomA,M(P1,K2)
)
= 0.
Next, there is a distinguished triangle
(12.2.4) I2
φ2−→ J2 β2−→ K2 γ2−→ I2[1]
in K. Applying the cohomological functor HomK(P1[−l],−) to the distinguished
triangle (12.2.4) yields a long exact sequence, as explained in Subsection 5.2. From
it we deduce that the homomorphisms
HomK(P1[−l], I2)→ HomK(P1[−l], J2)
are bijective for all l. Using the isomorphisms like (12.2.3) for I2 and J2 we see that
HomA,M(idP1 , φ2) : HomA,M(P1, I2)→ HomA,M(P1, J2)
is a quasi-isomorphism.
According to Corollary 10.2.14 the homomorphism φ1 : Q1 → P1 is a homo-
topy equivalence; so it is an isomorphism in K. Therefore for every integer l the
homomorphism
HomK(Q1, J2[l])→ HomK(P1, J2[l])
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is bijective. As above we conclude that
HomA,M(φ1, idJ2) : HomA,M(Q1, J2)→ HomA,M(P1, J2)
is a quasi-isomorphism. 
Remark 12.2.5. Theorem 12.2.1 should be viewed as a template. It has com-
mutative and noncommutative variants, that we shall study later. And there are
geometric variants in which the source and target are categories of sheaves.
We end this section with the connection between RHom and morphisms in the
derived category.
Definition 12.2.6. Under the assumptions of Theorem 12.2.1, for DG modules
M1 ∈ K1 and M2 ∈ K2, and for an integer i, we write
ExtiA,M(M1,M2) := Hi
(
RHomA,M(M1,M2)
) ∈M(K).
Exercise 12.2.7. Let A be a ring. Prove that for modules M1,M2 ∈ M(A) the
K-module ExtiA(M1,M2) defined above is canonically isomorphic to the module
in the classical definition. Moreover, this is true regardless of the choices of the
subcategories K1 and K2, as long as Mi ∈ Ki.
Corollary 12.2.8. Under the assumptions of Theorem 12.2.1, there is an isomor-
phism
Ext0A,M(−,−) '−→ HomD(A,M)(−,−)
of additive bifunctors Dop1 ×D2 →M(K).
Exercise 12.2.9. Prove Corollary 12.2.8. (Hint: use Theorems 10.1.13 and 10.2.9.)
12.3. The Bifunctor ⊗L. Consider a DG ring A. Like in Example 9.1.10 we get
a DG bifunctor
F := (−⊗A −) : C(Aop)× C(A)→ C(K).
Passing to homotopy categories, and postcomposing with Q : K(K) → D(K), we
obtain a triangulated bifunctor
F = (−⊗A −) : K(Aop)×K(A)→ D(K).
Next we pick full triangulated subcategories K1 ⊆ K(Aop) and K2 ⊆ K(A). In
practice this choice would be by some boundedness conditions; for instance K1 :=
C−(Aop) or K2 := C−(A), cf. Corollary 11.3.19. We want to construct the left
derived bifunctor of the triangulated bifunctor
F = (−⊗A −) : K1×K2 → D(K).
This is done in the next theorem.
Theorem 12.3.1. Let A be a DG K-ring, and let K1 ⊆ K(Aop) and K2 ⊆ K(A)
be full triangulated subcategories. Assume that either K1 or K2 has enough K-flat
objects. Let Di denote the localization of Ki with respect to the quasi-isomorphisms
in it. Then the triangulated bifunctor
(−⊗A −) : K1×K2 → D(K)
has a left derived bifunctor
(−⊗LA −) : D1×D2 → D(K).
Moreover, if either P1 ∈ K1 or P2 ∈ K2 is K-flat, then the morphism
ηLP1,P2 : P1 ⊗LA P2 → P1 ⊗A P2
in D(K) is an isomorphism.
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Proof. If K2 has enough K-flats, then we can take P2 := K2,flat, the full subcategory
on the K-flats inside K2. And we take P1 := K1. We claim that the conditions of
Theorem 9.3.16 are satisfied. Condition (b) is simply the assumption that K2 has
enough K-flats. As for condition (a): this is Lemma 12.3.2 below, with its condition
(ii).
The other case is proved the same way (but replacing sides). The last assertion
also follows from 12.3.2. 
Lemma 12.3.2. Suppose φ1 : P1 → Q1 and φ2 : P2 → Q2 are quasi-isomorphisms
in C(Aop) and C(A) respectively, and either of the conditions below holds:
(i) Q1 and P1 are both K-flat.
(ii) P2 and Q2 are both K-flat.
Then the homomorphism
φ1 ⊗ φ2 : P1 ⊗A P2 → Q1 ⊗A Q2
in C(K) is a quasi-isomorphism.
Proof. We will only prove the lemma under condition (i); the other case is very
similar. The homomorphism in question factors as follows:
φ1 ⊗ φ2 = (φ1 ⊗ idP2) ◦ (idP1 ⊗φ2).
It suffices to prove that each of the factors is a quasi-isomorphism. This can be
done by a messy direct calculation, but we will provide an indirect proof that relies
on properties of the DG categories C(Aop) and C(A) that were already established.
First we shall prove that idP1 ⊗φ2 is a quasi-isomorphism. Let R2 be the stan-
dard cone on the strict homomorphism φ2 : P2 → Q2. So there is a standard
triangle
(12.3.3) P2
φ2−→ Q2 → R2 → P2[1]
in Cstr(A), and R2 is acyclic. Applying the DG functor P1 ⊗A (−) to the triangle
(12.3.3), and using Theorem 4.5.5, we see that there is a standard triangle
(12.3.4) P1 ⊗A P2
idP1 ⊗φ2−−−−−−→ P1 ⊗A Q2 → P1 ⊗A R2 → (P1 ⊗A P2)[1]
in C(K). This becomes a distinguished triangle in the triangulated category K(K).
Thus there is a long exact sequence in cohomology associated to (12.3.4). Because
P1 is K-flat it follows that P1 ⊗A R2 is acyclic. We conclude that Hi(idP1 ⊗φ2) is
bijective for all i.
Now we shall prove that φ1⊗idP2 is a quasi-isomorphism. LetR1 ∈ C(Aop) be the
standard cone on the homomorphism φ1 : P1 → Q1. It is both acyclic and K-flat.
Using standard triangles like (12.3.3) and (12.3.4) we reduce the problem to showing
that R1 ⊗A P2 is acyclic. According to Corollary 11.4.26 and Proposition 10.3.4
there is a quasi-isomorphism P˜2 → P2 in C(A) from some K-flat DG module P˜2. As
already proved in the previous paragraph, since R1 is K-flat, the homomorphism
R1 ⊗A P˜2 → R1 ⊗A P2 is a quasi-isomorphism. But R1 is acyclic and P˜2 is K-
flat, and therefore R1 ⊗A P˜2 is acyclic. We conclude that R1 ⊗A P2 is acyclic, as
required. 
Remark 12.3.5. Theorem 12.3.1 should be viewed as a template. It has commu-
tative and noncommutative variants, that we will talk about later. And there are
geometric variants where the source and target are categories of sheaves.
Definition 12.3.6. Under the assumptions of Theorem 12.3.1, for DG modules
M1 ∈ K1 and M2 ∈ K2, and for an integer i, we write
TorAi (M1,M2) := H−i(M1 ⊗LAM2) ∈M(K).
226
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Exercise 12.3.7. Let A be a ring. Prove that for modules M1 ∈ M(Aop) and
M2 ∈ M(A) the K-module TorAi (M1,M2) defined above is canonically isomorphic
to the module in classical definition. Moreover, this is true regardless of the choices
of the subcategories K1 and K2, as long as Mi ∈ Ki.
Recall that the category D(A) admits infinite direct sums.
Proposition 12.3.8. For every M ∈ D(Aop) the functor
M ⊗LA (−) : D(A)→ D(K)
commutes with infinite direct sums.
Proof. Fix a K-flat resolution P →M in Cstr(Aop), so we have an isomorphism of
functors M ⊗LA (−) ∼= P ⊗A (−). The functor
P ⊗A (−) : Cstr(A)→ Cstr(K)
commutes with infinite direct sums. But by Theorem 10.1.26 the direct sums in
Cstr(−) and in D(−) are the same. 
12.4. Cohomological Dimensions of Functors and Objects. The material
here is a refinement of the notion of “way-out functors” from [62, Section II.7].
Most of it is taken from [62] and [172]. As always, there is a fixed base ring K, and
Convention 1.2.4 is in force.
Integer intervals and their properties were introduced in Subsection 12.1.
Definition 12.4.1. Let A,B be DG rings, let M,N be abelian categories, and let
C0 ⊆ C ⊆ D(A,M) be full subcategories.
(1) Let F : C → D(B,N) be an additive functor, and let S be an integer
interval. We say that F has cohomological displacement at most S relative
to C0 if
con
(
H(F (M))
) ⊆ con(H(M))+ S
for every M ∈ C0.
(2) Let F : Cop → D(B,N) be an additive functor, and let S be an integer
interval. We say that F has cohomological displacement at most S relative
to C0 if
con
(
H(F (M))
) ⊆ − con(H(M))+ S
for every M ∈ C0.
(3) Let F be as in item (1) or (2). The cohomological displacement of F rela-
tive to C0 is the smallest integer interval S for which F has cohomological
displacement at most S relative to C0.
(4) Let S be the cohomological displacement of F relative to C0. The coho-
mological dimension of F relative to C0 is defined to be the length of the
integer interval S.
(5) In case C0 = C, we omit the clause “relative to C0” in all items above.
To emphasize the most important case of item (4) of the definition: The functor
F has finite cohomological dimension if its cohomological displacement is bounded.
Example 12.4.2. The functor F is the zero functor iff it has cohomological dis-
placement ∅ and cohomological dimension −∞.
Example 12.4.3. Let F : D(A,M) → D(B,N) be an additive functor of fi-
nite cohomological dimension. Then for each boundedness indicator ? we have
F
(
D?(A,M)
) ⊆ D?(B,N).
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Example 12.4.4. Consider a nonzero commutative ring A = B, and the abelian
category M = N := M(K). So D(A,M) = D(B,N) = D(A). Take C := D(A). For
the covariant case (item (1) in Definition 12.4.1) take a nonzero projective module
P , and let
F := RHomA
(
P ⊕ P [1],−) : D(A)→ D(A).
Then F has cohomological displacement [0, 1]. For the contravariant case (item
(2)) take a nonzero injective module I, and let
F := RHomA
(−, I ⊕ I[1]) : D(A)op → D(A).
Then F has cohomological displacement [−1, 0]. In both cases the cohomological
dimension of F is 1.
Example 12.4.5. Suppose A and B are rings and F : M(A) → M(B) is a left
exact additive functor. We get a triangulated functor RF : D(A) → D(B), and
Hi(RF (M)) = RiF (M) for all M ∈ M(A). Taking C := M(A), with its canonical
embedding into D(A), the cohomological dimension of RF relative to M(A) equals
the usual right cohomological dimension of the functor F .
Next is an example about triangulated functors of finite cohomological dimen-
sions. Another example, of a contravariant triangulated functor of finite cohomo-
logical dimension, is the duality functor D associated to a dualizing complex; see
Subsections 13.1, 17.1 and 18.1.
Example 12.4.6. Let A be a commutative ring, let a = (a1, . . . , an) be a finite
sequence of elements of A, and let a ⊆ A be the ideal generated by a. The a-
adic completion functor Λa and the a-torsion functor Γa have derived functors
LΛa,RΓa : D(A)→ D(A).
We call the sequence a weakly proregular if the Koszul complexes associated to
powers of a satisfy a rather complicated asymptotic formula – see [118, Definition
4.21]. If A is noetherian then weak proregularity is automatic; but this condition
is also satisfied in many important non-noetherian cases.
When a is weakly proregular, the functors LΛa and RΓa have finite cohomo-
logical dimensions, bounded by the length of a. Furthermore, the commutative
MGM Equivalence holds. To explain it, we need to introduce two full triangulated
subcategories of D(A) :
• The category D(A)com of derived a-adically complete complexes. These are
the complexes M such that the canonical morphism M → LΛa(M) is an
isomorphism.
• The category D(A)tor of derived a-torsion complexes. These are the com-
plexes M such that the canonical morphism RΓa(M) → M is an isomor-
phism.
The MGM Equivalence says that the functor RΓa : D(A)com → D(A)tor is an
equivalence of triangulated categories, with quasi-inverse LΛa. The name “MGM”
stands for “Matlis-Greenlees-May”. This duality was worked out in the paper [118]
by M. Porta, L. Shaul and A. Yekutieli; expanding earlier work by E. Matlis; A.
Grothendieck; J. Greenlees and P. May; L. Alonso, A. Jeremias and J. Lipman;
and P. Schenzel.
In Subsection 16.6 we give a noncommutative variant of the MGM Equivalence,
adapted from the paper [157] by R. Vyas and Yekutieli.
Remark 12.4.7. Assume that in Definition 12.4.1(1) we take A = B = K, C =
D(M), and F : D(M)→ D(N) is a triangulated functor. The functor F has bounded
below (resp. above) cohomological displacement if and only if it is a way-out right
(resp. left) functor, in the sense of [62, Section I.7, Definition]. For instance, if F is
a way-out right functor, with bounding integers n1 and n2 (as defined in [62]), then
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the cohomological displacement of F is contained in the integer interval [n1−n2,∞].
Conversely, if F has cohomological displacement at most [i0,∞] for some integer
i0, then F is way-out right, and for every n1 ∈ Z the integer n2 := n1 − i0 satisfies
the condition in [62]. Likewise for way-out left functors.
Definition 12.4.8. Let ?1, ?2 be boundedness indicators, and assume the right
derived bifunctor
RHomA,M : D?1(A,M)op ×D?2(A,M)→ D(K)
exists. Let S be an integer interval of length i ∈ N ∪ {±∞}.
(1) Let M ∈ D?1(A,M), and let C ⊆ D?2(A,M) be a full subcategory. We say
that M has projective concentration S and projective dimension i relative
to C if the functor
RHomA,M(M,−)|C : C→ D(K)
has cohomological displacement −S.
(2) Let M ∈ D?2(A,M), and let C ⊆ D?1(A,M) be a full subcategory. We say
that M has injective concentration S and injective dimension i relative to
C if the functor
RHomA,M(−,M)|Cop : Cop → D(K)
has cohomological displacement S.
(3) If C = D(A,M), then we omit the clause “relative to C” in items (1) and
(2).
Example 12.4.9. Continuing with the setup of Example 12.4.4, the DG module
P ⊕ P [1] (resp. I ⊕ I[1]) has projective (resp. injective) concentration [−1, 0].
Example 12.4.10. Let A be a DG ring such that H(A) is nonzero, and consider the
free DG module P := A ∈ D(A). The functor F := RHomA(P,−) : D(A)→ D(K)
is isomorphic to the forgetful functor, so it has cohomological displacement [0, 0] and
cohomological dimension 0. Thus the DG module P has projective concentration
[0, 0] and projective dimension 0. Note however that the cohomology H(P ) could
be unbounded!
Proposition 12.4.11. Let M be an abelian category with enough injectives. The
following are equivalent for M ∈ M :
(i) M is an injective object of M.
(ii) ExtpM(N,M) = 0 for every N ∈ M and every p ≥ 1.
(iii) Ext1M(N,M) = 0 for every N ∈ M.
Note that by Corollary 11.5.27 and Definition 12.2.6, the K-modules ExtpM(N,M)
exist.
Exercise 12.4.12. Prove Proposition 12.4.11. (Hint: the proof is just like in the
case M = M(A). It can be found in standard textbooks on homological algebra.)
Proposition 12.4.13. Let M be an abelian category with enough injectives. The
following are equivalent for M ∈ D+(M) :
(i) M has finite injective dimension.
(ii) M has finite injective dimension relative to M.
(iii) There is a quasi-isomorphism M → I in Cstr(M) to a bounded complex of
injective A-modules I.
Note that by Corollary 11.5.27 we can apply Definition 12.4.8 with boundedness
type ?2 = +, so we can talk about the injective dimension of M .
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Proof.
(i) ⇒ (ii): This is trivial, since M ⊆ D(M).
(ii) ⇒ (iii): We may assume that H(M) is nonzero. Let S be the injective concen-
tration of the complex M relative to M, as in Definition 12.4.8; this is a bounded
integer interval (possibly empty, a priory).
Let q be an integer such that Hq(M) 6= 0. Consider the object N := Zq(M) ∈ M
and the canonical monomorphism N → Mq. This can be viewed as a morphism
φ : N [−q] → M in Cstr(M), and then Hq(φ) : N = Hq(N [−q]) → Hq(M) is a
nonzero morphism in M. Therefore Q(φ) : N [−q] → M is a nonzero morphism in
D(M), so this is a nonzero element of Hq
(
RHomM(N,M)
)
. Looking at Definition
12.4.8 we see that q ∈ S. Since S is nonempty and bounded, it has to be S = [q0, q1]
for some integers q0 = inf(H(M)) and q1 = sup(H(M)).
According to Corollary 11.5.27 there is quasi-isomorphism M → J , where J is a
complex of injective objects of M, and inf(J) = q0. Take I := smt≤q1(J), the smart
truncation from Definition 7.3.6. Then the canonical homomorphism I → J is a
quasi-isomorphism. The complex I is concentrated in the integer interval [q0, q1],
and Iq = Jq is an injective object for all q < q1.
Let us prove that Iq1 = Zq1(J) is also an injective object of M. Classically
we would use a cosyzygy argument. Here we use another trick. Define I ′ :=
stt≤q1−1(I), the stupid truncation of I from Definition 11.2.11. so
I ′ =
(· · · 0→ Iq0 → · · · → Iq1−1 → 0→ · · · ).
This is a bounded complex of injective objects. Consider the short exact sequence
0→ Iq1 [−q1]→ I → I ′ → 0
in C+str(M). According to Proposition 7.3.5 this gives a distinguished triangle
(12.4.14) Iq1 [−q1]→ I → I ′ 4−−→
in D+(M). Take any object L ∈ M. Applying RHomM(L,−) to the distinguished
triangle (12.4.14) and then taking cohomologies, we get a long exact sequence
· · · → Extq+q1−1M (L, I ′)→ ExtqM(L, Iq1)→ Extq+q1M (L, I)→ · · ·
in M(K). For every q > 0 the K-module Extq+q1−1M (L, I ′) vanishes trivially. By the
definition of the interval [q0, q1], and the existence of an isomorphism M ∼= I in
D(M), for every q > 0 the K-module Extq+q1M (L, I) is zero. Hence Ext
q
M(L, Iq1) = 0
for all q > 0. This proves that the object Iq1 is injective (see Proposition 12.4.11).
We have quasi-isomorphisms M → J and I → J . Since I is K-injective, there is
a quasi-isomorphism M → I.
(iii) ⇒ (i): This is also trivial. 
Proposition 12.4.15. Let M be an abelian category with enough projectives. The
following are equivalent for M ∈ M :
(i) M is a projective object of M.
(ii) ExtiM(M,N) = 0 for every N ∈ M and every i ≥ 1.
(iii) Ext1M(M,N) = 0 for every N ∈ M.
Note that by Corollary 11.3.20 and Definition 12.2.6, the K-modules ExtiM(M,N)
exist.
Proposition 12.4.16. Let M be an abelian category with enough projectives. The
following are equivalent for M ∈ D−(M) :
(i) M has finite projective dimension.
(ii) M has finite projective dimension relative to M.
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(iii) There is a quasi-isomorphism P →M in Cstr(M) from a bounded complex
of projective objects P .
Note that by Corollary 11.3.20 we can apply Definition 12.4.8 with boundedness
type ?1 = −, so we can talk about the projective dimension of M .
Exercise 12.4.17. Prove Propositions 12.4.15 and 12.4.16. (Hint: compare to
Propositions 12.4.11 and 12.4.13. Or look in any standard textbook on homological
algebra.)
Definition 12.4.18. Let ?1, ?2 be boundedness indicators, and assume the left
derived bifunctor
(−⊗LA −) : D?1(Aop)×D?2(A)→ D(K)
exists. Let S be an integer interval of length i ∈ N ∪ {±∞}.
(1) Let M ∈ D?2(A), and let C ⊆ D?1(Aop) be a full subcategory. We say that
M has flat concentration S and flat dimension i relative to C if the functor
(−⊗LAM)|C : C→ D(K) has cohomological displacement S.
(2) If C = D(Aop), then we omit the clause “relative to C”.
Proposition 12.4.19. Let A be a ring. The following are equivalent forM ∈ D(A):
(i) M has finite flat dimension.
(ii) M has finite flat dimension relative to M(Aop).
(iii) There is an isomorphism P ∼= M in D(A), where P is a bounded complex
of flat A-modules.
Exercise 12.4.20. Prove Proposition 12.4.19. (The proof is similar to that of
Proposition 12.4.16. It can be found in many standard books on homological alge-
bra.)
Remark 12.4.21. Propositions 12.4.13, 12.4.16 and 12.4.19 do not seem to have
analogues for M ∈ D(A), when A is a DG ring that is not concentrated in degree
0.
12.5. Theorems on Functors Satisfying Finiteness Conditions. In this sub-
section we apply the definitions from the previous subsection (on cohomological
dimensions of functors), combined with noetherian conditions, to prove Theorems
12.5.2, 12.5.7 and 12.5.8. These results (or their analogues) were originally proved
in [62, Section II.7].
As always, there is a fixed base ring K, and Convention 1.2.4 is in force.
Definition 12.5.1. Suppose A is a left noetherian ring.
(1) We denote by Mf(A) the full subcategory of M(A) = ModA on the finitely
generated modules.
(2) We denote by Df(A) the full subcategory of D(A) = D(ModA) on the
complexes with cohomology modules in Mf(A).
Because A is left noetherian, the category Mf(A) is a thick abelian subcategory
ofM(A), and the category Df(A) is a full triangulated subcategory of D(A). When
viewed as a left module, A ∈ Mf(A) ⊆ Dbf (A). Note the similarity to Definition
11.4.37.
Theorem 12.5.2. Let A be a left noetherian ring, let N be an abelian category, let ?
be a boundedness indicator, let F,G : D?f (A)→ D(N) be triangulated functors, and
let ζ : F → G be a morphism of triangulated functors. Assume that the morphism
ζA : F (A)→ G(A) in D(N) is an isomorphism.
(1) If ? = −, and if F and G have bounded above cohomological displacements,
then ζM : F (M)→ G(M) is an isomorphism for every M ∈ D−f (A).
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(2) If ? = 〈empty〉, and if F and G have bounded cohomological displacements,
then ζM is an isomorphism for every M ∈ Df(A).
We shall require the next lemmas for the proof of the theorem.
Lemma 12.5.3. Let D be a triangulated category, let F,G : D → D(N) be trian-
gulated functors, let ζ : F → G be a morphism of triangulated functors, and let
L
φ−→M → N 4−−→ be a distinguished triangle in D.
(1) If the morphisms ζL and ζM are both isomorphisms, then ζN is an isomor-
phism.
(2) Let j be an integer. If Hj−1(F (N)), Hj−1(G(N)), Hj(F (N)) and Hj(G(N))
are all zero, and if Hj(ζL) is an isomorphism, then Hj(ζM ) is an isomor-
phism.
Proof. (1) In D(N) we get the commutative diagram
(12.5.4) F (L) //
ζL

F (M) //
ζM

F (N) //
ζN

F (L)[1]
ζL[1]

G(L) // G(M) // G(N) // G(L)[1]
with horizontal distinguished triangles. According to Proposition 5.3.2, ζN is an
isomorphism.
(2) Passing to cohomologies in (12.5.4) we have a commutative diagram with exact
rows
Hj−1(F (N)) //
Hj−1(ζN )

Hj(F (L))
Hj(F (φ))
//
Hj(ζL)

Hj(F (M)) //
Hj(ζM )

Hj(F (N))
Hj(ζN )

Hj−1(G(N)) // Hj(G(L))
Hj(G(φ))
// Hj(G(M)) // Hj(G(N))
in N. The vanishing assumption implies that Hj(F (φ)) and Hj(G(φ)) are isomor-
phisms. Hence Hj(ζM ) is an isomorphism. 
Lemma 12.5.5. Let D be a triangulated category, let F,G : D → D(N) be trian-
gulated functors, and let ζ : F → G be a a morphism of triangulated functors. The
following conditions are equivalent for M ∈ D :
(i) ζM is an isomorphism.
(ii) ζM [i] is an isomorphism for every integer i.
(iii) The morphism Hj(ζM ) : Hj(F (M)) → Hj(G(M)) is an isomorphism for
every integer j.
Proof. The equivalence (i) ⇔ (ii) is because both F and G are triangulated func-
tors. The equivalence (i) ⇔ (iii) is because the functor H : D(N) → Gstr(N) is
conservative; see Corollary 7.2.13. 
Proof of Theorem 12.5.2.
(1) First assume P is a bounded complex of finitely generated free A-modules.
Then P is obtained from A by finitely many standard cones and translations. By
Lemmas 12.5.3(1) and 12.5.5 it follows that ζP is an isomorphism.
Next let P be a bounded above complex of finitely generated free A-modules.
Choose some integer j. Let i1 be an integer such that the integer interval [−∞, i1]
contains the cohomological displacements of F and G. Define P ′ := stt≤j−i1−2(P ),
the stupid truncation of P below j − i1 − 2; and let P ′′ := stt≥j−i1−1(P ), the
complementary stupid truncation. See Definition 11.2.11. According to Proposition
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7.3.5, the short exact sequence (11.2.12) gives a distinguished triangle P ′′ → P →
P ′
4−→ in D−f (A). The complex P ′′ is a bounded complex of finitely generated free
A-modules, so we already know that ζP ′′ is an isomorphism. Hence Hj(ζP ′′) is
an isomorphism. On the other hand H(P ′) is concentrated in the degree interval
[−∞, j − i1 − 2]. Therefore Hk(F (P ′)) = Hk(G(P ′)) = 0 for all k ≥ j − 1. By
Lemma 12.5.3(2), Hj(ζP ) is an isomorphism. Because j is arbitrary, Lemma 12.5.5
says that ζP is an isomorphism.
Now take an arbitrary M ∈ D−f (A). By Theorem 11.4.40 and Example 11.4.44
there is a resolution P → M , where P is a bounded above complex of finitely
generated free A-modules. Since ζP is an isomorphism, so is ζM .
(2) Now we assume that the functors F and G have finite cohomological dimensions.
Take any complex M ∈ Df(A). By Lemma 12.5.5 it suffices to prove that Hj(ζM )
is an isomorphism for every integer j.
Let [i0, i1] be a bounded integer interval that contains the cohomological displace-
ments of the functors F and G. Define M ′′ := smt≤j−i0(M), the smart truncation
ofM below j−i0; and letM ′ := smt≥j−i0+1(M), the complementary smart trunca-
tion. See Definition 7.3.6. According to Proposition 7.3.10 there is a distinguished
triangle M ′′ → M → M ′ 4−→ in Df(A). The cohomologies of these complexes
satisfy Hi(M ′′) = Hi(M) and Hi(M ′) = 0 for i ≤ j − i0; and Hi(M ′′) = 0 and
Hi(M ′) = Hi(M) for i ≥ j − i0 + 1. Note that M ′′ ∈ D−f (A).
By part (1) we know that ζM ′′ is an isomorphism, and therefore also Hj(ζM ′′)
is an isomorphism. The cohomology H(M ′) is concentrated in the degree inter-
val [j − i0 + 1,∞], and therefore the cohomologies H(F (M ′)) and H(G(M ′)) are
concentrated in the interval [j + 1,∞]. In particular the objects Hj−1(F (M ′)),
Hj−1(G(M ′)), Hj(F (M ′)) and Hj(G(M ′)) are zero. By Lemma 12.5.3(2), Hj(ζM )
is an isomorphism. 
The triangulated structure of D(A)op was introduced in Subsection 7.6. By our
notational conventions, Df(A)op is the full subcategory of D(A)op on the complexes
with finitely generated cohomology modules, and it is triangulated, by Propositions
7.6.2 and 7.6.3.
Exercise 12.5.6. State and prove the contravariant modification of Theorem
12.5.2. (Hint: study the proofs of Theorems 12.5.2 and 12.5.7.)
Theorem 12.5.7. Let A be a left noetherian ring, let N be an abelian category,
let N0 ⊆ N be a thick abelian subcategory, let ? be a boundedness condition, and
let F : D?f (A)op → D(N) be a triangulated functor. Assume that F (A) belongs to
DN0(N).
(1) If ? = −, and if F has bounded below cohomological displacement, then
F (M) belongs to DN0(N) for every M ∈ D−f (A).
(2) If ? = 〈empty〉, and if F has bounded cohomological displacement, then
F (M) belongs to DN0(N) for every M ∈ Df(A).
Proof.
(1) First assume P is a bounded complex of finitely generated free A-modules.
The complex P is obtained from the free module A by finitely many extensions
and translations in Cstr(A)op. These come either from stupid truncations as in
(11.2.12) or from breaking up finite direct sums. According to Proposition 8.5.9, P
is obtained from A by finitely many standard cones and translations in D?f (A)op.
Since DN0(N) is a full triangulated subcategory and F is a triangulated functor, it
follows that F (P ) ∈ DN0(N).
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Next let P be a bounded above complex of finitely generated free A-modules.
Choose some integer j. We want to prove that Hj(F (P )) ∈ N0. Let i0 be an integer
such that the integer interval [i0,∞] contains the cohomological displacement of F .
Define P ′ := stt≤−j−1+i0(P ), the stupid truncation of P below −j − 1 + i0; and
let P ′′ := stt≥j+i0(P ), the complementary stupid truncation. These truncations
are done in the category Cstr(A). The short exact sequence (11.2.12) gives, upon
applying Op, a short exact sequence in Cstr(A)op. According to Proposition 8.5.9
there is a distinguished triangle P ′ → P → P ′′ 4−→ in D−f (A)op. Since F is a
triangulated functor, there is a distinguished triangle F (P ′)→ F (P )→ F (P ′′) 4−→
in D(N). The complex P ′′ is a bounded complex of finitely generated free A-
modules, so we already know that F (P ′′) ∈ DN0(N), and in particular Hj(F (P ′′)) ∈
N0. On the other hand H(P ′) is concentrated in the interval [−∞,−j − 1 + i0].
Therefore H(F (P ′)) is concentrated in the interval [j + 1,∞], and in particular
Hj−1(F (P ′)) = Hj(F (P ′)) = 0. As we saw in the proof of Lemma 12.5.3(2),
Hj(F (P ′′))→ Hj(F (P )) is an isomorphism. The conclusion is that Hj(F (P )) ∈ N0.
Now take an arbitrary M ∈ D−f (A). There is a quasi-isomorphism P → M ,
where P is a bounded above complex of finitely generated free A-modules. So
F (M) ∼= F (P ), and thus F (M) ∈ DN0(N).
(2) Now we assume that the functor F has finite cohomological dimension. Take any
complex M ∈ Df(A). We want to prove that for every j ∈ Z the object Hj(F (M))
lies in N0.
Let [i0, i1] be a bounded integer interval that contains the cohomological dis-
placement of the functor F . Define M ′′ := smt≤−j+1+i1(M), the smart trunca-
tion of M below −j + 1 + i1; and let M ′ := smt≥−j+2+i1(M), the complemen-
tary smart truncation. These truncations are preformed in the category Cstr(A).
By Proposition 8.5.10 there is a distinguished triangle M ′ → M → M ′′ 4−→
in Df(A)op. Since F is a triangulated functor, there is a distinguished trian-
gle F (M ′) → F (M) → F (M ′′) 4−→ in D(N). The cohomology of M ′ is con-
centrated in the integer interval [−j + 2 + i1,∞], and therefore the cohomology
of F (M ′) is concentrated in the interval [−∞, j − 2]. In particular the objects
Hj−1(F (M ′)) and Hj(F (M ′)) are zero. By the proof of Lemma 12.5.3(2), the mor-
phism Hj(F (M ′′)) → Hj(F (M)) is an isomorphism. But M ′′ ∈ D−f (A), so as we
proved in part (1), its cohomologies are inside N0. 
Here is the covariant version of Theorem 12.5.7.
Theorem 12.5.8. Let A be a left noetherian ring, let N be an abelian category,
let N0 ⊆ N be a thick abelian subcategory, let ? be a boundedness indicator, and let
F : D?f (A)→ D(N) be a triangulated functor. Assume that F (A) belongs to DN0(N).
(1) If ? = −, and if F has bounded above cohomological displacement, then
F (M) belongs to DN0(N) for every M ∈ D−f (A).
(2) If ? = 〈empty〉, and if F has bounded cohomological displacement, then
F (M) belongs to DN0(N) for every M ∈ Df(A).
Exercise 12.5.9. Prove Theorem 12.5.8. (Hint: study the proofs of Theorems
12.5.2 and 12.5.7.)
Remark 12.5.10. In Theorems 12.5.2, 12.5.7 and 12.5.8 the source category is
D?f (A), for a left noetherian ring A. There are variants of these theorems in which
the source category is D?f (A), for a left pseudo-noetherian DG ring A; and also with
source category D?M0(M) for suitable abelian categories M0 ⊆ M. We leave it to the
reader to investigate these variations.
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12.6. Derived Restriction, Induction and Coinduction Functors. As be-
fore, there is a nonzero commutative base ring K. All DG rings are K-central, and
all homomorphisms between them are over K.
Definition 12.6.1. Let u : A→ B be a DG ring homomorphism.
(1) The restriction functor is the K-linear DG functor Restu = RestB/A :
C(B) → C(A), that is the identity on the underlying DG K-modules, and
the A-action is via u.
(2) Since the functor Restu is exact, it extends to a triangulated functor Restu :
D(B)→ D(A).
Definition 12.6.2. Let u : A→ B be a DG ring homomorphism.
(1) The induction functor is the DG functor Indu = IndB/A : C(A) → C(B)
with formula Indu := B ⊗A (−).
(2) The derived induction functor LIndu = LIndB/A : D(A) → D(B) is the
triangulated left derived functor of Indu, namely LIndu := B ⊗LA (−).
For every M ∈ D(A) there is the canonical morphism ηLM : LIndu(M) →
Indu(M) in D(B), which is part of the left derived functor.
Definition 12.6.3. Let u : A → B be a DG ring homomorphism, and let M ∈
D(A) and N ∈ D(B) be DG modules. A morphism λ : M → Restu(N) in D(A) is
called a forward morphism in D(A) over u.
Similarly there are forward morphisms over u in the categories C(A), Cstr(A)
and K(A).
We often omit the functor Restu, and just talk about a forward morphism λ :
M → N in D(A) over u, etc.
For any DG module M ∈ C(A) there is a canonical forward homomorphism
(12.6.4) qu,M : M → B ⊗AM = Indu(M) , qu,M (m) := 1B ⊗m
in Cstr(A) over u. Now let N ∈ C(B). The usual change of ring adjunction formula
gives a canonical isomorphism
(12.6.5) fadju,M,N : HomC(A)(M,N)
'−→ HomC(B)
(
B ⊗AM,N
)
in Cstr(K). It is characterized by the property that for every forward morphism
λ : M → N there is equality fadju,M,N (λ) ◦qu,M = λ. We refer to the isomorphism
fadju,M,N as forward adjunction. Since the isomorphism fadju,M,N is functorial in
M and N , we see that the functor Indu is a left adjoint of Restu.
The next theorem shows that this is also true on the derived level.
Theorem 12.6.6. Let u : A→ B be a homomorphism of DG K-rings.
(1) For each M ∈ D(A) there is a unique forward morphism
qLu,M : M → B ⊗LAM = LIndu(M)
in D(A) over u, called the canonical forward morphism, which is functorial
in M , and satisfies ηLM ◦ qLu,M = qu,M .
(2) For each M ∈ D(A) and N ∈ D(B) there is a unique K-linear isomorphism
fadjLu,M,N : HomD(A)
(
M,Restu(N)
) '−→ HomD(B)(LIndu(M), N),
called derived forward adjunction, such that fadjLu,M,N (λ) ◦ qLu,M = λ for
all forward morphisms λ : M → N in D(A) over u. The isomorphism
fadjLu,M,N is functorial in M and N .
(3) The functor LIndu : D(A)→ D(B) is left adjoint to Restu.
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Here are the commutative diagrams in D(A) illustrating the theorem.
M
qLu,M

qu,M
''
LIndu(M)
ηLM
// Indu(M)
M
qLu,M

λ
((
LIndu(M)
fadjLu,M,N (λ)
// N
Proof.
(1) Let us choose a system of K-projective resolutions in C(A), as in Definition
10.2.16, and use it to present the derived functor LIndu. To construct an isomor-
phism qLu,M which is functorial in M , it suffices to consider a K-projective DG
A-module M = P . But then LIndu(P ) = Indu(P ), ηLP = idP , and we have no
choice but to define qLu,P := qu,P .
(2) We keep the system of K-projective resolutions. As in item (1), it is enough to
say what is fadjLu,P,N for a K-projective DG A-module P . Then there is a canonical
isomorphism
QA : HomK(A)(P,N)
'−→ HomD(A)(P,N).
Since B⊗AP = LIndu(P ) is a K-projective DG B-module, we also have a canonical
isomorphism
QB : HomK(B)(B ⊗A P,N) '−→ HomD(B)(B ⊗A P,N).
But the usual adjunction formula (12.6.5) induces, by passing to 0-th cohomology
on both sides, an isomorphism
H0(fadju,P,N ) : HomK(A)(P,N)
'−→ HomK(B)(B ⊗A P,N),
and it satisfies H0(fadju,P,N )(λ) ◦ qu,P = λ for any forward morphism λ : P → N
in K(A). We define
fadjLu,P,N := QB ◦H0(fadju,P,N ) ◦Q−1A .
(3) Since fadjLu,M,N is a bifunctorial isomorphism, it determines an adjunction. 
Definition 12.6.7. Let u : A → B be a DG ring homomorphism, and let M ∈
D(A) and N ∈ D(B) be DG modules. A forward morphism λ : M → N in D(A)
over u is called a nondegenerate forward morphism if the corresponding morphism
fadjLu,M,N (λ) : B ⊗LAM = LIndu(M)→ N
in D(B) is an isomorphism.
Example 12.6.8. Given M ∈ D(A), let N := B ⊗LA M ∈ D(B). The canonical
derived forward morphism qLu,M : M → N is a nondegenerate forward morphism in
D(A) over u, because fadjLu,M,N (qLu,M ) = idN .
Proposition 12.6.9. Suppose A u−→ B v−→ C are homomorphisms of DG rings, L ∈
D(A), M ∈ D(B) and N ∈ D(C) are DG modules, λ : L→ M is a nondegenerate
forward morphism in D(A) over u, and µ : M → N is a nondegenerate forward
morphism in D(B) over v. Then µ ◦ λ : L → N is a nondegenerate forward
morphism in D(A) over v ◦ u.
Proof. Since λ is a nondegenerate forward morphism, it induces an isomorphism
N ∼= B ⊗LA M . We can thus assume that N = B ⊗LA M and that λ = qLu,M :
M → B ⊗LAM . Similarly, we can assume that µ = qLv,N : N → C ⊗LB N . But now
µ ◦ λ = qLv,N ◦ qLu,M = qLv◦u,L : L → N , and this is known to be a nondegenerate
forward morphism (see Example 12.6.8). 
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Definition 12.6.10. Let u : A→ B be a homomorphism of DG K-rings.
(1) The coinduction functor is the K-linear DG functor CIndu = CIndB/A :
C(A)→ C(B) with formula CIndu := HomA(B,−).
(2) The derived coinduction functor RCIndu = RCIndB/A : D(A) → D(B) is
the triangulated right derived functor of CIndu.
Thus for each M ∈ D(A) we have RCIndu(M) = RHomA(B,M). There is the
canonical morphism ηRM : CIndu(M) → RCIndu(M) in D(B), which is part of the
right derived functor,
Definition 12.6.11. Let u : A → B be a DG ring homomorphism, and let M ∈
D(A) and N ∈ D(B) be DG modules. A morphism θ : Restu(N)→ M in D(A) is
called a backward (or trace) morphism in D(A) over u.
Similarly there are backward morphisms over u in the categories C(A), Cstr(A)
and K(A).
We shall use the terms “backward morphism” and “trace morphism” synony-
mously. We often omit the functor Restu, and just talk about a backward morphism
θ : N →M in D(A) over u.
For any DG module M ∈ C(A) there is a canonical backward homomorphism
tru,M : CIndu(M) = HomA(B,M) → M , tru,M (φ) := φ(1B) in Cstr(A) over u.
Now let N ∈ C(B). The usual change of ring adjunction formula gives a canonical
isomorphism
badju,M,N : HomC(A)(N,M)
'−→ HomC(B)
(
N,HomA(B,M)
)
in Cstr(K). It is characterized by the property that for every backward morphism
θ : N →M there is equality tru,M ◦badju,M,N (θ) = θ. We refer to the isomorphism
badju,M,N as backward adjunction. Since the isomorphism badju,M,N is functorial
in M and N , we see that the functor CIndu is a right adjoint of Restu.
The next theorem shows that this is also true on the derived level.
Theorem 12.6.12. Let u : A→ B be a homomorphism of DG K-rings.
(1) For each M ∈ D(A) there is a unique backward morphism
trRu,M : RCIndu(M) = RHomA(B,M)→M
in D(A) over u, called the canonical backward morphism, which is functo-
rial in M , and satisfies trRu,M ◦ ηRM = tru,M .
(2) For each M ∈ D(A) and N ∈ D(B) there is a unique K-linear isomorphism
badjRu,M,N : HomD(A)
(
Restu(N),M
) '−→ HomD(B)(N,RCIndu(M)),
called derived backward adjunction, such that trRu,M ◦ badjRu,M,N (θ) = θ for
all backward morphisms θ : N → M in D(A) over u. The isomorphism
badjRu,M,N is functorial in M and N .
(3) The functor RCIndu : D(A)→ D(B) is right adjoint to Restu.
Here are the commutative diagrams in D(A) illustrating the theorem.
CIndu(M)
ηRM //
tru,M
((
RCIndu(M)
trRu,M

M
N
badjRu,M,N (θ)
//
θ
((
RCIndu(M)
trRu,M

M
Proof. The proof is very similar to that of Theorem 12.6.6. The only change is
that now we choose a system of K-injective resolutions in C(A). For a K-injective
DG A-module I, the DG B-module HomA(B, I) is K-injective, and it represents
RCIndu(M). 
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Definition 12.6.13. Let u : A → B be a DG ring homomorphism, and let M ∈
D(A) and N ∈ D(B) be DG modules. A backward morphism θ : N →M in D(A)
over u is called a nondegenerate backward morphism if the corresponding morphism
badjRu,M,N (θ) : N → RHomA(B,M) = RCIndu(M)
in D(B) is an isomorphism.
Example 12.6.14. Given M ∈ D(A), let N := RHomA(B,M) ∈ D(B). The
canonical backward morphism trRu,M : N → M is a nondegenerate backward mor-
phism in D(A) over u, because badjRu,M,N (trRu,M ) = idN .
Proposition 12.6.15. Suppose A u−→ B v−→ C are homomorphisms of DG rings,
L ∈ D(A), M ∈ D(B) and N ∈ D(C) are DG modules, θ : M → L is a nonde-
generate backward morphism in D(A) over u, and ζ : N → M is a nondegenerate
backward morphism in D(B) over v. Then θ ◦ ζ : N → L is a nondegenerate
backward morphism in D(A) over v ◦ u.
Proof. Since θ is a nondegenerate backward morphism, it induces an isomorphism
M ∼= RHomA(B,L). We can thus assume that M = RHomA(B,L) and that
θ = trRu,L. Similarly, we can assume that N = RHomB(C,M) and that ζ = trRv,M .
But now θ ◦ ζ = trRu,L ◦ trRv,M = trRv◦u,L : N → L, and this is known to be a
nondegenerate backward morphism (see Example 12.6.14). 
Example 12.6.16. If A = B and u = idA, then backward and forward mor-
phisms over u are just morphisms in D(A). Nondegenerate (backward or forward)
morphisms are just isomorphisms in D(A).
12.7. DG Ring Quasi-Isomorphisms. Suppose A and B are DG K-rings. A
homomorphism of DG K-rings u : A → B induces a homomorphism of graded
K-rings H(u) : H(A)→ H(B); cf. Example 3.3.20.
Definition 12.7.1. A DG ring homomorphism u : A → B is called a quasi-
isomorphism of DG rings if H(u) is an isomorphism.
Here is a fundamental result, due to B. Keller in 1994 [79], and independently to
V. Hinich in 1997 [66]. It is the justification behind the use of DG ring resolutions
(see Remarks 13.4.24, 14.3.24 and 18.1.30).
Theorem 12.7.2. Let u : A→ B be a quasi-isomorphism of DG K-rings. Then:
(1) The restriction functor Restu : D(B)→ D(A) is an equivalence of K-linear
triangulated categories, with quasi-inverse LIndu.
(2) For everyM ∈ D(Bop) and N ∈ D(B) there is an isomorphismM⊗LAN '−→
M ⊗LB N in D(K). This isomorphism is functorial in M and N .
(3) For every M,N ∈ D(B) there is an isomorphism RHomA(M,N) '−→
RHomB(M,N) in D(K). This isomorphism is functorial in M and N .
Notice that the restriction functor Restu is suppressed in parts (2) and (3) of
the theorem. The proof hinges on the next lemma.
Lemma 12.7.3. Let u : A → B be a quasi-isomorphism of DG K-rings, let N ∈
D(B), and let ρ : P → N be a K-projective resolution in Cstr(A).
(1) The homomorphism qu,P : P → B ⊗A P in Cstr(A) from equation
(12.6.4), and the homomorphism ψ : B ⊗A P → N , ψ(b ⊗ p) := b·ρ(p),
in Cstr(B), are both quasi-isomorphisms.
(2) B ⊗A P is a K-projective DG B-module.
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Proof.
(1) Look at the commutative diagram
B ⊗A P ψ // N
P
∼= //
qu,P
99
A⊗A P
u⊗ idP
OO
idA⊗ ρ // A⊗A N
∼=
OO
in Cstr(A), in which the arrows marked ∼= are the canonical isomorphisms. The
homomorphism u ⊗ idP is a quasi-isomorphism, because u is a quasi-isomorphism
and P is K-flat over A. The homomorphism idA⊗ ρ is a quasi-isomorphism, because
ρ is a quasi-isomorphism and A is K-flat over itself. Therefore qu,P and ψ are quasi-
isomorphisms.
(2) Take an acyclic DG B-module N . There is an isomorphism
HomB(B ⊗A P,N) ∼= HomA(P,N)
in Cstr(K), coming from adjunction for the DG ring homomorphism u. By assump-
tion the DG module HomA(P,N) is acyclic. This shows that B⊗AP is K-projective
over B. 
Proof of Theorem 12.7.2.
(1) Take any N ∈ D(B). Choose a K-projective resolution ρ : P → N in Cstr(A),
so that (LIndu ◦Restu)(N) ∼= B ⊗A P in D(B). By the lemma we have a quasi-
isomorphism ψ : B⊗AP → N in Cstr(B). This means that we have an isomorphism
Q(ψ) : (LIndu ◦Restu)(N) '−→ N
in D(B), and it is functorial in N .
On the other hand, starting from a DG module M ∈ D(A), and choosing a K-
projective resolution ρ : P →M in Cstr(A), we have an isomorphism LIndu(M) ∼=
B ⊗A P in D(B). So there is an isomorphism (Restu ◦LIndu)(M) ∼=
B ⊗A P in D(A). According to the lemma there is a quasi-isomorphism qu,P :
P → B ⊗A P in Cstr(A). We obtain an isomorphism
Q(ρ) ◦Q(qu,P )−1 : (Restu ◦LIndu)(M) '−→M
in D(A), and it is functorial in M .
(2) Choose a K-projective resolution ρ : P → M in C(Aop). This produces an
isomorphism φ1 : P ⊗AN '−→M ⊗LAN in D(K). The DG module P ⊗AB ∈ C(Bop)
is K-projective, and there is a quasi-isomorphism ψ : P ⊗A B → M in Cstr(Bop),
by the lemma (with Bop instead of B). We get an isomorphism
φ2 := Q(ψ)⊗LB idN : (P ⊗A B)⊗B N '−→M ⊗LB N
in D(K). There is also the canonical isomorphism
φ3 : (P ⊗A B)⊗B N '−→ P ⊗A N
in D(K). The functorial isomorphism we want is
φ2 ◦ φ−13 ◦ φ−11 : M ⊗LA N '−→M ⊗LB N
in D(K).
(3) Let us choose a K-projective resolution ρ : P → M in C(A). This produces an
isomorphism
φ1 : RHomA(M,N)
'−→ HomA(P,N)
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in D(K). The DG module B⊗A P ∈ C(B) is K-projective, and the homomorphism
ψ : B ⊗A P → M in Cstr(B) is a quasi-isomorphism (again using the lemma). In
this way we have an isomorphism
φ2 : HomB(B ⊗A P,N) '−→ RHomB(M,N)
in D(K). And there is the canonical isomorphism of adjunction
φ3 : HomB(B ⊗A P,N) '−→ HomA(P,N)
in D(K). The functorial isomorphism we want is
φ2 ◦ φ−13 ◦ φ1 : RHomA(M,N) '−→ RHomB(M,N). 
12.8. Existence of DG Ring Resolutions. In Theorem 12.7.2 we saw that a
DG ring quasi-isomorphism A → B does not change the derived categories: the
restriction functor D(B)→ D(A) is an equivalence of triangulated categories.
Sometimes it is advantageous to replace a given DG ring by a quasi-isomorphic
one (see Remarks 12.8.21, 12.8.22, 13.4.24, 14.3.24 and 18.1.30). In this subsection
we study semi-free DG rings, and semi-free DG ring resolutions.
As before, we fix a nonzero commutative base ring K. All DG rings are K-
central, namely we work in the category DGRng/cK. We use the shorthand “NC”
for “noncommutative”.
Graded sets and filtered graded sets were introduced in Definitions 11.4.4 and
11.4.6 respectively. The next definition was mentioned briefly in Example 3.1.23.
Definition 12.8.1. Let X be a graded set. The NC polynomial ring on X is the
graded K-ring K〈X〉.
Perhaps we should say a few words on the structure of the ring K〈X〉. Given
n ≥ 0 and elements x1, . . . , xn ∈ X, their product x1 · · ·xn ∈ K〈X〉 is called a
monomial (or a word), and its degree is
(12.8.2) deg(x1 · · ·xn) := deg(x1) + · · ·+ deg(xn) ∈ Z.
For n = 0 the unique monomial is denoted by 1. As a graded K-module, K〈X〉 is
free, with basis the set of monomials. Multiplication in K〈X〉 is by concatenation
of monomials, extended K-bilinearly.
Definition 12.8.3. Let (X,F ) be a filtered graded set. There is an induced filtra-
tion F =
{
Fj
(
K〈X〉)}
j≥−1 on K〈X〉 by K-submodules, as follows:
Fj
(
K〈X〉) := {0 if j = −1
K〈Fj(X)〉 if j ≥ 0.
For every j ≥ 0 the filtered piece Fj
(
K〈X〉) is a graded subring of K〈X〉. And
of course K〈X〉 = ⋃j Fj(K〈X〉).
Recall that given a DG ring A, we denote by A\ the graded ring gotten by
forgetting the differential dA. Here is the main definition of this subsection.
Definition 12.8.4. A NC semi-free DG K-ring is a DG K-ring A that admits an
isomorphism of graded K-rings A\ ∼= K〈X〉, for some filtered graded set (X,F ),
such that under this isomorphism there is an inclusion dA
(
Fj(X)
) ⊆ Fj−1(K〈X〉)
for every j ≥ 0. Such a filtered graded set (X,F ) is called amultiplicative semi-basis
of A.
In this book we are mostly interested in semi-free DG rings because of the propo-
sition below.
Proposition 12.8.5. If A is a NC semi-free DG K-ring, then as a DG K-module
A is semi-free, and hence K-flat.
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Proof. Suppose we are given an isomorphism A\ ∼= K〈X〉 for some filtered graded
set (X,F ), as in Definition 12.8.4. Let Y be the set of monomials in the elements
of X. The set Y is graded, see (12.8.2), and it forms a basis of A\ as a graded K-
module. However, sinceX could have elements of positive degree, this is not enough
to make A into a semi-free DG K-module; we need to put a suitable filtration on
Y . Cf. Proposition 11.4.8.
For an element x ∈ X let ordF (x) := min{j | x ∈ Fj(X)} ∈ N. Thus
Fj(X) = {x ∈ X | ordF (x) ≤ j}. We extend this order function to monomials
by ordF (x1 · · ·xn) :=
∑
i ord
F (xi). The element 1 (the monomial of length 0)
gets order 0. Then we define Gj(Y ) := {y ∈ Y | ordF (y) ≤ j}. This is a filtration
G = {Gj(Y )}j≥−1 of the graded set Y , and it induces a filtration G = {Gj(A)}j≥−1
on A by K-submodules, where Gj(A) ⊆ A is defined to be the K-linear span of
Gj(Y ).
The graded Leibniz rule, together with the inclusion dA(Fj(X)) ⊆
Fj−1(K〈X〉) from Definition 12.8.4, imply that dA(Gj(A)) ⊆ Gj−1(A) for every
j ≥ 0. And GrGj (A) is a free DG K-module, with basis GrGj (Y ) := {y ∈ Y |
ordF (y) = j}. Thus G is a semi-free filtration on the DG K-module A, and A is a
semi-free DG K-module; see Definition 11.4.3.
Finally, according to Theorem 11.4.14 and Proposition 10.3.4, A is a K-flat DG
K-module. 
Definition 12.8.6. Let A be a DG K-ring. A NC semi-free DG ring resolution of
A relative to K is a quasi-isomorphism u : A˜→ A of DG K-rings, where A˜ is a NC
semi-free DG K-ring. We also call u : A˜ → A a NC semi-free resolution of A in
DGRng/cK.
The important result of this subsection is the next existence theorem.
Theorem 12.8.7. Let A be a DG K-ring. There exists a NC semi-free DG ring
resolution u : A˜→ A of A relative to K.
The proof of the theorem comes after two lemmas. If X and Y are graded sets,
a degree i function f : X → Y is a function such that f(Xj) ⊆ Y j+i for all j.
Likewise, a degree i function f : X → B to a graded ring B is a function such that
f(Xj) ⊆ Bj+i for all j.
Lemma 12.8.8. Let X be a graded set, and consider the graded K-ring B := K〈X〉.
Suppose dX : X → B is a degree 1 function.
(1) The function dX extends uniquely to a K-linear degree 1 derivation dB :
B → B.
(2) The derivation dB is a differential on B, i.e. dB ◦ dB = 0, if and only if
dB(dX((x)) = 0 for every x ∈ X.
Proof.
(1) For elements x1, . . . , xn ∈ X, with kj := deg(xj), define
(12.8.9) dB(x1 · · ·xn) :=
n∑
j=1
(−1)k1+···+kj−1 ·x1 · · ·xj−1 ·dX(xj) ·xj+1 · · ·xn.
This extends uniquely to a K-linear homomorphism dB : B → B of degree 1. A
calculation shows that the graded Leibniz rule holds, so this is degree 1 derivation.
(2) It is enough to verify that dB ◦ dB = 0 on monomials. This is an elementary
calculation, using formula (12.8.9). 
Lemma 12.8.10. Let B,C ∈ DGRng/cK. Assume that B is NC semi-free, with a
multiplicative semi-basis (X,F ). Let w : X → C be a degree 0 function.
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(1) The function w extends uniquely to a graded K-ring homomorphism w :
B\ → C\.
(2) The graded ring homomorphism w becomes a DG ring homomorphism w :
B → C if and only if dC(w(x)) = w(dB(x)) for every x ∈ X.
Proof. Item (1) is clear. As for item (2), it is enough to verify that dC ◦w = w ◦dB
on monomials x1 · · ·xn ∈ B. This is done by induction on n, using the graded
Leibniz rule. 
Proof of Theorem 12.8.7. The strategy is this: we are going to construct an in-
creasing sequence of semi-free DG rings
(12.8.11) F0(A˜) ⊆ F1(A˜) ⊆ F2(A˜) ⊆ · · · ,
together with a compatible system of DG ring homomorphisms Fj(u) :
Fj(A˜) → A. At the same time we will construct an increasing sequence of graded
sets
(12.8.12) ∅ = F−1(X) ⊆ F0(X) ⊆ F1(X) ⊆ F2(X) ⊆ · · · ,
such that there is equality of graded rings Fj(A˜)\ = K〈Fj(X)〉 for every j ≥ 0.
Then we will define the DG ring
(12.8.13) A˜ := lim
j→
Fj(A˜),
the DG ring homomorphism
(12.8.14) u := lim
j→
Fj(u) : A˜→ A,
and the graded set
(12.8.15) X := lim
j→
Fj(X).
The graded set X is filtered by F :=
{
Fj(X)
}
j≥−1. By the construction (X,F )
will be a multiplicative semi-basis of A˜, so that the latter is a semi-free DG ring.
The construction will also ensure that u is a quasi-isomorphism. All this will be
done in several steps.
Step 1. In this step we deal with j = 0. Let’s choose a collection {a¯x}x∈F0(X) of
nonzero homogeneous elements of H(A) that generates it as a K-ring. We make
F0(X) into a graded set by declaring deg(x) := deg(a¯x) for x ∈ F0(X). Next, for
each x we choose a homogeneous cocycle ax ∈ Z(A) that represents the cohomology
class a¯x. In this way we obtain a degree 0 function F0(u) : F0(X)→ A, F0(u)(x) :=
ax.
Define the DG ring F0(A˜) := K〈F0(X)〉, with zero differential. According to
Lemma 12.8.10 the function F0(u) : F0(X) → A extends uniquely to a DG ring
homomorphism F0(u) : F0(A˜) → A. The choice of the collection {a¯x}x∈F0(X)
guarantees that the graded K-ring homomorphism H(F0(u)) : H(F0(A˜))→ H(A) is
surjective.
Step 2. In this step and the next one we deal with the induction. Let j ≥ 0.
The assumption is that we have a semi-free DG ring Fj(A˜), with a multiplicative
semi-basis
(12.8.16) ∅ = F−1(X) ⊆ F0(X) ⊆ · · · ⊆ Fj−1(X) ⊆ Fj(X) ⊆ Fj(X) ⊆ · · ·
(constant from level j onward), and a DG ring homomorphism Fj(u) : Fj(A˜)→ A
such that the graded ring homomorphism H(Fj(u)) : H(Fj(A˜)) → H(A) is surjec-
tive.
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Define the graded two-sided ideal Kj := Ker
(
H(Fj(u))
) ⊆ H(Fj(A˜)). So there
is an exact sequence of graded H(Fj(A˜))-bimodules
(12.8.17) 0→ Kj → H(Fj(A˜)) H(Fj(u))−−−−−−→ H(A)→ 0.
Choose a collection {a¯y}y∈Yj+1 of nonzero homogeneous elements of Kj that gen-
erates it as an H(Fj(A˜))-bimodule (i.e. as a two-sided ideal). We make Yj+1 into a
graded set by declaring deg(y) := deg(a¯y)− 1 for y ∈ Yj+1. Next, for each element
y ∈ Yj+1 we choose a homogeneous cocycle ay ∈ Z
(
Fj(A˜)
)
that represents the co-
homology class a¯y. In this way we obtain a collection {ay}y∈Yj+1 of homogeneous
cocycles in Fj(A˜).
Define the graded set Fj+1(X) := Fj(X) unionsq Yj+1 and the graded ring
Fj+1(A˜)\ := K〈Fj+1(X)〉. By definition Fj(A˜)\ is a graded subring of Fj+1(A˜)\.
Next, define the degree 1 function dFj+1(X) : Fj+1(X)→ Fj+1(A˜) by the formula
dFj+1(X)(x) :=
{
dFj(A˜)(x) if x ∈ Fj(X)
ax if x ∈ Yj+1.
In this formula we are using the collection of homogeneous cocycles {ay}y∈Yj+1 that
has been chosen above. According to Lemma 12.8.8 the function dFj+1(X) extends
uniquely to a differential on Fj+1(A˜), making it into a DG ring. And of course
Fj(A˜) ⊆ Fj+1(A˜) is a DG subring.
Let us denote by vj : Fj(A˜) → Fj+1(A˜) the inclusion. Because the cocycles
ay ∈ Fj(A˜), for y ∈ Yj+1, become coboundaries in Fj+1(A˜), we see that
(12.8.18) Kj ⊆ Ker(H(vj)) ⊆ H(Fj(A˜)).
Observe that the DG ring Fj+1(A˜) is semi-free, with multiplicative semi-basis
∅ = F−1(X) ⊆ F0(X) ⊆ · · · ⊆ Fj(X) ⊆ Fj+1(X) ⊆ Fj+1(X) ⊆ · · · ,
constant from level j + 1 onward.
Step 3. In this step we continue step 2, to construct the DG ring homomor-
phism Fj+1(u) : Fj+1(A˜) → A. For each element y ∈ Yj+1 the cohomology class
a¯y ∈ H(Fj(A˜)) belongs to the kernel of H(Fj(u)). This means that the cocycle
Fj(u)(ay) ∈ A is a coboundary. So we can find a homogeneous element by ∈ A such
that dA(by) = Fj(u)(ay). Define the degree 0 function Fj+1(u) : Fj+1(X) → A by
the formula
Fj+1(u)(x) :=
{
Fj(u)(x) if x ∈ Fj(X)
bx if x ∈ Yj+1.
By Lemma 12.8.10 this function extends uniquely to a DG ring homomorphism
Fj+1(u) : Fj+1(A˜) → A. Note that the restriction of Fj+1(u) to Fj(A˜) coincides
with Fj(u).
Step 4. Applying steps 2-3 recursively, we obtain direct systems {Fj(A˜)}j≥0 and
{Fj(u)}j≥0 of DG rings and homomorphisms, and we can define the DG ring A˜ by
formula (12.8.13), and the DG ring homomorphism u˜ by formula (12.8.14). The
graded set X from formula (12.8.15) is filtered, and by the construction in steps 1
and 2 the filtered graded set (X,F ) is a multiplicative semi-basis of A˜.
It remains to prove that the graded ring homomorphism H(u) : H(A˜) → H(A)
is bijective. Recall that for each j ≥ 0 we denoted by vj the inclusion Fj(A˜) ⊆
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Fj+1(A˜). Define the graded ring Lj := Im(H(vj)) ⊆ H(Fj+1(A˜)). We get a com-
mutative diagram
0 // Kj // inc // H(Fj(A˜))
H(Fj(u))
// //
αj

H(vj)

H(A) // 0
Lj

inc

βj
88 88
H(Fj+1(A˜))
H(Fj+1(u))
KK KK
in Gstr(K). The top row is an exact sequence (it is (12.8.17)). Because αj is
surjective, there is equality Ker(βj) = αj
(
Ker(H(Fj(u))
)
= αj(Kj). But by formula
(12.8.18) we know that αj(Kj) = 0. The conclusion is that βj : Lj → H(A) is
bijective. Hence {Lj}j≥0 is a constant direct system, and limj→ βj : limj→ Lj →
H(A) is bijective.
Now the direct systems {Lj}j≥0 and
{
H(Fj(A˜))
}
j≥0 are sandwiched. Therefore
the second direct system has a limit too, and it is the same limit; i.e.
lim
j→
H(Fj(u)) : lim
j→
H(Fj(A˜))→ H(A)
is bijective. Because cohomology commutes with direct limits, and by formula
(12.8.13), this implies that H(u) is bijective. 
Exercise 12.8.19. Modify the proof of Theorem 12.8.7 to make the quasi-iso-
morphism u : A˜→ A surjective.
Corollary 12.8.20. If H(A) is nonpositive, then A has a semi-free DG ring reso-
lution A˜→ A such that A˜ is nonpositive.
Proof. Under this assumption, the graded set X in the proof of Theorem 12.8.7 is
nonpositive. 
Remark 12.8.21. NC semi-free DG rings have important lifting properties within
DGRng/cK. V. Hinich, in [66], calls them standard cofibrant objects of the Quillen
model structure on DGRng/cK.
One can also consider the full subcategory DGRng≤0/cK of nonpositive NC DG
rings. NC nonpositive semi-free DG rings are studied in detail in [173]. This is done
in a slightly more general context: the base ring K is allowed to be a commutative
DG ring (see next remark), and K → A is a central homomorphism of DG rings
(i.e. the image of K is in Cent(A)). The lifting properties are the same.
See Remark 6.2.38 for the related A∞ theory.
Remark 12.8.22. There are also commutative semi-free DG rings. Recall that a
commutative DG ring in this book means nonpositive and strongly commutative;
see Definitions 3.1.22 and 3.3.4. The commutative DG rings form the category
DGRng≤0sc /K, which is a full subcategory of DGRng/cK.
A nonpositive graded set S gives rise to the commutative polynomial ring K[S],
see Example 3.1.23. A commutative DG ring A˜ is called commutative semi-free if
it admits a graded ring isomorphism A˜\ ∼= K[S] for some nonpositive graded set S.
The graded set S is automatically filtered by degree, namely Fj(S) :=
⋃
i≥−j S
i.
This implies (cf. Proposition 12.8.5) that A˜ is semi-free as a DG K-module .
In [173] it is proved that every A ∈ DGRng≤0sc /K admits a surjective quasi-
isomorphism A˜→ A from a commutative semi-free DG ring A˜. It is also proved that
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the commutative semi-free DG rings have good lifting properties in DGRng≤0sc /K.
The situation studied in [173] is a bit more general: the base ring K is allowed to
be itself a commutative DG ring; so the theory becomes relative.
If in Example 6.2.35 we take the topological spaceX to be a single point, then the
category DGRng≤0sc /KX discussed there coincides with DGRng≤0sc /K, and the semi-
pseudo-free DG KX -rings are just the semi-free commutative DG rings mentioned
here.
Unlike the geometric setting, the category DGRng≤0sc /K admits a Quillen model
structure (at least when K contains Q), and the calculus of fractions for the derived
category D(DGRng≤0sc /K) can be deduced from it.
The fully faithful embedding
DGRng≤0sc /K→ DGRng≤0/cK
induces a functor
D(DGRng≤0sc /K)→ D(DGRng≤0/cK)
between the derived categories, which presumably is neither full nor faithful (but
we did not explore this question seriously).
12.9. The Derived Tensor-Evaluation Morphism. In this subsection we pre-
sent an important theorem (Theorem 12.9.10), that will reappear – with modifica-
tions – several times in the book. Before presenting it, we need a few finiteness and
boundedness conditions, some old and some new.
Pseudo-finite semi-free DG modules were introduced in Definition 11.4.29. The
saturated full triangulated subcategory generated by a set of objects was defined
in Definition 5.3.20.
Definition 12.9.1. Let A be a DG ring. A DG A-module L is called derived
pseudo-finite if it belongs to the saturated full triangulated subcategory of D(A)
generated by the pseudo-finite semi-free DG A-modules.
Example 12.9.2. Suppose A is a nonpositive cohomologically left pseudo-noe-
therian DG ring. Then the derived pseudo-finite DG A-modules are precisely the
objects of D−f (A). One direction is by Theorem 11.4.40, and the other direction is
trivial.
Example 12.9.3. If L is an algebraically perfect DG A-module (to be defined
later, see Definition 14.1.3) then it is derived pseudo-finite.
Remark 12.9.4. Let L be a DG A-module. Following [21], let us say that L
is pseudo-coherent if L is isomorphic in D(A) to a pseudo-finite semi-free DG A-
module P . Clearly pseudo-coherent implies derived pseudo-finite. According to
[144, Lemma tag=064X] the converse is true when A is a ring; but we do not know
if the converse is true in general.
Anyhow, the attribute “derived pseudo-finite” is very useful, and it can replace
“pseudo-coherent” for most applications. For instance, see condition (i) in Theorem
12.9.10 below.
In Definition 12.4.18 we saw the notion of bounded below flat concentration of
a DG module. Here is a refinement of it.
Definition 12.9.5. Let A be a DG ring.
(1) We say that a DG A-module P has tensor displacement inside an integer
interval [i0, i1] if for every N ∈ C(Aop) this inclusion of integer intervals
holds:
con(N ⊗A P ) ⊆ con(N) + [i0, i1].
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(2) We say that a DG A-module P has bounded below tensor displacement if it
has tensor displacement inside the integer interval [i0,∞] for some i0 ∈ Z.
(3) A DG A-module M is said to have derived bounded below tensor displace-
ment if M belongs to the saturated full triangulated subcategory of D(A)
generated by the K-flat DG A-modules P that have bounded below tensor
displacement.
Example 12.9.6. The DG A-module M := A has derived bounded below tensor
displacement, regardless of the boundedness of A or H(A).
More generally, if M is an algebraically perfect DG A-module (see Definition
14.1.3) then it has derived bounded below tensor displacement.
Example 12.9.7. If A is a ring, and M is a complex of A-modules of finite flat di-
mension, then M has derived bounded below tensor displacement. See Proposition
12.4.19.
Remark 12.9.8. Clearly, if M has derived bounded below tensor displacement,
then it has bounded below flat concentration. We don’t know if the converse is true
in general.
Remark 12.9.9. Definition 12.9.5 can be adapted to other kinds of boundedness
conditions. It can also be adapted to Hom displacement, in the first or second
argument, to give refined notions of projective and injective displacements.
Theorem 12.9.10 (Tensor-Evaluation). Let A and B be DG rings, and let L ∈
D(A), M ∈ D(A⊗Bop) and N ∈ D(B) be DG modules. There is a morphism
evR,LL,M,N : RHomA(L,M)⊗LB N → RHomA(L,M ⊗LB N)
in D(K), called derived tensor-evaluation, that enjoys the properties below.
(1) The morphism evR,LL,M,N is functorial in the objects L,M,N .
(2) If all conditions (i)-(iii) below hold, then evR,LL,M,N is an isomorphism.
(i) The DG A-module L is derived pseudo-finite (Definition 12.9.1).
(ii) The DG A-B-bimodule M is cohomologically bounded below (Defini-
tion 12.1.5(2)).
(iii) The DG B-module N has derived bounded below tensor displacement
(Definition 12.9.5(3)).
We need a lemma first.
Lemma 12.9.11. Suppose we are given:
• A pseudo-finite semi-free DG A-module P , with pseudo-finite semi-free fil-
tration {Fj(P )}j≥−1.
• A bounded below DG A-B-bimodule M .
• A DG B-module Q with bounded below tensor displacement.
Then for every degree l there is an index j, depending on l, such that the canonical
homomorphisms(
HomA(P,M)⊗B Q
)l → (HomA(Fj(P ),M)⊗B Q)l
and (
HomA(P,M ⊗B Q)
)l → (HomA(Fj(P ),M ⊗B Q))l
in M(K) are bijective.
Proof. In the notation of Definition 11.4.29, there are numbers i1 ∈ Z and rk ∈ N
such that
(12.9.12)
(
P/Fj(P )
)\ ∼= ⊕
k≥j+1
T−i1+k(A\)⊕rk
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in Gstr(A\) for all j ≥ 0. In terms of bases, the graded free A\-module
(
P/Fj(P )
)\
has a basis concentrated in degrees ≤ i1 − j − 1.
Say M is concentrated in the degree interval [s0,∞], and Q has tensor displace-
ment inside the degree interval [t0,∞], for some s0, t0 ∈ Z. From equation (12.9.12)
we see that for every j, both graded K-modules
HomA
(
P/Fj(P ),M
)⊗B Q and HomA(P/Fj(P ),M ⊗B Q)
are concentrated in the degree interval
[−i1 + j + 1 + s0 + t0,∞] ⊆ Z.
The split short exact sequence
0→ Fj(P )\ → P \ →
(
P/Fj(P )
)\ → 0
in Gstr(A) tells us that for every j ≥ l+ i1−s0− t0 the homomorphisms in question
are bijective. 
Proof of Theorem 12.9.10.
(1) Choose a K-projective resolution P → L in Cstr(A) and a K-projective resolution
Q → N in Cstr(B). These choices are unique up to homotopy. Then evR,LL,M,N is
represented by the obvious homomorphism
evP,M,Q : HomA(P,M)⊗B Q→ HomA(P,M ⊗B Q)
in Cstr(K). The morphism evR,LL,M,N in D(K) does not depend on the choices, and
hence it is functorial.
(2) This is done in several steps.
Step 1. Let P be a finite semi-free DG A-module; namely P admits a pseudo-finite
semi-free filtration F = {Fj(P )}j≥−1 (see Definition 11.4.29) such that P = Fj1(P )
for some j1 ∈ N. Then the graded A\-module P \ is finite free. This implies that
evP,M,Q : HomA(P,M)⊗B Q→ HomA(P,M ⊗B Q)
is an isomorphism in Cstr(K) for all M ∈ C(A⊗Bop) and Q ∈ C(B).
Step 2. Assume that M is bounded below. Let Q be a K-flat DG B-module of
bounded below tensor displacement, and let P be a pseudo-finite semi-free DG
A-module, with pseudo-finite semi-free filtration F = {Fj(P )}j≥−1. By Lemma
12.9.11, for every l ∈ Z there is an index j such that(
HomA(P,M)⊗B Q
)l = (HomA(Fj(P ),M)⊗B Q)l
and (
HomA(P,M ⊗B Q)
)l = (HomA(Fj(P ),M ⊗B Q))l.
By step 1 the homomorphism
evFj(P ),M,Q : HomA
(
Fj(P ),M
)⊗B Q→ HomA(Fj(P ),M ⊗B Q)
is bijective. We conclude that
evP,M,Q :
(
HomA(P,M)⊗B Q
)l → HomA(P,M ⊗B Q)l
is bijective. Since l is arbitrary, it follows that evP,M,Q is an isomorphism in Cstr(K).
Step 3. In step 2 we proved that the morphism
evR,LL,M,N : RHomA(L,M)⊗LB N → RHomA(L,M ⊗LB N)
in D(K) is an isomorphism if M is bounded below, L = P is a pseudo-finite semi-
free DG A-module, and N = Q is K-flat DG B-module of bounded below tensor
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displacement. If M is only assumed to satisfy condition (ii), then it is quasi-
isomorphic to a suitable smart truncation of it which is bounded below; therefore
evR,LL,M,N is an isomorphism under this assumption too.
FixingM andN , the full subcategory ofD(A) on the objects L for which evR,LL,M,N
is an isomorphism is a saturated full triangulated subcategory (by Proposition
5.3.22). Therefore evR,LL,M,N is an isomorphism for every L,M,N such that L satisfies
condition (i), M satisfies condition (ii), and N = Q is K-flat of bounded below
tensor displacement.
Now we fix L and M that satisfy condition (i) and (ii) respectively. The full
subcategory of D(B) on the objects N for which evR,LL,M,N is an isomorphism is
a saturated full triangulated subcategory. By the previous paragraph, this sub-
category contains the K-flat complexes Q of bounded below tensor displacement.
Therefore it contains all the complexes N satisfying condition (iii). 
Remark 12.9.13. Let us explain the syntax of the expression evR,LL,M,N in Theorem
12.9.10. The letters “ev” stand for “evaluation”. The letters “R” and “L” in the
superscript refer to the left and right derived functors, whereas the letters “L”,
“M” and “N” in the subscript refer to the DG modules involved. Note the different
fonts. This sort of syntax is used frequently in the book; cf. the expressions hmRM in
Definition 13.1.5, evR,R in Lemma 13.1.16, evR,Lm,(−) in Theorem 16.4.3 and fadj
L
u,M,N
in Theorem 12.6.6.
12.10. Hom-Tensor Formulas for Weakly Commutative DG Rings. In this
subsection we assume that all DG rings are weakly commutative (see Definition
3.3.4). For such a DG ring A, its 0-th cohomology H0(A) is a commutative ring.
Proposition 12.10.1. For a weakly commutative DG ring A, the category D(A)
is H0(A)-linear.
Proof. This is true already for the homotopy category. Indeed, for anyM,N ∈ C(A)
the K-module H0
(
HomA(M,N)
)
is an H0(A)-module; and composition in K(A) is
H0(A)-bilinear. 
Let A be a DG ring. There is a canonical isomorphism u : A '−→ Aop to its
opposite. The formula is u(a) := (−1)i ·a for a ∈ Ai. This implies that every
left DG A-module can be made into a right DG A-module, and vice-versa. The
formula relating the left and right actions is m ·a = (−1)i·j ·a·m for a ∈ Ai and
m ∈ M j . On the level of categories we obtain an isomorphism of DG categories
C(A) ∼= C(Aop), which is the identity functor on the underlying DG K-modules.
Weak commutativity makes the tensor and Hom functors A-bilinear (in the
graded sense), and therefore their derived functors have more structure: they are
H0(A)-bilinear triangulated bifunctors
(12.10.2) (−⊗LA −) : D(A)×D(A)→ D(A)
and
(12.10.3) RHomA(−,−) : D(A)op ×D(A)→ D(A).
When the DG rings in Theorem 12.7.2 are weakly commutative, this result can
be amplified:
Proposition 12.10.4. In the situation of Theorem 12.7.2, assume that A and B
are weakly commutative.
(1) The restriction functor Restu : D(B) → D(A) is an equivalence of H0(A)-
linear triangulated categories, with quasi-inverse LIndu.
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(2) For every M,N ∈ D(B) there is an isomorphism M ⊗LA N '−→M ⊗LB N in
D(A). This isomorphism is functorial in M and N .
(3) For every M,N ∈ D(B) there is an isomorphism RHomA(M,N) '−→
RHomB(M,N) in D(A). This isomorphism is functorial in M and N .
Proof.
(1) The ring homomorphism H0(u) : H0(A) → H0(B) makes D(B) into an H0(A)-
linear category, and then Restu : D(B)→ D(A) becomes an H0(A)-linear functor.
(2,3) Going over the steps in the proof of Theorem 12.7.2, we see that all the moves
are A-linear (in the graded sense). 
Suppose A → B is a DG ring homomorphism. For every M ∈ C(A) and N ∈
C(B), their tensor product M ⊗AN is a DG B-module, via the action on N . Thus
we get a DG bifunctor
(12.10.5) (−⊗A −) : C(A)× C(B)→ C(B).
There is an isomorphism
(12.10.6) M ⊗A N '−→ N ⊗AM
in Cstr(B), that uses the Koszul sign rule m⊗n 7→ (−1)i·j ·n⊗m for homogeneous
elements m ∈M i and n ∈ N j .
Proposition 12.10.7. Let A→ B be a homomorphism of weakly commutative DG
rings. The DG bifunctor (12.10.5) has a left derived bifunctor
(−⊗LA −) : D(A)×D(B)→ D(B).
This is an H0(A)-bilinear triangulated bifunctor.
Proof. The left derived bifunctor exists by Theorem 9.3.16, using K-flat resolutions
in the first argument (i.e. in Cstr(A)). As for the H0(A)-bilinearity: this is already
comes in the homotopy category level, namely for the bifunctor
(−⊗A −) : K(A)×K(B)→ K(B). 
Similarly we have an H0(A)-bilinear triangulated bifunctor
(−⊗LA −) : D(B)×D(A)→ D(B).
When A = B these operations coincide with (12.10.2).
Proposition 12.10.8 (Symmetry). Let A → B be a homomorphism of weakly
commutative DG rings. For every M ∈ D(A) and N ∈ D(B) there is an isomor-
phism M ⊗LA N ∼= N ⊗LA M in D(B). This isomorphisms is functorial in M and
N .
Proof. Use the isomorphism (12.10.6). 
Proposition 12.10.9 (Associativity). Let A1 → A2 → A3 be homomorphisms
between weakly commutative DG rings. For each i let Mi ∈ D(Ai). There is an
isomorphism
(M1 ⊗LA1 M2)⊗LA2 M3 ∼= M1 ⊗LA1 (M2 ⊗LA2 M3)
in D(A3). This isomorphisms is functorial in the Mi.
Proof. Choose K-flat resolutions Pi →Mi in C(Ai). Then we have isomorphisms
(M1 ⊗LA1 M2)⊗LA2 M3 ∼= (P1 ⊗A1 P2)⊗A2 P3
∼=† P1 ⊗A1 (P2 ⊗A2 P3) ∼= M1 ⊗LA1 (M2 ⊗LA2 M3)
in D(A3). The isomorphism ∼=† is due to the usual associativity of ⊗. 
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Suppose A → B is a DG ring homomorphism. For every M ∈ C(A) and N ∈
C(B), the DG K-module HomA(N,M) has a DG B-module structure, via the action
on N . Thus we get a DG bifunctor
(12.10.10) HomA(−,−) : C(B)op × C(A)→ C(B).
Proposition 12.10.11. Let A → B be a homomorphism of weakly commutative
DG rings. The DG bifunctor (12.10.10) has a right derived bifunctor
RHomA(−,−) : D(B)op ×D(A)→ D(B).
This is an H0(A)-bilinear triangulated bifunctor.
Proof. The right derived bifunctor exists by Theorem 9.3.11, using K-injective res-
olutions in the second argument (i.e. in Cstr(A)). 
Proposition 12.10.12 (Hom-Tensor Adjunction). Let A1 → A2 → A3 be homo-
morphisms between weakly commutative DG rings. For each i let Mi ∈ D(Ai).
There is an isomorphism
RHomA2
(
M3,RHomA1(M2,M1)
) ∼= RHomA1(M2 ⊗LA2 M3,M1)
in D(A3). This isomorphisms is functorial in the Mi.
Proof. Choose a K-flat resolution P2 →M2 in C(A2), and a K-injective resolution
M1 → I1 in C(A1). An easy adjunction calculation show that HomA1(P2, I1) is
K-injective in C(A2). Then we have isomorphisms
RHomA2
(
M3,RHomA1(M2,M1)
) ∼= HomA2(M3,HomA1(P2, I1))
∼=† HomA1(P2 ⊗A2 M3, I1) ∼= RHomA1
(
M2 ⊗LA2 M3,M1)
in D(A3). The isomorphism ∼=† is due to the usual Hom-tensor adjunction. 
Remark 12.10.13. It is not hard to show that D(A) is a closed symmetric
monoidal category, with monoidal operation (−⊗LA−) and monoidal unit object A.
It needs just a bit more than Propositions 12.10.9, 12.10.8 and 12.10.12.
For a noncommutative version of this monoidal structure see Remark 14.3.23
and Definition 15.3.13.
We end this subsection with a weakly-commutative variant of Theorem 12.9.10.
Cohomologically pseudo-noetherian nonpositive DG rings were introduced in Defi-
nition 11.4.37. DG modules with derived bounded below tensor displacement were
defined in Definition 12.9.5.
Theorem 12.10.14. Let A→ B be a homomorphism between weakly commutative
DG rings, and let L ∈ D(A) and M,N ∈ D(B) be DG modules. There is a
morphism
evR,LL,M,N : RHomA(L,M)⊗LB N → RHomA(L,M ⊗LB N)
in D(B), called derived tensor-evaluation, which is functorial in these DG modules.
Moreover, if conditions (i)-(iii) below hold, then evR,LL,M,N is an isomorphism.
(i) The DG ring A is nonpositive and cohomologically pseudo-noetherian, and
L ∈ D−f (A).
(ii) The DG B-module M is in D+(B).
(iii) The DG B-module N has derived bounded below tensor displacement.
Proof. Choose a K-projective resolution P → L in Cstr(A) and a K-flat resolution
Q→ N in Cstr(B). Consider the obvious homomorphism
evP,M,Q : HomA(P,M)⊗B Q→ HomA(P,M ⊗B Q)
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in Cstr(B). We take evR,LL,M,N := Q(evP,M,Q) in D(B). The morphism ev
R,L
L,M,N does
not depend on the choices, and hence it is functorial.
Now assume that conditions (i)-(iii) hold. Because the restriction functor
D(B) → D(K) is conservative, it is enough to show that evR,LL,M,N is an isomor-
phism in D(K). According to Theorem 11.4.40, L is a derived pseudo-finite DG
A-module (cf. Example 12.9.2). Now we can use Theorem 12.9.10. 
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13. Dualizing Complexes over Commutative Rings
In this section we finally explain what was outlined, as a motivating discussion,
in Subsection 0.2 of the Introduction. Dualizing complexes are perhaps the most
compelling reason to study derived categories. In the commutative ring setting of
the current section the technicalities are milder than in the geometric setting (see
Remark 13.5.18) and the noncommutative ring setting (that is treated in Sections
17 and 18).
In the first and third subsections of this section we talk about dualizing complexes
and residue complexes, respectively, over commutative rings. This material is based
on the original treatment by A. Grothendieck in [62], but with a much more detailed
discussion. Sandwiched between them is a reminder on the classification of injective
modules, due to E. Matlis.
The last two subsections are on rigid dualizing complexes in the sense of M. Van
den Bergh.
In this section all rings are commutative K-rings by default (see Convention
1.2.4). However, the base ring K will remain implicit most of the time.
13.1. Dualizing Complexes. Let A be a commutative ring. The category of A-
modules is M(A) = ModA. Because A is commutative, the Hom bifunctor has its
target in M(A) :
HomA(−,−) : M(A)op ×M(A)→M(A).
Likewise for the right derived bifunctor:
RHomA(−,−) : D(A)op ×D(A)→ D(A).
See Proposition 12.10.11.
Let M ∈ C(A). The DG A-module EndA(M) = HomA(M,M) is a noncommu-
tative DG central A-ring; namely there is a central DG ring homomorphism
(13.1.1) hmM : A→ HomA(M,M)
called homothety. When we forget the ring structure, hmM becomes a homomor-
phism in Cstr(A).
Definition 13.1.2. Given a complex M ∈ D(A), the derived homothety morphism
hmRM : A→ RHomA(M,M)
is the morphism in D(A) with this formula: hmRM := ηRM,M ◦Q(hmM ).
In other words, the diagram
A
Q(hmM )
//
hmRM

HomA(M,M)
ηRM,M
// RHomA(M,M)
in D(A) is commutative. The letter “R” in the superscript of the expression hmRM
refers to “right derived functor”.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Exercise 13.1.3. Prove that if ρ : M → I is a K-injective resolution, then the
diagram
A
Q(hmI)
//
hmRM --
HomA(I, I)
ηRI,I
∼=
// RHomA(I, I)
RHom(Q(ρ),Q(ρ)−1)∼=

RHomA(M,M)
in D(A) is commutative.
Exercise 13.1.4. Formulate and prove a version of the previous exercise with a
K-projective resolution of M .
Definition 13.1.5. A complex M ∈ D(A) is said to have the derived Morita
property if the derived homothety morphism hmRM : A → RHomA(M,M) in D(A)
is an isomorphism.
Proposition 13.1.6. The following conditions are equivalent for a complex M ∈
D(A) :
(i) M has the derived Morita property.
(ii) The homothety ring homomorphism A → EndD(A)(M) is a bijective, and
HomD(A)
(
M,M [p]
)
= 0 for all p 6= 0.
(iii) The A-module H0
(
RHomA(M,M)
)
is free of rank 1, with basis the element
idM , and Hp
(
RHomA(M,M)
)
= 0 for every p 6= 0.
Exercise 13.1.7. Prove Proposition 13.1.6. (Hint: see Corollary 12.2.8 and the
preceding material.)
Remark 13.1.8. In some texts (e.g. in [13]), a complexM with the derived Morita
property is called a semi-dualizing complex. This name is only partly justified, be-
cause this property occurs in the definition of a dualizing complex – see Definition
13.1.9 below. However, there is a whole other class of complexes with the derived
Morita property – these are the tilting complexes. Often these two classes of com-
plexes are disjoint. More on these notions, and their noncommutative variants, can
be found in Sections 14 and 18 of the book.
From here on the commutative ring A is assumed to be noetherian. Recall that
Df(A) is the full subcategory of D(A) on the complexes with finitely generated
cohomology modules. The subcategory Df(A) is triangulated.
The next definition first appeared in [62, Section V.2]. The injective dimension
of a complex was defined in Definition 12.4.8.
Definition 13.1.9. Let A be a noetherian commutative ring. A complex of A-
modules R is called a dualizing complex if it has the following three properties:
(i) R ∈ Dbf (A).
(ii) R has finite injective dimension.
(iii) R has the derived Morita property.
Recall that in the traditional literature (e.g. [105]), a noetherian ring A is called
regular if all its local rings Ap are regular local rings. The Krull dimension of A
is the dimension of the scheme Spec(A); namely the supremum of the lengths of
strictly ascending chains of prime ideals in A. In practice we never see regular rings
that are not finite dimensional (there are only pretty exotic examples of them).
The following definition will simplify matters for us:
Definition 13.1.10. We shall say that a noetherian commutative ring A is regular
if it has finite Krull dimension, and all its local rings Ap are regular local rings, in
the sense of [105].
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Every field K, and the ring of integers Z, are regular rings. If A is regular, then
so is the polynomial ring A[t1, . . . , tn] in n <∞ variables, and also the localization
of A at every multiplicatively closed set. See [105, Chapter 7].
As proved by Serre (see [105, Theorem 19.2]) a regular ring A has finite global
cohomological dimension. This means that there is a number d ∈ N such that for
all modules M,N ∈ M(A) and all q > d, the modules ExtqA(M,N) vanish. This
implies that every A-module M has injective, projective and flat dimensions ≤ d.
It follows that every complex M ∈ Db(A) has finite injective, projective and flat
dimensions (see Definitions 12.4.8 and 12.4.18).
Example 13.1.11. Let A be a regular ring. Taking R := A we see that R satisfies
condition (ii) of Definition 13.1.9. The other two conditions hold regardless of the
regularity of A. Thus the complex R = A is a dualizing complex over the ring A.
In Subsection 0.2 of the Introduction we used this fact for the ring A = Z.
Definition 13.1.12. Given a dualizing complex R ∈ D(A), the duality functor
associated to it is the triangulated functor
D : D(A)op → D(A), D := RHomA(−, R).
The notation “D” deliberately keeps the dualizing complex R implicit. Note
that upon applying the functor D to the object A ∈ D(A) we get D(A) = R.
Let us choose a K-injective resolution ρ : R → I. There is an isomorphism of
triangulated functors
(13.1.13) presI : D
'−→ HomA(−, I)
from D(A)op to D(A), that we call a presentation of D. For every M ∈ D(A) the
diagram
(13.1.14) D(M) id //
∼=presI,M

RHomA(M,R)
RHom(idM ,Q(ρ))∼=

HomA(M, I)
ηRM,I
∼=
// RHomA(M, I)
is commutative. (Note that we can choose I to be a bounded complex of injectives,
by Proposition 12.4.13.)
Let M, I ∈ C(A). There is a homomorphism
(13.1.15) evM,I : M → HomA
(
HomA(M, I), I
)
in Cstr(A), called Hom-evaluation, with formula
evM,N (m)(φ) := (−1)p·q ·φ(m)
for m ∈Mp and φ ∈ HomA(M, I)q.
Lemma 13.1.16. Let R be a dualizing complex over A, with associated duality
functor D.
(1) The functor D ◦D : D(A)→ D(A) is triangulated.
(2) There is a unique morphism evR,R : Id → D ◦ D of triangulated functors
from D(A) to itself, called derived Hom-evaluation, such that for every K-
injective resolution ρ : R→ I, and every complex M ∈ D(A), the diagram
M
evR,R
M //
Q(evM,I) ((
D(D(M))
∼=

HomA
(
HomA(M, I), I
)
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is commutative. Here the vertical isomorphism is a double application of
the presentation presI .
(3) For M = A there is equality evR,RA = hm
R
R of morphisms A→ (D ◦D)(A)
in D(A).
Proof. (1) Choose a K-injective resolution ρ : R → I. Let’s write F :=
HomA
(
HomA(−, I), I
)
. The functor F can be seen as a DG functor from C(A)
to itself, that is then made into a functor from D(A) to itself. So by Theorem
5.5.1(1), F is a triangulated functor (i.e. there is a translation isomorphism τF
etc.). Using the presentation (13.1.13) twice we get an isomorphism D ◦D ∼= F of
functors from D(A) to itself. This makes D ◦D triangulated.
(2) With the K-injective resolution ρ : R → I above, we define the morphism ev
so as to make the diagram commutative. According to Theorem 5.5.1(2), ev is a
morphism of triangulated functors. Because the resolution ρ : R → I is unique up
to homotopy, we get the same morphism ev regardless of choice of resolution.
(3) This is clear from Exercise 13.1.3. 
Exercise 13.1.17. Suppose that A is a regular ring, and we take the dualizing
complex R := A. Let P be a bounded complex of finitely generated projective
A-modules. Show that:
(1) There is a canonical isomorphism D(P ) ∼= HomA(P,A) in D(A).
(2) There is a canonical isomorphism
(D ◦D)(P ) ∼= HomA
(
HomA(P,A), A
)
in D(A).
(3) Under the isomorphism in item (2), the morphism evR,RP goes to Q(evP,A).
(4) The homomorphism evP is a quasi-isomorphism.
Here is the first important result regarding dualizing complexes.
Theorem 13.1.18. Suppose R is a dualizing complex over the noetherian com-
mutative ring A, with associated duality functor D. Then for every complex M ∈
Df(A) the following hold:
(1) The complex D(M) belongs to Df(A).
(2) The morphism
evR,RM : M → D(D(M))
in D(A) is an isomorphism.
Proof. (1) Condition (ii) of Definition 13.1.9 says that the functor D has finite
cohomological dimension. Condition (i) says that D(A) ∈ Df(A). The assertion
follows from Theorem 12.5.7, with N0 := Mf(A).
(2) The composition D ◦D is a triangulated functor with finite cohomological di-
mension (at most twice the injective dimension of R). The cohomological dimension
of the identity functor Id is 0 (if A 6= 0). By condition (iii) of Definition 13.1.9 we
know that evA is an isomorphism. Now we can use Theorem 12.5.2. 
Corollary 13.1.19. Under the assumptions of Theorem 13.1.18, let ? be one of the
boundedness conditions b, +, − or 〈empty〉, and let −? be the reversed boundedness
condition. Then the functor
D : D?f (A)op → D−?f (A)
is an equivalence of triangulated categories.
Proof. The previous theorem tells us that D is its own quasi-inverse. The claim
about the boundedness holds because D has finite cohomological dimension. 
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We saw that dualizing complexes exist over regular rings. This fact is used for the
very general existence result Theorem 13.1.34. But first we need some preparation.
Here are some adjunction properties related to homomorphisms between com-
mutative rings. These are enhancements of the material from Subsection 12.10.
Recall that a ring homomorphism u : A → B gives rise to a forgetful functor
Restu : D(B)→ D(A). This functor is going to be implicit in the discussion below.
Lemma 13.1.20. Let A→ B be a ring homomorphism.
(1) If I ∈ C(A) is K-injective, then J := HomA(B, I) ∈ C(B) is K-injective.
(2) GivenM ∈ D(A), let us define N := RHomA(B,M) ∈ D(B). Then there is
an isomorphism RHomB(−, N) ∼= RHomA(−,M) of triangulated functors
D(B)op → D(B).
Proof. (1) This is an adjunction calculation. Suppose L ∈ C(B) is acyclic. There
are isomorphisms
(13.1.21) HomB(L, J) ∼= HomB
(
L,HomA(B, I)
) ∼= HomA(L, I)
in C(B). Since I is K-injective over A, the complex HomA(L, I) is acyclic.
(2) Choose a K-injective resolution M → I in C(A). Let J := HomA(B, I). Then
N → J is a K-injective resolution in C(B). There are isomorphisms of triangulated
functors
(13.1.22) RHomA(−,M) ∼= HomA(−, I)
and
(13.1.23) RHomB(−, N) ∼= HomB(−, J),
where the functors (13.1.22) are contravariant functors from D(A) to itself, and
the functors (13.1.23) are contravariant functors from D(B) to itself. But given
L ∈ C(B) we can view HomA(L, I) as a complex of B-modules, and in this way the
functors (13.1.22) become contravariant triangulated functors from D(B) to itself.
Formula (13.1.21) shows that the functors (13.1.22) and (13.1.23) are isomorphic.

Lemma 13.1.24. Let A→ B be a flat ring homomorphism, let M ∈ D−f (A), and
let N ∈ D+(A). Then there is an isomorphism
RHomA(M,N)⊗A B ∼= RHomB(B ⊗AM,B ⊗A N)
in D(B). This isomorphism is functorial in M and N .
Proof. Theorem 12.10.14 tells us that
RHomA(M,N)⊗A B ∼= RHomA(M,B ⊗A N)
in D(B). Then, by forward adjunction (Theorem 12.6.6) we get
RHomA(M,B ⊗A N) ∼= RHomB(B ⊗AM,B ⊗A N).
The functoriality is clear. 
Lemma 13.1.25. Let I be an A-module. The following conditions are equivalent:
(i) I is injective.
(ii) For every finitely generated A-module M the module Ext1A(M, I) is zero.
Exercise 13.1.26. Prove Lemma 13.1.25. (Hint: use the Baer criterion, Theorem
2.7.10.)
Lemma 13.1.27. The injective dimension of a complex N ∈ D(A) equals the
cohomological dimension of the functor
RHomA(−, N)|Mf(A)op : Mf(A)op → D(A).
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Proof. By definition the injective dimension ofN , say d, is the cohomological dimen-
sion of the functor RHomA(−, N) : D(A)op → D(A). Let d′ be the cohomological
dimension of the functor RHomA(−, N)|Mf(A)op . Obviously the inequality d ≥ d′
holds. For the reverse inequality we may assume that H(N) is nonzero and d′ <∞.
This implies that there are integers q1 = q0 + d′ such that for every M ∈ Mf(A)
there is an inclusion
con
(
H
(
RHomA(M,N)
)) ⊆ [q0, q1].
In particular, for M = A, we get con(H(N)) ⊆ [q0, q1]. Let N → J be an injective
resolution in C(A) with inf(J) ≥ q0. Take I := smt≤q1(J), the smart truncation
from Definition 7.3.6. The proof of Proposition 12.4.13, plus Lemma 13.1.25, show
that N → I is an injective resolution. But then RHomA(−, N) ∼= HomA(−, I), so
this functor has cohomological displacement in the interval [q0, q1], that has length
d′. 
Recall that a ring homomorphism A → B is called finite if it makes B into a
finitely generated A-module.
Proposition 13.1.28. Let A→ B be a finite ring homomorphism, and let RA be
a dualizing complex over A. Then the complex
RB := RHomA(B,RA) ∈ D(B)
is a dualizing complex over B.
Proof. Consider the duality functors DA := RHomA(−, RA) and DB :=
RHomB(−, RB). As explained in the proof of Lemma 13.1.20(2), they are isomor-
phic as contravariant triangulated functors from D(B) to itself. Since RB = DA(B)
and B ∈ Dbf (A), by Corollary 13.1.19 we have RB ∈ Dbf (A). But then also
RB ∈ Dbf (B). Next, because DB(L) ∼= DA(L) for all L ∈ D(B), this implies
that the cohomological dimension of DB is at most that of DA, which is finite.
We see that the injective dimension of the complex RB is finite. Lastly, there is
an isomorphism DB ◦DB ∼= DA ◦DA as functors from Dbf (B) to itself, and hence
evR,R : Id→ DB ◦DB is an isomorphism. Applying this to the object B ∈ Dbf (B)
we see that hmRRB = ev
R,R
B : B → (DB ◦ DB)(B) is an isomorphism. So RB has
the derived Morita property. The conclusion is that RB is a dualizing complex over
B. 
Recall that a ring homomorphism A→ B is called a localization if B is isomor-
phic, as an A-ring, to the localization AS of A with respect to some multiplicatively
closed subset S.
Proposition 13.1.29. Let A → B be a localization ring homomorphism, and let
RA be a dualizing complex over A. Then the complex
RB := B ⊗A RA ∈ D(B)
is a dualizing complex over B.
Proof. It is clear that RB ∈ Dbf (B). By Lemma 13.1.27, to compute the injective
dimension of RB it is enough to look at RHomB(M,RB) for M ∈Mf(B). We can
find a finitely generated A-submodule M ′ ⊆ M such that B ·M ′ = M ; and then
M ∼= B ⊗AM ′. Lemma 13.1.24 tells us that
RHomB(M,RB) ∼= RHomA(M ′, RA)⊗A B.
We conclude that the injective dimension of RB is at most that of RA, which is
finite. Lastly, by the same lemma we get an isomorphism
RHomB(RB , RB) ∼= RHomA(RA, RA)⊗A B,
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and it is compatible with the morphisms from B. Thus RB has the derived Morita
property. 
Recall that a ring homomorphism A → B is called finite type if B is finitely
generated as an A ring (i.e. B is a quotient of the polynomial ring A[t1, . . . , tn] for
some n <∞).
Definition 13.1.30. A ring homomorphism u : A → B is called essentially finite
type (EFT) if it can be factored into u = uloc ◦ uft, where uft : A → Bft is a finite
type ring homomorphism, and uloc : Bft → B is a localization homomorphism.
This is illustrated in the following commutative diagram.
A
finite type
uft //
u

Bft localization
uloc // B
Proposition 13.1.31. Let u : A→ B be an EFT ring homomorphism.
(1) Let v : B → C be another EFT ring homomorphism. Then v ◦ u : A → C
is an EFT ring homomorphism.
(2) Let A→ A′ be a ring homomorphism, and define B′ := A′⊗AB. Then the
induced ring homomorphism u′ : A′ → B′ is EFT.
(3) If the ring A is noetherian, then B is also noetherian.
Exercise 13.1.32. Prove Proposition 13.1.31.
Example 13.1.33. Let K be a noetherian ring, let X be a finite type K-scheme,
and let x ∈ X be a point. Then the local ring OX,x is an EFT K-ring.
Theorem 13.1.34. Let K be a regular noetherian commutative ring, and let A be
an essentially finite type commutative K-ring. Then A has a dualizing complex.
See Definition 13.1.10 regarding regular rings.
Proof. The ring homomorphism K → A can be factored as K → Apl → Aft →
A, where Apl = K[t1, . . . , tn] is a polynomial ring, Apl → Aft is surjective, and
Aft → A is a localization. (The subscripts stand for “polynomial” and “finite type”
respectively.) According to [105, Theorem 19.5] the ring Apl is regular; so, as shown
in Example 13.1.11, the complex Rpl := Apl is a dualizing complex over Apl.
Define Rft := RHomApl(Aft, Rpl) ∈ D(Aft). By Proposition 13.1.28 this is a
dualizing complex over Aft. Finally define R := A⊗AftRft ∈ Dbf (A). By Proposition
13.1.29 this is dualizing complex over A. 
The proof of Theorem 13.1.34 might give the impression that A could have a lot
of nonisomorphic dualizing complexes. This is not quite true, as the next theorem
demonstrates.
Theorem 13.1.35. Let A be a noetherian commutative ring with connected spec-
trum, and let R and R′ be dualizing complexes over A. Then there is a rank 1
projective A-module L and an integer d, such that R′ ∼= R⊗A L[d] in D(A).
We need some lemmas before proving the theorem.
Lemma 13.1.36 (Künneth Trick). Let M,M ′ ∈ D−(A), and let i, i′ ∈ Z be such
that sup(H(M)) ≤ i and sup(H(M ′)) ≤ i′. Then
Hi+i
′
(M ⊗LAM ′) ∼= Hi(M)⊗A Hi
′
(M ′)
as A-modules.
Exercise 13.1.37. Prove Lemma 13.1.36.
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Lemma 13.1.38 (Projective Truncation Trick). Let M ∈ D−(A), with i1 :=
sup(H(M)) ∈ Z. Assume the A-module P := Hi1(M) is projective. Then there
is an isomorphism M ∼= smt≤i1−1(M)⊕ P [−i1] in D(A).
Exercise 13.1.39. Prove Lemma 13.1.38. (Hint: first replace M with its trunca-
tion smt≤i1(M). Then prove that P is a direct summand of M i1 .)
By a principal open set in the affine scheme in Spec(A) we mean a set of the
form Spec(As), where As is the localization of A at an element s ∈ A. Thus
Spec(As) = {p ∈ Spec(A) | s /∈ p}.
Lemma 13.1.40. Let M,M ′ ∈Mf(A), and let p ⊆ A be a prime ideal.
(1) If Mp 6= 0 and M ′p 6= 0 then Mp ⊗Ap M ′p 6= 0.
(2) If Mp ⊗Ap M ′p ∼= Ap then Mp ∼= M ′p ∼= Ap.
(3) If Mp ∼= Ap, then there is a principal open neighborhood Spec(As) of p in
Spec(A) such that Ms ∼= As as As-modules.
Exercise 13.1.41. Prove Lemma 13.1.40. (Hint: use the Nakayama Lemma.)
Here is a pretty difficult technical lemma.
Lemma 13.1.42. In the situation of the theorem, let M,M ′ ∈ D−f (A) satisfy
M ⊗LA M ′ ∼= A in D(A). Then M ∼= L[d] in D(A) for some rank 1 projective
A-module L and an integer d.
Proof. For each prime p ⊆ A let Mp := Ap ⊗AM , and define ep := sup(H(Mp)) in
Z ∪ {−∞}. Define the generalized integer e′p similarly.
Fix one prime p. The associativity and symmetry of the left derived tensor
product imply the existence of these isomorphisms
(13.1.43)
Mp ⊗LAp M ′p = (Ap ⊗LAM)⊗LAp (Ap ⊗LAM ′)
∼= Ap ⊗LA (M ⊗LAM ′) ∼= Ap ⊗LA A ∼= Ap
in D(Ap). Since Ap 6= 0, it follows that H(Mp) 6= 0 and H(M ′p) 6= 0. So ep, e′p ∈ Z,
and Hep(Mp), He
′
p(M ′p) are nonzero finitely generated Ap-modules. By Lemma
13.1.40(1) we know that
Hep(Mp)⊗Ap He
′
p(M ′p) 6= 0.
According to Lemma 13.1.36 we have
Hep(Mp)⊗Ap He
′
p(M ′p) ∼= H(ep+e
′
p)(Mp ⊗LAp M ′p) ∼= H(ep+e
′
p)(Ap).
But Ap is concentrated in degree 0; this forces ep + e′p = 0 and
Hep(Mp)⊗Ap He
′
p(M ′p) ∼= Ap
in D(Ap). By Lemma 13.1.40(2) we now see that Hep(Mp) ∼= He
′
p(M ′p) ∼= Ap.
According to Lemma 13.1.38 there are isomorphisms
(13.1.44) Mp ∼= Ap[−ep]⊕ smt≤ep−1(Mp)
and
M ′p ∼= Ap[−e′p]⊕ smt≤e
′
p−1(M ′p)
in D(Ap). These, with (13.1.43), give an isomorphism
(13.1.45)
(
Ap[−ep]⊕ smt≤ep−1(Mp)
)⊗LAp (Ap[−e′p]⊕ smt≤e′p−1(M ′p)) ∼= Ap.
The left side of (13.1.45) is the direct sum of four objects. Passing to the cohomology
of (13.1.45) we see that N := H
(
smt≤ep−1(Mp)[−e′p]
)
is a direct summand of Ap.
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But, since e′p + ep = 0, the graded module N is concentrated in the degree interval
[∞,−1]. It follows that N = 0. Therefore, by (13.1.44), we deduce that
(13.1.46) Mp ∼= Ap[−ep].
The calculation above works for every prime p. From (13.1.46) we get
(13.1.47) Ap ⊗A Hi(M) ∼= Hi(Mp) ∼=
{
Ap if i = ep,
0 otherwise.
We now use Lemma 13.1.40(3) to deduce that for every prime p there is an open
neighborhood Up of p in Spec(A) such that Hep(Mq) ∼= Aq for all q ∈ Up. This
implies, by equation (13.1.47), that eq = ep. Therefore p 7→ ep is a locally constant
function Spec(A) → Z. We assumed that Spec(A) is connected, and this implies
that this is a constant function, say ep = −d for some integer d.
Define L := H−d(M) ∈Mf(A). Using truncation we see that M ∼= L[d] in D(A).
We know that Lp ∼= Ap for all primes p. Finally, Lemma 13.1.24 says that the
A-module L is projective. 
Remark 13.1.48. Lemma 13.1.42 is actually true in much greater generality: the
ring A does not have to be noetherian, and we do not have to assume that the
complexes M and M ′ have bounded above or finite cohomology. The proof is
harder (see the proof of Theorem 14.5.17).
Proof of Theorem 13.1.35. Define the duality functors D := RHomA(−, R) and
D′ := RHomA(−, R′); these are finite dimensional contravariant triangulated func-
tors from Df(A) to itself. And define F := D′ ◦D and F ′ := D ◦D′, that are finite
dimensional (covariant) triangulated functors from Df(A) to itself. Let
(13.1.49) M := F (A) = D′(D(A)) = RHomA(R,R′)
and
M ′ := F ′(A) = D(D′(A)) = RHomA(R′, R).
These are objects of Dbf (A).
For every object N ∈ D(A) there is a morphism
ψN : N ⊗LA RHomA(R,R′)→ RHomA
(
RHomA(N,R), R′
)
defined as follows: we choose a K-projective resolution P → N and a K-injective
resolution R′ → I ′. Then ψN is represented by the obvious homomorphism of
complexes
P ⊗A HomA(R, I ′)→ HomA
(
HomA(P,R), I ′
)
.
As N changes, ψN is a morphism of triangulated functors ψ : (−) ⊗LA M → D′ ◦
D = F . For N = A the morphism ψA is an isomorphism, by equation (13.1.49).
The functor F has finite cohomological dimension, and the functor (−)⊗LAM has
bounded above cohomological displacement. According to Theorem 12.5.2, the
morphism ψN is an isomorphism for every N ∈ D−f (A). In particular this is true
for N := M ′. So, using Theorem 13.1.18, we obtain
M ′ ⊗LAM ∼= (D′ ◦D)(M ′) ∼= (D′ ◦D ◦D ◦D′)(A) ∼= A.
According to Lemma 13.1.42 there is an isomorphism M ∼= L[d]. Finally, using the
isomorphism ψR, we get
R⊗A L[d] ∼= F (R) = D′(D(R)) ∼= D′(A) = R′. 
What if Spec(A) has more than one connected component?
Definition 13.1.50. Let A be a ring.
261
Derived Categories | Amnon Yekutieli | 14 Apr 2019
(1) We say that A has a finite connected component decomposition if
Spec(A) =
m∐
i=1
Spec(Ai),
a finite disjoint union of nonempty connected closed subschemes.
(2) IfA has a finite connected component decomposition as above, then the con-
nected component decomposition of A is the ring isomorphism A ∼= ∏mi=1 Ai.
Of course, if A has a finite connected component decomposition, then this de-
composition is unique, up to renumbering.
Proposition 13.1.51. If A is noetherian, then it has a finite connected component
decomposition.
Exercise 13.1.52.
(1) Prove the proposition above.
(2) Find a ring A that does not have a finite connected component decompo-
sition.
Corollary 13.1.53. Let R and R′ be dualizing complexes over A, and let A =∏m
i=1Ai be the connected component decomposition of A. Then there is an isomor-
phism
R′ ∼= R⊗A
(
L1[d1]⊕ · · · ⊕ Lm[dm]
)
in D(A), where each Li is a rank 1 projective Ai-module, and each di is an integer.
Furthermore, the modules Li are unique up to isomorphism, and the integers di are
unique.
Exercise 13.1.54. Prove Corollary 13.1.53.
Remark 13.1.55. A rank 1 projective A-module L is also called an invertible
A-module. This is because L is invertible for the tensor product. Recall that the
group of isomorphism classes of invertible A-modules is the commutative Picard
group PicA(A).
The commutative derived Picard group DPicA(A) is the abelian group PicA(A)×
Zm that classifies dualizing complexes over A, as in Corollary 13.1.53.
Now assume that A is noncommutative, and flat central over a commutative ring
K. There are noncommutative versions of dualizing complexes and of “invertible”
complexes, that are called tilting complexes. The latter form the nonabelian group
DPicK(A), and it classifies noncommutative dualizing complexes. See [126], [127],
[79], [165] and [132]. We shall study this material in Sections 14 and 18 of the book.
Remark 13.1.56. The lack of uniqueness of dualizing complexes has always been
a source of difficulty. A certain uniqueness or functoriality is needed, already for
proving existence of dualizing complexes on schemes.
In [62] Grothendieck utilized local and global duality in order to formulate a
suitable uniqueness of dualizing complexes. This approach was very cumbersome
(even without providing details!).
Since then there have been a few approaches in the literature to attack this
difficulty. Generally speaking, these approaches came in two flavors:
• Representability. This started with P. Deligne’s Appendix to [62], and
continued most notably in the work of A. Neeman, J. Lipman and their
coauthors. See [114], [98] and their references.
• Explicit Constructions. Mostly in the early work of Lipman et al., including
[97] and [96], and in the work of A. Yekutieli [162], and [164] and [168].
In Subsection 13.5 of the book we will present rigid residue complexes, for which
there is a built-in uniqueness, and even functoriality (see Remark 13.5.17).
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13.2. Interlude: The Matlis Classification of Injective Modules. We start
with a few facts about injective modules over rings that are neither commutative
nor noetherian. Sources for this material are [129] and [93].
Definition 13.2.1.
(1) Let M be an A-module. A submodule N ⊆ M is called an essential sub-
module if for every nonzero submodule L ⊆ M , the intersection N ∩ L is
nonzero. In this case we also say that M is an essential extension of N .
(2) An essential monomorphism is a monomorphism φ : N M whose image
is an essential submodule of M .
(3) Let M be an A-module. An injective hull (or injective envelope) of M is
an injective module I, together with an essential monomorphism M  I.
Proposition 13.2.2. Every A-module M admits an injective hull.
Proof. See [129, Theorem 3.30] or [93, Section 3.D]. 
There is a weak uniqueness result for injective hulls.
Proposition 13.2.3. Let M be an A-module, and suppose φ : M  I and φ′ :
M  I ′ are monomorphisms into injective modules.
(1) If φ is essential, then there is a monomorphism ψ : I  I ′ such that
ψ ◦ φ = φ′.
(2) If φ′ is also essential, then ψ above is an isomorphism.
Exercise 13.2.4. Prove Proposition 13.2.3.
In classical homological algebra we talk about the minimal injective resolution
of a module M . Let us recall it. We start by taking the injective hull φ : M  I0.
This gives an exact sequence
0→M φ−→ I0 →M1 → 0,
where M1 is the cokernel of φ. Then we take the injective hull M1  I1, and this
gives a longer exact sequence
0→M → I0 → I1 →M2 → 0,
and so on. We want to generalize this idea to complexes.
Definition 13.2.5.
(1) A minimal complex of injective A-modules is a bounded below complex of
injective modules I, such that for every integer q the submodule of cocycles
Zq(I) ⊆ Iq is essential.
(2) Let M ∈ D+(A). A minimal injective resolution of M is a quasi-iso-
morphism M → I into a minimal complex of injectives I.
Proposition 13.2.6. Let M ∈ D+(A).
(1) There exists a minimal injective resolution φ : M → I.
(2) If φ′ : M → I ′ is another minimal injective resolution, then there is an
isomorphism ψ : I → I ′ in Cstr(A) such that φ′ = ψ ◦ φ.
(3) If M has finite injective dimension, then it has a bounded minimal injective
resolution I.
Proof. (1) We know that there is a quasi-isomorphismM → J where J is a bounded
below complex of injective modules. For every q let Eq be an injective hull of
Zq(J). By Proposition 13.2.3(1) we can assume that Eq sits inside Jq like this:
Zq(J) ⊆ Eq ⊆ Jq. Since Eq is injective, we can decompose Jq into a direct sum:
Jq ∼= Eq ⊕ Kq. The homomorphism dqJ : Kq → Jq+1 is a monomorphism since
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Kq ∩ Zq(J) = 0. And the image dqJ(Kq) is contained in Eq+1. Thus dqJ(Kq) is a
direct summand of Eq+1, and this shows that the quotient
Iq+1 := Eq+1/dqJ(Kq) ∼= Jq+1/(Kq+1 ⊕ dqJ(Kq))
is an injective module. The canonical surjection of graded modules pi : J → I is a
homomorphism of complexes, with kernel the acyclic complex⊕
q∈Z
(
Kq[−q] d
q
J−−→ dqJ(Kq)[−q − 1]
)
.
Therefore pi is a quasi-isomorphism. A short calculation shows that I is a minimal
complex of injectives, i.e. Zq(I) ⊆ Iq is essential.
(2) See next exercise. (We will not need this fact.)
(3) According to Proposition 12.4.13, the complex J that appears in item (1) can
be chosen to be bounded. 
Exercise 13.2.7. Prove Proposition 13.2.6(2).
Remark 13.2.8. Important: the isomorphisms ψ in Propositions 13.2.3 and 13.2.6
are not unique (see next exercise). We will see below (in Subsection 13.5) that a
rigid residue complex is a minimal complex of injectives that has no nontrivial rigid
automorphisms.
Exercise 13.2.9. Take A := K[[t]], the power series ring over a field K. Let
M := A/(t), the trivial module (the residue field viewed as an A-module).
(1) Find a minimal injective resolution M → I.
(2) Find a nontrivial automorphism of the complex I in Cstr(A) that fixes the
submodule M ⊆ I0.
Now we add the noetherian condition.
Proposition 13.2.10. Assume A is a left noetherian ring. Let {Iz}z∈Z be a col-
lection of injective A-modules. Then I :=
⊕
z∈Z Iz is an injective A-module.
Exercise 13.2.11. Prove Proposition 13.2.10. (Hint: use the Baer criterion.)
From here on in this subsection all rings are noetherian commutative. For them
much more can be said.
Recall that a module M is called indecomposable if it is not the direct sum of
two nonzero modules.
Definition 13.2.12. Let a ⊆ A be an ideal.
(1) Let M be an A-module. The a-torsion submodule of M is the submodule
Γa(M) consisting of the elements that are annihilated by powers of a. Thus
Γa(M) = lim
i→
HomA(A/ai,M) ⊆M.
(2) If Γa(M) = M then M is called an a-torsion module.
(3) The functor Γa : M(A)→M(A) is called the a-torsion functor.
Here are some important properties of the torsion functor.
Proposition 13.2.13. Let a be an ideal in A.
(1) The functor Γa is left exact.
(2) The functor Γa commutes with infinite direct sums.
Exercise 13.2.14. Prove the proposition above.
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Perhaps the most important theorem about injective modules over noetherian
commutative rings is the following structural result due to E. Matlis [104] from
1958. See also [148, Section V.4], [93, Sections 3.F and 3.I], [105, Section 18] and
[30].
For a prime ideal p ⊆ A we write k(p) := Ap/pp, the residue field of p.
Theorem 13.2.15 (Matlis). Let A be a noetherian commutative ring.
(1) Let p ⊆ A be a prime ideal, and let J(p) be the injective hull of the Ap-
module k(p). Then, as an A-module, J(p) is injective, indecomposable and
p-torsion.
(2) Suppose I is an indecomposable injective A-module. Then I ∼= J(p) for a
unique prime ideal p ⊆ A.
(3) Every injective A module I is a direct sum of indecomposable injective A-
modules.
Theorem 13.2.15 tells us that every injective A-module I can be written as a
direct sum
(13.2.16) I ∼=
⊕
p∈Spec(A)
J(p)⊕µp
for a collection of cardinal numbers {µp}p∈Spec(A), called the Bass numbers. General
counting tricks can show that the multiplicity µp is an invariant of I. But we can
be more precise:
Proposition 13.2.17. Let I be an injective A-module, with direct sum decompo-
sition (13.2.16). Then for every p there is equality
µp = rankk(p)
(
HomAp
(
k(p), Ap ⊗A I
))
.
Proof. Consider another prime q. If q * p then there is an element a ∈ q− p, and
then a is both invertible and locally nilpotent on Ap ⊗A J(q). This implies that
Ap ⊗A J(q) = 0. On the other hand, if q ⊆ p, then Ap ⊗A J(q) ∼= J(q). Therefore
Ap ⊗A I ∼=
⊕
q⊆p J(p)⊕µp .
Next, if q  p, then there is an element b ∈ p − q, and it is both invertible and
zero on the module HomAp
(
k(p), J(q)
)
. The implication is that this module is zero.
Finally, if q = p then we have
HomAp
(
k(p), J(p)
) ∼= HomAp(k(p),k(p)) ∼= k(p),
because the inclusion k(p) ⊆ J(p) is essential.
Since k(p) is a finitely generated Ap-module, the functor HomAp(k(p),−) com-
mutes with infinite direct sums. Therefore, putting all these cases together, we see
that
HomAp
(
k(p), Ap ⊗A I
)) ∼= k(p)⊕µp
as k(p)-modules. 
13.3. Residue Complexes. In this subsection A is a noetherian commutative
ring. Here we introduce residue complexes (called residual complexes in [62]). Most
of the material is taken from the original [62]. In Example 13.3.12 we will see the
relation between the geometry of Spec(A) and the structure of dualizing complexes
over A (continuing Example 0.2.19 from the Introduction).
Lemma 13.3.1. Let R be a dualizing complex over A and let p ⊆ A be a prime
ideal. We write Rp := Ap ⊗A R ∈ D(Ap). There is an integer d such that
ExtiAp
(
k(p), Rp
) ∼= {k(p) if i = −d,0 otherwise.
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Proof. By Proposition 13.1.29, Rp is a dualizing complex over the local ring Ap.
And by Proposition 13.1.28, S := RHomAp
(
k(p), Rp
)
is a dualizing complex over
the residue field k(p). Since k(p) is a field, it is a regular ring, and so it is a dualizing
complex over itself. Theorem 13.1.35 tells us that S ∼= k(p)[d] in D(k(p)) for some
integer d. 
Definition 13.3.2. The number d in Lemma 13.3.1 is called the dimension of p
relative to R, and is denoted by dimR(p). In this way we obtain a function
dimR : Spec(A)→ Z,
called the dimension function associated to R.
Let us recall a few notions regarding the combinatorics of prime ideals in a ring
A. A prime ideal q is an immediate specialization of another prime p if p $ q, and
there is no other prime p′ such that p $ p′ $ q. In other words, if the dimension of
the local ring Aq/pq is 1.
A chain of prime ideals in A is a sequence (p0, . . . , pn) of primes such that
pi $ pi+1 for all i. The number n is the length of the chain. The chain is called
saturated if for each i the prime pi+1 is an immediate specialization of pi.
Theorem 13.3.3. Let R be a dualizing complex over A and let p, q ⊆ A be prime
ideals. Assume that q is an immediate specialization of p. Then
dimR(q) = dimR(p)− 1.
To prove this theorem we need a baby version of local cohomology: codimension
1 only.
Let a be an ideal in A. The torsion functor Γa has a right derived functor RΓa.
For every complex M ∈ D(A), the module Hpa(M) := Hp(RΓa(M)) is called the
p-th cohomology of M with support in a. In case A is a local ring and m is its
maximal ideal, then Hpm(M) is also called the local cohomology of M .
Now suppose a is a principal ideal in A, generated by an element a. Let Aa =
A[a−1] be the localized ring. For any A-moduleM we writeMa = Aa⊗AM . There
is a canonical exact sequence
(13.3.4) 0→ Γa(M)→M →Ma.
Lemma 13.3.5. Let a = (a) be a principal ideal in A.
(1) For every injective module I the sequence 0 → Γa(I) → I → Ia → 0 is
exact.
(2) For every M ∈ D+(A) there is a long exact sequence of A-modules
· · · → Hpa(M)→ Hp(M)→ Hp(Ma)→ Hp+1a (M)→ · · · .
Proof. (1) Let J(q) be an indecomposable injective A-module. According to The-
orem 13.2.15(1), if a ∈ q then Γa(J(q)) = J(q) and J(q)a = 0. But if a /∈ q then
J(q) = J(q)a and Γa(J(q)) = 0. By Theorem 13.2.15 and Proposition 13.2.13(2)
we see that each injective module I breaks up into a direct sum I = Γa(I) ⊕ Ia,
and this proves that the sequence is split exact.
(2) Choose a resolution M → I by a bounded below complex of injectives. We
obtain an exact sequence of complexes as in item (1). The long exact sequence in
cohomology
· · · → Hp(Γa(I))→ Hp(I)→ Hp(Ia)→ Hp+1(Γa(I))→ · · ·
is what we want. 
Lemma 13.3.6. Suppose A is an integral domain, with fraction field K, such that
A 6= K. Then K is not a finitely generated A-module.
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Proof. Let a ∈ A be a nonzero element that is not invertible. Then
A $ a−1 ·A $ a−2 ·A $ · · · ⊆ K
is an infinite ascending sequence of A-submodules of K. 
Lemma 13.3.7. For every ideal a and every M ∈ D(A) there is an isomorphism
of A-modules Hpa(M) ∼= limk→ ExtpA(A/ak,M).
Proof. Choose a K-injective resolution M → I. Then, using the fact that cohomol-
ogy commutes with direct limits, we have
Hpa(M) ∼= Hp(Γa(I)) ∼= Hp
(
limk→ HomA(A/ak, I)
)
∼= lim
k→
Hp
(
HomA(A/ak, I)
) ∼= lim
k→
ExtpA(A/ak,M).

Lemma 13.3.8. Assume A is local, with maximal ideal m. Let R be a dualizing
complex over A, and let d := dimR(m). Then for every i 6= −d the local cohomology
Him(R) vanishes.
See Remark 13.3.24 for more about H−dm (R).
Proof. We know that
ExtiA
(
k(m), R
) ∼= {k(m) if i = −d,0 otherwise.
Let N be a finite length A-module. Since N is gotten from the residue field k(m) by
finitely many extensions, induction on the length of N shows that ExtiA(N,R) = 0
for all i 6= −d. This holds in particular for N := A/mk. Now use Lemma 13.3.7. 
Proof of Theorem 13.3.3. Define d := dimR(q) and e := dimR(p). We need to prove
that e = d+ 1.
By definition, d is the unique integer s.t. Ext−dAq
(
k(q), Rq
) 6= 0. Let’s define
A¯ := A/p. We know that R¯ := RHomA(A¯, R) is a dualizing complex over A¯. There
are isomorphisms
RHomAq
(
k(q), Rq
) ∼= RHomA¯q(k(q),RHomAq(A¯q, Rq))
∼= RHomA¯q
(
k(q), R¯q
)
in D(A¯q), coming from adjunction for the homomorphism Aq → A¯q. There is also
an isomorphism
RHomAp
(
k(p), Rp
) ∼= RHomA¯p(k(p), R¯p)
in D(A¯p). Hence we can replace A and R with A¯q and R¯q respectively.
Now we have p = 0 and A = Aq. Thus A is a 1-dimensional local integral
domain, with only two primes ideals: 0 = p and the maximal ideal q. Take any
nonzero element a ∈ q. Then the localization Aa is the field of fractions of A,
i.e. Aa = k(p). On the other hand, letting a := (a) ⊆ A, the quotient A/a is an
artinian local ring. So A/a is a finite length A-module, the ideal a is q-primary,
and Γa = Γq.
By Lemma 13.3.5 there is an exact sequence of A-modules
· · · → H−ea (R)→ H−e(R) φ−→ H−e(Ra)→ H−e+1a (R)→ · · · .
Since a 6= 0 there are equalities Aa = Ap = Frac(A) = k(p). Then H−e(Ra) ∼= k(p),
and this is not a finitely generated A-module by Lemma 13.3.6. On the other hand
the A-module H−e(R) is finitely generated. We conclude that homomorphism φ is
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Figure 2. An algebraic variety X that is connected but not
equidimensional: it has irreducible components Y and Z of dimen-
sions 2 and 1 respectively. The generic points p ∈ Y and q ∈ Z are
shown.
not surjective, and thus H−e+1a (R) 6= 0. But H−e+1a (R) = H−e+1q (R), so according
to Lemma 13.3.8 we must have −e+ 1 = −d. Thus e = d+ 1 as claimed. 
Corollary 13.3.9. If A has a dualizing complex, then the Krull dimension of A is
finite. More precisely, if R is a dualizing complex over A, then dim(A) is at most
the injective dimension of R.
Proof. Let [i0, i1] be the injective concentration of the complex R. See Definition
12.4.8. This is a bounded interval. Since
ExtiAp(k(p), Rp) ∼= ExtiA(A/p, R)p,
we see that dimR(p) ∈ −[i0, i1] = [−i1,−i0].
Let (p0, . . . , pn) be a chain of prime ideals in A. Because A is noetherian, we
can squeeze more primes into this chain, until after finitely many steps it be-
comes saturated. According to Theorem 13.3.3, for a saturated chain we have
n = dimR(p0)− dimR(pn). Therefore n ≤ i1 − i0. 
Definition 13.3.10. The ring A is called catenary if for every pair of primes p ⊆ q
there is a number np,q such that for every saturated chain (p0, . . . , pn) with p0 = p
and pn = q, there is equality n = np,q.
Corollary 13.3.11. If A has a dualizing complex, then it is catenary.
Proof. Let R be a dualizing complex over A. The proof of the previous corollary
shows that the number np,q = dimR(p)− dimR(q) has the desired property. 
Example 13.3.12. This is a continuation of Example 0.2.19 from the Introduction.
Consider the ring A = R[t1, t2, t3]/(t3 ·t1, t3 ·t2). The affine algebraic variety X =
Spec(A) ⊆ A3R is shown in figure 2. It is the union of a plane Y and a line Z,
meeting at the origin.
Since the ring A is finite type over the field R, it has a dualizing complex R. We
will now prove that there is some integer i s.t. Hi(R) and Hi+1(R) are nonzero.
Define the prime ideals m := (t1, t2, t3), q := (t1, t2) and p := (t3). Thus m is
the origin, q is the generic point of the line Z = Spec(A/q), and p is the generic
point of the plane Y = Spec(A/p). By translating R as needed, we can assume that
dimR(m) = 0. Since m is an immediate specialization of q, Theorem 13.3.3 tells us
that dimR(q) = 1. Similarly, since every line in Y passing through the origin gives
rise to a saturated chain (p, q′,m), we see that dimR(p) = 2.
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Since q is the generic point of Z, its local ring is the residue field: Aq = k(q).
We know that dimR(q) = 1. Hence
k(q) ∼= Ext−1Aq(k(q), Rq) = Ext−1Aq(Aq, Rq) ∼= Ext−1A (A,R)q ∼= H−1(R)q.
Therefore H−1(R) 6= 0. A similar calculation involving p shows that H−2(R) 6= 0.
Example 13.3.13. Let A be a local ring, with maximal ideal m and residue field
k(m). Recall that A is called Gorenstein if the free module A has finite injective
dimension. The ring A is called called Cohen-Macaulay if its depth is equal to its
dimension, where the depth of A is the minimal integer i such that ExtiA(k(m), A) 6=
0. It is known that Gorenstein implies Cohen-Macaulay. See [105] for details.
As is our usual practice (cf. Definition 13.1.10) we shall say that a noetherian
commutative ring A is Cohen-Macaulay (resp. Gorenstein) if it has finite Krull
dimension, and all its local rings Ap are Cohen-Macaulay (resp. Gorenstein) local
rings, as defined above.
Assume A has a connected spectrum, and let R be a dualizing complex over
A. Grothendieck showed in [62, Section V.9] that A is a Cohen-Macaulay ring iff
R ∼= L[d] for some finitely generated module L and some integer d; the proof is
not easy. It is however pretty easy to prove (using Theorem 13.1.35) that A is a
Gorenstein ring iff R ∼= L[d] for some invertible module L and some integer d.
There is a lot more to say about the relation between the CM (Cohen-Macaulay)
property and duality. See Remark 13.3.26
Recall that for each p ∈ Spec(A) we denote by J(p) the corresponding indecom-
posable injective A-module.
Definition 13.3.14. A residue complex over A is a complex of A-modules K having
these properties:
(i) K is a dualizing complex.
(ii) For every integer d there is an isomorphism of A-modules
K−d ∼=
⊕
p∈Spec(A)
dimK(p)=d
J(p) .
The reason we like residue complexes is this:
Theorem 13.3.15. Suppose K and K′ are residue complexes over A that have the
same dimension function. Then the homomorphism
Q : HomCstr(A)(K,K′)→ HomD(A)(K,K′)
is bijective.
In other words, for each morphism ψ : K → K′ in D(A) there is a unique strict
homomorphism of complexes φ : K → K′ such that ψ = Q(φ).
Proof. Since the complex K′ is K-injective, by Theorem 10.1.13 we know that the
homomorphism
Q : HomK(A)(K,K′)→ HomD(A)(K,K′)
is bijective. And by definition the homomorphism
P : HomCstr(A)(K,K′)→ HomK(A)(K,K′)
is surjective. It remains to prove that HomA(K,K′)−1 = 0, i.e. here are no nonzero
degree −1 homomorphisms γ : K → K′.
The residue complexes K and K′ decompose into indecomposable summands by
the formula in property (ii) of Definition 13.3.14. A homomorphism γ : K → K′ of
degree −1 is nonzero iff at least one of its components γp,q : J(p)→ J(q) is nonzero,
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for some J(p) ⊆ K−i and J(q) ⊆ K′ −i−1. Denoting by dim the dimension function
of both these dualizing complexes, we have dim(p) = i and dim(q) = i + 1. But
the lemma below says that q has to be a specialization of p. Therefore, as in the
proof of Corollary 13.3.9, there is an inequality in the oppose direction: dim(p) ≥
dim(q). We see that it is impossible to have a nonzero degree −1 homomorphism
γ : K → K′. 
Lemma 13.3.16. Let p, q be prime ideals. If there is a nonzero homomorphism
γ : J(p)→ J(q), then q is a specialization of p.
Proof. Assume q is not a specialization of p; i.e. p * q. So there is an element
a ∈ p − q. Let γ : J(p) → J(q) be a homomorphism, and consider the module
N := γ(J(p)) ⊆ J(q). Since J(p) is p-torsion, the element a acts on N locally-
nilpotently. On the other hand, J(q) is a module over Aq, so a acts invertibly on
J(q), and hence it has zero annihilator in N . The conclusion is that N = 0. 
Here is a general existence theorem. Minimal injective resolutions were defined
in Definition 13.2.5. Their existence was proved in Proposition 13.2.6.
Theorem 13.3.17. Suppose the ring A has a dualizing complex R. Let R→ K be
a minimal injective resolution of R. Then K is a residue complex over A.
The proof is after two lemmas.
Lemma 13.3.18. Let S ⊆ A be a multiplicatively closed set, with localization AS.
For each complex of A-modules M we write MS := AS ⊗AM .
(1) If I is an injective A-module, then IS is an injective AS-module.
(2) If I is an injective A-module and M ⊆ I is an essential A-submodule, then
MS ⊆ IS is an essential AS-submodule.
(3) If I is a minimal complex of injective A-modules, then IS is a minimal
complex of injective AS-modules.
Proof. (1) By Theorem 13.2.15 there is a direct sum decomposition I ∼= I ′ ⊕ I ′′,
where I ′ ∼= ⊕p∩S=∅ J(p)⊕µp and I ′′ ∼= ⊕p∩S 6=∅ J(p)⊕µp . If p ∩ S = ∅ then
J(p) ∼= J(p)S is an injective AS-module; and if p ∩ S 6= ∅ then J(p)S = 0. We see
that IS ∼= I ′ is an injective AS-module.
(2) Denote by λ : I → IS the canonical homomorphism. Under the decomposition
I ∼= I ′ ⊕ I ′′ above, λ|I′ : I ′ → IS is an isomorphism.
Let L be a nonzero AS-submodule of IS . Consider the A-submodule L′ :=
(λ|I′)−1(L) ⊆ I ′; so λ|L′ : L′ → L is an isomorphism and L′ 6= 0. Because M ⊆ I
is essential, the intersection M ∩ L′ is nonzero. But then λ(M ∩ L′) is a nonzero
submodule of MS ∩ L, so MS ∩ L is nonzero.
(3) By part (1) the complex IS is a bounded below complex of injective AS-modules.
Exactness of localization shows that Zn(IS) = Zn(I)S inside InS ; so by part (2) the
inclusion Zn(IS) InS is essential. 
Lemma 13.3.19. Let a ⊆ A be an ideal, and define B := A/a.
(1) If I is an injective A-module, then J := HomA(B, I) is an injective B-
module.
(2) Let I and J be as above. If M ⊆ I is an essential A-submodule, then
N := HomA(B,M) is an essential B-submodule of J .
(3) If I is a minimal complex of injective A-modules, then J := HomA(B, I) is
a minimal complex of injective B-modules,
Proof. (1) This is immediate from adjunction.
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(2) We identify J and N with the submodules of I and M respectively that are
annihilated by a. Let L ⊆ J be a nonzero B-submodule. Then L is a nonzero
A-submodule of I. Because M is essential, the intersection L ∩M is nonzero. But
L ∩M is annihilated by a, so it sits inside N , and in fact L ∩M = L ∩N .
(3) By part (1) the complex J is a bounded below complex of injective B-modules.
Left exactness of HomA(B,−) shows that Zn(J) = HomA(B,Zn(I)) inside Jn; so
by part (2) the inclusion Zn(J) Jn is essential. 
Proof of Theorem 13.3.17. Since K ∼= R in D(A) it follows that K is a dualizing
complex. To show that K has property (ii) of Definition 13.3.14 we have to count
multiplicities. For every p and d let µp,d be the multiplicity of J(p) in K−d, so that
K−d ∼=
⊕
p∈Spec(A)
J(p)⊕µp,d .
We have to prove that
(13.3.20) µp,d =
{
1 if dimK(p) = d,
0 otherwise.
Now by Lemma 13.3.18(3) the complex Kp = Ap ⊗A K is a minimal complex of
injective Ap-modules. Because Kp is K-injective over Ap we get
Ext−dAp(k(p), Rp) ∼= H−d
(
HomAp(k(p),Kp)
)
as k(p)-modules. By Lemma 13.3.19(3) the complex HomAp(k(p),Kp) is a minimal
complex of injective k(p)-modules. It is easy to see (and we leave this verification
to the reader) that a minimal complex of injectives over a field must have zero
differential. Therefore
H−d
(
HomAp(k(p),Kp)
) ∼= HomAp(k(p),K−dp ).
Now by arguments like in the proofs of Lemmas 13.3.18(1) and 13.3.16 we know
that
HomAp
(
k(p), J(q)p
) ∼= {k(p) if q = p,0 otherwise.
It follows that
HomAp
(
k(p),K−dp
) ∼= k(p)⊕µp,d .
We see that
rankk(p)
(
Ext−dAp(k(p), Rp)
)
= µp,d.
But by Definition 13.3.2 this number satisfies (13.3.20). 
Corollary 13.3.21. If K is a residue complex over A, then it is a minimal complex
of injective A-modules.
Proof. Let φ : K → K′ be a minimal injective resolution of K. According to Theo-
rem 13.3.17, K′ is also a residue complex. Now Q(φ) : K → K′ is an isomorphism
in D(A), so by Theorem 13.3.15 we know that φ : K → K′ is an isomorphism in
Cstr(A). 
Exercise 13.3.22. Find a direct proof of Corollary 13.3.21, without resorting to
Theorems 13.3.17 and 13.3.15. (Hint: look at the proof of Proposition 13.2.6.)
We end this subsection with three remarks.
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Remark 13.3.23. Here is a brief explanation of Matlis Duality. For more details
see [62, Section V.5], [105, Theorem 18.6] or [30, Section 10.2]. Assume A is a
complete local ring with maximal ideal m. As usual, the category of finitely gener-
ated A-modules isMf(A). There is also the categoryMa(A) of artinian A-modules.
These are full abelian subcategories of M(A). Note that these subcategories are
characterized by dual properties: the objects ofMf(A) are noetherian, i.e. they sat-
isfy the ascending chain condition; and the objects ofMa(A) satisfy the descending
chain condition.
Consider the indecomposable injective module J(m). The functor D :=
HomA
(−, J(m)) is exact of course. Matlis Duality asserts that D : Mf(A)op →
Ma(A) is an equivalence, with quasi-inverse D : Ma(A)op →Mf(A).
Later in this book we present a noncommutative graded version of Matlis Duality
– this is Theorem 15.2.34.
Remark 13.3.24. We now provide a brief discussion of Local Duality, based on
[62, Section V.6]. (There is a weaker variant of this result, for modules instead
of complexes, that can be found in [30, Theorem 11.2.6].) Again A is local, with
maximal ideal m. Let R be a dualizing complex over A. By translating R we
can assume that dimR(m) = 0. Lemma 13.3.8 tells us that Him(R) = 0 for all
i 6= 0. A calculation, that relies on Matlis duality, shows that H0m(R) ∼= J(m), the
indecomposable injective corresponding to m.
Let us fix an isomorphism β : H0m(R)
'−→ J(m). This induces a morphism
(13.3.25) θM : RΓm(M)→ HomA
(
RHomA(M,R), J(m)
)
,
functorial in M ∈ D+(A). The Local Duality Theorem [62, Theorem V.6.2] says
that θM is an isomorphism if M ∈ D+f (A).
Here is a modern take on this theorem: we can construct the morphism θM for
all M ∈ D(A). Let’s replace R by the residue complex K (the minimal injective
resolution of R). Then β is just an A-module isomorphism β : K0 '−→ J(m). For
each complex M we choose a K-injective resolution M → I(M). Then θM is
represented by the homomorphism
θ˜M : Γm(I(M))→ HomA
(
HomA
(
I(M),K),K0)
in Cstr(A) that sends an element u ∈ Γm
(
I(M)
)p and a homomorphism φ ∈
HomA
(
I(M),K)−p to (−1)p ·φ(u) ∈ K0.
We know that the functor RΓm has finite cohomological dimension,
bounded by the number of generators of the ideal m; see [54] or [118]. The functor
RHomA(−, R) has finite cohomological dimension, which is the injective dimen-
sion of R. And the functor HomA(−, J(m)) has cohomological dimension 0. Since
A ∈ D+f (A), the local duality theorem from [62] tells us that θA is an isomorphism.
Now we can apply Theorem 12.5.2 to conclude that θM is an isomorphism for every
M ∈ Df(A).
Finally, let us mention that in Subsection 17.2 there is a noncommutative graded
version of Local Duality.
Remark 13.3.26. Here is more on the CM (Cohen-Macaulay) property and dual-
ity. Let A be a noetherian ring with connected spectrum. Assume A has a dualizing
complex R, and corresponding dimension function dimR.
Consider a complex M ∈ Dbf (A). In [62] Grothendieck defines M to be a CM
complex with respect to R if for every prime ideal p ⊆ A and every i 6= −dimR(p)
the local cohomology satisfies Hip(Mp) = 0.
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It is proved in [62] that when A is a regular ring, R = A, and M is a finitely
generated A-module, then M is a CM module (in the conventional sense, see [105])
iff it is a CM complex.
Let D0f (A) be the full subcategory of Dbf (A) on the complexes M such that
Hi(M) = 0 for all i 6= 0. We know that D0f (A) is equivalent to Mf(A) = Modf A.
In [187] it was proved that the following are equivalent for a complex M ∈ Dbf (A) :
(i) The complex M is CM w.r.t. R.
(ii) The complex RHomA(M,R) belongs to D0f (A).
It follows that the CM complexes form an abelian subcategory of Dbf (A), dual
toMf(A). In fact, they are the heart of a perverse t-structure on Dbf (A), and hence
they deserve to be called perverse finitely generated A-modules. Geometrically, on
the scheme X := Spec(A), the CM complexes inside Dbc (X) form a stack of abelian
categories, and so they are perverse coherent sheaves. All this is explained in [187,
Section 6].
13.4. Van den Bergh Rigidity. As we saw in Theorem 13.1.35, a dualizing com-
plex R over a noetherian commutative ring A is not unique. This lack of uniqueness
(not to mention any sort of functoriality!) was the source of major difficulties in
[62], first for gluing dualizing complexes on schemes, and then for producing the
trace morphisms associated to maps of schemes.
In 1997, M. Van den Bergh [153] discovered the idea of rigidity for dualizing
complexes. This was done in the context of noncommutative ring theory: A is
a noncommutative noetherian ring, central over a base field K. The theory of
noncommutative rigid dualizing complexes was developed further in several papers
of J.J. Zhang and A. Yekutieli, among them [183] and [187]. We shall talk about
this noncommutative theory in Section 18 of the book.
Here we will deal with the commutative side only, which turns out to be extremely
powerful. Before explaining it, let us first observe that this is one of the rare cases
in which an idea originating from noncommutative algebra had significant impact
in commutative algebra and algebraic geometry.
In this subsection we study Van den Bergh rigidity in the following context:
Setup 13.4.1. A is a commutative ring, and B is a flat commutative A-ring.
We introduce the notion of rigid complex over B relative to A, and describe
some of its properties. In Subsection 13.5 we will discuss rigid dualizing and residue
complexes. This material is adapted from the papers [188], [189] and [175].
The theory of rigid complexes does not really require the assumption that B is
flat over A, but flatness makes the theory much easier. See Remark 13.4.24.
Consider the enveloping ring B ⊗A B. It comes equipped with a few ring homo-
morphisms:
(13.4.2) B ηi−→ B ⊗A B −→ B,
where η0(b) := b⊗1, η1(b) := 1⊗b, and (b0⊗b1) := b0 ·b1. We view B as a module
over B ⊗A B via . Of course  ◦ ηi = idB .
Suppose we are given B-modulesM0 andM1. Then the tensor productM0⊗AM1
is a (B ⊗A B)-module. In this way we get an additive bifunctor
(−⊗A −) : M(B)×M(B)→M(B ⊗A B).
Passing to complexes, and then to homotopy categories, we obtain a triangulated
bifunctor
(13.4.3) (−⊗A −) : K(B)×K(B)→ K(B ⊗A B).
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Lemma 13.4.4. The bifunctor (13.4.3) has a left derived bifunctor
(−⊗LA −) : D(B)×D(B)→ D(B ⊗A B).
If either M0 or M1 is a complex of B-modules that is K-flat over A, then the
morphism ηLM0,M1 : M0 ⊗LAM1 →M0 ⊗AM1 in D(B ⊗A B) is an isomorphism.
Proof. This is a variant of Theorem 12.3.1. We know by Corollary 11.4.26 and
Proposition 10.3.4 that every complex M ∈ C(B) admits a K-flat resolution P →
M . Because B is flat over A, the complex P is also K-flat over A. By Theorem
9.3.16 the left derived bifunctor (− ⊗LA −) exists, and the condition on ηLM0,M1
holds. 
Remark 13.4.5. The innocuous looking Lemma 13.4.4 is actually of tremendous
importance. Without the flatness of A → B we could do very little homological
algebra of bimodules. Getting around the lack of flatness requires the use of flat
DG ring resolutions, as explained in Remark 13.4.24.
Every module L ∈ M(B) has an action by B ⊗A B coming from the homomor-
phism  in (13.4.2). Consider now a module N ∈M(B⊗AB). The K-module N has
two possible B-module structures, coming from the homomorphisms ηi. Thus the
K-module HomB⊗AB(L,N) has three possible B-module structures: there is one
action from the B-module structure on L, and there are two from the B-module
structures on N .
Lemma 13.4.6. The three B-module structures on HomB⊗AB(L,N) coincide.
Exercise 13.4.7. Prove the lemma.
We are mostly interested in the B-module L = B. As the module N changes,
we get an additive functor
HomB⊗AB(B,−) : M(B ⊗A B)→M(B).
Passing to complexes, and then to homotopy categories, we get a triangulated
functor
HomB⊗AB(B,−) : K(B ⊗A B)→ K(B).
This has a right derived functor
(13.4.8) RHomB⊗AB(B,−) : D(B ⊗A B)→ D(B),
that is calculated by K-injective resolutions. Namely if I ∈ C(B ⊗A B) is a K-
injective complex, then the morphism
ηRB,I : HomB⊗AB(B, I)→ RHomB⊗AB(B, I)
in D(B) is an isomorphism.
By composing the bifunctor (− ⊗LA −) from Lemma 13.4.4 and the functor
RHomB⊗AB(B,−) from (13.4.8) we obtain a triangulated bifunctor
(13.4.9) RHomB⊗AB(B,−⊗LA −) : D(B)×D(B)→ D(B).
Definition 13.4.10. Under Setup 13.4.1, the squaring operation is the functor
SqB/A : D(B)→ D(B)
defined as follows:
(1) For a complex M ∈ D(B), its square is the complex
SqB/A(M) := RHomB⊗AB(B,M ⊗LAM) ∈ D(B).
(2) For a morphism φ : M → N in D(B), its square is the morphism
SqB/A(φ) := RHomB⊗AB(B,φ⊗LA φ) : SqB/A(M)→ SqB/A(N)
in D(B).
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It will be good to have an explicit formulation of the squaring operation. Let us
first choose a K-projective resolution σ : P →M in C(B). Note that P is unique up
to homotopy equivalence, and σ is unique up to homotopy. SinceB is flat overA, the
complex P is K-flat over A. We get an isomorphism presP : P ⊗A P '−→ M ⊗LAM
in D(B ⊗A B), that we call a presentation. It is uniquely characterized by the
commutativity of the diagram
M ⊗LAM
ηLM,M
// M ⊗AM
P ⊗LA P
ηLP,P
∼= //
Q(σ)⊗LAQ(σ) ∼=
OO
P ⊗A P
presP∼=
gg
Q(σ⊗Aσ)
OO
in D(B ⊗A B).
Next we choose a K-injective resolution ρ : P ⊗A P → I in C(B ⊗A B). The
complex I is unique up to homotopy equivalence, and the homomorphism ρ is
unique up to homotopy. The resolution ρ gives rise to an isomorphism
presI : HomB⊗AB(B, I)
'−→ RHomB⊗AB(B,P ⊗A P )
in D(B) such that the diagram
HomB⊗AB(B,P ⊗A P )
ηRB,P⊗AP //
Q(Hom(id,ρ))

RHomB⊗AB(B,P ⊗A P )
RHom(id,Q(ρ))∼=

HomB⊗AB(B, I)
ηRB,I
∼= //
presI ∼=
44
RHomB⊗AB(B, I)
is commutative.
The combination of the presentations presP and presI gives an isomorphism
presP,I : HomB⊗AB(B, I)
'−→ SqB/A(M)
in D(B), that we also call a presentation.
Let φ : M → N be a morphism in D(B). The morphism SqB/A(φ) can also
be made explicit using presentations. For that we need to choose a K-projective
resolution σN : Q→ N in C(B), and a K-injective resolution ρN : Q⊗A Q→ J in
C(B ⊗A B). These provide us with a presentation
presQ,J : HomB⊗AB(M,J)
'−→ SqB/A(N).
There are homomorphisms φ˜ : P → Q in Cstr(B), and χ : I → J in Cstr(B ⊗A B),
both unique up to homotopy, such that the diagrams
P
Q(σ)
∼=
//
Q(φ˜)

M
φ

Q
Q(σN )
∼=
// N
M ⊗LAM
φ⊗LAφ

P ⊗A P
presP
∼=
oo
Q(ρ)
∼=
//
Q(φ˜⊗Aφ˜)

I
Q(χ)

N ⊗LA N Q⊗A Q
presQ
∼=
oo
Q(ρN )
∼=
// J
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in D(B) and D(B ⊗A B) respectively are commutative. See Subsections 10.1 and
10.2. Then the diagram
(13.4.11) HomB⊗AB(B, I)
presP,I
∼=
//
Q(Hom(id,χ))

SqB/A(M)
SqB/A(φ)

HomB⊗AB(B, J)
presQ,J
∼=
// SqB/A(N)
in D(B) is commutative.
The squaring operation is not an additive functor. In fact, it is a quadratic
functor:
Theorem 13.4.12. Let φ : M → N be a morphism in D(B) and let b ∈ B. Then
SqB/A(b·φ) = b2 · SqB/A(φ),
as morphisms SqB/A(M)→ SqB/A(N) in D(B).
Proof. We shall use presentations. Let φ˜ : P → Q be a homomorphism in Cstr(B)
that represents φ, as above. Then the homomorphism b·φ˜ : P → Q Cstr(B) repre-
sents b·φ. Tensoring we get a homomorphism
(b·φ˜)⊗A (b·φ˜) : P ⊗A P → Q⊗A Q
Cstr(B ⊗A B). But
(b·φ˜)⊗A (b·φ˜) = (b⊗ b)·(φ˜⊗A φ˜).
Hence on the K-injectives we get the homomorphism (b⊗b) ·χ : I → J Cstr(B⊗AB).
We conclude that
HomB⊗AB
(
idB , (b⊗ b)·χ
)
: HomB⊗AB(B, I)→ HomB⊗AB(B, J)
represents SqB/A(b·φ). Finally, by Lemma 13.4.6 we know that
HomB⊗AB
(
idB , (b⊗ b)·χ
)
= HomB⊗AB(b2 · idB , χ)
= b2 · HomB⊗AB(idB , χ).

Definition 13.4.13. Let M ∈ D(B). A rigidifying isomorphism for M over B
relative to A is an isomorphism ρ : M '−→ SqB/A(M) in D(B).
Definition 13.4.14. A rigid complex over B relative to A is a pair (M,ρ), consist-
ing of a complex M ∈ D(B) and a rigidifying isomorphism ρ : M '−→ SqB/A(M) in
D(B).
Definition 13.4.15. Suppose (M,ρ) and (N, σ) are rigid complexes over B relative
to A. A morphism of rigid complexes φ : (M,ρ)→ (N, σ) is a morphism φ : M → N
in D(B), such that the diagram
M
ρ
∼=
//
φ

SqB/A(M)
SqB/A(φ)

N
σ
∼=
// SqB/A(N)
in D(B) is commutative.
The category of rigid complexes over B relative to A is denoted by D(B)rig/A.
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Recall (Definition 13.1.5) that a complex M ∈ D(B) has the derived Morita
property if the derived homothety morphism hmRM : B → RHomB(M,M) in D(B)
is an isomorphism.
Theorem 13.4.16. Let (M,ρ) be a rigid complex over B relative to A. If M has
the derived Morita property, then the only automorphism of (M,ρ) in D(B)rig/A is
the identity.
Proof. Let φ : (M,ρ) '−→ (M,ρ) be an automorphism in D(B)rig/A. By Proposi-
tion 13.1.6, there is a unique invertible element b ∈ B such that φ = b· idM , as
morphisms M →M in D(B).
Next, according to Theorem 13.4.12, we have
SqB/A(φ) = SqB/A(b· idM ) = b2 · SqB/A(idM ).
Plugging this into the diagram in Definition 13.4.15 we get a commutative diagram
M
ρ
∼=
//
b· idM

SqB/A(M)
b2 · idM

M
ρ
∼=
// SqB/A(M)
in D(B). Once more using Proposition 13.1.6 we see that b2 = b. Because b is an
invertible element, it follows that b = 1. Thus φ = idM . 
Example 13.4.17. Assume B = A, and take M := B. Then B ⊗A B ∼= B,
M ⊗LAM ∼= M , and there are canonical isomorphisms
SqB/A(M) = RHomB⊗AB(B,M ⊗LAM) ∼= HomB(B,M) ∼= M.
Thus the pair (M, idM ) belongs to D(B)rig/A. Furthermore, the complex M has
the derived Morita property, so Theorem 13.4.16 applies.
Remark 13.4.18. To the reader who might object to Example 13.4.17 for being
silly, we have two things to say. First, the existence theorem for rigid dualizing
complexes 13.5.7, whose proof is beyond the scope of this book, starts with the
tautological rigid structure of K ∈ D(K), where K is the regular base ring. The
rigid structure is then propagated to all flat essentially finite type (FEFT) K-rings
using induction and coinduction of rigid structures. See the exercise and examples
below for an indication of these procedures.
The second fact we want to point out is that when A is an FEFT K-ring, then A
has exactly one rigid complex (M,ρ) ∈ D(A)rig/K (up to a unique isomorphism) that
is nonzero on each connected component of Spec(A); and it is the rigid dualizing
complex of A (that will be defined in the next subsection). This is proved in [188],
[13] and [139].
Exercise 13.4.19. Assume A 6= 0, and take B := A[t1, . . . , tn], the polynomial
ring in n variables.
(1) Let C := B ⊗A B, and let I be the kernel of the multiplication homomor-
phism  : C → B. Show that I is generated by the sequence c = (c1, . . . , cn),
where cj := tj ⊗ 1− 1⊗ tj .
(2) Show that the Koszul complex K(C; c) is a free resolution of B over C.
(Hint: for 1 ≤ m ≤ n define Bm := A[t1, . . . , tm] and Cm := Bm ⊗A Bm.
By direct calculation show that K(C1; c1) → B1 is a quasi-isomorphism.
Next, there is a ring isomorphism Bm ⊗A B1 '−→ Bm+1, 1 ⊗ t1 7→ tm+1.
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This induces a ring isomorphism Cm ⊗A C1 ∼= Cm+1 and an isomorphism
of complexes
K(Cm; cm)⊗A K(C1; c1) ∼= K(Cm+1; cm+1).
Use this last formula and induction on m to prove that K(Cm; cm)→ Bm
is a quasi-isomorphism.)
(3) Prove that
ExtiC(B,C) ∼=
{
B if i = n
0 if i 6= n.
(Hint: use the Koszul resolution from above.)
(4) Conclude from item (3) that the complex B[n] ∈ D(B) is rigid relative to
A; namely that there is a rigidifying isomorphism ρ : B[n] '−→ SqB/A
(
B[n]
)
in D(B).
Example 13.4.20. Let A be a nonzero noetherian ring, and let B :=
A[t1, . . . , tn] as in the exercise above. Let ∆B/A := ΩnB/A, the module of degree n
differential forms of B relative to A. It is the n-th exterior power of Ω1B/A, so it is
a free B module of rank 1, with basis d(t1)∧ · · · ∧ d(tn). By the previous example,
there exists some rigidifying isomorphism ρ for the complex ∆B/A[n].
However, it can be shown (see [188] or [175]) that the complex ∆B/A[n] has a
canonical rigidifying isomorphism relative to A. I.e. there is a rigidifying isomor-
phism ρ : ∆B/A[n]
'−→ SqB/A
(
∆B/A[n]
)
in D(B) which is invariant under A-ring
automorphisms of B.
This rigidifying isomorphism ρ is an incarnation of Grothendieck’s Fundamen-
tal Local Isomorphism [62, Proposition II.7.2] and the Residue Isomorphism [62,
Theorem II.8.2].
It is well-known that a finitely generated module M over a noetherian ring A is
flat iff it is projective. See [105, Corollary to Theorem 7.12].
Example 13.4.21. Let A be a noetherian ring, and let A → B be a finite flat
ring homomorphism. So B is a finitely generated projective A-module. Define
∆B/A := HomA(B,A) ∈ M(B). It can be shown (see [175]) that the complex
∆B/A has a canonical rigidifying isomorphism relative to A. I.e. there is a rigidifying
isomorphism ρ : ∆B/A
'−→ SqB/A(∆B/A) in D(B) which is invariant under A-ring
automorphisms of B.
Remark 13.4.22. The squaring operation SqB/A is functorial also in the ring B,
in two directions. For this remark we assume that the ring A is noetherian, and
the rings B and C are flat essentially finite type A-rings. (See Remark 13.4.24
regarding the flatness.)
Suppose u : B → C is a finite A-ring homomorphism, and θ : N → M is a
backward (or trace) morphism in D(B) over u, in the sense of Definition 12.6.11.
Then there is a backward morphism
Squ/A(θ) : SqC/A(N)→ SqB/A(M)
in D(B) over u. The morphism Squ/A(θ) is functorial in u and θ in an obvious sense.
Furthermore, under suitable finiteness conditions, if θ is a nondegenerate backward
morphism (see Definition 12.6.13), then so is Squ/A(θ). We call this property the
trace functoriality of the squaring operation.
The trace functoriality of the squaring operation allows us to talk about rigid
trace morphisms. With u : B → C as above, suppose that (M,ρ) ∈ D(B)rig/A and
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(N, σ) ∈ D(C)rig/A. A rigid trace morphism θ : (N, σ) → (M,ρ) over u relative to
A is a trace morphism θ : N →M over u such that the diagram
N
σ
∼=
//
θ

SqC/A(N)
Squ/A(θ)

M
ρ
∼=
// SqB/A(M)
in D(B) is commutative.
Next, suppose v : B → C is an essentially étale homomorphism (i.e. formally
étale, plus the EFT condition that was already assumed) of A-rings, and λ : M → N
is a forward morphism over v, in the sense of Definition 12.6.3. Then there is a
forward morphism
qv/A(λ) : SqB/A(M)→ SqC/A(N)
in D(B) over u. The morphism Sqv/A(λ) is functorial in v and λ in an obvious
sense. Furthermore, under suitable finiteness conditions, if λ is a nondegenerate
forward morphism (see Definition 12.6.7), then so is Sqv/A(λ). We call this property
the étale functoriality of the squaring operation.
The étale functoriality of the squaring operation allows us to talk about rigid lo-
calization morphisms. With v : B → C as above, suppose that (M,ρ) ∈ D(B)rig/A,
and (N, σ) ∈ D(C)rig/A. A rigid localization morphism λ : (M,ρ) → (N, σ) over v
relative to A is a forward morphism λ : N →M over v such that the diagram
M
ρ
∼=
//
λ

SqB/A(M)
Sqv/A(λ)

N
σ
∼=
// SqC/A(N)
in D(B) is commutative.
These functorialities of the squaring operation are hard to prove. An imprecise
study of them was made in the papers [188] and [189]. A correct treatment of the
trace functoriality can be found in the paper [173]; and a correct treatment of the
étale functoriality will appear in [175].
Remark 13.4.23. The squaring operation is related to Hochschild cohomology.
Assume for simplicity that A is a field and M is a B-module. Then for each i the
cohomology
Hi(SqB/A(M)) = ExtiB⊗AB(B,M ⊗AM)
is the i-th Hochschild cohomology with values in the B-bimodule M ⊗A M . For
more on this material see [14], [137] and [138].
Remark 13.4.24. It is possible to avoid the assumption that B is flat over A. This
is done by choosing a commutative DG ring B˜ that is K-flat as a DG A-module,
with a DG ring quasi-isomorphism B˜ → B over A. Such resolutions always exist
(see [188] or [173]). Then we take
(13.4.25) SqB/A(M) := RHomB˜⊗AB˜(B,M ⊗LAM).
This was the construction used by Zhang and Yekutieli in the paper [188].
Unfortunately there was a serious error in [188]: we did not prove that for-
mula (13.4.25) is independent of the resolution B˜. This error was discovered, and
corrected, by L. Avramov, S. Iyengar, J. Lipman and S. Nayak in their paper [14].
There were ensuing errors in [188] regarding the functoriality of the squaring
operation in the ring B (as described in Remark 13.4.22). The paper [14] did
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not treat such functoriality at all, and the constructions and proofs of the trace
functoriality were corrected only in our recent paper [173]. It is worthwhile to
mention that the correct proofs (both in [14] and [173]) rely on noncommutative
DG rings and DG bimodules over them; and the squaring operation is replaced by
the rectangle operation.
Because the non-flat case is so much more complicated, we have decided not to
reproduce it in the book. The interested reader can look up the research papers
[173], [175], [176] and [177], the survey article [168], or the lecture notes [174].
A general treatment of derived categories of bimodules, based on K-flat DG ring
resolutions, will be in the paper [178].
13.5. Rigid Dualizing and Residue Complexes. In this subsection we make
these assumptions:
Setup 13.5.1. K is a nonzero regular noetherian commutative ring (Definition
13.1.10). All other rings are in the category Rngc/feftK of FEFT commutative
K-rings, where “FEFT” is short for “flat essentially finite type”.
Definition 13.5.2. A rigid dualizing complex over A relative toK is a rigid complex
(R, ρ) over A relative to K, as in Definition 13.4.14, such that R is a dualizing
complex over A, in the sense of Definition 13.1.9.
See Remark 13.4.24 regarding the flatness condition.
Definition 13.5.3. For A ∈ Rngc/feftK we write Aen := A⊗KA for the enveloping
ring of A relative to K.
With this notation the square of a complex M ∈ D(A) relative to K is
SqA/K(M) = RHomAen(A,M ⊗LKM) ∈ D(A).
Recall the category D(A)rig/K of rigid complexes over A relative to K, from
Definition 13.4.15.
Theorem 13.5.4 (Uniqueness). Let A be a flat essentially finite type ring over
the regular noetherian ring K. If A has a rigid dualizing complex (R, ρ), then it is
unique up to a unique isomorphism in D(A)rig/K.
Proof. Suppose (R′, ρ′) is another rigid dualizing complex over A relative to K. Let
A =
∏r
i=1Ai be the connected component decomposition of A. Corollary 13.1.53
says that R′ ∼= R⊗LAP , where P ∼=
⊕r
i=1 Li[ni] for integers ni and rank 1 projective
Ai-modules Li. There is an isomorphism
(13.5.5) R′ ⊗LK R′ = (R⊗LA P )⊗LK (R⊗LA P ) ∼= (R⊗LK R)⊗LAen (P ⊗LK P )
in D(Aen), and P ⊗LKP has finite flat dimension over Aen. So we have this sequence
of isomorphisms in D(A) :
(13.5.6)
R⊗LA P ∼= R′ ∼= SqA/K(R′) = RHomAen(A,R′ ⊗LK R′)
∼=♦ RHomAen
(
A, (R⊗LK R)⊗LAen (P ⊗LK P )
)
∼=† RHomAen(A,R⊗LK R)⊗LAen (P ⊗LK P )
= SqA/K(R)⊗LAen (P ⊗LK P )
∼= R⊗LAen (P ⊗LK P ) ∼= R⊗LA P ⊗LA P.
The isomorphism∼=♦ is by (13.5.5), and the isomorphism∼=† is by Theorem 12.10.14.
We also used the rigidifying isomorphisms of R and R′. Now
RHomA(R,R⊗LA P ) ∼= RHomA(R,R)⊗LA P ∼= P,
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again using Theorem 12.10.14, and by the derived Morita property of R. Likewise
there are isomorphisms
RHomA(R,R⊗LA P ⊗LA P ) ∼= RHomA(R,R⊗LA P )⊗LA P
∼= RHomA(R,R)⊗LA P ⊗LA P ∼= P ⊗LA P
in D(A). Thus, together with (13.5.6), we deduce that P ⊗LA P ∼= P . But then on
each connected component Ai we have
Li[ni] ∼= Li[ni]⊗A Li[ni] = (Li ⊗A Li)[2·ni].
This implies that Li ∼= Ai and ni = 0. We see that actually P ∼= A, so there is an
isomorphism φ0 : R
'−→ R′ in D(A).
The isomorphism φ0 might not be rigid; but due to the derived Morita property
of the complex R′, there is an invertible element a ∈ A such that SqA/K(φ0) ◦ ρ =
a·ρ′ ◦ φ0 as isomorphisms R '−→ SqA/K(R′). Define φ := a−1 ·φ0. Then, according
to Theorem 13.4.12, we have
SqA/K(φ) ◦ ρ = a−2 · SqA/K(φ0) ◦ ρ = a−2 ·a ·ρ′ ◦ φ0 = ρ′ ◦ φ.
We see that φ : (R, ρ) '−→ (R′, ρ′) is a rigid isomorphism. Its uniqueness is already
known by Theorem 13.4.16, since R′ has the derived Morita property. 
Theorem 13.5.7 (Existence). Let A be a flat essentially finite type ring over the
regular noetherian ring K. Then A has a rigid dualizing complex (RA, ρA).
The proof of this theorem is beyond the scope of the book, as it requires the
study of induced and coinduced rigid structures. For a proof see [175]. (There is an
incomplete proof in [189, Theorem 1.1].) The next two examples provide proofs in
some cases.
Example 13.5.8. Suppose A = K[t1, . . . , tn], the polynomial ring in n variables.
(More generally, we can take A to be any essentially smooth K-ring of relative
dimension n). Define the complex RA := ΩnA/K[n]. According to Example 13.4.20
there is a rigidifying isomorphism ρA : RA
'−→ SqA/K(RA). Because A is a regular
ring, it follows that RA is a dualizing complex. We see that (RA, ρA) is a rigid
dualizing complex.
Example 13.5.9. Suppose A is a finite type K-ring. As explained in Example
18.5.6, A has a noncommutative rigid dualizing complex, that is actually A-central.
Thus it is a rigid dualizing complex over A relative to K in the sense of Definition
13.5.2.
The dimension function dimR relative to a dualizing complex R was introduced
in Definition 13.3.2. If R′ ∼= R, then of course the dimension functions satisfy
dimR′ = dimR. In view of the previous theorem, the next definition is valid.
Definition 13.5.10. Let A ∈ Rngc/feftK. The rigid dimension function relative to
K is the function
rig.dimK : Spec(A)→ Z
given by the formula rig.dimK(p) := dimR(p), where R is any rigid dualizing com-
plex over A relative to K.
The next examples (taken from [175]) give an idea what the rigid dimension
function looks like.
Example 13.5.11. Let K be a field and A a finite type K-ring. Then for every
p ∈ Spec(A) there is equality rig.dimK(p) = dim(A/p), where the latter is the Krull
dimension of the ring A/p.
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Example 13.5.12. Again K is a field, but now L is a finitely generated field
extension of K; or in other words, L is a field in Rngc/feftK . Then, writing p :=
(0) ⊆ L, we have rig.dimK(p) = tr.degK(L), the transcendence degree of the field
extension K→ L.
Example 13.5.13. Take K = A = Z. For a maximal ideal m = (p) ⊆ Z we have
rig.dimK(m) = −1; and for the generic ideal p = (0) ⊆ Z we have rig.dimK(p) = 0.
Residue complexes were introduced in Subsection 13.3.
Definition 13.5.14. A rigid residue complex over A relative to K is a rigid complex
(KA, ρA) over A relative to K, such that KA is a residue complex over A.
Using the rigid dimension function relative to K, we have this decomposition
of the A-module K−iA for each i : K−iA ∼=
⊕
rig.dimK(p)=i J(p), where J(p) is the
indecomposable injective module corresponding to the prime ideal p.
In Definition 13.4.15 we introduced the category D(A)rig/K. Recall that the
objects of D(A)rig/K are rigid complexes (M,ρ) over A relative to K; and the mor-
phisms φ : (M,ρ)→ (N, σ) are the morphisms φ : M → N in D(A) for which there
is equality σ ◦ φ = SqA/K(φ) ◦ ρ. Rigid residue complexes live, or rather move, in
another category.
Definition 13.5.15. The category C(A)rig/K is defined as follows. Its objects are
the rigid complexes (M,ρ) over A relative to K. Given two objects (M,ρ) and
(N, σ), a morphism φ : (M,ρ)→ (N, σ) in C(A)rig/K is a morphism φ : M → N in
Cstr(A), such that the diagram
M
Q(φ)

ρ
∼=
// SqA/K(M)
SqA/K(Q(φ))

N
σ
∼=
// SqA/K(N)
in D(A) is commutative.
Let us emphasize the hybrid nature of the category C(A)rig/K : the morphisms
are homomorphisms of complexes (literally degree 0 homomorphisms of graded A-
modules φ : M → N that commute with the differentials); but they must satisfy a
compatibility condition (rigidity) in the derived category.
Theorem 13.5.16. Let A be an FEFT ring over the regular noetherian ring K.
The ring A has a rigid residue complex (KA, ρA) relative to K, and it is unique, up
to a unique isomorphism in C(A)rig/K.
Proof. Existence: by Theorem 13.5.7 there is a rigid dualizing complex (RA, ρA)
over A relative to K. Let KA be the minimal injective resolution of the complex RA.
According to Theorem 13.3.17, KA is a residue complex. It inherits the rigidifying
isomorphism ρA from RA. So the pair (KA, ρA) is a rigid residue complex over A
relative to K.
Uniqueness: suppose (K′, ρ′) is another rigid residue complex over A relative to
K. Theorem 13.5.4 tells us that there is a unique isomorphism φ : (KA, ρA) '−→
(K′, ρ′) in D(A)rig/K. Now the dimension functions of these two residue complexes
are equal (both are rig.dimK). So by Theorem 13.3.15 the function
Q : HomC(A)rig/K
(
(KA, ρA), (K′, ρ′)
)→ HomD(A)rig/K((KA, ρA), (K′, ρ′))
is bijective. Thus φ lifts uniquely to an isomorphism in C(A)rig/K. 
282
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Remark 13.5.17. The rigid residue complex KA is functorial in the ring A in
two different ways, that we briefly explain here. As in Setup 13.5.1, we work in
the category Rngc/feftK. The flatness condition can be removed (at a price, see
Remark 13.4.24), but it seems that the assumption that the base ring K is regular,
and the other rings are EFT over it, are necessary.
Suppose u : A → B is a finite homomorphism in Rngc/feftK. Then there is a
homomorphism trB/A : KB → KA in Cstr(A), called the rigid trace homomorphism.
It is a nondegenerate rigid trace morphism over u (see Remark 13.4.22), namely
it respects the rigidifying isomorphisms, and the induced homomorphism KB →
HomA(B,KA) in Cstr(B) is an isomorphism. Furthermore, generalizing Theorem
13.5.16, trB/A is the unique nondegenerate rigid trace morphism over u. If B → C
is another finite homomorphism in Rngc/feftK, then trB/A ◦ trC/B = trC/A.
Suppose v : A → A′ is an essentially étale homomorphism in Rngc/feftK. Then
there is a homomorphism qA′/A : KA → KA′ in Cstr(A), called the rigid localiza-
tion homomorphism. It is a nondegenerate rigid localization morphism over v (see
Remark 13.4.22), namely it respects the rigidifying isomorphisms, and the induced
homomorphism A′⊗AKA → KA′ in Cstr(A′) is an isomorphism. Furthermore, qA′/A
is the unique nondegenerate rigid localization morphism over v. If A′ → A′′ is an-
other essentially étale homomorphism in Rngc/feftK, then qA′′/A′ ◦ qA′/A = qA′′/A.
The two functorialities of the rigid residue complex KA commute with each other,
in the following sense. Suppose we are given the first commutative diagram below
in Rngc/feftK, which is cocartesian (i.e. B′ ∼= A′⊗AB), A→ B is finite, and A→ A′
is essentially étale. Then the second diagram in Cstr(A) is commutative.
A //

B

A′ // B′
KA
qA′/A

KB
trB/A
oo
qB′/B

KA′ KB′
trB′/A′
oo
Imprecise proofs of these assertions can be found in the papers [188] and [189].
A correct treatment will appear in [175].
Remark 13.5.18. The functorialities of the rigid residue complexes that were
outlined in Remark 13.4.22 enable similar construction for schemes. In this remark
we shall dispense with the flatness condition (invoking Remark 13.4.24); so K is a
nonzero regular noetherian base ring (e.g. a field or the ring of integers Z), and we
consider the category Sch/eftK of EFT K-schemes.
Let X be an EFT K-scheme. A rigid residue complex on X is a pair (KX ,ρX),
consisting of a bounded complex of injective quasi-coherent OX -modules KX , and a
rigid structure ρX on KX , to be explained below. For every affine open set U ⊆ X
which is strictly EFT, namely A := Γ(U,OX) is an EFT K-ring, the complex
KA := Γ(U,KX) is equipped with a rigidifying isomorphism ρU , making it into a
rigid residue complex over A relative to K. If U ′ ⊆ U is a smaller strictly EFT open
set of X, then the restriction homomorphism KA → KA′ must be the unique rigid
localization homomorphism, for the given rigidifying isomorphisms ρU and ρU ′ .
The collection of these rigidifying isomorphisms ρX := {ρU} is the rigid structure
on KX . The scheme X admits a rigid residue complex (KX ,ρX), and it is unique
up to a unique rigid isomorphism.
If f : Y → X is a finite map in Sch/eftK, then there is the rigid trace homo-
morphism trf : f∗(KY ) → KX in Cstr(X) := Cstr(ModOX); and it is nondegener-
ate, in the sense that the induced homomorphism f∗(KY )→ HomX
(
f∗(OY ),KX
)
in Cstr(X) is an isomorphism. If g : X ′ → X is an essentially étale map in
Sch/eftK, then there is the rigid localization homomorphism qg : KX → g∗(KX′)
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in Cstr(X); and it is nondegenerate, in the sense that the induced homomorphism
g∗(KX) → KX′ is an isomorphism in Cstr(X ′). In this way the rigid residue com-
plexes become a sheaf on the small étale site of X.
Actually, an infinitesimal local construction gives, for every morphism f : Y → X
Sch/eftK, the ind-rigid trace homomorphism trf : f∗(KY )→ KX in Gstr(X); namely
this is a homomorphism of graded quasi-coherent sheaves on X. The Residue
Theorem says that when f is proper, the homomorphism trf commutes with the
differentials. And the Duality Theorem says that in the proper case, the ind-rigid
trace trf induces an isomorphism
Rf∗
(
RHomY (N ,KY )
)→ RHomX(Rf∗(N ),KX)
in D(X) for every N ∈ Dbc (X). This explicit rigid version of the original theorems
of Grothendieck from [62] will appear in [176].
Remark 13.5.19. In this remark we consider Deligne-Mumford stacks, of finite
type over the regular noetherian base ring K. Due to the étale functoriality of the
rigid residue complexes, as explained in Remark 13.5.17, every such stack X admits
a rigid residue complex (KX,ρX). Here the rigid structure ρX = {ρ(U,g)} is indexed
by the étale maps g : U → X from strictly EFT affine K-schemes U .
To a map f : Y → X between DM stacks we associate the ind-rigid trace
trf : f∗(KY)→ KX, which is a homomorphism of graded quasi-coherent sheaves on
X. In order to construct the ind-rigid trace for stacks we need another property of
rigid residue complexes over rings, that we call étale codescent. Suppose v : A→ A′
is a faithfully étale ring homomorphism of EFT K-rings. Let w1, w2 : A′ → A′⊗AA′
be the two inclusions. Étale codescent says that in every degree i the sequence of
A-module homomorphisms
KiA′⊗AA′
trw1 − trw2−−−−−−−−→ KiA′ trv−−→ KiA → 0
is exact.
As for the Residue Theorem: we can only prove it for a proper map of DM
stacks f : Y → X which is coarsely schematic. Likewise, we can only prove the
Duality Theorem for a proper map of DM stacks f which is coarsely schematic and
tame. These conditions, and a sketch of the proofs, can be found in the lecture notes
[174]. These results shall be written in detail in the future paper [177]. Observe that
duality is not expected to hold without the tameness condition; but the coarsely
schematic condition seems to be a temporary technical hitch.
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14. Perfect and Tilting DG Modules over NC DG Rings
Perfect and tilting complexes over noncommutative rings are among the impor-
tant applications of derived categories to ring theory. In this section of the book we
study the more general concepts of perfect DG modules and tilting DG bimodules
over noncommutative DG rings.
Throughout the section we adhere to the following convention, that extends
Convention 1.2.4.
Convention 14.0.1. There is a fixed a nonzero commutative base ring K (e.g.
a field, or the ring of integers Z). By default all linear objects and operations
are K-linear. This means that the DG rings are DG central K-rings (Definition
3.3.1), the DG modules are K-linear, the DG bimodules are central over K, and
all homomorphisms between them are K-linear. Likewise all linear categories and
functors are K-linear. The symbol ⊗ stands for ⊗K.
All the results in this section specialize to rings: the category Rng/cK of central
K-rings (also known as associative unital K-algebras) is a full subcategory of the
category DGRng/cK of DG central K-rings.
From subsection 14.3 onward we shall impose a flatness condition on our DG
rings.
14.1. Algebraically Perfect DG Modules. Here we define algebraically perfect
DG modules, and prove several of their characterizations, in Theorems 14.1.22,
14.1.26 and 14.1.33. See Remark 14.1.4 regarding nomenclature.
Semi-free filtrations of DG modules were introduced in Definition 11.4.3.
Definition 14.1.1. Let A be a DG ring and P a DG A-module.
(1) Let F =
{
Fj(P )
}
j≥−1 be a semi-free filtration of P . We say that F has
finite extension length if there is a number j1 ∈ N such that Fj1(P ) = P .
(2) The DG module P is called semi-free of finite extension length if it admits
some semi-free filtration F that has finite extension length.
Recall that for a DG module M and an integer k we write M [k] := Tk(M), the
k-th translation of M . See Definition 12.1.7.
Definition 14.1.2. Let A be a DG ring and P a DG A-module.
(1) We call P a finite free DG A-module if there is an isomorphism P ∼=⊕r
i=1A[−ki] in Cstr(A) for some r ∈ N and ki ∈ Z.
(2) A finite semi-free filtration on P is a semi-free filtration F =
{
Fj(P )
}
j≥−1
that has these properties:
• Each GrFj (P ) is a finite free DG A-module.
• The filtration F has finite extension length (Definition 14.1.1(1)).
(3) The DG module P is called finite semi-free if it admits some finite semi-free
filtration.
Saturated full triangulated subcategories, and those generated by a set of objects,
were introduced in Definitions 5.3.19 and 5.3.20.
Definition 14.1.3. A DG A-module L is called algebraically perfect if L belongs to
the saturated full triangulated subcategory of D(A) generated by the DG module
A.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Remark 14.1.4. The definition above is new. Earlier texts used the term per-
fect, and this referred, somewhat ambiguously, to several distinct properties of DG
modules, or complexes, that are sometimes equivalent to each other. See Theorems
14.1.22, 14.1.26 and 14.1.33. For commutative DG rings there is another notion –
that of a geometrically perfect DG module; see Remark 14.1.25.
The projective dimension of a DG module was introduced in Definition 12.4.8.
Proposition 14.1.5. If L ∈ D(A) is algebraically perfect, then it has finite projec-
tive dimension.
Proof. The projective dimension of the DG module A is zero. If L has finite projec-
tive dimension then so do all its translates L[k]. If there’s a distinguished triangle
L′ → L′′ → L 4−→ s.t. both L′ and L′′ have finite projective dimension, then so does
L. If L is a direct summand of L′, and L′ has finite projective dimension, then so
does L. Now use Proposition 5.3.21. 
Recall that the category D(A) has arbitrary direct sums, and they are the direct
sums in Cstr(A); see Theorem 10.1.26 and Corollary 11.6.30.
Definition 14.1.6. A DG A-module L is called a compact object of D(A) if the
functor
HomD(A)(L,−) : D(A)→M(K)
commutes with infinite direct sums.
Explanation: Let {Mz}z∈Z be a collection of objects of D(A), with direct sum
M :=
⊕
z∈ZMz and embeddings ez : Mz → M . The canonical homomorphism of
K-modules
(14.1.7)
ΦL :
⊕
z∈Z
HomD(A)(L,Mz)→ HomD(A)(L,M) ,
ΦL :=
{
Hom(idL, ez)
}
z∈Z
is always injective. Compactness of L says that ΦL is bijective. Some texts use the
name “small” instead of “compact”; see Remark 14.1.36.
Proposition 14.1.8. Let A and B be DG rings, F : D(A)→ D(B) an equivalence
of triangulated categories, and L ∈ D(A). Then L is a compact object of D(A) if
and only if F (L) is a compact object of D(B).
Proof. Suppose {Nz}z∈Z is a collection of objects of D(B). Because F is an equiv-
alence of categories, we can assume that Nz = F (Mz) for some Mz ∈ D(A). The
equivalence F respects coproducts. Namely, if M =
⊕
z∈ZMz in D(A), with em-
beddings ez : Mz → M , then the object N := F (M) ∈ D(B), with the morphisms
F (ez) : Nz → N , is a coproduct of the collection of objects {Nz)}z∈Z . There is a
commutative diagram of K-modules⊕
z∈Z HomD(A)(L,Mz)
ΦL //⊕
F ∼=

HomD(A)(L,M)
F∼=
⊕
z∈Z HomD(B)
(
F (L), Nz
) ΦF (L)
// HomD(B)
(
F (L), N
)
We see that if ΦL is an isomorphism, then so is ΦF (L).
For the reverse direction we do the same, but now for a quasi-inverse G : D(B)→
D(A) of F , the object F (L) ∈ D(B) and the object L ∼= G(F (L)) ∈ D(A). 
Here are a few lemmas about compact objects that will be needed for the proof
of Theorem 14.1.22.
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Lemma 14.1.9. Let L be a compact object of D(A), let {Mz}z∈Z be a collection
of objects of D(A), let M :=
⊕
z∈Z Mz, and let φ : L → M be a morphism in
D(A). Then there is a finite subset Z0 ⊆ Z, such that writing M0 :=
⊕
z∈Z0 Mz,
and denoting by γ0 : M0 →M the inclusion, there exists a morphism φ0 : L→M0
in D(A) satisfying φ = Q(γ0) ◦ φ0.
Proof. We are given φ ∈ HomD(A)(L,M). Using the canonical isomorphism (14.1.7)
that we get by the compactness of L, we can express φ as a finite sum, say φ =
ΦL
(∑
z∈Z0 φz
)
, where Z0 ⊆ Z is a finite subset, and φz ∈ HomD(A)(L,Mz). The
morphism
φ0 :=
∑
z∈Z0
φz : L→
⊕
z∈Z0
Mz = M0
in D(A) has the required property. 
Remark 14.1.10. It might be helpful to say some words about the lemma. The
inclusion γ0 : M0 →M is a (split) monomorphism in the abelian category Cstr(A).
Suppose we choose a K-projective resolution P → L. The morphisms φ : L → M
and φ0 : L → M0 in D(A) are represented by homomorphisms φ˜ : P → M and
φ˜0 : P → M0 in Cstr(A). There is no reason for the homomorphism φ˜ to factor
through M0 in Cstr(A). All we can say is that there is a homotopy φ˜⇒ γ0 ◦ φ˜0.
Later, after proving Theorem 14.1.22, we will know that there is a finite semi-
free DG A-module Q, with homomorphisms P α−→ Q β−→ P in Cstr(A), and with a
homotopy β ◦ α ⇒ idP . The homomorphism φ˜ ◦ β : Q → M does factor through
some finite direct sum M0, and hence so does φ˜ ◦ β ◦ α : P → M . The homotopy
β ◦ α⇒ idP induces the homotopy φ˜⇒ γ0 ◦ φ˜0 that was mentioned above.
The next definition is taken from [23].
Definition 14.1.11. Suppose
({Mi}i∈N, {µi}i∈N) is a direct system in D(A). Let
φ :
⊕
i∈N Mi →
⊕
i∈N Mi
be the morphism in D(A) defined by
φ|Mi := (id,−µi) : Mi →Mi ⊕Mi+1.
A homotopy colimit of the direct system {Mi}i∈N is an object M ∈ D(A) that is a
cone on φ, in the sense of Definition 5.3.7. Namely M sits in some distinguished
triangle ⊕
i∈N Mi
φ−−→
⊕
i∈N Mi
ψ−→M 4−−→
in D(A).
Observe that a homotopy colimit exists, and it is unique up to a nonunique
isomorphism in D(A). See Corollary 5.3.8.
Lemma 14.1.12. If
({Mi}i∈N, {µi}i∈N) is a direct system in Cstr(A), and we take
M := limi→Mi, the direct limit in Cstr(A), then M is a homotopy colimit of the
direct system
({Mi}i∈N, {Q(µi)}i∈N) in D(A)
Proof. Let
φ˜ :
⊕
i∈N Mi →
⊕
i∈N Mi
be the morphism in Cstr(A) defined like in Definition 14.1.11 above; so the morphism
φ in that definition equals Q(φ˜).
An easy calculation shows that
0→
⊕
i∈N Mi
φ˜−−→
⊕
i∈N Mi
ψ˜−−→M → 0,
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where ψ˜ is the canonical homomorphism, is an exact sequence in Cstr(A). By
Proposition 7.3.5 there is a distinguished triangle⊕
i∈N Mi
Q(φ˜)−−−−→
⊕
i∈N Mi
Q(ψ˜)−−−−→M 4−−→
in D(A). 
Lemma 14.1.13. Let L be a compact object of D(A), and let {Mi}i∈N be a direct
system in D(A), with homotopy colimit M . Then the morphism ψ in Definition
14.1.11 induces an isomorphism
lim
i→
HomD(A)(L,Mi)
'−→ HomD(A)(L,M)
in M(K).
Proof. Applying the cohomological functor HomD(A)(L,−) to the distinguished tri-
angle in Definition 14.1.11, we get long exact sequence of K-modules
(14.1.14)
· · · δ
k−1
−−−→ HomD(A)
(
L,
(⊕
i∈N Mi
)
[k]
)
Hom(L,φ[k])−−−−−−−−→ HomD(A)
(
L,
(⊕
i∈N Mi
)
[k]
)
Hom(L,ψ[k])−−−−−−−−→ HomD(A)
(
L,M [k]
) δk−→ · · · .
Using the compactness of L and the resulting isomorphism ΦL, we obtain from
(14.1.14) the long exact sequence of K-modules
(14.1.15)
· · · δ
k−1
−−−→
⊕
i∈N HomD(A)
(
L,Mi[k]
)
φk−→
⊕
i∈N HomD(A)
(
L,Mi[k]
)
ψk−−→ HomD(A)
(
L,M [k]
) δk−→ · · · .
We know that for every k the homomorphism φk above is injective. This implies
that the connecting homomorphisms δk in (14.1.15) are all zero. Hence, when we
take k = 0, and we replace the two occurrences of “· · · ” in (14.1.15) by “0”, we get
a short exact sequence. Finally, a calculation like in the proof of Lemma 14.1.12
shows that
Coker(φ0) ∼= lim
i→
HomD(A)(L,Mi). 
Lemma 14.1.16. Let L be a compact object of D(A), let M be a DG A-module,
and let {Fj(M)}j≥−1 be a filtration of M in Cstr(A) such that
⋃
j Fj(M) = M .
Given a morphism φ : L→M in D(A), there is an index j1 ∈ N, and a morphism
φj1 : L→ Fj1(M) in D(A), such that φ = Q(γj1) ◦φj1 , where γj1 : Fj1(M)→M is
the inclusion.
Proof. Here M ∼= limj→ Fj(M) in Cstr(A). By Lemma 14.1.12 we know that M
is a homotopy colimit of the direct system {Fj(M)}j≥−1. According to Lemma
14.1.13 we get a bijection
(14.1.17) lim
j→
HomD(A)(L,Fj(M)) ∼= HomD(A)(L,M).
So there is some j1 ∈ N and some φj1 ∈ HomD(A)(L,Fj1(M)) that goes to φ under
the bijection (14.1.17). 
The next lemma is adapted from [144, Lemma tag=09R2].
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Lemma 14.1.18. Let L be a compact object of D(A), let P be a semi-free DG
A-module of finite extension length, and let φ : L → P be a morphism in D(A).
Then there is a finite semi-free DG A-module P ′, with a morphism φ′ : L→ P ′ in
D(A) and a monomorphism γ′ : P ′ → P in Cstr(A), such that φ = Q(γ′) ◦ φ′.
Proof. Let {Fj(P )}j≥−1 be a semi-free filtration of P of finite extension length; say
Fj1(P ) = P . We will construct DG submodules
P0 ⊆ P1 ⊆ · · · ⊆ Pj1 ⊆ Pj1+1
of P , such that properties (a)-(c) below hold for every k ∈ [0, j1 + 1]. For each such
k and each j ≥ −1 we define Fj(Pk) := Fj(P ) ∩ Pk.
(a) The filtration {Fj(Pk)}j≥−1 is a semi-free filtration on Pk.
(b) The free DG A-module GrFj (Pk) is finite free for all j ≥ k.
(c) The morphism φ factors through Pk; namely there is a morphism φk : L→
Pk in D(A) s.t. φ = Q(γk) ◦ φk, where γk : Pk → P is the inclusion.
For k = 0, the DG module P ′ := P0 is finite semi-free. The morphism φ′ :=
φ0 : L → P ′ in D(A) and the inclusion γ′ := γ0 : P ′ → P in Cstr(A) will satisfy
φ = Q(γ′) ◦ φ′.
The construction of the DG modules Pk and the morphisms φk is by descending
induction on k, starting from k = j + 1. We start with Pj1+1 := P and φj1+1 := φ.
Properties (a)-(c) hold trivially here.
Now to the inductive step. Suppose that k ∈ [1, . . . , j+1], and we already found
a DG submodule Pk ⊆ P and a morphism φk : L → Pk as required. We are going
to produce a DG submodule Pk−1 ⊆ Pk such that GrFj (Pk−1) = GrFj (Pk) for all
j 6= k − 1, and GrFk−1(Pk−1) is a finite free DG submodule of GrFk−1(Pk). This
means that we have to shrink Fk−1(Pk) suitably.
For every j ≥ 0 the DG A-module GrFj (Pk) is free, and we choose a basis for
it, namely a collection {p¯z}z∈Zj of elements such that GrFj (Pk) =
⊕
z∈Zj A· p¯z in
Cstr(A). Moreover, we choose these bases such that the indexing set Zj is finite for
every j ≥ k (this is possible by property (b)), and Zj is empty for every j ≥ j1 + 1
(due to the fact that Fj1(P ) = P ).
By definition GrFj (Pk) = Fj(Pk)/Fj−1(Pk), so we can lift the basis {p¯z}z∈Zj
of GrFj (Pk) to a collection {pz}z∈Zj of homogeneous elements pz ∈ Fj(Pk). Let’s
define the indexing set Z :=
∐
j≥k Zj . Then there are decompositions
(14.1.19) P \k = Fk−2(Pk)
\ ⊕
(⊕
z∈Zk−1
A\ ·pz
)
⊕
(⊕
z∈Z A
\ ·pz
)
and
Fk−1(Pk)\ = Fk−2(Pk)\ ⊕
(⊕
z∈Zk−1
A\ ·pz
)
in Gstr(A\), and each A\ ·pz is a free graded A\-module of rank 1.
Because Z is a finite set, there is a finite subset Y ⊆ Zk−1 such that
d(pz) ∈ Fk−2(Pk)⊕
(⊕
y∈Y A·py
)
⊕
(⊕
z′∈Z A·pz′
)
for every z ∈ Z. For every z ∈ Zk−1 the element p¯z ∈ GrFk−1(Pk) satisfies d(p¯z) = 0,
and therefore the element pz ∈ Fk−1(Pk) satisfies d(pz) ∈ Fk−2(Pk). In particular
this is true for py with y ∈ Y . And Fk−2(Pk) is a DG submodule of Pk. Combining
all these observations we see that the graded submodule
(14.1.20) Q\ := Fk−2(Pk)\ ⊕
(⊕
y∈Y A
\ ·py
)
⊕
(⊕
z∈Z A
\ ·pz
)
of P \k actually underlies a DG submodule Q ⊆ Pk. (Compare this to the decompo-
sition (14.1.19) of P \k .)
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Consider the quotient DG A-module N := Pk/Q, with the canonical projection
α : Pk → N , that’s an epimorphism in Cstr(A). Define the set X := Zk−1 − Y and
the elements nx := α(px) ∈ N . Then N \ is a free graded A\-module, with basis
indexed by X, i.e. N \ =
⊕
x∈X A
\ ·nx. Furthermore, because d(px) ∈ Fk−2(Pk) ⊆
Q for all x ∈ X, we have d(nx) = 0; so actually N is a free DG A-module with
basis {nx}x∈X .
Next consider the morphism θ : L → N in D(A) with formula θ := Q(α) ◦ φk.
By Lemma 14.1.9 there is a finite subset X0 ⊆ X such that θ factors through the
DG submodule N0 :=
⊕
x∈X0 A·nx. I.e. there’s a morphism θ0 : L → N0 in D(A)
s.t. θ = Q(β0) ◦ θ0, where β0 : N0 → N is the inclusion (a monomorphism in
Cstr(A)). Define N¯ := N/N0 = Coker(β0), and let δ : N → N¯ be the projection
(an epimorphism in Cstr(A)). Since δ ◦ β0 = 0 in Cstr(A), it follows that
Q(δ) ◦ θ = Q(δ) ◦Q(β0) ◦ θ0 = Q(δ ◦ β0) ◦ θ0 = 0
in D(A).
The subset Y ∪X0 of Zk−1 is finite. We define
(14.1.21) P \k−1 := Fk−2(Pk)
\ ⊕
(⊕
z∈Y ∪X0
A\ ·pz
)
⊕
(⊕
z∈Z A
\ ·pz
)
.
Then P \k−1 is the underlying graded module of a DG submodule Pk−1 ⊆ Pk, slightly
bigger than Q. (Compare this formula to (14.1.19) and (14.1.20).) By construction
the DG module Pk−1 has properties (a)-(b) with index k − 1. Indeed,
GrFj (Pk−1) ∼=
{
GrFj (Pk) if j ≥ k or j ≤ k − 2⊕
z∈Y ∪X0 A· p¯z if j = k − 1
Let us denote by  : Pk−1 → Pk the inclusion. There is a short exact se-
quence 0 → Pk−1 −→ Pk δ◦α−−→ N¯ → 0 in Cstr(A), and this becomes a distinguished
triangle Pk−1
−→ Pk δ◦α−−→ N¯ 4−→ in D(A). Applying the cohomological functor
HomD(A)(L,−) to this distinguished triangle gives rise to a long exact sequence
· · · → HomD(A)(L,Pk−1)→ HomD(A)(L,Pk)→ HomD(A)(L, N¯)→ · · · .
The morphism φk belongs to the middle term here. We know that
Q(δ ◦ α) ◦ φk = Q(δ) ◦Q(α) ◦ φk = Q(δ) ◦ θ = 0.
Thus there is a morphism φk−1 : L → Pk−1 in D(A) s.t. φk = Q() ◦ φk−1. The
morphism φk−1 has property (c) with index k − 1. 
The derived tensor-evaluation morphism evR,LL,M,N was introduced in Theorem
12.9.10. Finite semi-free, algebraically perfect and compact DG modules were de-
fined in Definitions 14.1.2(3), 14.1.3 and 14.1.6, respectively.
Theorem 14.1.22. Let A be a DG ring and let L be a DG A-module. The following
four conditions are equivalent.
(i) L is algebraically perfect.
(ii) L is a direct summand in D(A) of a finite semi-free DG A-module.
(iii) For every DG ring B, every DG module M ∈ D(A ⊗ Bop) and every DG
module N ∈ D(B), the tensor-evaluation morphism
evR,LL,M,N : RHomA(L,M)⊗LB N → RHomA(L,M ⊗LB N)
in D(K) is an isomorphism.
(iv) L is a compact object of D(A).
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(14.1.23)
⊕
z∈Z H
0(RHomA(L,A)⊗LA Nz) θ∼= //⊕
H0(evR,L
L,M,Nz
) ∼=

H0
(
RHomA(L,A)⊗LA N
)
H0(evR,L
L,M,N
)∼=
⊕
z∈Z H
0(RHomA(L,A⊗LA Nz)) //
∼=
⊕
ζNz

H0
(
RHomA(L,A⊗LA N)
)
∼= ζN
⊕
z∈Z HomD(A)(L,Nz)
ΦL // HomD(A)(L,N)
Proof.
(ii) ⇒ (i): We use Proposition 5.3.21. A finite free DG A-module is algebraically
perfect. A finite semi-free DG module is obtained by finitely many cones from finite
free DG modules, so it is also algebraically perfect. Finally, our DG module L is a
direct summand of a finite semi-free DG module, so it is algebraically perfect.
(i) ⇒ (iii): Fixing M and N , we have two triangulated functors F,G : D(A) →
D(K), namely F := RHomA(−,M) ⊗LB N and G := RHomA(−,M ⊗LB N). There
is a morphism of triangulated functors  := evR,L(−),M,N : F → G, and we want
to prove that L : F (L) → G(L) is an isomorphism. Trivially for L := A the
morphism L is an isomorphism. According to Proposition 5.3.22 the morphism L
is an isomorphism for every algebraically perfect DG module L.
(iii)⇒ (iv): Let {Nz}z∈Z be a collection of objects of D(A). Define N :=
⊕
z∈Z Nz.
We have to prove that the canonical homomorphism of K-modules
ΦL :
⊕
z∈Z HomD(A)(L,Nz)→ HomD(A)(L,N)
is bijective. Take B := A and M := A ∈ D(A ⊗ Aop). Consider the commutative
diagram of K-modules (14.1.23). The homomorphism θ is bijective because both
(− ⊗LA −) and H0 respect all direct sums (see Theorem 10.1.26 and Propositions
11.1.3 and 12.3.8). The homomorphisms H0(evR,LL,M,Nz ) and H
0(evR,LL,M,N ) are bi-
jective by condition (iii). The homomorphisms ζNz and ζN are bijective because
A⊗LA (−) ∼= Id and by Corollary 12.2.8. We conclude that ΦL is bijective.
(iv) ⇒ (ii): Choose a semi-free resolution ρ : P → L in Cstr(A). We have an
isomorphism φ := Q(ρ)−1 : L → P in D(A). Let {Fj(P )}j≥−1 be a semi-free
filtration on P . According to Lemma 14.1.16 there is an index j1 such that, letting
P ′ := Fj1(P ), and letting γ′ : P ′ → P be the inclusion, there exists a morphism
φ′ : L→ P ′ in D(A) satisfying φ = Q(γ′) ◦ φ′.
Now the DG module P ′ is semi-free of finite extension length. Lemma 14.1.18
says that there is a finite semi-free DG A-module P ′′, with a morphism φ′′ : L→ P ′′
in D(A), and a monomorphism γ′′ : P ′′ → P ′ in Cstr(A), such that φ′ = Q(γ′′)◦φ′′.
Consider the morphism ψ′′ : P ′′ → L in D(A) defined by ψ′′ := Q(ρ) ◦ Q(γ′) ◦
Q(γ′′). We have equality
ψ′′ ◦ φ′′ = Q(ρ) ◦Q(γ′) ◦Q(γ′′) ◦ φ′′ = Q(ρ) ◦ φ = idL .
Thus L is a retract in D(A) of the finite semi-free DG module P ′′. But by Theorem
5.3.18, L is then a direct summand of P ′′ in D(A). 
Corollary 14.1.24. Let A and B be DG rings, let F : D(A) → D(B) be an
equivalence of triangulated categories, and let L ∈ D(A). Then L is an algebraically
perfect DG A-module if and only if F (L) is an algebraically perfect DG B-module.
Proof. Combine Theorem 14.1.22 and Proposition 14.1.8. 
291
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Remark 14.1.25. Assume A is a commutative DG ring (i.e. nonpositive and
strongly commutative, see Definitions 3.1.22 and 3.3.4) . Then A¯ := H0(A) is
a commutative ring, and there is a DG ring homomorphism A→ A¯. As explained
in [174], given a multiplicatively closed set S¯ ⊆ A¯, letting S ⊆ A0 be the preimage
of S¯, the localized commutative DG ring AS := A ⊗A0 A0S satisfies H0(AS) = A¯S¯ .
We are going to use the convenient notation AS¯ := AS . In case S¯ = {s¯k}k∈N for
some element s¯ ∈ A¯, we shall write As¯ := AS¯ .
A sequence of elements (s¯1, . . . , s¯n) in A¯ is called a covering sequence if Spec(A¯) =⋃
i Spec(A¯s¯i). This just means that A¯ =
∑
i A¯ · s¯i. For each i there is a localized
DG ring As¯i .
A DG module L ∈ D(A) is called geometrically perfect if for some covering
sequence (s¯1, . . . , s¯n) of A¯ there are finite semi-free DG As¯i-modules Pi, and iso-
morphisms Pi ∼= As¯i ⊗A L in D(As¯i).
In case A is a commutative ring, for which A = A0 = A¯, the definition be-
comes simpler: a complex L ∈ D(A) is geometrically perfect if there is a covering
sequence (s1, . . . , sn) of A, bounded complexes of finite free Asi-modules Pi, and
isomorphisms Pi ∼= Asi ⊗A L in D(Asi). This is the classical definition of a perfect
complex of A-modules, see [21].
According to [174, Corollary 5.21], a DG A-module L is geometrically perfect iff
it is algebraically perfect. And according to [174, Theorem 5.11], L is geometrically
perfect iff L ∈ D−(A), and its derived reduction A¯ ⊗LA L ∈ D(A¯) is geometrically
perfect.
In the special case of a ring we can say more.
Theorem 14.1.26. Let A be a ring and let L be a DG A-module. The following
two conditions are equivalent.
(i) L is an algebraically perfect DG A-module.
(ii) L is isomorphic in D(A) to a bounded complex of finitely generated projec-
tive A-modules.
The proof is after this lemma. The concentration con(M) of a graded module
was defined in Definition 12.1.4.
Lemma 14.1.27. In the situation of the theorem, if L is algebraically perfect and
H(L) 6= 0, then con(H(L)) = [i0, i1] for some integers i0 ≤ i1, and Hi1(L) is a
finitely presented A-module.
Proof. According to Theorem 14.1.22, L is a direct summand in D(A) of a finite
semi-free DG A-module P . But A is a ring, so P is a bounded complex of (finitely
generated free) A-modules. This implies that H(P ) is bounded. But H(L) is a
direct summand, in Gstr(A), of H(P ); so it is also bounded. Because H(L) is
nonzero, its concentration is a bounded nonempty integer interval [i0, i1]. Note
that i1 = sup(H(L)).
Corollary 11.4.27 says that there is a semi-free resolution Q→ L with sup(Q) =
i1. As in the proof of the implication (iv) ⇒ (ii) in the proof of Theorem 14.1.22,
there is a finite semi-free DG A-module Q′′, with a monomorphism Q′′ → Q in
Cstr(A), such that L is a direct summand of Q′′ in D(A). Now Q′′ is a bounded
complex of finitely generated freeA-modules, with sup(Q′′) = i1, and hence Hi1(Q′′)
is a finitely presented A-module. But Hi1(L) is a direct summand of Hi1(Q′′), so it
too is a finitely presented A-module. 
Proof of the Theorem. The implication (ii) ⇒ (i) is easy; compare to the proof of
the implication (ii) ⇒ (i) of Theorem 14.1.22.
The implication (i) ⇒ (ii) will be proved in two steps.
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Step 1. Here L is an A-module, which is algebraically perfect as a DG A-module.
According to Proposition 14.1.5, the DG module L has finite projective dimension,
say d ∈ N. (The case L ∼= 0 can be excluded.) This is also the projective dimension
of the module L in the classical sense (see Proposition 12.4.16). By Lemma 14.1.27
the module L is finitely generated. We will proceed by induction on d.
If d = 0 then P := L is already a finitely generated projective A-module. If
d ≥ 1, then we can find a finite free A-module P 0, with a surjection η : P 0 → L in
M(A). Let L′ := Ker(η), so we have a short exact sequence 0→ L′ → P 0 η−→ L→ 0
in M(A). According to Proposition 7.3.5 this becomes a distinguished triangle
(14.1.28) L′ → P 0 Q(η)−−−→ L 4−→
in D(A). Because both L and P 0 are perfect, we see that the DG A-module L′ is
also perfect. Thus L′ is a finitely generated A-module of finite projective dimension.
However, by the usual syzygy argument (cf. [130, Section 5.1.1]) – or by examination
of the long exact sequence gotten by applying HomD(A)(−, N), for an A-module N ,
to the distinguished triangle (14.1.28) – we see that the projective dimension of
L′ is ≤ d − 1. Induction says that there is an isomorphism L′ ∼= P ′ in D(A)
for some bounded complex of finitely generated projective A-modules P ′. Plugging
this isomorphism into the distinguished triangle (14.1.28) we obtain a distinguished
triangle
(14.1.29) P ′ ψ−→ P 0 Q(η)−−−→ L 4−→
in D(A). Because P ′ is K-projective, there is a homomorphism ψ˜ : P ′ → P 0
in Cstr(A) such that ψ = Q(ψ˜). Let P := Cone(ψ˜), the standard cone on ψ˜.
Then P is a bounded complex of finitely generated projective A-modules, and the
distinguished triangle (14.1.29) gives rise to an isomorphism P ∼= L in D(A).
Step 2. Here L is an arbitrary algebraically perfect DG A-module, nonzero in D(A).
By Lemma 14.1.27 we have con(H(L)) = [i0, i1] for integers i0 ≤ i1, and Hi1(L) is
a finitely generated A-module. Let n := amp(H(L)) = i1 − i0 ∈ N. We proceed by
induction on n.
If n = 0 then L is isomorphic to the translation of an A-module, and we are done
by step 1. On the other hand, if n ≥ 1, then choose a finite free A-module P i1 ,
with a surjection η¯ : P i1 → Hi1(L) inM(A). This can be lifted to a homomorphism
η : P i1 [−i1] → L in Cstr(A). Consider the DG A-module L′ := Cone(η). There is
a distinguished triangle
(14.1.30) P i1 [−i1] Q(η)−−−→ L −→ L′ 4−→
in D(A). The DG module L′ is also algebraically perfect. There is a long exact
cohomology sequence
· · · → 0→ Hi0(L)→ Hi0(L′)→ · · · → 0→ Hi1−2(L)→ Hi1−2(L′)
→ 0→ Hi1−1(L)→ Hi1−1(L′)→ P i1 η¯−→ Hi1(L)→ Hi1(L′)→ 0→ · · ·
Because η¯ is surjective we know that Hi1(L′) = 0. Hence con(H(L′)) ⊆ [i0, i1 − 1]
and amp(H(L′)) ≤ n− 1.
The induction assumption says that there is an isomorphism L′ ∼= P ′ in D(A)
for some bounded complex of finitely generated projective A-modules P ′. Plug-
ging this isomorphism into the triangle (14.1.30), and then turning it, we obtain a
distinguished triangle
(14.1.31) P ′[−1] ψ−→ P i1 [−i1] Q(η)−−−→ L 4−→
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in D(A). Because P ′[−1] is K-projective, there is a homomorphism ψ˜ : P ′[−1] →
P i1 [−i1] in Cstr(A) such that ψ = Q(ψ˜). Let P := Cone(ψ˜), the standard cone
on ψ˜. Then P is a bounded complex of finitely generated projective A-modules,
and the distinguished triangle (14.1.31) gives rise to an isomorphism P ∼= L in
D(A). 
Corollary 14.1.32. Let A be a ring and let L be a complex of A-modules. The
following two conditions are equivalent.
(i) L is a compact object of D(A).
(ii) L is isomorphic in D(A) to a bounded complex of finitely generated projec-
tive A-modules.
Proof. Combine Theorems 14.1.26 and 14.1.22. 
Another special case is when the DG ring A is nonpositive and cohomologically
left pseudo-noetherian; see Definition 11.4.37.
Theorem 14.1.33. Let A be a cohomologically left pseudo-noetherian nonpositive
DG ring, and let L be a DG A-module. The following two conditions are equivalent.
(i) L is an algebraically perfect DG A-module.
(ii) L has finite projective dimension and belongs to D−f (A).
Proof.
(i)⇒ (ii): Since A ∈ D−f (A), andD−f (A) is a saturated full triangulated subcategory
of D(A), we see that L ∈ D−f (A). By Proposition 14.1.5, L has finite projective
dimension.
(ii) ⇒ (i): We may assume that H(L) 6= 0. Let i1 := sup(H(L)) ∈ Z, and let
n ∈ N be the projective dimension of L. By Theorem 11.4.40 there is a quasi-
isomorphism ρ : P → L in Cstr(A) from a pseudo-finite semi-free DG A-module P
such that sup(P ) = i1. Let {Fj(P )}j≥−1 be a pseudo-finite semi-free filtration of P
as in Definition 11.4.29(1), with the same upper bound i1. Define P ′ := Fi1+n(P )
and P ′′ := P/P ′. The DG A-module P ′′ is concentrated in the degree interval
[−∞, i1 − n− 1], and therefore
con
(
H(RHomA(L,P ′′))
) ⊆ [−∞,−1].
This implies that
(14.1.34) HomD(A)(L,P ′′) ∼= H0
(
RHomA(L,P ′′)
)
= 0.
The DG A-module P ′ is finite semi-free. Let γ′ : P ′ → P be the inclusion. From
the distinguished triangle P ′ Q(γ
′)−−−→ P → P ′′ 4−→ in D(A) we get an exact sequence
of K-modules
HomD(A)(L,P ′)→ HomD(A)(L,P )→ HomD(A)(L,P ′′).
The isomorphism φ := Q(ρ)−1 : L→ P belongs to the middle term above. But by
(14.1.34) we see that φ comes from some morphism φ′ : L→ P ′ in D(A). Because
Q(ρ ◦ γ′) ◦ φ′ = idL, and using Theorem 5.3.18, we see that L is a direct summand
of P ′ in D(A). Theorem 14.1.22 says that L is algebraically perfect. 
Corollary 14.1.35. Let A be a left noetherian ring, and let L be a DG A-module.
The following two conditions are equivalent.
(i) L is an algebraically perfect DG A-module.
(ii) L has finite projective dimension and belongs to Dbf (A).
Proof. Combine Theorems 14.1.26 and 14.1.33. 
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Remark 14.1.36. Here are some historical notes on perfect and compact objects.
Perfect complexes in algebraic geometry were introduced by A. Grothendieck et.
al. in [21]. For a scheme X, let Dqc(X) be the derived category of complexes of
OX -modules with quasi-coherent cohomology. The definition of a perfect complex
given in [21] was this: L is perfect if locally it is isomorphic to a bounded complex of
finite rank free OX -modules. This coincides with our notion of geometrically perfect
complex, as in Remark 14.1.25, when A is a commutative ring and X = Spec(A).
The idea of defining finiteness properties of an object L in a category D via
the commutation of the functor HomD(L,−) with suitable coproducts goes back
to the early days of category theory. Objects L such that HomD(L,−) commutes
with coproducts were called small. Grothendieck [53] used small objects in his
construction of injective resolutions in what was eventually called a Grothendieck
abelian category. P. Freyd [47] used small objects in the proof of the Freyd-Mitchell
Theorem. In algebraic topology, small objects were used by E. Brown [31] in his
celebrated Representability Theorem.
J. Rickard [126] proved a slightly weaker version of our Corollary 14.1.32. Shortly
afterwards B. Keller [79] deduced from A. Neeman’s work [112] a result that is
essentially our Theorem 14.1.22 – he did not have condition (iii), but on the other
hand he considered the more general derived category D(A) of DG modules over
a DG category A, whereas we only consider D(A) for a DG ring A, which is a
single-object DG category.
R.W. Thomason [150] discovered that the perfect complexes in Dqc(X), when
X is a quasi-projective scheme over a ring K, are precisely the compact objects in
Dqc(X). Neeman [112] realized the connection between the work of Thomason and
that of the topologists A.K. Bousfield and D. Ravenel. The terminology switch from
“small object” to “compact object” seems to have taken place in [112]. Neeman’s
book [113] is essentially devoted to the study of α-compactly generated triangulated
categories, for a regular cardinal number α, and to generalizations of the Brown
Representability Theorem. Note that what we called “compact object” in Definition
14.1.6 is, in the framework of [112], an “ℵ0-compact object”.
The paper [26] by A. Bondal and M. Van den Bergh was very influential in pro-
moting the role of compact objects in algebraic geometry. In the last 20 years there
has been a proliferation in the presence of compact (or perfect) objects in research
in the areas of derived algebraic geometry, noncommutative algebraic geometry and
mathematical physics – much of this due to the influence of M. Kontsevich. For
more details we recommend looking in the online reference [115].
14.2. Derived Morita Theory. Recall that Convention 14.0.1 is in effect. In
particular all DG rings are K-central, and ⊗ = ⊗K.
Definition 14.2.1. Let A and B be DG rings. The objects of the category C(A⊗
Bop) are called DG A-B-bimodules.
There is a commutative diagram (14.2.2) in DGRng/cK.
(14.2.2) A⊗Bop
A
99
Bop
ff
K
ee 88
OO
By restriction there is a commutative diagram of DG functors, and a commuta-
tive diagram of triangulated functors, see (14.2.3).
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(14.2.3)
C(A⊗Bop)
RestA
ww
RestBop
((
RestK

C(A)
RestK ''
C(Bop)
RestKvv
C(K)
D(A⊗Bop)
RestA
ww
RestBop
((
RestK

D(A)
RestK ''
D(Bop)
RestKvv
D(K)
There are several manipulations of DG bimodules that we are going to use. First
we note that (Aop)op = A. Next, given DG K-modules M and N , let
(14.2.4) brM,N : M ⊗N '−→ N ⊗M
be the isomorphism in C(K) defined by
(14.2.5) brM,N (m⊗ n) := (−1)i·j ·n⊗m
for homogeneous elements m ∈M i and n ∈ N j . In Subsection 3.1 the isomorphism
brM,N was called the braiding of the symmetric monoidal category C(K). If M ∈
C(Aop), then we can view M either as a left DG Aop-module, or as a right DG
A-module. The opposite holds for N ∈ C(A). It is not hard to see that there is an
isomorphism
(14.2.6) M ⊗A N '−→ N ⊗Aop M
in C(K) with the same formula (14.2.5). This works also for DG rings: there are
isomorphisms
(14.2.7) A⊗Bop '−→ Bop ⊗A
and
(14.2.8) A⊗Bop '−→ (B ⊗Aop)op
in DGRng/cK, with a formulas like (14.2.5).
There is a DG bifunctor
(14.2.9) (−⊗B −) : C(A⊗Bop)× C(B)→ C(A).
Here is a variation of Theorem 12.3.1.
Proposition 14.2.10. The bifunctor (14.2.9) has a triangulated left derived bi-
functor
(−⊗LB −) : D(A⊗Bop)×D(B)→ D(A).
If P ∈ D(B) is a K-flat DG module, then for every M ∈ D(A⊗Bop) the morphism
ηLM,P : M ⊗LB P →M ⊗B P
in D(A) is an isomorphism.
Proof. This is because C(B) has enough K-flat objects. See Theorem 9.3.16 and
Lemma 12.3.2. 
Remark 14.2.11. There is a delicate issue here. Even though the category C(A⊗
Bop) has enough K-flat objects, they can not be used to calculate (−⊗LB −). The
reason is this: given N ∈ C(B), the DG (A⊗Bop)-modules that are acyclic for the
DG functor (−)⊗B N are those that are K-flat over Bop. In general, a K-flat DG
(A⊗Bop)-module M is not K-flat as a Bop-module.
A sufficient condition for a K-flat DG (A ⊗ Bop)-module M to be K-flat over
Bop is that A is K-flat as a DG K-module. In Subsection 14.3 we will make heavy
use of this fact.
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There is another DG bifunctor we shall want to use:
(14.2.12) HomA(−,−) : C(A⊗Bop)op × C(A)→ C(B).
Here is a variation of Theorem 12.2.1.
Proposition 14.2.13. The bifunctor (14.2.12) has a triangulated right derived
bifunctor
RHomA(−,−) : D(A⊗Bop)op ×D(A)→ D(B).
If I ∈ D(A) is a K-injective DG module, then for every M ∈ D(A ⊗ Bop) the
morphism
ηRM,I : HomA(M, I)→ RHomA(M, I)
in D(B) is an isomorphism.
Proof. This is because C(A) has enough K-injective objects. See Theorem 9.2.16,
Theorem 9.3.11 and Lemma 12.2.2. 
Remark 14.2.14. Like in Remark 14.2.11, even though the category C(A⊗Bop)
has enough K-projective DG modules, they can not be used to calculate
RHomA(−, N). This is because a K-projective DG (A ⊗ Bop)-module P is not,
in general, K-projective over A.
A sufficient condition for a K-projective DG (A ⊗ Bop)-module P to be K-
projective over A is that B is K-projective over K. This is a bit stronger than the
condition that B is K-flat over K.
Proposition 14.2.15. Let L ∈ D(A⊗Bop), and consider the K-linear triangulated
functors
F := RHomA(L,−) : D(A)→ D(B)
and
G := L⊗LB (−) : D(B)→ D(A).
Then:
(1) The functor F is a right adjoint of G.
(2) The functor F is an equivalence if and only if the functor G is an equiva-
lence.
Proof.
(1) Given M ∈ D(B) and N ∈ D(A) we choose a K-projective resolution P → M
in Cstr(B) and a K-injective resolution N → I in Cstr(A). We get isomorphisms
F (N) ∼= F (I) ∼= HomA(L, I) and G(M) ∼= G(P ) ∼= L ⊗B P in D(B) and D(A)
respectively. These give rise to isomorphisms of K-modules
HomD(B)
(
M,F (N)
) ∼= H0(RHomB(M,F (N)))
∼= H0(HomB(P,HomA(L, I))) ∼=† H0(HomA(L⊗B P, I))
∼= H0(RHomA(G(M), N)) ∼= HomD(A)(G(M), N)
.
The isomorphism ∼=† is due to the noncommutative Hom-tensor adjunction (see
[129, Theorem 2.11]), and the isomorphisms ∼= are by Corollary 12.2.8. The com-
posed isomorphism
HomD(B)
(
M,F (N)
) ∼= HomD(A)(G(M), N)
is functorial in M and N .
(2) Clear from (1). 
Definition 14.2.16. Let A and B be DG rings. A DG module L ∈ D(A ⊗ Bop)
is called a pretilting DG A-B-bimodule if it satisfies the equivalent conditions in
Proposition 14.2.15(2).
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Remark 14.2.17. The literature has several different meanings for the word “tilt-
ing”. See Remark 14.2.39 for a historical survey. The commonly perceived meaning
of a tilting object, say as in the book [3], is very close to what we call a pretilting
DG bimodule (when A and B are rings).
Notice that there is a lack of symmetry in the definition of a pretilting DG A-B-
bimodule L. This lack of symmetry will disappear when we talk about tilting DG
bimodules in Subsection 14.3.
Definition 14.2.18. Let A and B be DG rings, and let M ∈ C(A ⊗ Bop). We
say that M is K-flat (resp. K-injective, resp. K-projective, resp. semi-free, resp.
algebraically perfect) over A, or on the A side, if RestA(M) ∈ C(A) is K-flat (resp.
K-injective, resp. K-projective, resp. semi-free, resp. algebraically perfect). Likewise
we define the properties on the Bop side.
Proposition 14.2.19. Suppose L ∈ D(A⊗Bop) is a pretilting DG A-B-bimodule.
Then L is an algebraically perfect DG A-module.
Proof. Under the equivalence G : D(B)→ D(A) from Proposition 14.2.15 we have
G(B) ∼= L. Of course B ∈ D(B) is an algebraically perfect DG B-module. Now
use Corollary 14.1.24. 
Observe that an object N ∈ D(A) is nonzero if it is not a zero object of the
category D(A), i.e. if N 6∼= 0 in D(A). This is equivalent to the condition that
H(N) 6= 0. The clarification is important for the next definition.
Definition 14.2.20. Let E ⊆ D(A) be a full triangulated subcategory that’s closed
under infinite direct sums.
(1) An object L ∈ D(A) is called a compact object relative to E if the functor
HomD(A)(L,−) : E→M(K)
commutes with infinite direct sums.
(2) An object L ∈ D(A) is called a generator relative to E if for every nonzero
object N ∈ E there exists some i ∈ Z such that HomD(A)(L,N [i]) 6= 0.
(3) An object L ∈ E is called a compact generator of E if it is both a compact
object relative to E and a generator relative to E.
Example 14.2.21. For every positive integer r the free DG module P := Ar is a
compact generator of E := D(A).
Example 14.2.22. Assume A is a commutative noetherian ring and a =
(a1, . . . , an) is a finite sequence of elements in it. (Or, more generally, A is com-
mutative and a is a weakly proregular sequence, as in [118].) Let a ⊆ A be the
ideal generated by a. A complex M ∈ D(A) is called cohomologically a-torsion
if all its cohomology modules Hi(M) are a-torsion. Consider the full subcategory
E := Da-tor(A) of D(A) on the cohomologically a-torsion complexes. This is full tri-
angulated subcategory that’s closed under infinite direct sums. The Koszul complex
K(A;a) is a compact generator of Da-tor(A). See [119, Proposition 5.1].
Proposition 14.2.23. Let A and B be DG rings, F : D(A)→ D(B) an equivalence
of triangulated categories, E ⊆ D(A) a full triangulated subcategory that’s closed
under infinite direct sums, and L ∈ D(A).
(1) L is a compact object relative to E if and only if F (L) is a compact object
relative to F (E).
(2) L is a generator relative to E if and only if F (L) is a generator relative to
F (E).
Proof. For item (1) use the proof of Proposition 14.1.8. Item (2) is trivial. 
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Definition 14.2.24. Let A and B be DG rings, let E ⊆ D(A) be a full triangulated
subcategory that is closed under infinite direct sums, and let L ∈ D(A⊗Bop).
(1) We say that L is a compact object relative to E on the A side if RestA(L) ∈
D(A) is a compact object relative to E, in the sense of Definition
14.2.20(1).
(2) We say that L is a generator relative to E on the A side if RestA(L) ∈ D(A)
is a generator relative to E, in the sense of Definition 14.2.20(2).
(3) We say that L is a compact generator of E on the A side if RestA(L) ∈ D(A)
is a compact generator of E, in the sense of Definition 14.2.20(3).
Lemma 14.2.25. Let E ⊆ D(A) be a full triangulated subcategory that is closed
under infinite direct sums, and let L ∈ D(A⊗ Bop). The following two conditions
are equivalent.
(i) The functor RHomA(L,−)|E : E → D(B) commutes with infinite direct
sums.
(ii) L is a compact object relative to E on the A side.
Proof. Let’s write F := RHomA(L,−). We know that for every M ∈ D(A) and
j ∈ Z there are isomorphisms
HomD(A)(L,M [j]) ∼= H0(F (M [j])) ∼= Hj(F (M))
in M(K), and they are functorial in M . We see that L is a compact object relative
to E on the A side iff the functor H ◦ F |E : E → Gstr(K) commutes with infinite
direct sums. But the functor H : D(B) → Gstr(K) commutes with infinite direct
sums and is conservative (see Corollary 7.2.13). So H ◦ F |E commutes with infinite
direct sums iff F |E does. 
Lemma 14.2.26. Let A and B be DG rings, let F,G : D(A) → D(B) be trian-
gulated functors that commute with infinite direct sums, and let η : F → G be a
morphism of triangulated functors. Assume that ηA : F (A) → G(A) is an isomor-
phism. Then η is an isomorphism.
Proof. Let us denote by E the full subcategory of D(A) on the objects M such that
ηM : F (M)→ G(M) is an isomorphism. We have to prove that E = D(A).
By Proposition 5.3.22, the category E is a full triangulated subcategory of D(A).
Since both functors F,G commute with infinite direct sums, we know that E is
closed under infinite direct sums.
We are given that the free DG module A belongs to E. Hence every free DG
A-module P is in E. Because E is triangulated, it follows that every semi-free DG
A-module P of finite extension length (Definition 14.1.1) belongs to it.
Next consider an arbitrary semi-free DG A-module P . Let {Fj(P )}j≥−1 be a
semi-free filtration of P (see Definition 11.4.3). Then P is a homotopy colimit of
the direct system {Fj(P )}j≥−1, and we have a distinguished triangle
(14.2.27)
⊕
j∈N Fj(P )
φ−−→
⊕
j∈N Fj(P ) −→ P
4−→
in D(A); see Definition 14.1.11. Each Fj(P ) is a semi-free DG A-module of finite
extension length. It follows that P ∈ E.
Finally, every DG A-module M admits a quasi-isomorphism P → M with P
semi-free. Therefore M ∈ E. 
Lemma 14.2.28. Let A and B be DG rings, let E be a full triangulated subcategory
of D(A) which is closed under infinite direct sums and isomorphisms, and let G :
D(B) → D(A) be a triangulated functor that commutes with infinite direct sums.
Assume that G(B) ∈ E. Then the essential image of G is contained in E.
Proof. This is like the proof of Lemma 14.2.26. 
299
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Let A be a DG ring. Given a DG A-module M , the DG ring EndA(M) acts on
M from the left; and thus B := EndA(M)op acts on M from the right. Because
the right action of B on M commutes with the left action of A on it, we see that
M ∈ C(A⊗Bop).
Recall that the category C(A) has enough K-projective and K-injective objects.
Theorem 14.2.29 (Derived Morita). Let A be a DG ring, let E ⊆ D(A) be a
full triangulated subcategory which is closed under infinite direct sums, and let L
be a compact generator of E. Choose an isomorphism L ∼= P in D(A), where
the DG A-module P is either K-projective or K-injective, and define the DG ring
B := EndA(P )op. Consider the triangulated functors
F := RHomA(P,−) : D(A)→ D(B)
and
G := P ⊗LB (−) : D(B)→ D(A).
Then the functor
F |E : E→ D(B)
is an equivalence, with quasi-inverse G.
This theorem is a variant of [79, Theorem 8.2] by B. Keller. In fact, Keller
worked in the more general setting of a DG category A, whereas we only treat a
DG ring A. For the history of these ideas see Remark 14.2.39. A comparison to
classical Morita theory can be found in Example 14.2.36.
Note that if we choose P to be a K-projective DG A-module, then F ∼=
HomA(P,−). However, even then, P will rarely be K-flat as a DG Bop-module, so
G is only the left derived functor of P ⊗B (−).
Proof. The proof is in four steps.
Step 1. We can assume that the category E is closed under isomorphisms in D(A).
The functor G commutes with infinite direct sums (see Proposition 12.3.8), and
G(B) ∼= L ∈ E. According to Lemma 14.2.28 the image of G is contained in E.
Step 2. We already know that the functor F is right adjoint to G, by Proposition
14.2.15. The corresponding morphisms of triangulated functors are denoted by
(14.2.30) θ : IdD(B) → F ◦G and ζ : G ◦ F → IdD(A) .
By step 1 we see that F |E : E→ D(B) is the right adjoint of G : D(B)→ E. Hence
(14.2.30) restricts to morphisms of triangulated functors
(14.2.31) θ : IdD(B) → F |E ◦G and ζ : G ◦ F |E → IdE .
We will prove that θ and ζ in (14.2.31) are isomorphisms. By Lemma 14.2.25 the
functor F |E commutes with infinite direct sums. Therefore both F |E◦G and G◦F |E
commute with infinite direct sums.
Step 3. Now we will prove that θ is an isomorphism of functors; i.e. for every N ∈
D(B) the morphism θN : N → (F |E◦G)(N) is an isomorphism. The functors IdD(B)
and F |E ◦G both commute with infinite direct sums. Therefore, by Lemma 14.2.26,
it suffices to check that θB is an isomorphism in D(B). But θB is represented (both
when P is K-projective and when it is K-injective) by the canonical homomorphism
θ˜B : B → HomA(P, P ⊗B B), in Cstr(B), which is clearly bijective.
Step 4. Finally we will prove that ζ is an isomorphism of functors. Take anyM ∈ E,
and consider the distinguished triangle
(14.2.32) (G ◦ F |E)(M) ζM−−→M →M ′ 4−→
in E, in which M ′ ∈ E is the cone of ζM (see Definition 5.3.7).
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Applying F and using the functorial isomorphism θ we get a distinguished tri-
angle
(14.2.33) F |E(M)
idF |E(M)−−−−−→ F |E(M)→ F |E(M ′) 4−→
in D(B). This implies that F |E(M ′) ∼= 0 in D(B), and thus, after applying the
forgetful functor, we get F |E(M ′) ∼= 0 in D(K). But F |E(M ′) ∼= RHomA(L,M ′), so
HomD(A)(L,M ′[i]) = 0 for all i. Because L is generator of E, it follows that M ′ ∼= 0
in E. Going back to the distinguished triangle (14.2.32) we conclude that ζM is an
isomorphism. 
Remark 14.2.34. Suppose that in the theorem we were to choose some other
isomorphism L ∼= P ′ in D(A) to a K-projective or K-injective DG A-module P .
Then the DG ring B′ := EndA(P ′)op would be related to B as follows. Without
loss of generality we can assume that either P is K-projective or P ′ is K-injective.
Then there is a quasi-isomorphism φ : P → P ′ in Cstr(A), unique up to homotopy,
that respects the given isomorphisms L ∼= P and L ∼= P ′ in D(A). Define the
DG bimodule N := HomA(P, P ′) ∈ C(B ⊗ B′ op), and the matrix DG ring C :=[
B N [−1]
0 B′
]
, which has a differential depending on φ. Then the obvious DG ring
homomorphisms C → B and C → B′ are quasi-isomorphisms. See [119, Proposition
3.3].
Example 14.2.35. In case E = D(A), the theorem shows that the DG bimodule
P ∈ D(A⊗Bop) is a pretilting DG A-B-bimodule.
Example 14.2.36. Assume A is a ring, and P ∈M(A) = ModA is a progenerator,
i.e. P is a finitely generated projective A-module, such that every nonzero A-module
N admits a nonzero homomorphism P → N . Let B := EndA(P )op. Because P is
a compact generator of D(A), the theorem says that
F := HomA(P,−) : D(A)→ D(B)
is an equivalence of triangulated categories.
Classical Morita Theory (see e.g. [130, Section 4.1]) says that F restricts to an
equivalence of abelian categories
F = HomA(P,−) : M(A)→M(B).
Furthermore, classical Morita theory tells us that there is a bijection between the
set of isomorphism classes of such A-B-bimodules P , and the set of isomorphism
classes of linear equivalences F : M(A) → M(B). This last assertion is an open
problem in derived Morita theory; see Remark 14.4.36.
Remark 14.2.37. Here is a geometric variant of Theorem 14.2.29. Let (X,OX)
be a scheme. We denote by Dqc(X) = Dqc(ModOX) the derived category of (un-
bounded) complexes of OX -modules with quasi-coherent cohomology sheaves. This
is a triangulated category with infinite direct sums, and with enough K-injective
resolutions (by [143, Theorem 4.5]).
Suppose L ∈ Dqc(X) is a compact generator. Choose a K-injective resolution
L → I in Cstr(X), and define the DG ring B := EndX(I)op. Then the functor
(14.2.38) RHomX(I,−) : Dqc(X)→ D(B)
is an equivalence, with quasi-inverse
I ⊗LB (−) : D(B)→ Dqc(X).
This result is stated as [26, Corollary 3.1.8], without such a precise formulation,
and the proof is attributed to B. Keller. Presumably the proof of Theorem 14.2.29
above, with slight changes, would work also in this geometric context.
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Having a compact generator of Dqc(X) is quite a general feature – by [26, The-
orem 3.1.1] this is true if X is quasi-compact and quasi-separated.
The first such result is perhaps due to A. Beilinson [15], who showed that for
X = PnK, the n-dimensional projective space over a field K, the sheaf
L :=
⊕n
i=0
OX(i)
is a compact generator of Dqc(X). The DG ring B appearing in the equivalence
(14.2.38) is actually a finite K-ring (the path ring of a Kronecker quiver modulo
commutation relations).
Remark 14.2.39. Tilting theory and derived Morita theory have their origins in
the representation theory of finite dimensional algebras (in our terminology these
are “finite central K-rings”, where K is a base field). Among the first examples of
tilting are the reflection functors in the paper [19] by I.N. Bernstein, I.M. Gelfand
and V.A. Ponomarev. Later these functors were understood to be of the form
HomA(T,−) for a tilting A-module T .
These ideas were generalized by M. Auslander, M. Platzeck and I. Reiten [11],
and later by S. Brenner and M.C.R. Butler [29], who coined the term tilting functor.
These concepts were further clarified by D. Happel, C.M. Ringel and K. Bongartz
(see [58], [59] and [61]). In [58] Happel showed that for a tilting A-module T ,
with opposite endomorphism ring B := EndA(T )op, the functor RHomA(T,−) is
an equivalence of triangulated categories Dbf (A)→ Dbf (B). This result was slightly
generalized by E. Cline, B. Parshall and L. Scott [41].
J. Rickard [126], [127] was the first to talk about tilting complexes (as opposed to
tilting modules). He introduced two-sided tilting complexes (that we will discuss in
Subsection 14.4), and proved the celebrated Theorem 14.4.30 (under some bounded-
ness conditions). The generalization of derived Morita theory to unbounded derived
categories, and from rings to DG categories, was done by B. Keller [79]. In this
seminal paper Keller also gave new construction of two-sided tilting complexes, and
characterized algebraic triangulated categories with a compact generator as those
that are equivalent to derived categories of DG rings.
For a thorough survey of tilting theory see the book [3].
14.3. DG Bimodules over K-Flat DG Rings. Recall that Convention 14.0.1
is in effect. In particular all DG rings are K-central, and ⊗ = ⊗K.
Definition 14.3.1. Let A be a DG K-ring. We call A a K-flat DG K-ring if A
is K-flat as a DG K-module (see Definition 10.3.1). The category of K-flat central
DG K-rings is denoted by DGRng/fcK.
Example 14.3.2. If K is a field, then every DG K-ring A is K-flat over K.
Example 14.3.3. If A is a semi-free DG K-ring (either commutative or noncom-
mutative), then A is a K-flat DG K-ring. See Definition 12.8.4, Proposition 12.8.5
and Remark 12.8.22.
Example 14.3.4. If A is a nonpositive DG K-ring, and each Ai is a flat K-module,
then A is a K-flat DG K-ring. This includes the case of a flat K-ring A. See
Proposition 11.3.23.
Example 14.3.5. A very special case of Examples 14.3.2 and 14.3.4 is when K is
a field and A is a K-ring (better known as a unital associative K-algebra). This
setting is the one commonly used in ring theory, see [8], [10], [161], [153], [145],
[183].
Definition 14.3.6. Let A and B be K-flat DG K-rings. The derived category of
DG B-A-bimodules is the K-linear triangulated category D(B ⊗Aop).
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See Remark 14.3.24 regarding the derived category of DG B-A-bimodules in the
nonflat case.
Definition 14.3.7. For a K-flat DG K-ring A we write Aen := A⊗ Aop, and call
it the enveloping DG ring of A (relative to K).
A explained in formula (14.2.8), the enveloping DG ring has a canonical isomor-
phism Aen '−→ (Aen)op.
From here to the end of this section we assume the next convention, that
strengthens Convention 14.0.1.
Convention 14.3.8. In addition to the stipulations of Convention 14.0.1, we also
assume by default that all DG rings are K-flat central DG K-rings.
Recall that a homomorphism of DG rings f : A→ B induces a forgetful functor
Restf : C(B) → C(A) that we call restriction. This is an exact DG functor, and
thus it induces a triangulated functor
(14.3.9) Restf : D(B)→ D(A).
Proposition 14.3.10. Let f : A → B be a DG ring homomorphism. The trian-
gulated functor Restf is conservative. Namely a morphism φ : M → N in D(B) is
an isomorphism if and only if the morphism
Restf (φ) : Restf (M)→ Restf (N)
in D(A) is an isomorphism.
Proof. We know by Corollary 7.2.13 that the functor H : D(B) → G(K) is conser-
vative. But H = H ◦Restf . 
Lemma 14.3.11. Let A and B be DG rings.
(1) If P ∈ C(A⊗Bop) is K-flat, then P is K-flat over A.
(2) If I ∈ C(A⊗Bop) is K-injective, then I is K-injective over A.
(3) If B is K-projective as a DG K-module, and if P ∈ C(A ⊗K Bop) is K-
projective, then P is K-projective over A.
(4) If B is a semi-free DG K-ring, and if P ∈ C(A⊗K Bop) is semi-free, then
P is semi-free over A.
Proof. (1) and (2) are direct consequences of the canonical isomorphisms
M ⊗A P ∼= (M ⊗ B)⊗A⊗B P
and
HomA(N, I) ∼= HomA⊗B(N ⊗ B, I)
in Cstr(K), for M ∈ C(Aop) and N ∈ C(A), together with the fact that B is K-flat
over K. Items (3) and (4) are left as an exercise. 
Exercise 14.3.12. Prove items (3) and (4) in this lemma.
Proposition 14.3.13. Let A, B and C be DG rings.
(1) The DG bifunctor
(−⊗B −) : C(A⊗Bop)× C(B ⊗ Cop)→ C(A⊗ Cop)
has a triangulated left derived bifunctor(
(−⊗LB −), ηL
)
: D(A⊗ Bop)×D(B ⊗ Cop)→ D(A⊗ Cop).
(2) Given M ∈ C(A⊗ Bop) and N ∈ C(B ⊗ Cop), such that M is K-flat over
Bop or N is K-flat over B, the morphism
ηLM,N : M ⊗LB N →M ⊗B N
in D(A⊗ Cop) is an isomorphism.
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(3) Suppose we are given DG ring homomorphisms A′ → A, f : B′ → B and
C ′ → C, such that f is a quasi-isomorphism. Then the diagram
D(A⊗ Bop)×D(B ⊗ Cop) (−⊗
L
B−) //
Rest×Rest

D(A⊗ Cop)
Rest

D(A′ ⊗ B′ op)×D(B′ ⊗ C ′ op) (−⊗
L
B′−) // D(A′ ⊗ C ′ op)
is commutative up to an isomorphism of triangulated bifunctors.
(4) Suppose D is another DG ring. Then there is an isomorphism
((−⊗LB −)⊗LC −) ∼= (−⊗LB (−⊗LC −))
of triangulated trifunctors
D(A⊗ Bop)×D(B ⊗ Cop)×D(C ⊗ Dop)→ D(A⊗ Dop).
Proof.
(1) The DG bifunctor (−⊗B −) induces a triangulated bifunctor
(−⊗B −) : K(A⊗ Bop)×K(B ⊗ Cop)→ K(A⊗ Cop)
on the homotopy categories, in the obvious way. By Corollary 11.4.26, Proposition
10.3.4 and Lemma 14.3.11(1), every DG bimodule N ∈ C(B ⊗ Cop) admits a
quasi-isomorphism ρN : P → N , where P ∈ C(B ⊗ Cop) is K-flat over B. Given
M ∈ D(A⊗ Bop), let us define the object
M ⊗LB N := M ⊗B P ∈ D(A⊗ Cop),
with the morphism
ηLM,N := idM ⊗B ρN : M ⊗LB N →M ⊗B N.
The pair
(
(−⊗LB −), ηL
)
is a left derived bifunctor of (−⊗B −).
(2) Under either assumption the homomorphism idM ⊗B ρN is a quasi-isomorphism;
cf. Lemma 12.3.2.
(3) This is similar to the proof of item (2) of Theorem 12.7.2. TakeM ∈ C(A⊗Bop)
and N ∈ C(B ⊗ Cop). Let ρN : P → N be the resolution from item (1). Choose
a resolution ρ′P : P ′ → P in Cstr(B′ ⊗ C ′ op) where P ′ is K-flat over B′. Then we
have a canonical isomorphism
Rest(M)⊗LB′ Rest(N) ∼= M ⊗B′ P ′
in D(A′ ⊗ C ′ op). Now in the commutative diagram
B′ ⊗B′ P ′
∼= //
f⊗ idP ′

P ′
ρ′P

B ⊗B′ P ′
idB ⊗ ρ′P // P
in Cstr(B′) the vertical arrows are quasi-isomorphisms, because P ′ is K-flat over
B′. Therefore the bottom arrow idB ⊗ ρ′P is a quasi-isomorphism.
We now look at this commutative diagram
M ⊗B′ P ′
idM ⊗ ρ′P
((∼= // M ⊗B B ⊗B′ P ′ φ // M ⊗B P
in Cstr(A′ ⊗ C ′ op), where φ := idM ⊗ idB ⊗ ρ′P . Because both P and B ⊗B′ P ′ are
K-flat over B, and idB ⊗ ρ′P is a quasi-isomorphism, Lemma 12.3.2 tells us that φ is
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a quasi-isomorphism. Hence idM ⊗ ρ′P is a quasi-isomorphism. We get the desired
canonical isomorphism
Q(idM ⊗ ρ′P ) : Rest(M)⊗LB′ Rest(N) '−→ Rest(M ⊗LB N)
in D(A′ ⊗ C ′ op).
(4) Given M,N,P as above and L ∈ C(C ⊗ Dop), we choose a quasi-isomorphism
ρL : Q → L, where Q ∈ C(C ⊗ Dop) is K-flat over C. A small calculation shows
that P ⊗C Q is K-flat over B. The desired isomorphism
(M ⊗LB N)⊗LC L ∼= M ⊗LB (N ⊗LC L)
in D(A⊗ Dop) comes from the obvious isomorphism
(M ⊗B P )⊗C Q ∼= M ⊗B (P ⊗C Q)
in Cstr(A⊗ Dop). 
Here is some notation: suppose we are given morphisms φ : M ′ →M in D(A⊗
Bop) and ψ : N ′ → N in D(B⊗Cop). The result of applying the bifunctor (−⊗LB−)
is the morphism
(14.3.14) φ⊗LB ψ : M ′ ⊗LB N ′ →M ⊗LB N
in D(A⊗ Cop).
Proposition 14.3.15. Let A, B and C be DG rings.
(1) The DG bifunctor
HomB(−,−) : C(B ⊗Aop)op × C(B ⊗ Cop)→ C(A⊗ Cop)
has a triangulated right derived bifunctor(
RHomB(−,−), ηR
)
: D(B ⊗Aop)op ×D(B ⊗ Cop)→ D(A⊗ Cop).
(2) Given M ∈ C(B ⊗ Aop) and N ∈ C(B ⊗ Cop), such that either M is
K-projective over B or N is K-injective over B, the morphism
ηRM,N : HomB(M,N)→ RHomB(M,N)
in D(A⊗ Cop) is an isomorphism.
(3) Suppose we are given DG ring homomorphisms A′ → A, f : B′ → B and
C ′ → C, such that f is a quasi-isomorphism. Then the diagram
D(B ⊗Aop)op ×D(B ⊗ Cop) RHomB(−,−) //
Rest×Rest

D(A⊗ Cop)
Rest

D(B′ ⊗A′ op)op ×D(B′ ⊗ C ′ op) RHomB′ (−,−) // D(A′ ⊗ C ′ op)
is commutative up to an isomorphism of triangulated bifunctors.
Exercise 14.3.16. Prove Proposition 14.3.15. Hints: this is similar to the proof
of items (1)-(3) of Proposition 14.3.13, but now we rely on Corollary 11.6.30 and
Lemma 14.3.11(2) for the existence of resolutions ρN : N → I in Cstr(B ⊗Cop) by
DG bimodules I that are K-injective over B. For item (3) use Lemma 12.2.2.
Again there is related notation: suppose we are given morphisms φ : M →M ′ in
D(B ⊗Aop) and ψ : N ′ → N in D(B ⊗ Cop). The result of applying the bifunctor
RHomB(−,−) is the morphism
(14.3.17) RHomB(φ, ψ) : RHomB(M ′, N ′)→ RHomB(M,N)
in D(A⊗ Cop).
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Proposition 14.3.18. Let A, B, C and D be DG rings. For M ∈ D(B ⊗ Aop),
N ∈ D(C ⊗Bop) and L ∈ D(C ⊗Dop) there is an isomorphism
RHomB
(
M,RHomC(N,L)
) ∼= RHomC(N ⊗LB M,L)
in D(A⊗Dop) called derived Hom-tensor adjunction. This isomorphism is functo-
rial in the objects M,N,L.
Proof. We choose a quasi-isomorphism L→ J in Cstr(C ⊗Dop) into a DG module
J that is K-injective over C, and a quasi-isomorphism Q → N in Cstr(C ⊗ Bop)
from a DG module Q that is K-flat over Bop. A calculation shows that the DG
bimodule HomC(Q, J) is K-injective over B. The desired isomorphism comes from
the obvious adjunction isomorphism
HomB(M,HomC(Q, J)) ∼= HomC(Q⊗B M,J)
in Cstr(A⊗Dop). 
Proposition 14.3.19. Let A, B, C and D be DG rings. For L ∈ D(A ⊗ Cop),
M ∈ D(A⊗Bop) and N ∈ D(B ⊗Dop) there is a morphism
evR,LL,M,N : RHomA(L,M)⊗LB N → RHomA(L,M ⊗LB N)
in D(C⊗Dop), called derived tensor-evaluation. This morphism is functorial in the
objects L,M,N . Moreover, after applying the restriction functor D(C ⊗ Dop) →
D(K), the morphism evR,LL,M,N coincides with the morphism from Theorem 12.9.10.
The reason we can give stronger statement here, as compared to Theorem 12.9.10,
is because here our DG rings are K-flat over K.
Proof. Choose a quasi-isomorphism Q → N in Cstr(B ⊗Dop) from a DG module
Q that is K-flat over B, a quasi-isomorphism M → I in Cstr(A ⊗ Bop) into a DG
module I that is K-injective over A, and a quasi-isomorphism ρ : I ⊗B Q → J in
Cstr(A ⊗ Dop) into a DG module J that is K-injective over A. Then evR,LL,M,N is
represented by the composed homomorphism
HomA(L, I)⊗B Q evL,I,Q−−−−−→ HomA(L, I ⊗B Q) ρ˜−→ HomA(L, J)
in Cstr(C ⊗Dop), where ρ˜ := Hom(idL, ρ).
When we forget C and D, then we can choose a K-projective resolution P → L
in Cstr(A). Then we have a commutative diagram
HomA(P, I)⊗B Q
evP,I,Q
// HomA(P, I ⊗B Q) q.i. // HomA(P, J)
HomA(L, I)⊗B Q
evL,I,Q
//
q.i.
OO
HomA(L, I ⊗B Q) ρ˜ //
OO
HomA(L, J)
q.i.
OO
in Cstr(K), in which the arrows marked “q.i.” are quasi-isomorphisms. By compar-
ing to the proof of Theorem 12.9.10 this proves that last assertion. 
According to Propositions 14.3.13 and 14.3.15 there are triangulated bifunctors
(14.3.20) (−⊗LA −) : D(Aen)×D(Aen)→ D(Aen),
(14.3.21) (−⊗LA −) : D(Aen)×D(A⊗Bop)→ D(A⊗Bop)
and
(14.3.22) RHomA(−,−) : D(Aen)op ×D(A⊗Bop)→ D(A⊗Bop).
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Remark 14.3.23. The category D(Aen), with the tensor operation (− ⊗LA −), is
a monoidal category. Moreover, D(Aen) is a biclosed monoidal category: the two
internal Hom operations are RHomA(−,−) and RHomAop(−,−). If A is weakly
commutative, then D(Aen) is a symmetric monoidal category. See [157, Section 5],
[102] and [115].
Remark 14.3.24. Here is an outline of our way to handle derived categories of
DG bimodules in the absence of flatness. The idea is to choose K-flat resolutions
A˜→ A and B˜ → B in the category DGRng/cK of DG central K-rings. This can be
done by Theorem 12.8.7 and Proposition 12.8.5. Then the derived category of DG
A-B-bimodules is the triangulated category D(A˜⊗ B˜op). Note that the restriction
functors D(A˜)→ D(A) and D(B˜op)→ D(Bop) are equivalences. This says that we
have triangulated bifunctors
(−⊗L
B˜
−) : D(A˜⊗ B˜op)×D(B)→ D(A)
and
RHomA˜(−,−) : D(A˜⊗ B˜op)op ×D(A)→ D(B).
We also have the “tilde” versions of the functors (14.3.20), (14.3.21) and (14.3.22).
These are collectively called the package of standard derived functors.
The triangulated category D(A˜ ⊗ B˜op) is independent of the resolutions, up
to a canonical equivalence. The argument is this. Suppose we are given K-flat
resolutions A˜i → A and B˜i → B in the category DGRng/cK, indexed by i ∈ I for
some set I. For each i, j ∈ I, the the DG module A⊗LK B has an outside action by
the DG ring A˜j ⊗ B˜opj and an inside action the DG ring A˜i⊗ B˜opi . (See Subsection
18.2 regarding outside and inside actions.) These give rise to a DG bimodule
Ti,j := A⊗LK B ∈ D
(
(A˜j ⊗ B˜opj )⊗ (A˜i ⊗ B˜opi )op
)
.
It turns out that Ti,j is a tilting DG bimodule, as defined in the next subsection;
and hence the triangulated functor
(14.3.25) Gi,j := Ti,j ⊗LA˜i⊗B˜opi (−) : D(A˜i ⊗ B˜
op
i )→ D(A˜j ⊗ B˜opj )
is an equivalence. For a third index k ∈ I there is a canonical isomorphism
Tj,k ⊗LA˜j⊗B˜opj Ti,j
∼= Ti,k in D
(
(A˜k ⊗ B˜opk )⊗ (A˜i ⊗ B˜opi )op
)
.
Thus there are isomorphisms of triangulated functors
(14.3.26) Gj,k ◦Gi,j '−→ Gi,k,
and they satisfy the pentagon axiom. The equivalences Gi,j respect the packages
of standard derived functors.
We see that there is a K-linear triangulated category that we will symbolically
denote by D(A ⊗LK Bop), and it is canonically equivalent to all the triangulated
categories D(A˜i ⊗ B˜opi ). For more details see the lecture notes [180] or the paper
[178].
Remark 14.3.27. Actually, we can say more. Recall the 2-category TrCat/K of
K-linear triangulated categories that was briefly mentioned at the end of Subsection
8.1. There is a pseudofunctor
(14.3.28) DerCat : DGRng/cK→ TrCat/K
that sends a DG ring A to the triangulated category DerCat(A) := D(A), and a
homomorphism f : A→ B in DGRng/cK is sent to the triangulated functor
DerCat(f) := LIndf = B ⊗LA (−) : D(A)→ D(B).
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Note that the category DGRng/cK is not linear (the morphisms sets have no linear
structure), whereas the 2-category TrCat/K is linear (in the sense that the sets of
2-morphisms are K-modules).
DefineD(DGRng/cK) to be the categorical localization of the category DGRng/cK
with respect to the quasi-isomorphisms in it. Then the pseudofunctor DerCat from
(14.3.28) localizes, in the categorical sense, to a pseudofunctor
DerCat : D(DGRng/cK)→ TrCat/K.
The (nonlinear) bifunctor
(−⊗K −) : (DGRng/cK)× (DGRng/cK)→ DGRng/cK
has a left derived bifunctor
(−⊗LK −) : D(DGRng/cK)×D(DGRng/cK)→ D(DGRng/cK).
Given a pair of DG rings A and B, we thus have DG ring A ⊗LK Bop, well-defined
up to a unique isomorphism in D(DGRng/cK). The derived category of DG A-
B-bimodules described at the end of Remark 14.3.24 is canonically equivalent to
DerCat(A⊗LK Bop) in TrCat/K.
14.4. Tilting DG Bimodules. We continue with Convention 14.3.8. In particular
all DG rings are K-flat central over the base ring K, ⊗ = ⊗K, and Aen = A⊗ Aop
for a DG ring A.
Definition 14.4.1. Let A and B be DG rings. An object T ∈ D(B ⊗ Aop) is
called a tilting DG B-A-bimodule if there exists some object S ∈ D(A⊗ Bop), and
isomorphisms S ⊗LB T ∼= A in D(Aen) and T ⊗LA S ∼= B in D(Ben).
When B = A, so that B ⊗ Aop = Aen, we use the term tilting DG A-bimodule
as an abbreviation for the term tilting DG A-A-bimodule.
It is clear from the symmetry of the definition that the object S ∈ D(A⊗ Bop)
is a tilting DG A-B-bimodule.
Lemma 14.4.2. Let T ∈ D(B⊗Aop) and S, S′ ∈ D(A⊗Bop) satisfy S ⊗LB T ∼= A
in D(Aen) and T ⊗LA S′ ∼= B in D(Ben). Then S′ ∼= S in D(A⊗Bop). Therefore T
is a tilting DG B-A-bimodule, and S is a tilting DG A-B-bimodule.
Proof. Using the associativity of derived tensor products from Proposition
14.3.13(4) we have isomorphisms
S ∼= S ⊗LB B ∼= S ⊗LB (T ⊗LA S′) ∼= (S ⊗LB T )⊗LA S′ ∼= A⊗LA S′ ∼= S′
in D(A⊗ Bop). 
The lemma implies that the tilting DG A-B-bimodule S in Definition 14.4.1 is
unique up to isomorphism.
Definition 14.4.3. The tilting DG A-B-bimodule S in Definition 14.4.1 is called
the quasi-inverse of T .
Here are some general properties of tilting DG bimodules.
Proposition 14.4.4. Let A,B,C be DG rings, let T be a tilting DG B-A-bimodule,
and let S be a tilting DG C-B-bimodule. Then S ⊗LB T is a tilting C-A-bimodule.
Proof. Let T∨ be the quasi-inverse of T , and let S∨ be the quasi-inverse of S. Then
(T∨ ⊗LB S∨)⊗LC (S ⊗LB T ) ∼= T∨ ⊗LB (S∨ ⊗LC S)⊗LB T
∼= T∨ ⊗LB B ⊗LB T ∼= A
in D(Aen). Likewise
(S ⊗LB T )⊗LA (T∨ ⊗LB S∨) ∼= C
in D(Cen). 
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Proposition 14.4.5. Suppose T is a tilting DG B-A-bimodule, and S is a tilting
DG A-B-bimodule. Then the triangulated functor
GT,S : D(Aen)→ D(Ben)
with formula GT,S(M) := T ⊗LAM ⊗LA S is an equivalence.
Proposition 14.4.6. Suppose T is a tilting DG B-A-bimodule, with quasi-inverse
T∨. Fix an isomorphism T∨ ⊗LB T '−→ A in D(Aen). Then for every M1,M2 ∈
D(Aen) there is an isomorphism
GT,T∨(M1 ⊗LAM2) '−→ GT,T∨(M1)⊗LB GT,T∨(M2)
in D(Ben). This isomorphism is bifunctorial in (M1,M2).
Exercise 14.4.7. Prove Propositions 14.4.5 and 14.4.6.
Definition 14.4.8. Let A be a K-flat central DG K-ring. The noncommutative
derived Picard group of A relative to K is the group DPicK(A), whose elements are
the isomorphism classes in D(Aen) of the tilting DG A-bimodules. The multiplica-
tion in this group is induced from (− ⊗LA −), and the unit element is the class of
the DG bimodule A.
This definition is valid by Proposition 14.4.4. Propositions 14.4.5 and 14.4.6 say
that:
Corollary 14.4.9. A tilting DG B-A-bimodule T , with quasi-inverse T∨, and an
isomorphism T∨ ⊗LB T ∼= A in D(Aen), induce a group isomorphism
DPicK(A)
'−→ DPicK(B).
We don’t know much about the structure of the derived Picard group DPicK(A)
in general. However, when A is either a ring or a commutative DG ring, there are
a few strong structural results – see next subsection.
Remark 14.4.10. If A is not K-flat over the base ring K, then the derived Picard
group should be defined using a K-flat resolution A˜ → A, as explained in Remark
14.3.24. Namely DPicK(A) is the group whose elements are the isomorphism classes
in D(A˜en) of the tilting DG A˜-bimodules, etc. This group is independent, up to a
canonical group isomorphism, of the resolution A˜→ A.
The derived homothety morphism in the commutative setting, and the related
derived Morita property, were defined in subsection 13.1. In the current noncom-
mutative setting these notions become more involved, as we shall now see.
Given a DG bimodule M ∈ C(B ⊗K Aop), there are DG ring homomorphisms
hmM,Aop : Aop → EndB(M) = HomB(M,M)
and
hmM,B : B → EndAop(M) = HomAop(M,M)
that we call the noncommutative homothety homomorphisms through Aop and
through B respectively. When we forget the ring structures, these become ho-
momorphisms
(14.4.11) hmM,Aop : A→ HomB(M,M)
and
(14.4.12) hmM,B : B → HomAop(M,M)
in Cstr(Aen) and Cstr(Ben) respectively.
Definition 14.4.13. Let M ∈ D(B ⊗ Aop).
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(1) The noncommutative derived homothety morphism of M through Aop is the
morphism
hmRM,Aop := ηRM,M ◦Q(hmM,Aop) : A→ RHomB(M,M)
in D(Aen).
(2) The noncommutative derived homothety morphism of M through B is the
morphism
hmRM,B := ηRM,M ◦Q(hmM,B) : B → RHomAop(M,M)
in D(Ben).
Here is a commutative diagram in D(Aen) depicting the noncommutative derived
homothety morphism through Aop.
A
Q(hmM,Aop )

hmRM,Aop
))
HomB(M,M)
ηRM,M
// RHomB(M,M)
The morphism ηRM,M is part of the right derived bifunctor RHomB(−,−); see Propo-
sition 14.3.15.
Definition 14.4.14. Let A and B be DG rings, and let M be an object of D(B⊗
Aop).
(1) We say that M has the noncommutative derived Morita property on the B
side if the derived homothety morphism
hmRM,Aop : A→ RHomB(M,M)
in D(Aen) is an isomorphism.
(2) We say that M has the noncommutative derived Morita property on the
Aop side if the derived homothety morphism
hmRM,B : B → RHomAop(M,M)
in D(Ben) is an isomorphism.
(3) We say that M has the noncommutative derived Morita property on both
sides if it has the noncommutative derived Morita property on the B side
and on the Aop side.
Recall the restriction functors from diagram (14.2.3). Compact generators were
introduced in Definition 14.2.20(3). The next definition resembles Definition
14.2.24.
Definition 14.4.15. Let A and B be DG rings, and let T be an object of D(B ⊗
Aop).
(1) We say that T is a compact generator of D(B), or a compact generator on
the B side, if RestB(T ) ∈ D(B) is a compact generator.
(2) We say that T is a compact generator of D(Aop), or a compact generator
on the Aop side, if RestAop(T ) ∈ D(Aop) is a compact generator.
(3) We say that T is a compact generator on both sides if it is a compact
generator on the B side and on the Aop side.
The next theorem is similar to results appearing in [127] and [84]. It is a derived
version of the classical result for invertible bimodules over a ring (see Example
14.2.36 or [130, Section 4.1]).
In Definition 14.2.16 we introduced the notion of pretilting DG bimodules, and
in Definition 14.4.1 we introduced tilting DG bimodules.
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Theorem 14.4.16. Let A and B be K-flat DG central K-rings. The following three
conditions are equivalent for an object T ∈ D(B ⊗ Aop).
(i) The DG B-A-bimodule T is tilting.
(ii) The DG B-A-bimodule T is pretilting.
(iii) The DG B-A-bimodule T is a compact generator on the B side, and it has
the noncommutative derived Morita property on the B side.
Proof.
(i) ⇒ (ii): Let S ∈ D(A⊗ Bop) be the quasi-inverse of T . The functor
(14.4.17) GT := T ⊗LA (−) : D(A)→ D(B)
has a quasi-inverse
(14.4.18) GS := S ⊗LB (−) : D(B)→ D(A).
So GT is an equivalence, and the DG bimodule T is pretilting.
(ii) ⇒ (iii): By definition, the functor GT from formula (14.4.17) is an equivalence
of triangulated categories. Also GT (A) ∼= T in D(B). Because A is a compact
generator of D(A), Proposition 14.1.8 says that T is a compact generator of D(B).
Next we shall prove that T has the noncommutative derived Morita property on
the B side, namely that the derived homothety morphism
(14.4.19) hmRM,Aop : A→ RHomB(T, T )
in D(Aen) is an isomorphism. According to Proposition 14.3.10 the restriction func-
tor RestA : D(Aen)→ D(A) is conservative. Therefore, to prove that the morphism
hmRM,Aop is an isomorphism in D(Aen), we can forget the Aop-module structures
on the DG bimodules A and RHomB(T, T ), and just prove that RestA(hmRM,Aop)
is an isomorphism in D(A).
According to Proposition 14.2.15 the functor
(14.4.20) FT := RHomB(T,−) : D(B)→ D(A),
which is the right adjoint of GT , is an equivalence. So there is an isomorphism of
triangulated functors ζ : IdD(A)
'−→ FT ◦GT from D(A) to itself. There is a diagram
A
RestA(hmRM,Aop )

ζA
∼=
((
RHomB(T, T )
∼= // RHomB(T, T ⊗LA A)
∼= // (FT ◦GT )(A)
in D(A), and a calculation (with elements, using a K-flat resolution P → T in
Cstr(B ⊗ Aop)) shows that it is commutative. Because ζA is an isomorphism, we
conclude that RestA(hmRM,Aop) is an isomorphism.
(iii) ⇒ (ii): Choose a resolution T → I in C(B ⊗ Aop) such that I is K-injective
over B; this is possible by Lemma 14.3.11(2). (If A is K-projective over K then we
can also choose a resolution P → T in C(B⊗Aop) such that P is K-projective over
B; and then the proof can proceed with P instead of I.) Then the noncommutative
derived homothety morphism hmRT,Aop inD(Aen) is represented by the canonical DG
ring homomorphism g : A → AI , where AI := EndB(I)op. The noncommutative
derived Morita property on the B side says that g is a quasi-isomorphism. Hence,
by Theorem 12.7.2, the restriction functor Restg : D(AI)→ D(A) is an equivalence.
Because I ∼= T is a compact generator of D(B), according to Theorem 14.2.29
we know that the functor FI := RHomB(I,−) : D(B) → D(AI) is an equivalence.
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Taking FT to be the functor from (14.4.20), we have a diagram of functors
D(B)
FI

FT
%%
D(AI)
Restg
// D(A)
that is commutative up to isomorphism (cf. Theorem 12.7.2(3)). Therefore FT is
an equivalence, and thus T is pretilting.
(ii) ⇒ (i): We assume that T is a pretilting DG B-A-bimodule, i.e. the functors
GT and FT , from (14.4.17) and (14.4.20) respectively, are equivalences. Define the
DG bimodule
(14.4.21) S := RHomB(T,B) ∈ D(A⊗ Bop).
Consider the tensor-evaluation morphism
(14.4.22) evR,LT,B,T : RHomB(T,B)⊗LB T → RHomB(T,B ⊗LB T )
in D(Aen) from Proposition 14.3.19. Because the restriction functor RestK :
D(Aen)→ D(K) is conservative, to prove that evR,LT,B,T is an isomorphism in D(Aen),
it suffices to prove it for RestK(evR,LT,B,T ). But by Proposition 14.2.19 the DG mod-
ule T is algebraically perfect on the B side; so by Theorem 14.1.22, the morphism
RestK(evR,LT,B,T ) is an isomorphism. Thus we get these isomorphisms
(14.4.23)
S ⊗LB T = RHomB(T,B)⊗LB T
evR,L
T,B,T−−−−−→ RHomB(T,B ⊗LB T ) ∼= RHomB(T, T )
in D(Aen). On the other hand, in the proof of “(ii) ⇒ (iii)” above we already
showed (formula (14.4.19)) that A ∼= RHomB(T, T ) in D(Aen). Combining this
with (14.4.23) we deduce that
(14.4.24) S ⊗LB T ∼= A in D(Aen).
Next, consider the functor GS from formula (14.4.18), where now S is the DG
bimodule from (14.4.21). The same arguments as above – those used for evR,LT,B,T –
show that for every N ∈ D(B) the morphism
evR,LT,B,N : RHomB(T,B)⊗LB N → RHomB(T,B ⊗LB N)
in D(B) is an isomorphism. So, like (14.4.23), we get isomorphisms
(14.4.25)
GS(N) = S ⊗LB N = RHomB(T,B)⊗LB N
evR,L
T,B,N−−−−−→ RHomB(T,B ⊗LB N) ∼= RHomB(T,N) = FT (N)
in D(A). Since these isomorphisms are functorial in N , we see that GS ∼= FT as
functors. Therefore GS is an equivalence, and S is a pretilting DG A-B-bimodule.
The same proof, but now for the pretilting DG A-B-bimodule S instead of for
T , shows that the DG B-A-bimodule
(14.4.26) T ′ := RHomA(S,A) ∈ D(B ⊗ Aop)
satisfies the corresponding version of (14.4.24), i.e. T ′ ⊗LA S ∼= B in D(Ben). By
Lemma 14.4.2 the DG B-A-bimodule T ∼= T ′ is tilting. 
Corollary 14.4.27. Let T be a tilting DG B-A-bimodule. Then its quasi-inverse
is the DG A-B-bimodule S := RHomB(T,B).
Proof. This was shown in the proof of the implication “(ii) ⇒ (i)” above. 
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Corollary 14.4.28. Let T be a tilting DG B-A-bimodule. Then T is a compact
generator on both sides, and it has the noncommutative derived Morita property on
both sides.
Proof. By Theorem 14.4.16, T is a compact generator on the B side, and it has the
noncommutative derived Morita property on the B side.
Using the DG ring isomorphism Aop⊗B '−→ B⊗Aop of (14.2.7), we can also view
T as an object of D(Aop ⊗ B). And as such, T is a tilting DG Aop-Bop-bimodule.
Now Theorem 14.4.16 tells us that T is a compact generator on the Aop side, and
it has the noncommutative derived Morita property on the Aop side. 
The example of classical Morita Theory was already given; see Example 14.2.36.
Next is an example that goes in another direction altogether.
Example 14.4.29. Suppose f : A → B is a quasi-isomorphism in DGRng/fcK.
Then T := B ∈ D(B ⊗Aop) is a tilting DG B-A-bimodule. The equivalence
FT := RHomB(T,−) : D(B)→ D(A)
is just the restriction functor Restf ; and the equivalence
GT := T ⊗LA (−) : D(A)→ D(B)
is just the derived induction functor LIndf .
Theorem 14.4.30 (Rickard-Keller). Let A and B be K-flat DG central K-rings.
Assume that there exists a K-linear equivalence of triangulated categories F :
D(A) → D(B), and that Hi(A) = 0 for all i 6= 0. Then there exists a tilting
DG B-A-bimodule T .
This theorem is very similar to J. Rickard’s [127, Theorem 6.4] and to B. Keller’s
[79, Corollary 9.2]. See Remark 14.4.35 for a brief discussion.
Proof. We begin with a warning: in the proof we will construct some new DG rings,
and they might fail to be K-flat over K, thus violating Convention 14.3.8.
Consider the object L := F (A) ∈ D(B). It is a compact generator, by Proposi-
tions 14.1.8 and 14.2.23. Let us choose a K-projective resolution P → L in Cstr(B),
and define the DG ring A˜ := EndB(P )op. So P ∈ D(B ⊗K A˜op).
Because F is an equivalence, we get ring isomorphisms
(14.4.31) H0(A) ∼= EndD(A)(A)op F−→ EndD(B)(L)op ∼= EndD(B)(P )op ∼= H0(A˜).
For the same reason we have Hi(A˜) ∼= Hi(A) = 0 for all i 6= 0. Define the DG rings
A1 := smt≤0(A) and A˜1 := smt≤0(A˜), and the rings A2 := H0(A) and A˜2 := H0(A˜).
There are canonical quasi-isomorphisms A1 → A, A1 → A2, A˜1 → A˜ and A˜1 → A˜2
in DGRng/cK. Equation (14.4.31) produces an isomorphism A2 ∼= A˜2 in Rng/cK.
Now the DG ring B is K-flat over K, so we have induced quasi-isomorphisms
B ⊗Aop ← B ⊗Aop1 → B ⊗Aop2 ∼= B ⊗ A˜op2 ← B ⊗ A˜op1 → B ⊗ A˜op
in DGRng/cK. According to Theorem 12.7.2 we get K-linear equivalences of trian-
gulated categories
D(B ⊗Aop)→ D(B ⊗Aop1 )→ D(B ⊗Aop2 )
→ D(B ⊗ A˜op2 )→ D(B ⊗ A˜op1 )→ D(B ⊗ A˜op).
There is an object T ∈ D(B ⊗ Aop) that corresponds to P ∈ D(B ⊗ A˜op) under
this chain of equivalences. All these equivalence restrict to the identity functor of
D(B), and hence there is an isomorphism
(14.4.32) RestB(T ) ∼= RestB(P ) ∼= L
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in D(B).
Since L is a compact generator on the B side, the same is true for T . Finally,
by equation (14.4.32), and using the equivalence F , we know that
(14.4.33) Hi
(
RHomB(T, T )
) ∼= Hi(RHomB(L,L)) ∼= Hi(RHomA(A,A)) = 0
for all i 6= 0. By equation (14.4.31) we know that
(14.4.34) H0
(
RHomB(T, T )
) ∼= EndD(B)(L) ∼= EndD(A)(A) ∼= H0(A)
as H0(A)-bimodules. Once we trace the various morphisms, formulas (14.4.33) and
(14.4.34) imply that the derived homothety morphism hmRT,Aop : A →
RHomB(T, T ) in D(Aen) is an isomorphism. So T has the derived Morita prop-
erty on the B side. By Theorem 14.4.16, T is a tilting DG B-A-bimodule. 
Remark 14.4.35. J. Rickard, in [126, Theorem 6.4], considers rings A and B, and
he does not assume that they are flat over a base ring K. So instead of producing
a tilting complex T , as we do in Theorem 14.4.30 above, he actually produces a
pretilting complex. Another difference is that Rickard considers an equivalence
F : Db(A)→ Db(B), whereas we look at the unbounded derived categories.
B. Keller, in [79, Corollary 9.2], works in much greater generality than we do:
instead of DG rings A and B, he looks at DG categories A and B. Also he does not
require A to be K-flat over K.
The apparent flatness limitation in our Theorem 14.4.30 can be effectively over-
come using K-flat resolutions A˜ → A and B˜ → B in DGRng/cK, as explained in
Remark 14.3.24. Since the restriction functors D(A) → D(A˜) and D(B) → D(B˜)
are equivalences, we get an equivalence F˜ : D(A˜) → D(B˜). Theorem 14.4.30 pro-
duces a tilting DG bimodule T ∈ D(B˜ ⊗ A˜op).
Remark 14.4.36. In the situation of Theorem 14.4.30, it is not known whether
one can find a tilting DG B-A-bimodule T such that F ∼= T ⊗LA (−) as triangulated
functors. This question was already raised by Rickard in [126], and still remains
open, except for a few special cases (see [109] for hereditary rings, and [40] for
triangular rings).
If we drop the condition that the cohomology of A is concentrated in degree
0, then there is a counterexample to the assertion of Theorem 14.4.30, due to
B. Shipley [140, Section 5], based on her joint work with D. Dugger [45]. Here
is its translation to our terminology. She considers the DG ring A = Z[x¯] :=
Z〈x〉/(x4), where x is a variable of degree −1, and d(x¯) := 2. (Note that A is
weakly commutative but not strongly commutative, since x¯2 6= 0.) The second DG
ring is H(A). A calculation shows that H(A) ∼= F2[y¯] := F2〈y〉/(y2), where y is a
variable of degree −2, and d(y¯) := 0. For the base ring we take K := Z. Because
H(A) is not K-flat over K, we choose a K-flat resolution B → H(A) over K.
Shipley asserts that on the one hand there is an equivalence of triangulated cat-
egories D(A)→ D(B), and on the other hand there does not exist a DG bimodule
T ∈ D(B⊗Aop) that is a compact generator on the B side, and has the noncommu-
tative derived Morita property on the B side (condition (iii) of Theorem 14.4.16).
Thus there does not exist a tilting DG B-A-bimodule.
Remark 14.4.37. In algebraic geometry the role of tensoring with tilting bimodule
complexes is played by Fourier-Mukai transforms. This theory is at the core of
contemporary birational geometry. See the survey [64] or the book [70].
14.5. Tilting Bimodule Complexes over Rings. We continue with Convention
14.3.8, but in this subsection we only look at rings. So our rings are flat central
over the base ring K, ⊗ = ⊗K, and Aen = A⊗Aop for a ring A. All bimodules are
K-central, and all additive functors are K-linear. Rather than speaking about DG
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bimodules, here we speak about complexes of bimodules. By default our rings are
nonzero.
In classical Morita theory, an invertible B-A-bimodule is a bimodule P for which
there exists an A-B-bimodule Q, such that Q⊗BP ∼= A inM(Aen) and P⊗AQ ∼= B
inM(Ben). It is known that P is a finitely generated projective module over B and
over Aop; and the reverse is true for Q. Furthermore, every K-linear equivalence
F : M(A) → M(B) is isomorphic, as a functor, to the functor P ⊗A (−) for an
invertible bimodule P , and this P is unique up to a unique isomorphism. See [130,
Section 4.1] for proofs.
We see that invertible bimodules are a very special kind of tilting bimodule
complexes. Proposition 14.5.3 clarifies matters. But first a lemma, which is a
noncommutative variant of Lemma 13.1.36
Lemma 14.5.1 (Künneth Trick). Let M ∈ D−(B ⊗Aop) and N ∈ D−(A⊗ Cop),
and let i1, j1 ∈ Z be such that sup(H(M)) ≤ i1 and sup(H(N)) ≤ j1. Then
Hi1+j1(M ⊗LA N) ∼= Hi1(M)⊗A Hj1(N)
in M(B ⊗ Cop).
Exercise 14.5.2. Prove Lemma 14.5.1.
Proposition 14.5.3. The following conditions are equivalent for a tilting bimodule
complex T ∈ D(B ⊗Aop), with quasi-inverse S = T∨.
(i) There is an isomorphism T ∼= P in D(B ⊗ Aop) for some invertible B-A-
bimodule P .
(ii) H0(T ) is a projective B-module, and Hi(T ) = 0 for all i 6= 0.
(iii) Hi(T ) = 0 and Hi(S) = 0 for all i 6= 0.
Proof.
(i) ⇒ (ii): this is trivial.
(ii) ⇒ (iii): Let P := H0(T ) ∈ M(B ⊗ Aop), so there is an isomorphism T ∼= P
in D(B ⊗ Aop). According to Corollary 14.4.27 we have S ∼= RHomB(T,B) ∼=
HomB(P,B).
(iii) ⇒ (i): Define P := H0(T ) ∈M(B⊗Aop) and Q := H0(S) ∈M(A⊗Bop). The
Künneth Trick (Lemma 14.5.1) says that P ⊗B Q ∼= H0(T ⊗LB S) ∼= H0(A) = A and
Q⊗A P ∼= H0(S ⊗LA T ) ∼= H0(B) = B in M(Aen) and M(Ben) respectively. Thus P
and Q are invertible bimodules. But T ∼= P in D(B ⊗Aop). 
The Jacobson radical of a ring A is the intersection of all maximal left (or right)
ideals of A. See [71, Section 4.4.2] or [130, Section 2.5].
Definition 14.5.4. A ring A, with Jacobson radical r, is called local if A/r is a
simple artinian ring.
Note that this definition is wider than what is found in some books (e.g. [130]),
where the condition is that A/r is a division ring.
Example 14.5.5. If C is a commutative local ring with maximal idea m, and
n ≥ 1, then the matrix ring A := Matn×n(C) is local, with Jacobson radical
m·A = Matn×n(m).
Lemma 14.5.6. Let A be a local ring, let M be a nonzero finitely generated right
A-module, and let N be a nonzero finitely generated left A-module. Then M ⊗A N
is nonzero.
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Proof. Define K := A/r, which is a simple artinian ring. By the noncommutative
Nakayama Lemma (see [130, Proposition 2.5.24]) the right K-module M ⊗A K is
nonzero, and also the left K-module K ⊗A N is nonzero. There is a canonical
surjection
M ⊗A N → (M ⊗A K)⊗K (K ⊗A N).
It suffices to prove that the target is nonzero. Thus we can assume that A = K is
a simple artinian ring.
Every left module over K is a direct sum of simple ones; so we can assume that
N is simple. Likewise we can assume that M is a simple right K-module.
There is a ring isomorphism K ∼= Matn×n(D), where D is a division ring and
n is a positive integer. The simple left K-module N is isomorphic to Dn, seen
as a column module; thus it is in fact a K-D-bimodule. Similarly M ∼= Dn, seen
as a row module; thus it is a D-K-bimodule. By an easy calculation (this is an
elementary case of Morita equivalence) there is an isomorphism M ⊗K N ∼= D of
D-D-bimodules. This is nonzero. 
Theorem 14.5.7 ([132], [165]). Let A and B be flat central K-rings, with A local,
and let T be a tilting B-A-bimodule complex. Then there is an isomorphism T ∼=
P [n] in D(B ⊗Aop) for some invertible B-A-bimodule P and some integer n.
See Remark 14.5.32 regarding the history of this theorem.
Proof. Let S ∈ D(A⊗Bop) be the quasi-inverse of T . From Corollary 14.4.28 and
Theorem 14.1.22 we know that T and S are algebraically perfect complexes on both
sides. By Lemma 14.1.27 we know that con(H(T )) = [i0, i1] and con(H(S)) = [j0, j1]
for some integers i0 ≤ i1 and j0 ≤ j1; and also that P := Hi1(T ) and Q := Hj1(S)
are finitely presented modules on both sides.
We now use the Künneth trick to obtain an isomorphism
P ⊗A Q ∼= Hi1+j1(T ⊗LA S) ∼= Hi1+j1(B)
inM(Ben). By Lemma 14.5.6 we know that P⊗AQ is nonzero. Therefore i1+j1 = 0,
and P ⊗A Q ∼= B in M(Ben). For similar reasons, on the reverse side we have
Q⊗B P ∼= H0(S ⊗LB T ) ∼= A in M(Aen). Thus P and Q are invertible bimodules.
We now restrict T to D(Aop). Because its top cohomology module Hi1(T ) = P
is projective, we can split it off (see Lemma 13.1.38, that holds also for a non-
commutative ring), to get an isomorphism T ∼= T ′ ⊕ P [−i1] in D(Aop), with
sup(H(T ′)) ≤ i1 − 1. Similarly there’s an isomorphism S ∼= S′ ⊕ Q[−j1] in D(A)
with sup(H(S′)) ≤ j1 − 1. It follows that
B ∼= T ⊗LA S ∼=
(
T ′ ⊕ P [−i1]
)⊗LA (S′ ⊕Q[−j1])
∼= (T ′ ⊗LA S′)⊕
(
P [−i1]⊗A S′
)⊕ (T ′ ⊗A Q[−j1])⊕B
in D(K). The object B ∈ D(K) has cohomology concentrated in degree 0. The
direct summand T ′ ⊗A Q[−j1] has cohomology concentrated in degrees ≤ −1, so
its cohomology must be zero, and therefore T ′ ⊗A Q[−j1] = 0 in D(K). But Q is
an invertible bimodule, and this forces T ′ = 0 in D(Aop). The conclusion is that
Hi(T ) = 0 for all i 6= i1.
Returning to the category D(A⊗Bop) we see that T ∼= P [−i1]. Finally we take
n := −i1. 
Corollary 14.5.8. Let A and B be rings, with A local. If there is an equivalence
of triangulated categories D(A) → D(B), then there is an equivalence of abelian
categories M(A)→M(B). In other words, A and B are Morita equivalent.
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Proof. According to Theorem 14.4.30 there exists a tilting B-A-bimodule complex
T . Theorem 14.5.7 says that T ∼= P [n] for an invertible B-A-bimodule P . Then
P ⊗A (−) : M(A)→M(B) is an equivalence of abelian categories. 
Definition 14.5.9. For a central K-ring A we define the noncommutative Picard
group of A relative to K to be the group PicK(A), whose elements are the isomor-
phism classes in M(Aen) of the invertible bimodules. The operation is induced by
(−⊗A −), and the unit element is the class of A.
The derived Picard group was introduced in Definition 14.4.8.
Corollary 14.5.10. If A is a local ring, then
DPicK(A) = PicK(A)× Z.
Proof. By Theorem 14.5.7 there is a surjective group homomorphism PicK(A) ×
Z → DPicK(A), defined by (P, n) 7→ P [n]. It is injective because the functor
M(Aen)→ D(Aen) is fully faithful. 
The center of a ring A is denoted by Cent(A). Of course Cent(A) = Cent(Aop).
Given a complex M ∈ D(B ⊗Aop), there are ring homomorphisms
(14.5.11) chmDM,Aop : Cent(A)→ EndD(B⊗Aop)(M)
and
(14.5.12) chmDM,B : Cent(B)→ EndD(B⊗Aop)(M)
that we call the central homotheties through Aop and B respectively. The for-
mulas are the obvious ones: for an element a ∈ Cent(A) the action on M is
chmDM,Aop(a)(m) := m·a for m ∈M i. Likewise for chmDM,B .
Lemma 14.5.13. If T is a tilting B-A-bimodule complex, then the ring homomor-
phisms chmDM,Aop and chmDM,B are both isomorphisms.
Proof. Let S be the quasi-inverse of T . The functor
G := (−)⊗LA S : D(B ⊗Aop)→ D(B ⊗Bop) = D(Ben)
is an equivalence. It induces a ring isomorphism
G : EndD(B⊗Aop)(T )
'−→ EndD(Ben)(B),
and G ◦ chmDT,B = chmDB,B . But EndD(Ben)(B) ∼= EndM(Ben)(B), and the ring
homomorphism Cent(B)→ EndM(Ben)(B) is bijective.
The proof for chmDT,Aop is similar. 
Definition 14.5.14. Given a tilting B-A-bimodule complex T , we denote by gT :
Cent(A)→ Cent(B) the ring isomorphism such that chmDT,Aop = chmDT,B ◦ gT .
Even though the localization of a noncommutative ring B with respect to a
multiplicatively closed subset Z ⊆ B is problematic in general, there is no difficulty
at all if Z ⊆ Cent(B). In this case, letting C := Cent(B), we get canonical A-ring
isomorphisms BZ ∼= CZ ⊗C B ∼= B ⊗C CZ .
Lemma 14.5.15. Let T be a tilting B-A-bimodule complex, and assume that the
ring A is commutative. Let Z ⊆ A be a multiplicatively closed set, and define
A′ := AZ and B′ := BgT (Z). Then the complex T ′ := B′⊗BT⊗AA′ in D(B′⊗A′ op)
is a tilting B′-A′-bimodule complex.
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Proof. The cohomology H(T ) is a central graded A-bimodule, where the left action
of A on H(T ) is via the isomorphism gT . (Warning: the complex of bimodules T
need not be central over A.) The flatness of A→ A′ and B → B′ gives
H(T ′) = H(B′ ⊗B T ⊗A A′) ∼= B′ ⊗B H(T )⊗A A′ ∼= A′ ⊗A H(T )⊗A A′.
Therefore H(T ) ⊗A A′ → H(T ′) is an isomorphism of graded modules, and this
implies that
(14.5.16) T ⊗A A′ → T ′
is an isomorphism in D(B ⊗A′ op).
Let S := RHomB(T,B) in D(A ⊗ Bop) be the quasi-inverse of T . In analogy
to Definition 14.5.14, there is a ring isomorphism hS : A → Cent(B) such that
chmDS,A = chmDS,Bop ◦hS . The cohomology H(S) is a central graded A-bimodule,
where the right action of A on H(S) is via hS .
Let us consider the derived tensor product S ⊗LB T ∈ D(Aen), and the four ways
that an element a ∈ A acts on it as an object of D(Aen). The action of a from
the right side of T the same as the action of gT (a) ∈ Cent(B) from the left side of
T . This is also the action of gT (a) from the right side of S, and also the action of
h−1S (gT (a)) from the left on S. But there are ring isomorphisms
EndD(Aen)(S ⊗LB T ) ∼= EndD(Aen)(A) ∼= A,
and a acts on A the same from both sides. The conclusion is that h−1S (gT (a)) = a.
Because a is an arbitrary element, we see that gT = hS as isomorphisms A
'−→
Cent(B). So we have a single ring isomorphism A ∼= Cent(B), for which both H(T )
and H(S) are central graded A-bimodules.
Define S′ := A′⊗A S⊗B B′ ∈ D(A′⊗B′ op). The same arguments as for T show
that A′ ⊗A S → S′ is an isomorphism in D(A′ ⊗Bop).
We now calculate:
S′ ⊗LB′ T ′ = (A′ ⊗A S ⊗B B′)⊗LB′ (B′ ⊗B T ⊗A A′)
∼= (A′ ⊗A S)⊗LB (B′ ⊗B T ⊗A A′) ∼=† (A′ ⊗A S)⊗LB (T ⊗A A′)
∼= A′ ⊗A (S ⊗LB T )⊗A A′) ∼= A′ ⊗A A⊗A A′ ∼= A′
in D(A′ en). We used the associativity of (− ⊗L(−) −) several times, and also the
ring isomorphism A′ ⊗A A′ ∼= A′. The isomorphism ∼=† is by formula (14.5.16).
Similarly we show that T ′ ⊗LA′ S′ ∼= B′ in D(B′ en). 
Theorem 14.5.17 ([132], [165]). Let A and B be flat central K-rings, and assume
A is commutative with connected spectrum. Let T be a tilting B-A-bimodule com-
plex. Then there is an isomorphism T ∼= P [n] in D(B ⊗ Aop), for some invertible
B-A-bimodule P and some integer n.
See Remark 14.5.32 regarding the history of this theorem.
Proof. Because A is commutative we have A = Aop. The ring homomorphism gT
makes B into a central A-ring. We may assumed that A 6= 0, and hence T 6= 0.
The complex T is algebraically perfect over A, so it has bounded cohomology, say
with sup(H(T )) = i1 ∈ Z. By Lemma 14.1.27 the A-module P := Hi1(T ) is finitely
presented.
For a prime p ∈ Spec(A), with corresponding local ring Ap, we write Pp :=
P ⊗A Ap. Define Y ⊆ Spec(A) to be the support of P , i.e.
Y := {p ∈ Spec(A) | Pp 6= 0}.
This is a nonempty set. Since P is finitely generated it follows that Y is a closed
subset of Spec(A); see [28, Proposition II.4.17].
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Take any prime p ∈ Y , and let Bp := B ⊗A Ap. Then, by Lemma 14.5.15, the
complex
Tp := Bp ⊗B T ⊗A Ap ∈ D(Bp ⊗Aopp )
is a tilting Bp-Ap-bimodule complex. Since Hi1(Tp) ∼= Pp 6= 0, Theorem 14.5.7
implies that
(14.5.18) Tp ∼= Pp[−i1] ∈ D(Bp ⊗Aopp ),
and that Pp is an invertible Bp-Ap-bimodule. In particular, Pp is a nonzero finitely
generated projective Ap-module. Thus Pp is a free Ap-module, of rank rp > 0.
Recall that P is a finitely presented A-module. According to [28, Section II.5.1,
Corollary] there is an open neighborhood U of p in Spec(A) on which P is free of
rank rp. In particular Pq 6= 0 for all q ∈ U . Therefore U ⊆ Y .
The conclusion is that Y is also open in Spec(A). Since Spec(A) is connected,
it follows that Y = Spec(A). Another conclusion is that P is projective as an
A-module – see [28, Section II.5.2, Theorem 1].
Going back to equation (14.5.18) we see that Hi(T )p ∼= Hi(Tp) = 0 for all i 6= i1.
Therefore Hi(T ) = 0 for i 6= i1. By truncation we get an isomorphism T ∼= P [n] in
D(B ⊗ Aop), where n := −i1. Finally, by Proposition 14.5.3 the B-A-bimodule P
is invertible. 
Let A be a commutative ring. An A-module P can be viewed as a central A-
bimodule. If P is a rank 1 projective A-module, then as a bimodule it is invertible.
The usual Picard group of A (see [63, Section II.6]) is then the subgroup PicA(A) of
PicK(A), whose elements are the isomorphism classes of the central A-bimodules;
and we refer to it here as the commutative Picard group of A.
Exercise 14.5.19. Let A be a commutative ring. We denote by AutK(A) the group
of ring automorphisms of A (i.e. the Galois group). Show that
PicK(A) ∼= AutK(A)n PicA(A).
(Hints: (1) Every invertible A-bimodule P is isomorphic to P ′ ⊗A P ′′, where P ′ is
free of rank 1 as a left A-module, and P ′′ is a central invertible bimodule. This
is proved like Theorem 14.5.17. (2) If P ′ is an invertible A-bimodule that’s free
of rank 1 as a left A-module, then it is also free as a right A-module, with the
same basis element e ∈ P ′. The proof is like those of Lemma 14.5.6 and Theorem
14.5.17. Conclude that P ′ ∼= A(γ), where γ ∈ AutK(A), and A(γ) is the twisted
bimodule that is the left A-module A, with right action p·a := γ(a) ·p for p ∈ A(γ)
and a ∈ A.)
Corollary 14.5.20. Let A be a commutative ring with connected spectrum. Then
DPicK(A) = PicK(A)× Z.
Proof. The same as that of Corollary 14.5.10. 
Corollary 14.5.21. Let A and B be rings, and assume that A is commutative
ring with connected spectrum. If there is an equivalence of triangulated categories
D(A) → D(B), then there is an equivalence of abelian categories M(A) → M(B).
In other words, A and B are Morita equivalent.
Proof. According to Theorem 14.4.30 there exists a tilting B-A-bimodule com-
plex T . Theorem 14.5.17 says that T ∼= P [n] for an invertible B-A-bimodule P .
Then P ⊗A (−) : M(A) → M(B) is K-linear equivalence of abelian categories.
Moreover, P is a projective A-module of rank r for some positive integer r, and
B ∼= EndA(P )op. 
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Remark 14.5.22. In the situation of Corollary 14.5.21, we can view B as a central
A-ring, using the homomorphism gT from Definition 14.5.14. Then B is an Azu-
maya A-ring; see [130, Section 5.3]. Moreover, letting X := Spec(A), and letting B
be the sheafification of B to X, then B is a trivial Azumaya OX -ring, in the sense
of [108, Section IV.2].
Let A be a commutative ring. If Spec(A) has a finite connected component
decomposition, in the sense of Definition 13.1.50(1), then the connected component
decomposition of A is A =
∏m
i=1 Ai, see Definition 13.1.50(2).
Corollary 14.5.23. Let A and B be rings. Assume A is commutative, and it has
a finite connected component decomposition A =
∏m
i=1 Ai. Let T be a tilting B-A-
bimodule complex. We consider B as a central A-ring via the isomorphism gT from
Definition 14.5.14. Then T ∼= ⊕mi=1 Pi[ni] in D(B ⊗ Aop), where Bi := Ai ⊗A B,
Pi is an invertible Bi-Ai-bimodule, and ni ∈ Z.
Corollary 14.5.24. Let A be a commutative ring, and assume it has a finite con-
nected component decomposition A =
∏m
i=1 Ai. Then
DPicK(A) = PicK(A)× Zm.
Corollary 14.5.25. Let A and B be rings. Assume that A is commutative and it
has a finite connected component decomposition. If there is an equivalence of trian-
gulated categories D(A)→ D(B), then there is an equivalence of abelian categories
M(A)→M(B).
Exercise 14.5.26. Prove Corollaries 14.5.23, 14.5.24 and 14.5.25. Cf. Exercise
13.1.54.
The general case of these last three corollaries, namely when A does not have a
finite connected component decomposition, is dealt with in [172, Theorem 6.13].
Remark 14.5.27. The results in this subsection have variants in which the flatness
condition on the K-rings A and B is dropped.
For instance, Theorem 14.5.7 can be modified as follows: If A and B are rings,
with A local, and if T is a pretilting B-A-bimodule complex, then there is an
isomorphism T ∼= P [n] in D(A ⊗ Bop) for some invertible B-A-bimodule P and
some integer n. Here is an outline of the proof. One chooses nonpositive K-flat
resolutions A˜→ A and B˜ → B in DGRng/cK. Next a version of the Künneth trick
(Lemma 14.5.1) for nonpositive DG rings has to be proved: For M ∈ D−(B˜⊗ A˜op)
and N ∈ D−(A˜⊗ B˜op) satisfying sup(H(M)) ≤ i1 and sup(H(N)) ≤ j1, there is an
isomorphism
Hi1+j1(M ⊗L
A˜
N) ∼= Hi1(M)⊗A Hj1(N)
in M(Ben). Then the proof of Theorem 14.5.7 is repeated, for the tilting DG
bimodule T ∈ D(A˜⊗ B˜op).
The proofs of the other results are along the same lines.
Remark 14.5.28. Assume A is a commutative DG ring (Definitions 3.1.22 and
3.3.4), with reduction A¯ = H0(A). Here we do not need to assume flatness over the
base ring K. A DG A-module can be viewed as a central DG A-bimodule, so we
have a derived tensor product
(−⊗LA −) : D(A)×D(A)→ D(A).
This operation is symmetric, i.e. S ⊗LA T ∼= T ⊗LA S.
A DG A-module T is called a tilting DG A-module if there is some S ∈ D(A)
such that S ⊗LA T ∼= A. The commutative derived Picard group of A is the group
DPicA(A), whose elements are the isomorphism classes in D(A) of the tilting DG
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modules, the multiplication is induced by (−⊗LA −), and the unit is the class of A.
It is an abelian group.
In [172, Theorem 6.14] it was proved that the group homomorphism DPicA(A)→
DPicA¯(A¯), which induced by the derived reduction functor A¯ ⊗LA (−), is bijective.
If the commutative ring A¯ has a finite connected component decomposition A =∏m
i=1Ai, then there is an isomorphism
DPicA¯(A¯) ∼= PicA¯(A¯)× Zm.
This is according to Corollary 14.5.24 with K = A¯.
As Corollaries 14.5.10 and 14.5.20 show, if the ring A is either local, or commu-
tative with connected spectrum, then the group DPicK(A) is not very interesting:
it is
(14.5.29) DPicK(A) = PicK(A)× 〈σ〉,
where PicK(A) is the classical contribution, and 〈σ〉 ∼= Z is the subgroup generated
by the element σ, which is the class of the tilting complex A[1].
The next example shows that matters are very different when A is neither com-
mutative nor local.
Example 14.5.30. Let K be an algebraically closed field and let n be an integer
≥ 2. Consider the ring A of upper-triangular n × n matrices. For n = 2 it is
A =
[ K K
0 K
]
. The group DPicK(A) contains a new element in this case. The classical
NC Picard group PicK(A) is trivial here. But the bimodule A∗ := HomK(A,K) is
tilting, and its class µ ∈ DPicK(A) satisfies
(14.5.31) µn+1 = σn−1.
This was calculated by A. Yekutieli (for n = 2) and E. Kreines (for n ≥ 3) in
[165]. When n = 2 this says that σ = µ3, so the group DPicK(A) is larger than the
classical part PicK(A)× 〈σ〉 = 〈σ〉 ∼= Z.
Later, in [109], J.-I. Miyachi and Yekutieli showed that the group DPicK(A) is
abelian, it is generated by σ and µ, and the only relation is (14.5.31). Note that
the ring A is isomorphic to the path ring K[Q] of the Dynkin quiver Q of type An
with all arrows going in the same direction. The paper [109] contains calculations
of the groups DPicK(A) for several other types of path rings of quivers.
M. Kontsevich interprets the relation (14.5.31) as follows: the fractional Calabi-
Yau dimension of the “noncommutative smooth proper space” Dbf (A) is n−1n+1 . More
on this in Remark 18.6.20 and Example 18.6.24.
Remark 14.5.32. Here are a few historical notes on Theorems 14.5.7 and 14.5.17.
The concept of derived Picard group was discovered independently, around 1997,
by R. Rouquier and A. Zimmermann [132] (who had used the notation TrPic(A)
for this group) and Yekutieli [165]. The motivations of the two teams of authors
were very different: Rouquier and Zimmermann were interested in invariants of fi-
nite dimensional algebras, whereas Yekutieli was trying to classify noncommutative
dualizing complexes (See Section 18).
Remark 14.5.33. Suppose K is an algebraically closed field and A is a finite
K-ring. It turns out that in this case the group DPicK(A) is a locally algebraic
group. Namely there is a connected algebraic group DPic0K(A), and DPicK(A) it
is a (usually infinite) disjoint union of connected algebraic varieties, that are left
and right cosets of DPic0K(A). This same sort of geometric structure can be found
in the Picard scheme of a smooth projective algebraic variety X, in which the
identity component is the Jacobian variety of X. But whereas the Picard scheme
is an abelian group scheme, the group DPicK(A) is not abelian; and this means
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that there is a nontrivial geometric action of DPic0K(A), by conjugation, on the
connected components.
The result above is in the paper [167], and it is based on the papers [69] by B.
Huisgen-Zimmermann and M. Saorin, and [131] by Rouquier.
Later B. Keller [81] used an abstraction of this idea – essentially viewing the
derived Picard group as a derived group stack (evaluating it on commutative ar-
tinian DG rings) – to prove that the Hochschild cohomology of A is the Lie algebra,
in the derived sense, of DPicK(A). This allowed him to prove that the Hochschild
cohomology of A, with its Gerstenhaber Lie bracket, is a derived invariant of A.
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15. Algebraically Graded Noncommutative Rings
In this section we study algebraically graded rings, and the categories of al-
gebraically graded modules over them. These are the graded rings that appear in
standard texts on commutative and noncommutative algebra, and are distinct from
the cohomologically graded rings that underlie DG rings.
In the subsequent sections of the book (Sections 16 and 17) we shall concentrate
on connected graded rings (traditionally known as connected graded algebras), that
behave like “complete local rings” within the algebraically graded context.
The interest in algebraically graded rings, and especially in connected graded
rings, stems from the prominent role they played in noncommutative algebraic ge-
ometry, as it was developed by M. Artin and his collaborators since around 1990.
See the papers [8], [10] and [145].
15.1. Categories of Algebraically Graded Modules. Let K be a nonzero com-
mutative base ring. An algebraically graded K-module is a K-module M with a
direct sum decomposition M =
⊕
i∈ZMi into K-submodules. The submodule Mi
is called the homogeneous component of M of algebraic degree i. If m ∈ Mi is a
nonzero element, then we write deg(m) = i.
In Subsection 3.1 we discussed cohomologically graded rings and modules. There
are three features that distinguish between cohomologically graded K-modules and
algebraically graded K-modules. The first distinguishing feature is the use of upper
vs. lower indices. The second is that in an algebraically graded module there is
never a differential involved; i.e. it is not the underlying graded module of a DG
module. The third and most important change is in signs of permutations, and
thus in commutativity. In the cohomologically graded setting the Koszul sign rule
dictates that for graded K-modules M and N , the braiding isomorphism brM,N :
M⊗N → N⊗M , where⊗ := ⊗K, is brM,N (m⊗n) = (−1)i·j ·n⊗m for homogeneous
elements m ∈ M i and n ∈ N j . But in the algebraically graded setting there are
no signs: brM,N (m ⊗ n) := n ⊗ m for m ∈ Mi and n ∈ Nj . This is reflected in
Definition 15.1.13 below.
Let M =
⊕
i∈Z Mi be an algebraically graded K-module. A nonzero element
m ∈M can be expressed uniquely as a sum
(15.1.1) m = m1 + · · ·+mr,
such that r ≥ 1; each mi is a nonzero homogeneous element; and deg(mi) <
deg(mi+1). This is called the homogeneous component decomposition of m. Of
course m is homogeneous if and only if r = 1.
Suppose M and N are algebraically graded K-modules. A K-linear homomor-
phism φ : M → N is said to be of algebraic degree i if φ(Mj) ⊆ Nj+i for all
j ∈ Z. The K-module of all K-linear homomorphisms of degree i is denoted by
HomK(M,N)i. Taking the direct sum we get an algebraically graded K-module
(15.1.2) HomK(M,N) :=
⊕
i∈Z
HomK(M,N)i.
Definition 15.1.3. Let M and N be algebraically graded K-modules. A strict
homomorphism of algebraically graded K-modules φ : M → N is K-linear homo-
morphism of algebraic degree 0.
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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The category of algebraically graded K-modules is the category M(K, gr), whose
objects are the algebraically graded K-modules, and whose morphisms are the strict
homomorphisms.
Thus
HomM(K,gr)(M,N) = HomK(M,N)0.
It is easy to see that M(K, gr) is a K-linear abelian category. The kernels and
cokernels are degreewise.
Suppose M,N ∈M(K, gr). Their tensor product is also algebraically graded:
(M ⊗N)i =
⊕
j∈Z
(Mj ⊗Ni−j)
and
M ⊗N =
⊕
i∈Z
(M ⊗N)i.
Definition 15.1.4. An algebraically graded central K-ring is a central K-ring A,
equipped with a direct sum decomposition A =
⊕
i∈ZAi into K-submodules, such
that 1A ∈ A0, and Ai ·Aj ⊆ Ai+j for all i, j.
A homomorphism of algebraically graded central K-rings f : A → B is a K-ring
homomorphism such that f(Ai) ⊆ Bi for all i.
The algebraically graded central K-rings form a category, that we denote by
Rnggr/cK.
The base ring K is an algebraically graded ring, concentrated in degree 0. It is
the initial object of the category Rnggr/cK.
In the traditional ring theory literature (e.g. [106], [130], [8], [10], [161] and [182])
the algebraically graded central K-rings were called “associative unital graded K-
algebras”.
Example 15.1.5. Let M be an algebraically graded K-module. Then EndK(M)
:= HomK(M,M) is an algebraically graded central K-ring. The grading is according
to (15.1.2), and multiplication is composition.
Definition 15.1.6. Let A be an algebraically graded central K-ring.
(1) An algebraically graded left A-module is a left A-module M , equipped with
a direct sum decomposition M =
⊕
i∈Z Mi into K-submodules, such that
Ai ·Mj ⊆Mi+j for all i, j.
(2) Suppose M and N are algebraically graded left A-modules. A K-linear
homomorphism φ : M → N of degree i is said to be a homomorphism
of algebraically graded A-modules if φ(a·m) = a·φ(m) for all a ∈ A and
m ∈M .
(3) The K-module of all A-linear homomorphisms of degree i is denoted by
HomA(M,N)i. Taking the direct sum we get an algebraically graded K-
module
HomA(M,N) :=
⊕
i∈Z
HomA(M,N)i.
Note that there is an inclusion HomA(M,N) ⊆ HomK(M,N) in M(K, gr).
Definition 15.1.7. Let A be an algebraically graded central K-ring.
(1) Suppose M and N are algebraically graded left A-modules. The elements
of HomA(M,N)0 are called strict homomorphisms of algebraically graded
A-modules.
(2) The category of algebraically graded left A-modules, with strict homomor-
phisms, is denoted by M(A, gr).
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Thus
(15.1.8) HomM(A,gr)(M,N) = HomA(M,N)0.
Clearly, to put an algebraically graded left A-module structure on an alge-
braically graded K-module M is the same as to give a homomorphism A →
EndK(M) in Rnggr/cK.
Algebraically graded right A-modules, and algebraically graded A-B-bimodules,
are defined similarly to Definition 15.1.6. There are no signs anywhere. All homo-
morphisms are K-linear, and all bimodules are central over K.
Definition 15.1.9. Let A be an algebraically graded ring. Given an algebraically
graded A-moduleM and an integer i, the i-th degree twist of M is the algebraically
graded A-module M(i) whose degree j homogeneous component is M(i)j := Mi+j .
The action of A is not changed.
The degree twist is an automorphism of the abelian category M(A, gr). And
HomM(A,gr)(M,N(i)) = HomA(M,N)i.
There is a similar twisting for graded right modules and for graded bimodules.
There is a functor Ungr : Rnggr/cK → Rng/cK that forgets the grading. For a
fixed ring A ∈ Rnggr/cK there is a forgetful functor
(15.1.10) Ungr : M(A, gr)→M(Ungr(A)).
This is an exact faithful K-linear functor.
Remark 15.1.11. The functor Ungr in (15.1.10) is usually not full, for two reasons.
First, there could be nonzero homomorphisms of nonzero degree, so that
HomM(A,gr)(M,N) = HomA(M,N)0 $ HomA(M,N).
Second, it is easy find an example where
Ungr
(
HomA(M,N)
)
$ HomUngr(A)
(
Ungr(M),Ungr(N)
)
.
Just take M :=
⊕
i∈Z A(i) and N := A. Then
Ungr
(
HomA(M,N)
) ∼= ⊕
i∈Z
Ungr(A)
and
HomUngr(A)
(
Ungr(M),Ungr(N)
) ∼= ∏
i∈Z
Ungr(A)
in M(K).
Remark 15.1.12. Homomorphisms between algebraically graded modules and co-
homologically graded modules are distinct, not only in the position of the degree
indices. Compare Definition 15.1.6(2) to Definition 3.1.31. This distinction is due
to the Koszul sign rule, that is present only in the cohomologically graded setting.
Definition 15.1.13. Let A and B be algebraically graded central K-rings.
(1) The opposite ring of A is the central K-ring Aop, that is the same alge-
braically graded K-module as A, with an isomorphism op := id : A '−→ Aop
in M(K, gr). The multiplication ·op of Aop is
op(a1) ·op op(a2) := op(a2 ·a1).
(2) The ring A is called a commutative graded ring if a2 ·a1 = a1 ·a2 for all
a1, a2 ∈ A.
(3) The tensor product A ⊗ B is made into an algebraically graded ring with
multiplication
(a1 ⊗ b1)·(a2 ⊗ b2) := (a1 ·a2)⊗ (b1 ⊗ b2).
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(4) The enveloping ring of A is the algebraically graded ring Aen := A⊗Aop.
In terms of opposite rings, an algebraically graded ring A is commutative if and
only if A = Aop. The category of algebraically graded right A-modules is identified
withM(Aop, gr); and the category of K-central algebraically graded A-B-bimodules
is identified with M(A⊗Bop, gr).
There are graded ring homomorphisms A → A ⊗ B ← B, and corresponding
restriction functors
(15.1.14) M(A, gr) RestA←−−−−M(A⊗B, gr) RestB−−−−→M(B, gr).
We shall usually omit any explicit reference to these restriction functors.
Given M ∈ M(A, gr) and N ∈ M(B, gr), the tensor product M ⊗N belongs to
M(A⊗B, gr).
SupposeM ∈M(Aop, gr) and N ∈M(A, gr). Their tensor product over A is also
algebraically graded:
(15.1.15) M ⊗A N =
⊕
i∈Z
(M ⊗A N)i ∈M(K, gr),
where (M⊗AN)i is the image of (M⊗N)i under the canonical surjectionM⊗N 
M ⊗A N in M(K, gr). See Lemma 3.1.30 for the corresponding statement in the
cohomologically graded setting.
There is an isomorphism of algebraically graded K-rings
(15.1.16) (Aen)op '−→ Aen, a1 ⊗ a2 7→ a2 ⊗ a1.
From here on in this section, and in Sections 16 and 17, we assume the following
convention.
Convention 15.1.17. We fix a nonzero commutative base ring K. The symbol ⊗
means ⊗K. All graded rings are assumed to be algebraically graded central K-rings,
and all graded ring homomorphisms are over K. I.e. we work inside the category
Rnggr/cK.
Let A be a graded ring. Its enveloping ring is the graded ring Aen := A⊗Aop. All
graded A-modules are assumed by default to be algebraically graded left A-modules.
For M,N ∈ M(A, gr) the expression HomA(M,N) refers to the graded K-module
in Definition 15.1.6(3). All graded bimodules are assumed to be K-central; i.e. a
graded A-B-bimodule is an object of M(A⊗Bop, gr).
Proposition 15.1.18. Let A be a graded ring.
(1) The category M(A, gr) is abelian.
(2) The category M(A, gr) has inverse limits.
(3) The categoryM(A, gr) has direct limits. Moreover, direct limits inM(A, gr)
commute with the ungrading functor (15.1.10).
Proof. (1) The kernels and cokernels in M(A, gr) are degreewise, so the abelian
property of M(A, gr) is inherited from the abelian property of M(K).
(2) Inverse limits in M(A, gr) are taken degreewise. Namely, given an inverse sys-
tem {Mx}x∈Xop of objects of M(A, gr), indexed by a directed set X, let Mi :=
lim←x(Mx)i ∈ M(K). Then M :=
⊕
i∈ZMi ∈ M(A, gr) is the inverse limit of
{Mx}x∈Xop .
(3) Direct limits in M(A, gr) are taken degreewise. Namely, given a direct sys-
tem {Ny}y∈Y of objects of M(A, gr), indexed by a directed set Y , let Ni :=
limy→(Ny)i ∈ M(K). Then N :=
⊕
i∈ZNi ∈ M(A, gr) is the direct limit of
{Ny}y∈Y .
Because direct sums and direct limits commute with each other, it follows that
limy→ commutes with Ungr. 
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Definition 15.1.19. A graded ring A is called nonnegative if Ai = 0 for all i < 0;
i.e. if A =
⊕
i≥0Ai.
If A is a nonnegative graded ring A, then the two-sided graded ideal m :=⊕
i≥1Ai is called the augmentation ideal. It is the kernel of the surjective graded
ring homomorphism A→ A0, that we call the augmentation homomorphism.
The augmentation ideal of the graded ring Aop is denoted by mop.
Definition 15.1.20. Let A be a graded ring A and let M =
⊕
i∈ZMi be a graded
A-module.
(1) We call M a bounded above graded module if Mi = 0 for i 0.
(2) We call M a bounded below graded module if Mi = 0 for i 0.
(3) We call M a bounded graded module if it is both bounded above and
bounded below.
Example 15.1.21. If A is a nonnegative graded ring, then as a graded module
A is bounded below. For such A, the bounded below graded modules behave like
finitely generated modules over a noetherian local commutative ring – see Proposi-
tion 15.1.22 below.
The next proposition is the first version of the graded Nakayama Lemma that
we present; the second is Proposition 15.2.30.
Proposition 15.1.22. Let A be a nonnegative graded ring, with augmentation
ideal m. Let M be a bounded below graded A-module, and let M ′ ⊆M be a graded
A-submodule. If M ′ + m·M = M then M ′ = M .
Proof. Say M =
⊕
i≥i0 Mi for an integer i0. We will prove that M
′
i = Mi as A0-
modules for all i, by induction on i ≥ i0 − 1. For i = i0 − 1 this is clear because
both these A0-modules are zero.
Now take i ≥ i0, and assume that M ′j = Mj for all j < i. Suppose m ∈ Mi
is a nonzero element. Because M = M ′ + m·M , we can express m as follows:
m = m′ +
∑r
k=1 ak ·mk, where m′ ∈ M ′i ; r ≥ 0; ak ∈ m and mk ∈ M are nonzero
homogeneous elements; and deg(ak) + deg(mk) = i. But then deg(mk) < i, so by
the induction hypothesis we have mk ∈M ′. We conclude that m ∈M ′i . 
Definition 15.1.23. Let A be a graded ring.
(1) A graded A-module M is called a graded-finite A-module if M can be gen-
erated by finitely many homogeneous elements.
(2) The full subcategory ofM(A, gr) on the graded-finite A-modules is denoted
by Mf(A, gr).
(3) A is called a left graded-noetherian ring if every graded left ideal a ⊆ A is
a graded-finite A-module, in the sense of item (1) above.
(4) A is called a graded-noetherian ring if both A and Aop are left graded-
noetherian rings.
An obvious modification of item (1) above gives the definition of a graded-finite
right A-module. Of course the ring A is called a right graded-noetherian ring if Aop
is a left graded-noetherian ring.
Proposition 15.1.24. If A is left graded-noetherian ring, then Mf(A, gr) is a thick
abelian subcategory of M(A, gr).
Exercise 15.1.25. Prove this proposition.
Proposition 15.1.26. Let A be a graded ring and M a graded A-module. The
following two conditions are equivalent.
(i) M is a graded-finite A-module, in the sense of Definition 15.1.23(1).
(ii) Ungr(M) is a finitely generated Ungr(A)-module.
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Exercise 15.1.27. Prove this proposition.
Theorem 15.1.28. Let A be a graded ring. The following two conditions are
equivalent.
(i) The graded ring A is left graded-noetherian, in the sense of Definition
15.1.23(3).
(ii) The ring Ungr(A) is left noetherian.
Proof. The case when A is nonnegative is proved in many textbooks, and it is a
nice exercise for the reader.
The general case is much harder, and the few proofs in the literature are quite
complicated. Here is a short proof, that is due to S. Snigerov.
The implication (ii) ⇒ (i) is trivial. So let us assume that A is left graded-
noetherian, and we shall prove that Ungr(A) is left noetherian. The proof proceeds
in a few steps.
Step 1. Consider an A0-submodule V ⊆ Aj for some j, and let b := A ·V ⊆ A,
which is a graded left ideal of A. By assumption, b is generated by finitely many
homogeneous elements. An easy calculation shows that V = b ∩ Aj , and that V
is finitely generated as an A0-module. The consequence is that the ring A0 is left
noetherian, and that every Aj is a finitely generated A0-module.
Step 2. Now we fix a nonzero left ideal L ⊆ A. We are going to find a finite number
of generators for L as an A-module.
For a nonzero element a ∈ L we consider its homogeneous component decompo-
sition (15.1.1), and we define its bottom degree component bot(a) := a1, and its
top degree component top(a) := ar. Let atop be the left ideal in A generated by the
elements top(a), where a runs over all the nonzero elements of L. By assumption
the graded ideal atop is graded-finite; so we can choose a finite collection {ax}x∈Xtop
of nonzero elements of L, such that their top degree components top(ax) generate
the left ideal atop. Now let
d1 := max
{
deg(top(ax)) | x ∈ Xtop
} ∈ Z.
Step 3. Define abot to be the left ideal in A generated by the elements bot(a),
where a runs over all the nonzero elements of L ∩ A≤d1 . (It is possible that there
are no such elements.) By assumption the graded left ideal abot is graded-finite; so
we can choose a finite collection {ax}x∈Xbot of nonzero elements of L ∩A≤d1 , such
that their bottom degree components bot(ax) generate the left ideal abot. Now we
let
d0 := min
({
deg(bot(ax)) | x ∈ Xbot
} ∪ {0}) ∈ Z.
Step 4. By step 1 the A0-module V := L ∩
(⊕d1
i=d0 Ai
)
is finitely generated. We
choose a finite collection {ax}x∈Xmid that generates V as an A0-module.
Step 5. Define the finite indexing set X := Xtop unionsq Xbot unionsq Xmid. We claim that
the collection {ax}x∈X generates the left ideal L. Take any element a ∈ L. By
subtracting from a a finite linear combination of elements from {ax}x∈Xtop , with
coefficients taken from A≥1, we can assume that a ∈ L∩A≤d1 . Next, by subtracting
from a a finite linear combination of elements from {ax}x∈Xbot , with coefficients
taken from A≤−1, we can assume that a ∈ V , the A0-submodule from step 4. So
a is finite linear combination of elements from {ax}x∈Xmid , with coefficients taken
from A0. 
In view of Proposition 15.1.26 and Theorem 15.1.28, we can use this more relaxed
terminology without danger of ambiguity:
Definition 15.1.29. Let A be a graded ring.
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(1) We call A a left noetherian graded ring if it is left graded-noetherian.
Likewise for the attributes “right noetherian graded ring” and “noether-
ian graded ring”.
(2) Let M be a graded A-module. We call M a finite graded A-module if it is
graded-finite. Likewise for right modules.
We do not assume the rings here are noetherian. Partly this is because of the
facts in the remark below. Instead we resort to derived graded-pseudo-finitemodules
and complexes, see Definition 15.3.22.
Remark 15.1.30. Unlike the commutative theory, the Hilbert Basis Theorem
does not hold in the noncommutative setting. Thus, a finitely generated K-ring A
need not be noetherian; see Example 15.2.19. Likewise, if A and B are noetherian
finitely generated K-rings, the tensor product A⊗B need not be noetherian; there
is a counterexample in [128]. See [7] for a deep discussion of permanence properties
of NC noetherian rings.
We now pass to complexes of algebraically graded modules, retaining Convention
15.1.17. In Subsection 3.6 we introduced the category C(M) of complexes with
entries in an abelian category M. This is a DG category. Its strict subcategory
Cstr(M) is abelian. Here we take the abelian category M := M(A, gr) for a graded
ring A.
Definition 15.1.31. Let A be a graded ring.
(1) The category of complexes with entries in the abelian category M(A, gr) is
the DG category C(A, gr) := C(M(A, gr)).
(2) The strict subcategory of C(A, gr) is the abelian category Cstr(A, gr) :=
Cstr(M(A, gr)).
(3) Given a boundedness indicator ?, we denote by C?(A, gr) the full subcate-
gory of C(A, gr) on the complexes M having boundedness condition ?.
We now try to make Definition 15.1.31 more explicit. An object M ∈ C(A, gr)
has these direct sum decompositions:
(15.1.32) M =
⊕
i∈Z
M i =
⊕
i,j∈Z
M ij .
Here each M i ∈ M(A, gr), and each M ij ∈ M(K). We call M ij the homogeneous
component of M of bidegree
[
i
j
] ∈ [ ZZ ] = Z2. The upper index i is called the
cohomological degree, and the lower index j is called the algebraic degree. The
differential dM of the complex M is an A-linear homomorphism dM : M → M of
bidegree
[ 1
0
]
that satisfies dM ◦ dM = 0.
A morphism φ : M → N in the strict category Cstr(A, gr) has bidegree
[ 0
0
]
and
satisfies φ ◦ dM = dN ◦ φ.
Lastly, to clarify item (3) in the definition, a complex M belongs to C+(A, gr) if
M i = 0 for i 0, etc. Indicators can be combined, so C?str(A, gr) is a thick abelian
subcategory of Cstr(A, gr).
Like for any abelian category, we have a homotopy category and a derived cate-
gory. Here is the specific notation:
Definition 15.1.33. Let A be a graded ring.
(1) The homotopy category of complexes with entries in the abelian category
M(A, gr) is the triangulated category K(A, gr) := K(M(A, gr)).
(2) The derived category of the abelian category M(A, gr) is the triangulated
category D(A, gr) := D(M(A, gr)).
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(3) Given a boundedness indicator ?, we denote by D?(A, gr) the full trian-
gulated subcategory of D(A, gr) on the complexes M whose cohomology
H(M) has boundedness condition ?.
As always for derived categories, there are functors
(15.1.34) Cstr(A, gr)
P //
Q˜
''
K(A, gr) Q // D(A, gr) .
By abuse of notation we sometimes write Q rather than Q˜; or, when there is no
danger of confusion, we suppress the categorical localization functors Q and Q˜
altogether.
There is yet another category associated to A : it is the category G(A, gr) :=
G(M(A, gr)) of cohomologically graded objects in M(A, gr). It has its strict sub-
category Gstr(A, gr). This is the target of the cohomology functor
H : Cstr(A, gr)→ Gstr(A, gr).
If A → B is a graded ring homomorphism that makes B into a finite left A-
module, and if A is left noetherian, then of course B is also left noetherian. Here
is a partial converse:
Theorem 15.1.35. Let A be a nonnegative graded ring, and let a ∈ A be a nonzero
homogeneous central element of positive degree. Define the nonnegative graded ring
B := A/(a). If B is left noetherian, then A is also left noetherian.
This result is very similar to [8, Lemma 8.2]. There are three changes: we do not
assume that the element a is regular (i.e. not a zero-divisor), and we do not assume
that A is connected graded (only nonnegative). On the other hand, in [8] the
element a is only required to be normalizing, not central. Our proof is essentially
copied from [8].
Proof. Assume, for the sake of contradiction, that the graded ring A is not left
noetherian. Then (taking Theorem 15.1.28 into account) there is a graded left ideal
L ⊆ A that is not finitely generated. By Zorn’s Lemma we can assume that L is
maximal with this property. Thus every graded left ideal L† such that L  L† ⊆ A
must be finitely generated.
Consider the graded A-module M := A/L. Every graded A-module M† ⊆ M
is of the form M† = L†/L, and therefore M† is a finitely generated A-module. In
other words, M is a noetherian object of M(A, gr).
Let i := deg(a). We examine the commutative diagram (15.1.36) in M(A, gr).
Viewing the columns of this diagram as complexes, whose nonzero terms are in
cohomological degrees 0 and 1, this is a short exact sequence in the abelian category
Cstr(A, gr).
(15.1.36) 0 // L // A // M // 0
0 // L(−i)
a·(−)
OO
// A(−i)
a·(−)
OO
// M(−i)
a·(−)
OO
// 0
Define the graded A-modules M¯ and L¯ by these exact sequences:
0→ M¯ →M(−i) a·(−)−−−−→M
and
(15.1.37) L(−i) a·(−)−−−−→ L→ L¯→ 0.
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The long exact cohomology sequence of (15.1.36) gives rise to this exact sequence
in M(A, gr) :
(15.1.38) M¯ φ−→ L¯ ψ−→ B.
Because M is a noetherian object of M(A, gr), so is its degree twist M(−i), and
also the subobject M¯ ⊆M(−i). On the other hand, we are given that the ring B is
noetherian; so it is a noetherian object of M(A, gr). The exact sequence (15.1.38)
shows that L¯ is also a noetherian object of M(A, gr). We see that L¯ is a finitely
generated A-module.
Finally, let us choose finitely many homogeneous generators of the graded A-
module L¯, and then lift them to homogeneous elements of L. Let L′ ⊆ L be the
A-submodule generated by this finite collection of elements. The exact sequence
(15.1.37) shows that L = (a·L) + L′. The graded A-module L is bounded below,
because L ⊆ A and A is nonnegative. The element a belongs to the augmentation
ideal m of A. Therefore, by Proposition 15.1.22 (the graded Nakayama Lemma), we
have L′ = L. This contradicts the assumption that L is not finitely generated. 
15.2. Properties of Algebraically Graded Modules. In this subsection we
continue with Convention 15.1.17, to which we add:
Convention 15.2.1. The base ring K is a field.
See Remark 15.3.35 regarding the requirement that K be a field. In a sense the
category M(K, gr) is boring under Convention 15.2.1 :
Proposition 15.2.2. For an object M ∈ M(K, gr) there is an isomorphism M ∼=⊕
x∈X K(−ix), where X is an indexing set and {ix}x∈X is a collection of integers.
Proof. This is a variation on the usual proof for K-modules: by Zorn’s Lemma there
is a maximal linearly independent collection {mx}x∈X of homogeneous elements of
M . This is a basis of M . The number ix is the degree of mx. 
Definition 15.2.3. Let A be a graded ring. We define the graded bimodule
A∗ := HomK(A,K) ∈M(Aen, gr),
see formula (15.1.2).
Definition 15.2.4. Let A be a graded ring.
(1) A graded A-module P is called a graded-free A-module if P ∼=⊕
x∈X A(−ix) in M(A, gr) for some collection {ix}x∈X of integers.
(2) A graded A-module P is called a graded-projective A-module if it is a pro-
jective object in the abelian category M(A, gr).
(3) A graded A-module I is called a graded-cofree A-module if I ∼=∏
x∈X A
∗(−px) in M(A, gr) for some collection {px}x∈X of integers.
(4) A graded A-module I is called a graded-injective A-module if it is an injec-
tive object in the abelian category M(A, gr).
(5) A graded A-module P is called a graded-flat A-module if the functor
(−)⊗A P : M(Aop, gr)→M(K, gr)
is exact.
Note that a graded-free A-module P is of the form P ∼= A ⊗ V for some V ∈
M(K, gr); and a graded-cofree A-module I is of the form I ∼= HomK(A⊗W,K) for
some W ∈M(K, gr).
Proposition 15.2.5. Let A and B be graded rings.
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(1) There is an isomorphism
HomA(−, A∗) ∼= HomK(−,K)
of functors
M(A⊗Bop, gr)op →M(B ⊗Aop, gr).
(2) The graded bimodule A∗ is graded-injective over A, namely it is an injective
object in the category M(A, gr).
Proof. This is by the adjunction isomorphism
HomA
(
M,HomK(A,K)
) ∼= HomK(M,K)
in M(K, gr). 
The ungrading functor (15.1.10) preserves finiteness (i.e. being a finitely gener-
ated module). It also preserves freeness and projectivity, as the next proposition
shows.
Proposition 15.2.6. Let A be a graded ring, and let P ∈M(A, gr).
(1) If P is a graded-free A-module, then Ungr(P ) is a free Ungr(A)-module.
(2) P is a graded-projective A-module if and only if it is a direct summand, in
M(A, gr), of a graded-free A-module.
(3) If P is a graded-projective A-module, then Ungr(P ) is a projective Ungr(A)-
module.
Exercise 15.2.7. Prove Proposition 15.2.6.
Remark 15.2.8. In the situation of Proposition 15.2.6, one can show that P is a
graded-flat A-module if and only if Ungr(P ) is a flat Ungr(A)-module. The proof
is not easy. See [111, Proposition 3.4.5].
For injectives things are much more complicated, as the next theorem and ex-
ample show.
Theorem 15.2.9 (Van den Bergh). Let A be a left noetherian nonnegative graded
ring, and let I be graded-injective A-module. Then Ungr(I) has injective dimension
at most 1 as an Ungr(A)-module.
Proof. See [181]. A more general statement can be found in [142]. 
Example 15.2.10. Consider the graded ring A := K[t], the ring of polynomials
in a variable t of degree 1. The graded A-module I := K[t, t−1] is graded-injective,
but Ungr(I) has injective dimension 1 over Ungr(A).
Proposition 15.2.11.
(1) A graded-free A-module P is graded-projective.
(2) A graded-projective A-module P is graded-flat.
(3) A graded-cofree A-module I is graded-injective.
Exercise 15.2.12. Prove this proposition.
Proposition 15.2.13. Let A and B be graded rings.
(1) If P ∈M(A⊗B, gr) is projective, then it is projective in M(A, gr).
(2) If P ∈M(A⊗B, gr) is flat, then it is flat in M(A, gr).
(3) If I ∈M(A⊗B, gr) is injective, then it is injective in M(A, gr).
Proof. (1) Take N ∈ C(A, gr). We have isomorphisms
HomA(P,N) ∼= HomA⊗B(P,HomA(A⊗B,N))
∼= HomA⊗B(P,HomK(B,N))
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in Cstr(K, gr). As an object of M(K, gr), B is projective. Hence, if N is an acyclic
complex, then so is HomA(P,N).
(2, 3) Like item (1), but using the fact that B is graded-flat over K, and using
suitable adjunction isomorphisms. 
Definition 15.2.14. Let A be a graded ring.
(1) Let M be a graded A-module, and let N ⊆M be a graded submodule. We
say that N is a graded-essential submodule ofM if for every nonzero graded
submodule M ′ ⊆M the intersection N ∩M ′ is nonzero.
(2) A homomorphism φ : N → M in M(A, gr) is called a graded-essential
monomorphism if φ is an injective homomorphism, and φ(N) is a graded-
essential submodule of M .
Item (2) of the definition is a special case of the usual definition of an essential
monomorphism in an abelian category.
Exercise 15.2.15. Let N ⊆ M be graded A-modules. Show that N is a graded-
essential submodule ofM if and only if Ungr(N) is an essential Ungr(A)-submodule
of Ungr(M). (Hint: prove that for every nonzero element m ∈ M there is a
homogeneous element a ∈ A such that a·m ∈ N and a·m 6= 0. Do this by induction
on the number r appearing in the decomposition (15.1.1). See the proof of [111,
Lemma 3.3.13], which is not totally correct, but can be fixed using our hint.)
Proposition 15.2.16. Let A be a graded ring.
(1) The category M(A, gr) has enough projectives.
(2) The category M(A, gr) has enough injectives. Moreover, every M ∈
M(A, gr) has an injective hull, namely there is a graded-essential mono-
morphism M  I to a graded-injective module I.
Proof. (1) Given a module M ∈ M(A, gr) and a homogeneous element m ∈ Mi,
there is a homomorphism A(−i) → M that sends 1A 7→ m. Therefore, by taking
a sufficiently large direct sum of degree twists of A, there is a surjection P  M
from a graded-free module P . And graded-free modules are graded-projective, by
Proposition 15.2.11.
(2) For every nonzero homogeneous element m ∈ Mq there is a homomorphism
M → K(−q) in M(K, gr) that is nonzero on m. By Proposition 15.2.5(1) we
get a homomorphism M → A∗(−q) in M(A, gr) that is nonzero on m. Thus, by
taking a sufficiently large product I :=
∏
x∈X A
∗(−qx) in M(A, gr) we obtain a
monomorphism M  I. And according Proposition 15.2.11, the graded-cofree
object I is injective in M(A, gr).
As for injective hulls: this is the same as in the ungraded case; see [129, Theorem
3.30] or [93, Section 3.D]. 
Now a structural result on injective objects in M(A, gr).
Theorem 15.2.17. Let A be a left noetherian graded ring.
(1) If {Ix}x∈X is a collection of graded-injective A-modules, then I :=
⊕
x∈X Ix
is a graded-injective A-module.
(2) Every graded-injective A-module I is a direct sum of indecomposable graded-
injective A-modules.
Proof. This is because M(A, gr) is a locally noetherian Grothendieck abelian cat-
egory. See [148, Section V.4]. Item (1) can be proved directly using the graded
version of the Baer criterion (Theorem 2.7.10). 
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Definition 15.2.18. A connected graded K-ring is a nonnegative graded K-ring
A (see Conventions 15.1.17 and 15.2.1, and Definition 15.1.19), such that the ring
homomorphism K → A0 is bijective, and Ai is a finitely generated K-module for
all i ≥ 0.
Here are a few examples of connected graded rings.
Example 15.2.19. Consider the noncommutative polynomial ring A :=
K〈x1, . . . , xn〉 in n ≥ 1 variables, all of algebraic degree 1. This is a connected
graded K-ring. If n ≥ 2 then A is not commutative and not noetherian (on either
side). If n = 1 then K〈x1〉 = K[x1], see next example.
Example 15.2.20. Let A := K[x1, . . . , xn], the commutative polynomial ring in
n ≥ 1 variables, all of algebraic degree 1. This is a connected graded K-ring,
commutative and noetherian.
Example 15.2.21. Let K[t] be the commutative polynomial ring in a variable t of
algebraic degree 1. Next let
A := K[t]〈x, y〉/(y ·x− x ·y − t2),
where x and y are noncommuting variables of algebraic degree 1 (that commute
with t). This is the homogeneous first Weyl algebra. It is a connected graded K-
ring, noetherian, but not commutative. Indeed, if char(K) = 0, then the center of
A is K[t].
Example 15.2.22. Let g be a finite Lie algebra over K. Choose a basis v1, . . . , vn
for g as a K-module, and let γi,j,k ∈ K be the constants describing the Lie bracket,
i.e.
[vi, vj ] =
∑
k
γi,j,k ·vk ∈ g.
Let K[t] be the commutative polynomial ring in a variable t of algebraic degree 1.
Let x1, . . . , xn be variables of algebraic degree 1, and define the graded ring
A := K[t]〈x1, . . . , xn〉 / (I),
where I is the two-sided ideal generated by the quadratic elements
xi ·xj − xj ·xi −
n∑
k=1
γi,j,k ·xk ·t.
This is the homogeneous universal enveloping ring of g. The quotient A/(t− 1) is
the universal enveloping ring U(g). The ring A is connected graded, noetherian,
but often noncommutative (since the Lie algebra g embeds into the quotient ring
U(g) with its commutator Lie bracket).
Example 15.2.23. Suppose A and B are both connected graded K-rings. Then
A⊗B is a connected graded K-ring.
Definition 15.2.24. A graded K-moduleM =
⊕
i∈Z Mi is called degreewise finite
if the K-module Mi is finitely generated for every i ∈ Z.
The full subcategory of M(K, gr) on the degreewise finite modules is denoted by
Mdwf(K, gr).
It is obvious that the category Mdwf(K, gr) is a thick abelian subcategory of
M(K, gr), closed under subobjects and quotient objects.
Definition 15.2.25. For M ∈M(K, gr) we let
M∗ := HomK(M,K) ∈M(K, gr).
This is the graded K-linear dual of M .
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According to formula (15.1.2) we have M∗ =
⊕
i∈Z(M∗)i, where
(M∗)i = HomK(M,K)i = HomK(M−i,K) = (M−i)∗.
Lemma 15.2.26. If M ∈ Mdwf(K, gr) then M∗ ∈ Mdwf(K, gr), and the Hom-
evaluation homomorphism evM : M → M∗∗ = (M∗)∗ in Mdwf(K, gr) is bijective.
Thus (−)∗ is a duality of the category Mdwf(K, gr).
The easy proof is omitted.
Definition 15.2.27. Let A be a graded ring. A module M ∈ M(A, gr) is called
degreewise K-finite if it is degreewise finite as a graded K-module.
The full subcategory of M(A, gr) on the degreewise K-finite modules is denoted
by Mdwf(A, gr).
Of course Mdwf(A, gr) is a thick abelian subcategory of M(A, gr), closed under
subobjects and quotients.
Proposition 15.2.28. Let A be a graded ring. If M ∈ Mdwf(A, gr) then M∗ ∈
Mdwf(Aop, gr), and the Hom-evaluation homomorphism evM : M → M∗∗ in
M(A, gr) is bijective. Thus
(−)∗ : Mdwf(A, gr)op →Mdwf(Aop, gr)
is an equivalence of categories.
Exercise 15.2.29. Prove this proposition. (Hint: use Lemma 15.2.26.)
Noncommutative connected graded rings are very similar to complete commu-
tative local rings. Here is the second variant of the graded Nakayama Lemma (the
first was Proposition 15.1.22).
Proposition 15.2.30. Let A be a connected graded ring, and let M ∈M(A, gr) be
a bounded below graded module. Define V := K⊗AM ∈M(K, gr).
(1) There is a surjection pi : A⊗ V M in M(A, gr), such that the diagram
A⊗ V pi //
β

M
α

V
id // V
in which the morphisms α and β are the canonical projections, is commu-
tative.
(2) If V = 0 then M = 0.
(3) If M is a graded-projective A-module, then the surjection pi above is bijec-
tive. Hence M is a graded-free A-module.
Note that the projection β is induced by the augmentation homomorphism A→
K, so Ker(β) = m⊗ V . Likewise, Ker(α) = m·M ⊆M .
Proof.
(1) SayM =
⊕
i≥i0 Mi. Choose a section pi0 : V M inM(K, gr) of the canonical
projection α : M  V . Since A ⊗ V is a graded-free A-module, pi0 extends to a
homomorphism pi : A⊗ V →M in M(A, gr). See the commutative diagram below,
in which γ(v) := 1A ⊗ v.
V
pi0
%%
γ

A⊗ V pi // M
By Proposition 15.1.22 the homomorphism pi is surjective.
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(2) Clear from the existence of the surjection pi.
(3) Let N := Ker(pi) ⊆ A⊗ V , so there is a short exact sequence
0→ N → A⊗ V pi−→M → 0
inM(A, gr), and N is a bounded below graded A-module. IfM is graded-projective,
then this sequence is split. It follows that K ⊗A N = 0. By part (2) we see that
N = 0. 
Definition 15.2.31. Let A be a connected graded K-ring, and let M ∈M(A, gr).
The socle of M is the graded A-submodule Soc(M) := HomA(K,M) ⊆M .
In other words, Soc(M) = {m ∈ M | m·m = 0}. The A-module structure of
Soc(M) is through the augmentation homomorphism A→ K; so Proposition 15.2.2
applies to it.
Here is a dual to the graded Nakayama Lemma.
Proposition 15.2.32. Let A be a connected graded K-ring, let N ∈M(A, gr) be a
bounded above graded module, and let W := Soc(N).
(1) There is an injection σ : N  HomK(A,W ) in M(A, gr), such that the
diagram
W
id //
α

W
β

N
σ // HomK(A,W )
in which α and β are the canonical embeddings, is commutative.
(2) If W = 0 then N = 0.
(3) If N is a graded-injective A-module, then the homomorphism σ above is
bijective. Hence N is a graded-cofree A-module.
Note that β is induced from the augmentation homomorphism A → K, and
Im(β) = Soc
(
HomK(A,W )
)
.
Proof.
(1) Say N =
⊕
i≤i1 Ni for some i1 ∈ Z. Choose a splitting σ0 : N W inM(K, gr)
of the inclusion α : W  N . By adjunction there is an isomorphism
HomK(N,W ) ∼= HomA(N,HomK(A,W ))
in M(K, gr), so there is a homomorphism σ : N → HomK(A,W ) in M(A, gr) that
lifts σ0. See the commutative diagram below, where γ(χ) := χ(1A).
N
σ0
&&
σ // HomK(A,W )
γ

W
A descending induction on degree, starting from i1, shows that σ is an injection.
(2) Clear from the existence of σ.
(3) Let M := Coker(σ). If N is graded-injective, then the exact sequence
0→ N σ−→ HomK(A,W )→M → 0
inM(A, gr) is split. Applying the additive functor Soc to it, we see that Soc(M) = 0.
Since M is a bounded above graded module, item (2) says that M = 0. 
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Definition 15.2.33. Let A be a graded ring. A module N ∈ M(Aop, gr) is called
a cofinite graded Aop-module if N ∼= M∗ for some finite graded A-module M .
The full subcategory ofM(Aop, gr) on the cofinite graded Aop-modules is denoted
by Mcof(Aop, gr).
Recall that an object M in an abelian category M is called noetherian (resp.
artinian) if it satisfies the ascending (resp. descending) chain condition on subob-
jects. Let us denote the corresponding full subcategories of M by Mnot and Mart
respectively. Then Mnot,Mart ⊆ M are thick abelian subcategories, closed under
subobjects and quotient objects.
Here is a variant of the Matlis Duality Theorem (see Remark 13.3.23):
Theorem 15.2.34 (NC Graded Matlis Duality). Assume A is a left noetherian
connected graded ring.
(1) The category Mf(A, gr) is a thick abelian subcategory of Mdwf(A, gr), closed
under subobjects and quotient objects.
(2) The category Mcof(Aop, gr) is a thick abelian subcategory of Mdwf(Aop, gr),
closed under subobjects and quotient objects.
(3) The functor
(−)∗ : Mf(A, gr)op →Mcof(Aop, gr)
is an equivalence.
(4) The modules in Mf(A, gr) are the noetherian objects in the abelian category
M(A, gr).
(5) The modules inMcof(Aop, gr) are the artinian objects in the abelian category
M(Aop, gr).
Proof.
(1) Since A is connected, as a left module it belongs to Mdwf(A, gr). Therefore
every finite graded A-module belongs toMdwf(A, gr), i.e.Mf(A, gr) ⊆Mdwf(A, gr).
Because A is left noetherian, it follows that Mf(A, gr) is a thick abelian subcat-
egory of M(A, gr), closed under subobjects and quotient objects.
(2, 3) By definition Mcof(Aop, gr) is the essential image under the functor (−)∗ of
the category Mf(A, gr). Now use the equivalence of Proposition 15.2.28 and part
(1).
(4) This is proved the same way as for ungraded left noetherian rings.
(5) We know by (2, 3, 4) that the objects of Mcof(Aop, gr) are artinian objects in
M(Aop, gr).
For the opposite direction, let N ∈ M(Aop, gr) be an artinian object. The
descending chain condition forces N to be bounded above, namely Ni = 0 for
i  0. Consider the socle W := HomAop(K, N). This is a graded Aop-submodule
of N , isomorphic to
⊕
x∈X K(−ix) for some indexing set X and a collection of
integers {ix}x∈X . By the descending chain condition the set X has to be finite.
Hence ⊕
x∈X
A∗(−ix) ∼= A∗ ⊗W ∼= HomK(A,W ).
Proposition 15.2.32 tells us that there is an injective homomorphism N ⊕
x∈X A
∗(−ix). We know that A∗(−ix) ∈Mcof(A, gr); and hence so is N . 
Remark 15.2.35. If A is connected graded but not left noetherian, then there are
cofinite graded Aop-modules that are not artinian. Take the ring A := K〈x1, x2〉
from Example 15.2.19. Then A∗ ∈M(Aop, gr) is cofinite but not artinian.
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15.3. Resolutions and Derived Functors. In this subsection we continue with
Conventions 15.1.17 and 15.2.1. Thus K is a base field and ⊗ = ⊗K. In the next
definitions we collect the algebraically graded versions of some definitions from
Sections 10 and 11.
Definition 15.3.1. Let A be a graded ring, and let P ∈ C(A, gr).
(1) The complex P is called a graded-free complex if all the graded A-modules
P i are graded-free, and the differential is zero.
(2) The complex P is called a semi-graded-free complex if it admits a filtration
{Fj(P )}j≥−1 in Cstr(A, gr), such that F−1(P ) = 0, P =
⋃
j Fj(P ), and
GrFj (P ) is a graded-free complex for every j.
(3) The complex P is called a K-graded-projective complex if for every acyclic
complex N ∈ C(A, gr), the complex HomA(P,N) is acyclic.
Definition 15.3.2. Let A be a graded ring, and let I ∈ C(A, gr).
(1) The complex I is called a graded-cofree complex if all the A-modules Ip are
graded-cofree, and the differential is zero.
(2) The complex I is called a semi-graded-cofree complex if it admits a cofil-
tration {Fq(I)}q≥−1 in Cstr(A, gr), such that F−1(I) = 0, each GrFq (I) is
graded-cofree complex, and I = lim←q Fq(I).
(3) The complex I is called a K-graded-injective complex if for every acyclic
complex N ∈ C(A, gr), the complex HomA(N, I) is acyclic.
Definition 15.3.3. A complex P ∈ C(A, gr) is called a K-graded-flat complex if
for every acyclic complex N ∈ C(Aop, gr) the complex N ⊗A P is acyclic.
Theorem 15.3.4. Let A be a graded ring, and let M ∈ C(A, gr).
(1) There exists a quasi-isomorphism ρ : P → M in Cstr(A, gr), where P is a
semi-graded-free complex, and sup(P ) = sup(H(M)).
(2) There exists a quasi-isomorphism ρ : M → I in Cstr(A, gr), where I is a
semi-graded-cofree complex, and inf(I) = inf(H(M)).
Proof.
(1) This is a modification of Theorem 11.4.17 and Corollary 11.4.27. The proof is
the same, after a few obvious modifications.
(2) This is a modification of Theorem 11.6.24 and Corollary 11.6.31. The proof is
the same, after a few obvious modifications. The injective object K∗ we use here is
K∗ := K of course. 
The various kinds of complexes mentioned in the definitions above are related
as follows.
Theorem 15.3.5. Let A be a graded ring.
(1) A complex P ∈ C(A, gr) is K-graded-projective if and only if it is isomorphic
in K(A, gr) to a semi-graded-free complex Q.
(2) If P ∈ C(A, gr) is K-graded-projective, then it is K-graded-flat.
(3) If P ∈ C(A, gr) is K-graded-projective, then P ∗ ∈ C(Aop, gr) is K-graded-
injective.
(4) A complex I ∈ C(A, gr) is K-graded-injective iff it is isomorphic in K(A, gr)
to a semi-graded-cofree complex J .
Proof.
(1) By Theorem 11.4.14, that applies to this context too, a semi-graded-free complex
Q is K-graded-projective. And by Proposition 10.2.3, a complex P ∈ C(A, gr) is K-
graded-projective iff HomK(A,gr)(P,N) = 0 for every acyclic complex N ∈ C(A, gr).
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First let’s assume that there is an isomorphism P ∼= Q in K(A, gr) to a semi-
graded-free complex Q. Then for every acyclic complex N ∈ C(A, gr) we get
HomK(A,gr)(P,N) ∼= HomK(A,gr)(Q,N) = 0.
Therefore P is K-graded-projective.
Conversely, let’s assume that P is K-graded-projective. By Theorem 15.3.4(1)
there is a quasi-isomorphism ρ : Q → P in Cstr(A, gr) from a semi-graded-free
complex Q. By Corollary 10.2.14, P(ρ) : Q→ P is an isomorphism in K(A, gr).
(2) Take N ∈ C(Aop, gr). We have the adjunction isomorphism
(N ⊗A P )∗ = HomK(N ⊗A P,K)
∼= HomA(P,HomK(N,K)) = HomA(P,N∗)
in Cstr(K, gr). If N is acyclic then so are N∗, HomA(P,N∗) and (N ⊗A P )∗. Since
the functor (−)∗ is faithfully exact, we see that N ⊗A P is acyclic too. Therefore
P is K-graded-flat.
(3) Take N ∈ C(Aop, gr). We have the adjunction isomorphism
HomAop(N,P ∗) = HomAop(N,HomK(P,K))
∼= HomK(N ⊗A P,K) = (N ⊗A P )∗
in Cstr(K, gr). By item (2) P is K-graded-flat. If N is acyclic then so are N ⊗A P ,
(N ⊗A P )∗ and HomAop(N,P ∗). Therefore P ∗ is K-graded-injective.
(4) By Theorem 11.6.21, that applies to this context too, a semi-graded-cofree com-
plex J is K-graded-injective. And by Proposition 10.1.3, a complex I ∈ C(A, gr) is
K-graded-injective iff HomK(A,gr)(N, I) = 0 for every acyclic complex N ∈ C(A, gr).
First let’s assume that there is an isomorphism I ∼= J in K(A, gr) to a semi-
graded-cofree complex J . Then for every acyclic complex N ∈ C(A, gr) we get
HomK(A,gr)(N, I) ∼= HomK(A,gr)(N, J) = 0.
Therefore I is K-graded-injective.
Conversely, let’s assume that I is K-graded-injective. By Theorem 15.3.4(2) there
is a quasi-isomorphism ρ : I → J in Cstr(A, gr) to a semi-graded-cofree complex J .
By Corollary 10.1.19, P(ρ) : I → J is an isomorphism in K(A, gr). 
The next proposition tells us that some resolving properties of complexes are
preserved by the restriction functor C(A⊗B, gr)→ C(A, gr).
Proposition 15.3.6. Let A and B be graded rings.
(1) If P ∈ C(A ⊗ B, gr) is K-graded-projective, then it is K-graded-projective
in C(A, gr).
(2) If P ∈ C(A⊗B, gr) is K-graded-flat, then it is K-graded-flat in C(A, gr).
(3) If I ∈ C(A ⊗ B, gr) is K-graded-injective, then it is K-graded-injective in
C(A, gr).
Proof.
(1) Take N ∈ C(A, gr). We have isomorphisms
HomA(P,N) ∼= HomA⊗B(P,HomA(A⊗B,N))
∼= HomA⊗B(P,HomK(B,N))
in Cstr(K, gr). As an object of C(K, gr), B is K-graded-projective. Hence, if N is
acyclic, then so is HomA(P,N).
(2, 3) Like item (1), but using the fact that B is K-graded-flat over K, and using
other adjunction isomorphisms. 
Corollary 15.3.7. Let A and B be graded rings, and let M ∈ C(A⊗B, gr).
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(1) There exists a quasi-isomorphism P →M in Cstr(A⊗B, gr), where P is a
K-graded-projective complex over A, every P i is a graded-projective module
over A, and sup(P ) = sup(H(M)).
(2) There exists a quasi-isomorphism P → M in Cstr(A ⊗ B, gr), where P is
a K-graded-flat complex over A, every P i is a graded-flat module over A,
and sup(P ) = sup(H(M)).
(3) There exists a quasi-isomorphism M → I in Cstr(A ⊗ B, gr), where I is
a K-graded-injective complex over A, every Ip is a graded-injective module
over A, and inf(I) = inf(H(M)).
Proof.
(1) Take the resolution P → M from Theorem 15.3.4(1). In view of Theorem
15.3.5(1), Proposition 15.3.6(1) and Proposition 15.2.6(2), the complex P has the
required properties.
(2) Use item (1), plus Theorem 15.3.5(2).
(3) Take the resolution M → I from Theorem 15.3.4(2). This will do, by Theorem
15.3.5(4), Proposition 15.3.6(3), Proposition 15.2.11(3) and Proposition 15.2.13(3).

Corollary 15.3.8. Let A, B and C be graded rings.
(1) The triangulated right derived bifunctor
RHomA(−,−) : D(A⊗Bop, gr)op ×D(A⊗ Cop, gr)→ D(B ⊗ Cop, gr)
exists.
(2) Let M ∈ D(A ⊗ Bop, gr) and N ∈ D(A ⊗ Cop, gr). Assume that either M
is K-graded-projective over A, or N is K-graded-injective over A. Then the
morphism
ηRM,N : HomA(M,N)→ RHomA(M,N)
in D(B ⊗ Cop, gr) is an isomorphism.
(3) Let B′ → B and C ′ → C be graded K-ring homomorphisms. Then the
diagram
D(A⊗Bop, gr)op ×D(A⊗ Cop, gr) RHomA(−,−) //
Rest× Rest

D(B ⊗ Cop, gr)
Rest

D(A⊗B′ op, gr)op ×D(A⊗ C ′ op, gr) RHomA(−,−) // D(B′ ⊗ C ′ op, gr)
is commutative up to isomorphism.
Proof. The same arguments used in the proof of Proposition 14.3.15 work here,
because there exist enough acyclic resolutions – see Corollary 15.3.7. 
Corollary 15.3.9. The category D(A, gr) has infinite direct sums. On objects, the
direct sum is degreewise, for the Z2 grading.
Proof. The proof of Theorem 10.1.26 works here. 
Corollary 15.3.10. Let A, B and C be graded rings.
(1) The triangulated left derived bifunctor
(−⊗LA −) : D(B ⊗Aop, gr)×D(A⊗ Cop, gr)→ D(B ⊗ Cop, gr)
exists.
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(2) Let M ∈ D(B⊗Aop, gr) and N ∈ D(A⊗Cop, gr). Assume that either M is
K-graded-flat over Aop, or N is K-graded-flat over A. Then the morphism
ηLM,N : M ⊗LA N →M ⊗A N
in D(B ⊗ Cop, gr) is an isomorphism.
(3) Let B′ → B and C ′ → C be graded K-ring homomorphisms. Then the
diagram
D(B ⊗Aop, gr)×D(A⊗ Cop, gr) (−⊗
L
A−) //
Rest× Rest

D(B ⊗ Cop, gr)
Rest

D(B′ ⊗Aop, gr)×D(A⊗ C ′ op, gr) (−⊗
L
A−) // D(B′ ⊗ C ′ op, gr)
is commutative up to isomorphism.
Proof. The same arguments used in the proof of Proposition 14.3.13 work here,
because there exist enough acyclic resolutions – see Corollary 15.3.7. 
Corollary 15.3.11. Let A, B and C be graded rings.
(1) Given M ∈M(A⊗Bop, gr) and N ∈M(A⊗Cop, gr), for every p ∈ N there
is a canonical isomorphism
ExtpA(M,N) ∼= Hp
(
RHomA(M,N)
)
in M(B ⊗ Cop, gr). Here ExtpA(−,−) is the classical p-th right derived
bifunctor of HomA(−,−).
(2) Given M ∈M(B⊗Aop, gr) and N ∈M(A⊗Cop, gr), for every p ∈ N there
is a canonical isomorphism
TorAp (M,N) ∼= H−p
(
M ⊗LA N
)
in M(B ⊗ Cop, gr). Here TorAp (−,−) is the classical p-th left derived bi-
functor of (−⊗A −).
Proof. This is clear from Corollary 15.3.8(2) and Corollary 15.3.10(2) respectively.

Corollary 15.3.12. Let A, B, C and D be graded rings.
(1) Let L ∈ D(A ⊗ Bop, gr), M ∈ D(B ⊗ Cop, gr) and N ∈ D(C ⊗ Dop, gr).
There is an isomorphism
L⊗LB (M ⊗LC N) ∼= (L⊗LB M)⊗LC N
in D(A⊗Dop, gr). This isomorphism is functorial in L,M,N .
(2) Let L ∈ D(B ⊗ Aop, gr), M ∈ D(C ⊗ Bop, gr) and N ∈ D(C ⊗ Dop, gr).
There is an isomorphism
RHomB
(
L,RHomC(M,N)
) ∼= RHomC(M ⊗LB L,N)
in D(A⊗Dop, gr). This isomorphism is functorial in L,M,N .
Proof. Both assertions are immediate consequences of the associativity of the tensor
product for modules, and the Hom-tensor adjunction for modules. 
The triangulated category D(Aen, gr) has a biclosed monoidal structure on it,
with monoidal operation (− ⊗LA −) and monoidal unit A. See Remark 14.3.23 for
the nongraded variant. In the next definition we present the pertinent operations
related to this structure; these will be needed for several constructions. We do
not need to know anything about the concept of monoidal structure beyond this
terminology. The interested reader can look it up in [102]; the previous corollaries
(almost) guarantee that the monoidal axioms hold in this context.
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Definition 15.3.13 (Monoidal Operations). Let A and B be graded rings, and let
M ∈ D(A⊗Bop, gr) and N ∈ D(B ⊗Aop, gr) be complexes.
(1) The left unitor isomorphism for M is the obvious isomorphism lu : A ⊗LA
M
'−→M in D(A⊗Bop, gr).
(2) The right unitor isomorphism for N is the obvious isomorphism ru : N ⊗LA
A
'−→ N in D(B ⊗Aop, gr).
(3) The left co-unitor isomorphism for M is the obvious isomorphism lcu :
RHomA(A,M)
'−→M in D(A⊗Bop, gr).
Here is a notion that is dual to a minimal complex of injectives (see Definition
13.2.5). Recall that for a complex P , the module of degree i coboundaries is Bi(P ) =
Im
(
di−1P : P i−1 −→ P i
) ⊆ P i.
Definition 15.3.14. Let A be a connected graded ring, with augmentation ideal
m. A minimal complex of graded-free A-modules is a bounded above complex P ,
such that for every i the graded module P i is graded-free, and there is an inclusion
Bi(P ) ⊆ m·P i.
Proposition 15.3.15. Let A be a connected graded ring, and let P be a bounded
above complex of graded-free A-modules. The following conditions are equivalent:
(i) P is a minimal complex of graded-free A-modules.
(ii) The complex K⊗A P has zero differential.
Exercise 15.3.16. Prove this proposition.
Definition 15.3.17. Let A be a connected graded ring, and let M ∈ M(A, gr).
A minimal graded-free resolution of M is a quasi-isomorphism ρ : P → M in
Cstr(A, gr) from a minimal complex of graded-free A-modules P .
Proposition 15.3.18. Let A be a connected graded ring, and let M ∈M(A, gr) be
a bounded below graded module. Then:
(1) M has a minimal graded-free resolution η : P →M .
(2) For every i there is an isomorphism P i ∼= A⊗ TorA−i(K,M) in M(A, gr).
(3) The minimal graded-free resolution η : P →M in item (1) above is unique,
up to a non-unique isomorphism in Cstr(A, gr).
Proof.
(1) Let V0 := K ⊗A M and P 0 := A ⊗ V0. By Proposition 15.2.30 there is a
surjection η : P 0 → M . Let M−1 := Ker(η) ⊆ P 0. By construction we have
M−1 ⊆ m⊗V0 = m·P 0. And of course M−1 is a bounded below graded A-module.
Next let V1 := K ⊗A M−1 and P−1 := A ⊗ V1. By Proposition 15.2.30 there
is a surjection d−1 : P−1 → M−1. The graded module M−2 := Ker(d−1) ⊆ P−1
satisfies M−2 ⊆ m⊗ V1 = m ·P−1. And so on.
(2) Due to minimality, the differential of the complex K⊗AP is zero; see Proposition
15.3.15. Therefore
TorA−i(K,M) ∼= Hi(K⊗LAM) ∼= Hi(K⊗A P ) ∼= K⊗A P i ∼= V−i.
(3) Suppose η′ : P ′ →M is some other minimal graded-free resolution. Because P
and P ′ are K-projective in C(A, gr), there is a homotopy equivalence φ : P → P ′
in Cstr(A, gr). Therefore
(15.3.19) id⊗φ : K⊗A P → K⊗A P ′
is a quasi-isomorphism. But by Proposition 15.3.15, these complexes have zero
differentials, so (15.3.19) is an isomorphism in Cstr(K, gr). The graded Nakayama
Lemma (Proposition 15.2.30(3)) implies that φ : P → P ′ is an isomorphism in
Cstr(A, gr). 
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Exercise 15.3.20. Try to generalize Proposition 15.3.18 to a complex M ∈
C(A, gr). The trick is to find the correct boundedness conditions on M .
Corollary 15.3.21. Assume A is a left noetherian connected graded ring, and M
is a finite graded A-module. Then in the minimal graded-free resolution η : P →M ,
the graded-free A-modules P i are all finite.
Proof. In the proof of Proposition 15.3.18(1), the graded K-modules Vi are all
finite. 
Here is a graded version of Definitions 11.4.29 and 12.9.1.
Definition 15.3.22. Let A be a graded ring.
(1) A complex P ∈ C(A, gr) is called pseudo-finite semi-graded-free if it is a
bounded above complex of finite graded-free A-modules.
(2) A complex L ∈ D(A, gr) is called derived graded-pseudo-finite if it belongs
to the saturated full triangulated subcategory of D(A, gr) generated by the
pseudo-finite semi-graded-free complexes.
Example 15.3.23. If the graded ring A is connected and left noetherian, then
the derived graded-pseudo-finite complexes over A are precisely the objects of
D−f (A, gr). See Theorems 11.3.18 or 11.4.40.
Proposition 15.3.24. Assume A is a left noetherian connected graded ring. Con-
sider A as a graded Aen-module. Then in the minimal graded-free resolution ρ :
P → A of A over Aen, the graded-free Aen-modules P i are all finite.
The subtle point is that the graded ring Aen might not be left noetherian – see
Remark 15.1.30.
Proof. Let us write P i ∼= Aen⊗V−i, where V−i ∈M(K, gr). We shall prove that all
the V−i are finite graded K-modules.
When we restrict the quasi-isomorphism ρ : P → A to the category Cstr(Aop, gr),
it becomes a homotopy equivalence. Hence τ := ρ ⊗ id : P ⊗A K → A ⊗A K is
a quasi-isomorphism in Cstr(A, gr). Writing Q := P ⊗A K ∈ C(A, gr), we get a
graded-free resolution τ : Q→ K over A. Note that Qi ∼= A⊗ V−i in Cstr(A, gr).
Now
(15.3.25) K⊗A Q ∼= K⊗A P ⊗A K ∼= K⊗Aen P
in Cstr(K, gr). Because P is a minimal complex of graded-free Aen-modules, the
complex K ⊗Aen P has zero differential; see Proposition 15.3.15. But then the
complex K⊗AQ has zero differential. We conclude that Q is a minimal complex of
graded-free A-modules, and hence τ : Q → K is a minimal graded-free resolution
over A. Corollary 15.3.21 says that the graded A-modules Qi are finite; and hence
the graded K-modules V−i are finite. 
Corollary 15.3.26. If A is a left noetherian connected graded ring, then A is a
derived graded-pseudo-finite complex over Aen.
Proof. This is an immediate consequence of Proposition 15.3.24, which says that
the complex P is pseudo-finite graded-semi-free over Aen. 
Theorem 15.3.27. Let A, B, C and D be graded rings. For complexes L ∈
D(A⊗Cop, gr), M ∈ D(A⊗Bop, gr) and N ∈ D(B ⊗Dop, gr) there is a morphism
evR,LL,M,N : RHomA(L,M)⊗LB N → RHomA(L,M ⊗LB N)
in D(C⊗Dop, gr), called derived graded tensor-evaluation. The morphism evR,LL,M,N
is functorial in the objects L,M,N . Moreover, if all three conditions below hold,
then evR,LL,M,N is an isomorphism.
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(i) The complex L is derived graded-pseudo-finite over A.
(ii) The complex M has bounded below cohomology.
(iii) The complex N has finite graded-flat dimension over B.
Just to clarify, condition (ii) says that Hi(M) = 0 for i  0. We do not care
about the boundedness (in algebraic degree) of the graded modules Hi(M).
Proof. The proof of just like that of Theorem 12.9.10, but working in the graded
derived categories. For condition (iii), notice that if N has finite graded-flat di-
mension over B, then there is an isomorphism P ∼= N in D(B, gr), where P is a
bounded complex of graded-flat B-modules. 
Definition 15.3.28. Let A be a graded ring.
(1) The full subcategory of D(A, gr) on the complexes M whose cohomology
modules Hp(M) belong to Mdwf(A, gr) is denoted by Ddwf(A, gr).
(2) The full subcategory of D(A, gr) on the complexes whose cohomology mod-
ules belong to Mf(A, gr) is denoted by Df(A, gr).
(3) The full subcategory of D(A, gr) on the complexes whose cohomology mod-
ules belong to Mcof(A, gr) is denoted by Dcof(A, gr).
BecauseMdwf(A, gr) is a a thick abelian subcategory ofM(A, gr), it follows that
Ddwf(A, gr) is a full triangulated subcategory of D(A, gr). Likewise for Df(A, gr)
when A is left noetherian, and for Dcof(A, gr) when A is right noetherian connected.
Because (−)∗ is exact, it induces a triangulated functor
(15.3.29) (−)∗ : D(A, gr)op → D(Aop, gr).
Proposition 15.3.30. Let A be a graded ring.
(1) If M ∈ Ddwf(A, gr) then M∗ ∈ Ddwf(Aop, gr).
(2) The functor
(−)∗ : Ddwf(A, gr)op → Ddwf(Aop, gr)
is an equivalence of K-linear triangulated categories.
(3) If A is left noetherian connected, then the functor
(−)∗ : Df(A, gr)op → Dcof(Aop, gr)
is an equivalence of K-linear triangulated categories.
Exercise 15.3.31. Prove this proposition. (Hint: use Proposition 15.2.28 and
Theorem 15.2.34.)
The next result is from [153].
Theorem 15.3.32. Let A, B and C be graded K-rings.
(1) For M ∈ D(A⊗Bop, gr) and N ∈ D(A⊗ Cop, gr) there is a morphism
θM,N : RHomA(M,N)→ RHomAop(N∗,M∗)
in D(B ⊗ Cop, gr), that is functorial in M and N .
(2) If M ∈ Ddwf(A ⊗ Bop, gr) and N ∈ Ddwf(A ⊗ Cop, gr) then θM,N is an
isomorphism.
Proof.
(1) Choose a K-graded-projective resolution ρ : P → M in Cstr(A ⊗ Bop, gr).
By Proposition 15.3.6 the complex P is K-graded-projective over A; so there is a
canonical isomorphism
φρ : RHomA(M,N)
'−→ HomA(P,N)
in D(B ⊗ Cop, gr). K-linear duality gives a homomorphism
θ˜P,N : HomA(P,N)→ HomAop(N∗, P ∗)
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in Cstr(B ⊗ Cop, gr).
Now ρ∗ : M∗ → P ∗ is a quasi-isomorphism in Cstr(B ⊗ Aop, gr), and according
to Proposition 15.3.6(1) and Theorem 15.3.5(3) the the complex P ∗ is K-graded-
injective over Aop. Therefore there is a canonical isomorphism
ψρ∗ : HomAop(N∗, P ∗)
'−→ RHomAop(N∗,M∗)
in D(B ⊗ Cop, gr). The resulting morphism
θM,N := ψρ∗ ◦Q(θ˜P,N ) ◦ φρ : RHomA(M,N)→ RHomAop(M∗, N∗)
in D(B ⊗ Cop, gr) is functorial in M and N .
(2) Because the restriction functors between the derived categories are conservative
(see Proposition 14.3.10), we can forget the rings B and C, and just consider θM,N
as a morphism D(K, gr).
For every integer i there is a canonical isomorphism
(15.3.33) Hi
(
RHomA(M,N)
) ∼= HomDdwf(A,gr)(M,N [i]).
Using the isomorphism N∗[−i] ∼= N [i]∗ in D(Aop, gr) we also have
(15.3.34)
Hi
(
RHomAop(N∗,M∗)
) ∼= HomDdwf(Aop,gr)(N∗,M∗[i])
∼= HomDdwf(Aop,gr)
(
N [i]∗,M∗
)
.
The construction of θM,N in the proof of item (1) above shows that the K-linear
homomorphism
Hi(θM,N ) : Hi
(
RHomA(M,N)
)→ Hi(RHomAop(N∗,M∗))
becomes, after using the isomorphisms (15.3.33) and (15.3.34), the duality mor-
phism
HomDdwf(A,gr)
(
M,N [i]
)→ HomDdwf(Aop,gr)(N [i]∗,M∗).
According to Proposition 15.3.30(2) this is an isomorphism. 
Remark 15.3.35. In this section, and the two sections following it, we work over
a base field K. This simplifies a lot of the constructions. It is however possible to
relax this condition, and to work over a noetherian commutative base ring K that is
not a field. But then there are (at least) two complications. The first complication
is that we will have to fix an injective cogenerator K∗ of M(K); cf. Subsection 11.6.
Matlis Duality will take the form M∗ := HomK(M,K∗), and HomK(−,−) might
also involve continuity in a delicate way.
The second complication is that for the homological algebra to be effective,
the graded K-rings would have to be flat. The absence of flatness poses serious
difficulties. This can be tackled using K-flat DG ring resolutions; and these DG
rings would have to be bigraded (with upper and lower indices, as explained in the
Subsection 15.1). This sort of resolution has not been studied yet, as far as we
know; but cf. [180] for some preliminary ideas.
15.4. Artin-Schelter Regular Graded Rings. In this subsection we talk about
an important class of graded rings: the Artin-Schelter regular graded rings. These
are connected graded noncommutative rings, that homologically are similar to com-
mutative polynomial rings. A great deal of noncommutative ring theory and ho-
mological algebra grew out of the study of this class of rings. See Remark 15.4.23
for some historical notes.
We continue with Conventions 15.1.17 and 15.2.1. Thus all graded rings are
central over the base field K.
Suppose A is a connected graded ring. Recall that the augmentation ideal of A
is denoted by m. The opposite ring of A is Aop, and the enveloping ring is Aen. We
view A/m ∼= K as a graded Aen-module.
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Definition 15.4.1. Let A be a noetherian connected graded ring.
(1) The graded ring A is called a regular graded ring if it has finite graded global
cohomological dimension; namely if there is a natural number d such that
ExtiA(M,N) = 0 and ExtiAop(M ′, N ′) = 0 for all i > d, M,N ∈ M(A, gr)
andM ′, N ′ ∈M(Aop, gr). The smallest such natural number d is called the
graded global dimension of the ring A.
(2) The graded ring A is called a Gorenstein graded ring if the graded bimodule
A has finite graded injective dimension over A and over Aop; namely if there
is a natural number d such that ExtiA(M,A) = 0 and ExtiAop(M ′, A) = 0 for
all i > d, M ∈ M(A, gr) and M ′ ∈ M(Aop, gr). The smallest such natural
number d is called the graded injective dimension of the ring A.
Recall that the graded projective dimension of a graded A-module M is smallest
generalized integer d ∈ N ∪ {±∞} such that ExtiA(M,N) = 0 for all integers i > d
and all N ∈M(A, gr).
The minimal graded-free resolution of a graded module was introduced in Defi-
nitions 15.3.14 and 15.3.17.
Theorem 15.4.2. Let A be a noetherian connected graded ring, and let d be a
natural number. The following five conditions are equivalent.
(i) The graded ring A is regular, of graded global dimension d.
(ii) The graded projective dimension of the graded A-module K is d.
(iii) The graded K-modules TorAi (K,K) vanish for all i > d, but not for i = d.
(iv) The graded K-modules ExtiA(K,K) vanish for all i > d, but not for i = d.
(v) Let P → A be the minimal graded-free resolution of the graded Aen-module
A. Then the graded Aen-modules P−i vanish for all i > d, but not for i = d.
Observe that in this theorem, conditions (i), (iii) and (v) are op-symmetric, but
not conditions (ii) and (iv).
Proof. Consider the minimal graded-free resolution ρ : P → A of A over Aen. We
express the graded-free Aen-module P−i, for i ≥ 0, as
(15.4.3) P−i = Aen ⊗ Vi ∼= A⊗ Vi ⊗A
with Vi ∈ Mf(K, gr). The finiteness of the graded K-modules Vi is by Proposition
15.3.24. In formula (15.4.3) the ring Aen acts on itself from the left, and it acts on
A⊗ Vi ⊗A by the outside action, i.e.
(a1 ⊗ op(a2))·(b1 ⊗ v ⊗ b2) = (a1 ·b1)⊗ v ⊗ (b2 ·a2)
for a1 ⊗ op(a2) ∈ Aen and b1 ⊗ v ⊗ b2 ∈ A⊗ Vi ⊗A.
As explained in the proof of Proposition 15.3.24, in the category
Cstr(Aop, gr) the homomorphism ρ : P → A is a homotopy equivalence. Hence,
taking a module M ∈ M(A, gr), and writing QM := P ⊗A M , we get a quasi-
isomorphism
τM := ρ⊗ idM : QM = P ⊗AM → A⊗AM ∼= M
in Cstr(A, gr). Because M is a graded-free K-module, it follows that every
Q−iM = P−i ⊗AM ∼= A⊗ Vi ⊗M
is also a graded-free A-module. In this way we obtain a (functorial) graded-free
resolution τM : QM →M in Cstr(A, gr).
Assume now that condition (v) holds. This means that Vi = 0 for all i > d,
and Vd 6= 0. The graded-free resolution QM has length d for every nonzero M ∈
M(A, gr). We see that
ExtiA(M,N) ∼= Hi
(
HomA(QM , N)
)
= 0
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for all N ∈M(A, gr) and i > d. By the op-symmetry of condition (v), it also follows
that ExtiAop(M ′, N ′) = 0 for all M ′, N ′ ∈M(Aop, gr) and i > d. This says that the
graded global dimension of A is at most d. To get equality, we test forM = N = K.
In this case we know that QK is a minimal graded-free resolution of K over A (see
the proof of Proposition 15.3.24), so the complex K⊗A QK has trivial differential.
Therefore
(15.4.4)
ExtiA(K,K) ∼= Hi
(
HomA(QK,K)
)
∼= Hi(HomK(K⊗A QK,K)) ∼= HomK(Vi,K).
This is nonzero for i = d. Likewise over Aop. We have thus verified conditions
(i), (ii) and (iv). Condition (iii) is verified similarly: the resolution QK shows that
TorAi (K,K) ∼= Vi as graded K-modules.
Let us prove the implication (i) ⇒ (v): since ExtiA(K,K) = 0 for all i > d,
equations (15.4.4) and (15.4.3) say that P−i = 0 in this range. On the other hand,
there is some pair M,N ∈M(A, gr) such that ExtdA(M,N) 6= 0, and this says that
P−d 6= 0.
The other implications are proved similarly, and we leave them as an exercise. 
Exercise 15.4.5. Finish the proof of Theorem 15.4.2.
The next condition first appeared in the paper [6] by M. Artin and W. Schelter.
Throughout, “AS” is an abbreviation for “Artin-Schelter”.
Definition 15.4.6. Let A be a noetherian connected graded ring. We say that A
satisfies the AS condition if there are integers n and l such that
ExtnA(K, A) ∼= ExtnAop(K, A) ∼= K(l)
as graded K-modules, and
ExtiA(K, A) ∼= ExtiAop(K, A) ∼= 0
for all i 6= n. The number n is called the AS dimension of A, and the number l is
called the AS index of A.
In derived category terms, the AS condition says that
(15.4.7) RHomA(K, A) ∼= RHomAop(K, A) ∼= K(l)[−n]
in D(K, gr),
Definition 15.4.8. Let A be a noetherian connected graded ring.
(1) We say that A is an AS regular graded ring of dimension n if it is a reg-
ular graded ring (Definition 15.4.1(1)), and it satisfies the AS condition
(Definition 15.4.6) with AS dimension n.
(2) We say that A is an AS Gorenstein graded ring of dimension n if it is a
Gorenstein graded ring (Definition 15.4.1(2)), and it satisfies the AS con-
dition (Definition 15.4.6) with AS dimension n.
As we shall see later, in Subsection 16.5, the AS condition implies that the local
cohomology of graded A-modules behaves as though A is commutative. In the
paper [10] by Artin and J.J. Zhang, subsequent to [6], this behavior was formalized
as the χ condition; see Definition 16.5.14 below.
Some texts do not make the assumption that the connected graded ring A is
noetherian, as we did in Definition 15.4.8. However, without this assumption the
theory is not as rich.
It is natural to ask whether the AS dimension of the ring A coincides with its
graded global dimension (in the AS regular case), or with its graded injective di-
mension (in the AS Gorenstein case). The next propositions say that these numbers
agree.
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Proposition 15.4.9. Let A be an AS regular graded ring. Then the AS dimension
of A equals its graded global dimension.
Proof. Let n be the graded global dimension of A. Let P → A be the minimal
graded-free resolution of the graded Aen-module A. By Theorem 15.4.2 we know
that the graded Aen-modules P−i vanish for all i > n, but not for i = n. Let
QK → K be the induced graded-free resolution of the A-module K from the proof
of Theorem 15.4.2. Then the complex QK is concentrated in cohomological degrees
[−n, 0], and Q−nK 6= 0. Also, as shown there, QK → K is a minimal graded-free
resolution of K over A.
Now let T := HomA(QK, A) ∈ C(Aop, gr), so RHomA(K, A) ∼= T in D(K, gr). A
quick calculation shows that T is a minimal complex of graded-free Aop-modules.
This complex is concentrated in cohomological degrees [0, n], and Tn 6= 0. Therefore
ExtnA(K, A) ∼= Hn(T ) 6= 0. A similar calculation shows that ExtnAop(K, A) 6= 0. We
see that the AS dimension of A is n. 
Proposition 15.4.10. Let A be an AS Gorenstein graded ring. Then the AS
dimension of A equals its graded injective dimension.
Proof. This is an immediate consequence of [72, Theorem 4.5]. 
In Examples 17.3.15 and 17.3.16 we will present some important kinds of AS
regular rings.
Definition 15.4.11. Let A be a nonzero graded ring. A central element a of A is
called a regular central element if it is not a zero-divisor; i.e. a ·b = 0 implies b = 0.
If the element a ∈ A is not central, then we have to distinguish between left and
right regularity of a.
The next two theorems discuss the relation between the rings A and B from the
following setup.
Setup 15.4.12. Let A be a noetherian connected graded ring, and let a ∈ A be
a homogeneous regular central element of positive degree. Define the connected
graded ring B := A/(a).
Theorem 15.4.13. Assume Setup 15.4.12.
(1) If B is a regular graded ring of graded global dimension n− 1, then A is a
regular graded ring of graded global dimension n.
(2) Moreover, if B is an AS regular graded ring of dimension n− 1, then A is
an AS regular graded of dimension n.
Proof.
(1) By Theorem 15.4.2, to prove that A is a regular graded ring of graded global
dimension n, it is enough to show that the cohomology of the complex K ⊗LA K ∈
D(K, gr) has concentration [−n, 0]. Because a graded-free resolution of K over A
is also a free resolution in the ungraded sense, and because we are only interested
in the vanishing of cohomology, we can forget the algebraic grading, and just look
at the complex K ⊗LA K ∈ D(K). Similarly, because B is a regular graded ring of
graded global dimension n− 1, we know that the complex K⊗LB K ∈ D(K) satisfies
(15.4.14) con
(
H(K⊗LB K)
)
= [−n+ 1, 0].
Let B˜ := K(A, a) be the Koszul complex on the regular central element a ∈ A;
namely
B˜ =
(· · · → 0→ A a·(−)−−−−→ A→ 0→ · · · ),
concentrated in cohomological degrees −1 and 0. This is a DG ring: as a cohomo-
logically graded ring we have B˜ := A⊗K[x], where K[x] is the strongly commutative
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polynomial ring on the variable x that has cohomological degree −1 (see Examples
3.1.23 and 3.3.9). The differential is d(x) := a. The canonical DG ring homomor-
phism B˜ → B is a quasi-isomorphism. Also B˜ is semi-free DG module over A and
over Aop. According to Theorem 12.7.2(2) there is an isomorphism
(15.4.15) K⊗LB K ∼= K⊗LB˜ K
in D(K).
By the associativity of the derived tensor product, and because K is a DG A-
module via the DG ring homomorphism A→ B˜, there are isomorphisms
(15.4.16) K⊗LA K ∼= K⊗LA (B˜ ⊗LB˜ K) ∼= (K⊗LA B˜)⊗LB˜ K
in D(K). Now the image of the element a in K is zero, so we obtain these isomor-
phisms
K⊗LA B˜ ∼= K⊗A B˜ ∼=
(
K 0·(−)−−−→ K) ∼= K[1]⊕K
in D(B˜op). Substituting this into (15.4.16) we get
K⊗LA K ∼=
(
K[1]⊕K)⊗L
B˜
K ∼= (K⊗LB˜ K)[1]⊕ (K⊗LB˜ K)
in D(K). Hence
(15.4.17) Hi
(
K⊗LA K
) ∼= Hi+1(K⊗LB K)⊕Hi(K⊗LB K)
as K-modules. This, together with (15.4.14), imply that con
(
H(K⊗LAK)
)
= [−n, 0],
as required.
(2) Now B is an AS regular graded ring of dimension n − 1. As explained in part
(1) of the proof, we may neglect the algebraic grading, and we only need to prove
that
(15.4.18) RHomA(K, A) ∼= K[−n]
in D(K).
Let B˜ be the DG ring from above. Because K is a DG A-module via the DG
ring homomorphism A→ B˜, there is an adjunction isomorphism
(15.4.19) RHomA(K, A) ∼= RHomB˜
(
K,RHomA(B˜, A)
)
in D(K). Now B˜ is a semi-free DG module over A, so
RHomA(B˜, A) ∼= HomA(B˜, A) ∼=
(
A
(−)·a−−−−→ A) ∼= B[−1]
in D(B˜). Substituting this into (15.4.19), and using Theorem 12.7.2(2), we get
RHomA(K, A) ∼= RHomB˜
(
K, B[−1]) ∼= RHomB(K, B)[−1]
in D(K). The AS condition for B says that RHomB(K, B) ∼= K[−n + 1] in D(K).
Hence the isomorphism (15.4.18) holds. 
Remark 15.4.20. The proof of the theorem above can actually yield more, with
some modifications. If we were to make the DG ring B˜ into a bigraded object, with
both algebraic and cohomological grading, then we would obtain an isomorphism
(15.4.15) in the derived category D(B˜, gr) of bigraded DG B˜-modules. The problem
is that we did not develop this kind of theory in the book...
The outcome of this more refined construction would be that formula (15.4.17) is
an isomorphism inM(K, gr). This would give the ability to compare the AS indexes
of A and B. As can be guessed (cf. the easy case of Example 17.3.16, taking a to be
one of the variables), if the AS index of A is l, then the AS index of B is l−deg(a).
Theorem 15.4.21. Assume Setup 15.4.12.
(1) If A is a Gorenstein graded ring of graded injective dimension n, then B is
a Gorenstein graded ring of graded injective dimension at most n− 1.
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(2) Moreover, if A is an AS Gorenstein graded ring of dimension n, then B is
an AS Gorenstein graded ring of dimension n− 1.
Exercise 15.4.22. Prove Theorem 15.4.21. (Hint: Study the proof of Theorem
15.4.13.)
Remark 15.4.23. Here are some historical notes on the material in this subsection.
Around 1985, M. Artin and W. Schelter [6] began a systematic study of connected
graded noncommutative rings (better known as graded algebras), with the hope of
obtaining a classification in low dimensions, in analogy to the commutative pro-
jective geometry of curves and surfaces. This is how the concept of Artin-Schelter
regular graded rings was born. Closely related concepts are Sklyanin algebras and
Koszul algebras.
The area of research initiated by Artin and Schelter is often called NC algebraic
geometry. Indeed, in 1994 Artin and J.J. Zhang [10] introduced the concept of NC
projective scheme. Given a noetherian connected graded ring A, let Mtor(A, gr) ⊆
M(A, gr) be the full subcategory on the m-torsion modules. The quotient abelian
category M(A, gr)/Mtor(A, gr) is viewed as the category of quasi-coherent sheaves
on an imaginary scheme Proj(A). Note that if A happens to be commutative, then,
by the famous theorem of J.P. Serre, this quotient category is canonically equivalent
to QCohX, where X = Proj(A) is the genuine projective scheme. The geometric
metaphor of Artin and Zhang turned out to be very useful in predicting “geometric
properties” of connected graded rings, that were later proved algebraically, working
in M(A, gr) or its derived category D(A, gr).
For AS regular graded rings of dimension ≤ 3 generated in degree 1, the classifi-
cation was pretty much complete by 1991, in papers by Artin, jointly with J. Tate
and M. Van den Bergh; see the papers [8] and [9], and the survey [145]. Research
on AS graded rings of higher dimensions, and with generators in various degrees,
was later conducted by J.T. Stafford, S.P. Smith, Zhang, and their students and
collaborators.
In 2006, V. Ginzburg published the highly influential preprint [52] on CY (Calabi-
Yau) algebras. Since then, the research on AS regular rings and their relatives
has merged with the research on CY rings and categories. (It turns out that for
connected graded rings, the twisted CY rings are precisely the AS regular rings.)
See Remark 18.6.20 for more on CY theory. Two of the latest papers on graded
CY rings are [123] and [124].
In the subsequent sections of the book we shall deal with a few ideas that emerged
as by-products of the Artin school of NC algebraic geometry: the χ condition,
balanced dualizing complexes and rigid dualizing complexes.
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16. Derived Torsion over NC Graded Rings
As already mentioned, connected graded noncommutative rings are similar in
several aspects to complete local commutative rings. In this section we concentrate
on the derived m-torsion functors associated to a connected graded ring A with
augmentation ideal m.
Some of the definitions and results here are quite old, going back to papers from
the 1990’s. Other definitions and results are adaptations to the connected graded
setting of the work in the recent paper [157].
The χ condition on a noncommutative noetherian connected graded ring A was
introduced by M. Artin and J.J. Zhang [10] to guarantee that the noncommutative
projective scheme Proj(A) will have good “geometric properties”, resembling the
classical commutative case. In this section and the subsequent one, we will focus
on another property that the χ condition implies: the symmetry of derived torsion;
namely that from the point of view of derived torsion, the ring A looks commu-
tative. It is important to say that this phenomenon is only seen in the derived
category of graded bimodules – on the elementary level the ring A is often terribly
noncommutative (cf. Examples 16.5.25 and 16.5.26), and the bimodules are far from
being central!
In this section we follow Conventions 15.1.17 and 15.2.1. So K is a base field, and
all rings are algebraically graded central K-rings. The definitions and results from
Section 15 will be used here freely. See Remark 15.3.35 regarding the possibility of
replacing the base field K with a base commutative ring.
16.1. Quasi-Compact Finite Dimensional Functors. The content of this sub-
section is adapted from [157, Section 1]. We state the results in the context of
algebraically graded rings and modules, since here we need them for the graded
m-torsion functor F := Γm; yet these results hold in greater generality (see [157]).
Recall from Subsection 15.1 that given a graded ring A, the category of graded A-
modules isM(A, gr). This is a K-linear abelian category. The category of complexes
inM(A, gr) is C(A, gr), the homotopy category is K(A, gr), and the derived category
is D(A, gr).
In this subsection we consider the following setup:
Setup 16.1.1. A and B are graded rings, and F : M(A, gr) → M(B, gr) is a left
exact linear functor.
The functor F extends to a triangulated functor F : K(A, gr) → K(B, gr)
between the homotopy categories. Because there are enough K-injective resolu-
tions, F has a right derived functor (RF, ηR). Let us recall what this means:
RF : D(A, gr) → D(B, gr) is a triangulated functor, and ηR : Q ◦F → RF ◦ Q
is a morphism of triangulated functors K(A, gr) → D(B, gr) that has a certain
universal property (see Definition 8.4.7). The right derived functor (RF, ηR) can
be constructed using a K-injective presentation: for each complex M we choose a
K-injective resolution ρM : M → IM in Cstr(A, gr), and then we take RF (M) :=
F (IM ) and ηRM := F (ρM ).
Recall that the functor F has the classical right derived functors RqF :
M(A, gr)→M(B, gr). These can be expressed as follows: RqF (M) = Hq(RF (M))
for a module M ∈ M(A, gr). Since F is left exact, the canonical homomorphism
F → R0F is an isomorphism.
Here is a classical definition:
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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Definition 16.1.2. The right cohomological dimension of F is
d := sup {q ∈ N | RqF 6= 0} ∈ N ∪ {±∞}.
If F 6= 0 then d ∈ N ∪ {∞}, but for F = 0 the dimension is d = −∞. The
generalized integer d is said to be finite if d < ∞; this terminology is designed so
that the zero functor will have finite right cohomological dimension.
Here is another standard definition.
Definition 16.1.3. A module I ∈ M(A, gr) is called a right F -acyclic object if
RqF (I) = 0 for all q > 0.
Of course every injective object of M(A, gr) is right F -acyclic. But often there
are many more right F -acyclic objects.
Definition 16.1.4. A complex I ∈ C(A, gr) is called a right F -acyclic complex if
the morphism ηRI : F (I)→ RF (I) in D(B, gr) is an isomorphism.
Of course a K-injective complex is right F -acyclic, but often there are many
more. It is easy to see that a module I ∈ M(A, gr) is a right F -acyclic object in
the sense of Definition 16.1.3 if and only if it is right F -acyclic as a complex, in the
sense of Definition 16.1.4.
Lemma 16.1.5. Let I ∈ C(A, gr) be a complex such that each of the modules
Iq is right F -acyclic. If I is a bounded below complex, or if F has finite right
cohomological dimension, then I is a right F -acyclic complex.
Proof. This is contained in the proof of [62, Corollary I.5.3], but for the sake of
completeness we give a proof here.
We can assume that neither F nor I are zero. First let us assume that I is
bounded below. We can find a quasi-isomorphism I → J in Cstr(A, gr), where J
is a bounded below complex of injective objects of M(A, gr), and thus it is a K-
injective complex. We must show that F (I)→ F (J) is a quasi-isomorphism. This
amounts to showing that the complex F (K) is acyclic, where K is the standard
cone on the quasi-isomorphism I → J . Thus we reduce the problem to proving
that for an acyclic bounded below complex I made up of right F -acyclic objects,
the complex F (I) is acyclic.
Say inf(I) = d0 ∈ Z. For any q let Zq(I) := Ker(Iq → Iq+1), the object of degree
q cocycles. The acyclicity of the complex I says that we have short exact sequences
0→ Zq(I)→ Iq → Zq+1(I)→ 0.
By induction on q ≥ d0 − 1, using the long exact cohomology sequence, we prove
that each Zq(I) is a right F -acyclic object. Therefore the sequences
0→ F (Zq(I))→ F (Iq)→ F (Zq+1(I))→ 0
are exact for all q. Splicing together three sequences like this, for q−1, q and q+ 1,
shows that the sequence F (Iq−1)→ F (Iq)→ F (Iq+1) is exact. Thus the complex
F (I) is acyclic.
Now I is no longer bounded below, but the right cohomological dimension of F
is finite, say d ∈ N. Let I → J be a quasi-isomorphism in Cstr(A, gr), where J is
a K-injective complex made up of injective objects (see Corollary 15.3.7(3)). We
must show that F (I) → F (J) is a quasi-isomorphism. As above, by replacing I
with the standard cone on I → J , we reduce the problem to proving that for an
acyclic complex I made up of right F -acyclic objects, the complex F (I) is acyclic.
Fix an an integer q. Let M := Zq(I), and let
J := (· · · → 0→ Iq → Iq+1 → · · · ),
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the complex with Iq placed in degree 0 (so J is a shift of a stupid truncation of I).
By the previous part of the proof we know that RF (J) ∼= F (J) in D(B, gr). We
have a quasi-isomorphism M → J . Hence, for every p > d, by our assumption on
F we have
0 = Hp(RF (M)) ∼= Hp(RF (J)) ∼= Hp(F (J)) ∼= Hp+q(F (I)).
Since q was chosen arbitrarily, we conclude that F (I) is acyclic. 
Recall the cohomological dimension of the triangulated functor RF : D(A, gr)→
D(B, gr) from Definition 12.4.1. In what follows we use the various notions intro-
duced in Subsection 12.4, adapted to the graded setting, such as the concentration
interval con(M) ⊆ Z of an object M ∈ G(A, gr).
Lemma 16.1.6. The cohomological dimension of the right derived functor RF
equals the right cohomological dimension of F .
Proof. As explained in Example 12.4.5, the cohomological dimension of (RF )|M(A)
equals the right cohomological dimension of the functor F . We need to prove the
reverse inequality.
We can assume that F 6= 0, and it has finite right cohomological dimension, say
d ∈ N. We shall prove that the cohomological displacement of the derived functor
RF is contained in the interval [d0, d1] := [0, d]. To be explicit, we shall prove that
for every complex M ∈ D(A, gr) the integer interval con(H(RF (M))) is contained
in the interval con
(
H(M)
)
+ [0, d]. This is done by cases, and we can assume that
M 6= 0.
Case 1. IfM is not in D−(A, gr), i.e. con(H(M)) = [d0,∞] for some d0 ∈ Z∪{−∞},
then we can take a K-injective resolution M → I such that inf(I) = d0. Then
H(RF (M)) = H(F (I)) is concentrated in [d0,∞].
Case 2. HereM ∈ D−(A, gr), so that con(H(M)) = [d0, d1] for some d0 ∈ Z∪{−∞}
and d1 ∈ Z. We now take a K-injective resolution M → I such that inf(I) = d0
and I is made up of injective objects. We must prove that Hq(F (I)) = 0 for all
q > d1 + d. This is done like in the proof of Lemma 16.1.5. Let N := Zd1(I), and
let
J := (· · · → 0→ Id1 → Id1+1 → · · · ),
the complex with Id1 placed in degree 0. So there is a quasi-isomorphism N → J ,
and it is an injective resolution of N . Hence for every p > d we have
0 = Hp(RF (N)) ∼= Hp(F (J)) ∼= Hd1+p(F (I)). 
Definition 16.1.7. Let M and N be linear categories with arbitrarily direct sums.
A linear functor G : M → N is called quasi-compact if it commutes with infinite
direct sums. Namely, for every collection {Mx}x∈X of objects of M, the canonical
morphism ⊕
x∈X G(Mx)→ G
(⊕
x∈XMx
)
in N is an isomorphism.
The name “quasi-compact functor” is inspired by the property of pushforward
of quasi-coherent sheaves along a quasi-compact map of schemes.
Lemma 16.1.8. Assume that the functors RqF are quasi-compact, for all q > 0.
Let {Ix}x∈X be a collection of right F -acyclic objects of M(A, gr). Then the object
I :=
⊕
x∈X Ix ∈M(A, gr) is right F -acyclic.
Proof. Take some q > 0. Because RqF is quasi-compact, the canonical homomor-
phism
⊕
x∈X RqF (Ix) → RqF (I) in N is an isomorphism. But by assumption,
RqF (Ix) = 0 for all x. 
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Lemma 16.1.9. Assume the functors RqF are quasi-compact for all q ≥ 0. Let
{Ix}x∈X be a collection of right F -acyclic complexes in C(A, gr), and define I :=⊕
x∈X Ix ∈ C(A, gr). If I is a bounded below complex, or if F has finite right
cohomological dimension, then I is a right F -acyclic complex.
Proof. For every index x let us choose a quasi-isomorphism φx : Ix → Jx, where
Jx is a K-injective complex consisting of injective objects, and inf(Jx) ≥ inf(Ix).
Define J :=
⊕
x∈X Jx. We get a quasi-isomorphism φ :=
⊕
x∈X φx : I → J in
Cstr(A, gr). By construction, if I is a bounded below complex, then so is J .
For every x ∈ X there is a commutative diagram
F (Ix)
F (φx)
//
ηRIx

F (Jx)
ηRJx

RF (Ix)
RF (φx)
// RF (Jx)
in D(B, gr). The vertical arrows are isomorphisms because both Ix and Jx are right
F -acyclic complexes. The morphism RF (φx) is also an isomorphism. It follows that
F (φx) is an isomorphism in D(B, gr); and therefore it is a quasi-isomorphism in
Cstr(B, gr).
Next consider this commutative diagram in Cstr(B, gr) :⊕
x∈X F (Ix)
⊕
x∈X F (φx)
//

⊕
x∈X F (Jx)

F (I)
F (φ)
// F (J)
Because each F (φx) is a quasi-isomorphism, it follows that the top horizontal ar-
row is a quasi-isomorphism. Because the functor F = R0F is quasi-compact, the
vertical arrows are isomorphisms. We conclude that F (φ) is a quasi-isomorphism
in Cstr(B, gr).
Finally we look at this commutative diagram in D(B, gr) :
F (I)
F (φ)
//
ηRI

F (J)
ηRJ

RF (I)
RF (φ)
// RF (J)
We know that the morphisms F (φ) and RF (φ) are isomorphisms. For every p, the
object Jp =
⊕
x∈X J
p
x inM(A, gr) is a direct sum of injective objects. So according
to Lemma 16.1.8, Jp is a right F -acyclic object. By Lemma 16.1.5, in either of the
two cases, the complex J is a right F -acyclic complex. This says that the morphism
ηRJ is an isomorphism. We conclude that the morphism ηRI is an isomorphism too,
and this says that I is a right F -acyclic complex. 
Theorem 16.1.10. Under Setup 16.1.1, assume the functor F has finite right
cohomological dimension, and the functors RqF , for all q ≥ 0, are quasi-compact.
Then the triangulated functor RF : D(A, gr) → D(B, gr) has finite cohomological
dimensional and is quasi-compact.
Proof. By Lemma 16.1.6 the functor RF is finite dimensional. We need to prove
that RF commutes with infinite direct sums. Namely, consider a collection
{Mx}x∈X of complexes in C(A, gr), and letM :=
⊕
x∈XMx. We have to prove that
the canonical morphism
⊕
x∈X RF (Mx)→ RF (M) in D(B, gr) is an isomorphism.
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For every index x we choose a quasi-isomorphism φx : Mx → Ix in Cstr(A, gr),
where Ix is a K-injective complex. Define I :=
⊕
x∈X Ix, so there is a quasi-
isomorphism φ : M → I in Cstr(A, gr). We get a commutative diagram⊕
x∈X RF (Mx)
⊕
RF (φx)
//

⊕
x∈X RF (Ix)

RF (M)
RF (φ)
// RF (I)
in D(B, gr), in which the horizontal arrows are isomorphisms. Therefore it suffices
to prove that the canonical morphism
(16.1.11)
⊕
x∈X RF (Ix)→ RF (I)
in D(B, gr) is an isomorphism.
Consider this commutative diagram in D(B, gr) :
⊕
x∈X F (Ix)
⊕
ηRIx //

⊕
x∈X RF (Ix)

F (I)
ηRI // RF (I)
For each x the morphism ηRIx is an isomorphism; and hence the top horizontal arrow
is an isomorphism. Because F = R0F is quasi-compact, the left vertical arrow is an
isomorphism (in Cstr(B, gr), and so also inD(B, gr)). By Lemma 16.1.9 the complex
I is right F -acyclic, and therefore ηRI is an isomorphism. Hence the remaining arrow
is an isomorphism; but this is the morphism (16.1.11). 
16.2. Weakly Stable and Idempotent Copointed Functors. The content of
this subsection is adapted from [157, Section 2]. Recall that we follow Conventions
15.1.17 and 15.2.1. Like Subsection 16.1, the results of this subsection apply in
much greater generality. We state the results in the special context of algebraically
graded rings and modules, since we need them for the graded m-torsion functor
F := Γm.
Definition 16.2.1. Let A be a graded ring and F : M(A, gr) → M(A, gr) a left
exact linear functor.
(1) The functor F is called stable if for every injective object I ∈M(A, gr), the
object F (I) is injective.
(2) The functor F is called weakly stable if for every injective object I ∈
M(A, gr), the object F (I) is right F -acyclic, in the sense of Definition 16.1.3.
Clearly stable implies weakly stable.
Remark 16.2.2. The name “stable” comes from the theory of torsion classes; see
[148, Section VI.7]. Indeed, a torsion class is called stable if the corresponding
torsion functor F is a stable functor, as defined above.
The name “weakly stable” was coined in [157], where it was shown that for a
finitely generated ideal a in a commutative ring A, the torsion functor Γa is weakly
stable iff the ideal a is weakly proregular. We should mention the well-known fact
that if the commutative ring A is noetherian, then for every ideal a ⊆ A the torsion
functor Γa is stable (cf. [63, Lemma III.3.2]; or use the Matlis classification of
injective A-modules in Subsection 13.2).
Definition 16.2.3. Let M be a linear category (e.g. M(A, gr) or D(A, gr) for a
graded ring A), with identity functor IdM.
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(1) A copointed linear functor onM is a pair (F, σ), consisting of a linear functor
F : M→ M and a morphism of functors σ : F → IdM.
(2) The copointed linear functor (F, σ) is called idempotent if the morphisms
σF (M), F (σM ) : F (F (M))→ F (M)
are isomorphisms for all objects M ∈ M.
(3) If M is a triangulated category, F is a triangulated functor, and σ is a mor-
phism of triangulated functors, then we call (F, σ) a copointed triangulated
functor.
The name “copointed” is explained in Remark 16.2.11.
Weak stability and idempotence together have the following effect.
Lemma 16.2.4. Let (F, σ) be an idempotent copointed linear functor on M(A, gr),
and assume that F is left exact and weakly stable. If I is a right F -acyclic object
of M(A, gr), then F (I) is also a right F -acyclic object of M(A, gr).
Proof. Choose an injective resolution ρ : I → J ; i.e. J is a complex of injectives
concentrated in nonnegative degrees, and ρ is a quasi-isomorphism in Cstr(A, gr).
Since Hq(F (J)) ∼= RqF (I), and since I is a right F -acyclic object, we see that
the homomorphism of complexes F (ρ) : F (I) → F (J) is a quasi-isomorphism.
Therefore both F (ρ) and RF (F (ρ)) are isomorphisms in D(A, gr).
The weak stability of F implies that F (J) is a bounded below complex of right
F -acyclic objects. According to Lemma 16.1.5 the complex F (J) is right F -acyclic.
This means that the morphism ηRF (J) : F (J)→ RF (J) is an isomorphism.
The idempotence of the copointed functor F says that the morphisms σF (I) and
σF (J) are isomorphisms in Cstr(A, gr). We get a commutative diagram in D(A, gr) :
F (I)
F (ρ) ∼=

F (F (I))
σF (I)
∼=
oo
ηRF (I)
//
F (F (ρ))

RF (F (I))
RF (F (ρ)) ∼=

F (J) F (F (J))
σF (J)
∼=
oo
ηRF (J)
∼=
// RF (F (J))
We conclude that ηRF (I) is an isomorphism; and this means that the object F (I) is
right F -acyclic. 
The next lemma is a generalization of [118, Proposition 3.10].
Lemma 16.2.5. Suppose we are given a copointed linear functor (F, σ) on
M(A, gr). Then there is a unique morphism σR : RF → IdD(A,gr) of triangu-
lated functors from D(A, gr) to itself, satisfying this condition: for every complex
M ∈ D(A, gr) there is equality σRM ◦ ηRM = σM of morphisms F (M) → M in
D(A, gr).
In a commutative diagram:
(16.2.6) F (M)
ηRM //
σM
%%
RF (M)
σRM

M
Proof. The existence of the morphism σR comes for free from the universal property
of the right derived functor. Still, for later reference, we give the construction.
For a K-injective complex I the morphism ηRI : F (I)→ RF (I) in D(A, gr) is an
isomorphism, and we define σRI : RF (I)→ I to be σRI := σI ◦ (ηRI )−1.
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For an arbitrary complex M we choose a quasi-isomorphism ρ : M → I into a
K-injective complex, and then we let σRM := ρ−1 ◦ σRI ◦ RF (ρ) in D(A, gr). The
corresponding commutative diagram in D(A, gr) is (16.2.7).
(16.2.7) F (M)
ηRM //
F (ρ)

σM
&&
RF (M)
RF (ρ) ∼=

σRM // M
ρ ∼=

F (I)
ηRI
∼=
//
σI
99RF (I)
σRI // I
It is easy to see that the collection of morphisms {σRM}M∈D(A,gr) has the desired
properties. 
In this way we obtain a copointed triangulated functor (RF, σR) on D(A, gr).
Theorem 16.2.8. Let (F, σ) be an idempotent copointed linear functor on
M(A, gr), and assume that F is left exact and weakly stable.
(1) The copointed triangulated functor (RF, σR) on D+(A, gr) is idempotent.
(2) If F has finite right cohomological dimension, then the copointed triangu-
lated functor (RF, σR) on D(A, gr) is idempotent.
Proof. Let M ∈ D(A, gr). Choose a K-injective resolution M → I in Cstr(A, gr),
such that I is a complex consisting of injective objects of M(A, gr), and inf(I) =
inf(H(M)). It suffices to prove that the morphisms
σRRF (I), RF (σRI ) : RF (RF (I))→ RF (I)
in D(A, gr) are isomorphisms.
Note that by our choice, if M ∈ D+(A, gr) then I is a bounded below complex.
Since each Iq is an injective object, it is right F -acyclic. Because F is a weakly
stable functor, each of the objects F (Iq) is right F -acyclic too. If the functor F
has finite right cohomological dimension, or if I is bounded below, Lemma 16.1.5
says that the complexes I and F (I) are both right F -acyclic complexes.
Consider the diagram
(16.2.9) F (F (I))
F (σI)

ηRF (I)
// RF (F (I))
RF (σI)

RF (ηRI ) // RF (RF (I))
RF (σRI )

F (I)
ηRI // RF (I) id // RF (I)
in D(A, gr). The left square is commutative: it is gotten from the vertical morphism
σI : F (I) → I, to which we apply in the horizontal direction the morphism of
functors ηR : F → RF . The right square is also commutative: it comes from
applying the functor RF to the commutative diagram
F (I)
ηRI //
σI

RF (I)
σRI

I
id // I
that characterizes σRI . Because I and F (I) are right F -acyclic complexes, the
morphisms ηRI and ηRF (I) are isomorphisms. Hence RF (ηRI ) is an isomorphism. So
the horizontal morphisms in the diagram 16.2.9 are all isomorphisms. We are given
357
Derived Categories | Amnon Yekutieli | 14 Apr 2019
that F is idempotent, and thus F (σI) is an isomorphism. The conclusion of this
discussion is that RF (σRI ) is an isomorphism.
Next, let φ : RF (I)→ J be an isomorphism in D(A, gr) to a K-injective complex
J such that inf(J) = inf(H(RF (I))). We know that ηRI : F (I) → RF (I) is an
isomorphism, and therefore the composed morphism φ ◦ ηRI : F (I) → J is an
isomorphism in D(A, gr). Let ψ˜ : F (I) → J be a quasi-isomorphism in Cstr(A, gr)
representing φ◦ηRI . Since F (I) and J are both right F -acyclic complexes, it follows
that F (ψ˜) : F (F (I)) → F (J) is a quasi-isomorphism. Consider the following
commutative diagram
F (F (I))
F (ψ˜)
//
σF (I)

F (J)
ηRJ //
σJ

RF (J)
σRJ

RF (RF (I))
σRRF (I)

RF (φ)
oo
F (I) ψ˜ // J id // J RF (I)φoo
in D(A, gr). All horizontal arrows here are isomorphisms. We are given that F is
idempotent, and thus σF (I) is an isomorphism. The conclusion is that σRRF (I) is an
isomorphism. 
We end this subsection with a notion dual to “copointed functor”.
Definition 16.2.10. Let M be a linear category (e.g. M(A, gr) or D(A, gr)), with
identity functor IdM.
(1) A pointed linear functor on M is a pair (G, τ), consisting of a linear functor
G : M→ M and a morphism of functors τ : IdM → G.
(2) The pointed linear functor (G, τ) is called idempotent if the morphisms
τG(M), G(τM ) : G(M)→ G(G(M))
are isomorphisms for all objects M ∈ M.
(3) If M is a triangulated category, G is a triangulated functor, and τ is a
morphism of triangulated functors, then we call (G, τ) a pointed triangulated
functor.
Remark 16.2.11. Idempotent copointed functors already appeared in the litera-
ture under another name: idempotent comonads. Another name for (nearly) the
same notion is a (Bousfield) colocalization functor, see e.g. [90]. Dually, idempo-
tent pointed functors are the same thing as idempotent monads. See [115] for a
discussion of these concepts.
In [76, Section 4.1], what we call an idempotent pointed functor is called a
projector. It is proved there that for an idempotent pointed functor (G, τ), and
an object M ∈ M, the isomorphisms τG(M) and G(τM ) are equal. The same proof
(with arrows reversed) shows that for an idempotent copointed functor (F, σ), and
an object M , the morphisms σF (M) and F (σM ) are equal. We shall not require
these facts.
16.3. Graded Torsion: Weak Stability and Idempotence. In this subsection
we begin the study of derived torsion over a connected graded ring. We adhere
to Conventions 15.1.17 and 15.2.1. Thus K is a field, and all graded K-rings are
algebraically graded central K-rings. The symbol ⊗ means ⊗K. The enveloping
ring of a graded K-ring A is the graded K-ring Aen = A⊗Aop. The category of left
algebraically graded A-modules is M(A, gr), and it is a K-linear abelian category.
Its derived category is D(A, gr).
Recall the notion of left noetherian connected graded K-ring from Definitions
15.1.29 and 15.2.18. In this subsection we will assume the following setup:
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Setup 16.3.1. We are given a left noetherian connected graded K-ring A, with
augmentation ideal m =
⊕
i≥1Ai ⊆ A. We are also given graded K-rings B and C.
The graded rings B and C are auxiliary – they are just placeholders, allowing us
to write more general formulas. For instance, M(A ⊗ Bop, gr) is M(Aen, gr) when
we take B := A, but it is M(A, gr) when B := K.
Since A is left noetherian, the augmentation ideal m is a finite graded left A-
module.
We shall often make implicit use of the canonical isomorphisms
(16.3.2) A⊗AM '−→M and HomA(A,M) '−→M
in M(A⊗Bop, gr). There are similar canonical isomorphisms
(16.3.3) A⊗LAM '−→M and RHomA(A,M) '−→M
in D(A ⊗ Bop, gr). Also we view K ∼= A/m as a graded Aen-module via the aug-
mentation ring homomorphism A→ K.
We are interested in graded m-torsion. This makes sense for bimodules, and
hence the slightly complicated definition below.
Definition 16.3.4. Under Setup 16.3.1:
(1) LetM ∈M(A⊗Bop, gr). An elementm ∈M is called an m-torsion element
if mj ·m = 0 for j  0.
(2) The set of m-torsion elements of M is denoted by Γm(M), and it is called
the m-torsion submodule of M .
(3) We call M an m-torsion module if Γm(M) = M .
(4) We denote by Mtor(A⊗Bop, gr) the full subcategory of M(A⊗Bop, gr) on
the m-torsion modules.
The fact that Γm(M) is a graded (A ⊗ Bop)-submodule of M is easy to see.
Indeed, we can express the torsion submodule as follows:
(16.3.5) Γm(M) = lim
j→
HomA(A/mj ,M) ⊆ HomA(A,M),
using the identification (16.3.2), where j ≥ 1, mj is the j-fold product m · · ·m ⊆ A,
A→ A/mj+1 → A/mj are the canonical graded ring surjections, and the operation
limj→ is in the category M(A⊗Bop, gr).
It is clear that
Γm : M(A⊗Bop, gr)→Mtor(A⊗Bop, gr)
is a linear functor, and the inclusions Γm(M) ⊆M assemble into a monomorphism
σ : Γm Id of functors from M(A⊗Bop, gr) to itself.
The ring B plays an auxiliary role in Definition 16.3.4. Because there is no men-
tion of torsion for Bop-modules, the notation Mtor(A⊗ Bop, gr) is not ambiguous.
However, in Subsection 16.5, where torsion for Bop modules does become an option,
we will switch to the richer notation M(tor,..)(A⊗Bop, gr). See Definition 16.5.5.
Lemma 16.3.6. Under Setup 16.3.1 the following hold.
(1) The functor Γm commutes with graded ring homomorphisms C → B, in the
sense that the diagram
M(A⊗Bop, gr) Γm //
Rest

Mtor(A⊗Bop, gr)
Rest

M(A⊗ Cop, gr) Γm // Mtor(A⊗ Cop, gr)
is commutative.
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(2) The functor Γm is idempotent, in the sense that for every M ∈
M(A⊗Bop, gr) the homomorphisms
σΓm(M) , Γm(σM ) : Γm(Γm(M))→ Γm(M)
are bijective and are equal to each other.
(3) Let φ : M → N be a homomorphism in M(A⊗Bop, gr), such that M is m-
torsion. Then there is a unique homomorphism φ′ : M → Γm(N) satisfying
φ = σN ◦ φ′.
(4) The functor Γm is left exact.
(5) The functor Γm commutes with direct limits.
(6) The category Mtor(A ⊗ Bop, gr) is a thick abelian subcategory of
M(A⊗Bop, gr), closed under taking subobjects and quotients.
Exercise 16.3.7. Prove Lemma 16.3.6. (Hint: for item (6) you will need the fact
that A is left noetherian.)
Recall that for a module M ∈ M(A, gr), its socle is Soc(M) = HomA(K,M).
The socle is a functor, and there is a monomorphism Soc  Γm of functors from
M(A, gr) to itself.
Lemma 16.3.8. Let M ∈ M(A, gr), and let W := Soc(M). If M is an m-torsion
module, then W is a graded-essential submodule of M .
Proof. Take any nonzero graded A-submodule M ′ ⊆ M . Let m ∈ M ′ be some
nonzero homogeneous element. Because M is a torsion module, yet m 6= 0, there
is a unique j ∈ N such that mj+1 ·m = 0 but mj ·m 6= 0. So there is a homoge-
neous element a ∈ mj such that a·m 6= 0. The element a·m is then a nonzero
homogeneous element in M ′ ∩W . 
The K-linear dual (see Definition 15.2.25) of the ring A is the graded bimodule
A∗ = HomK(A,K) ∈ M(Aen, gr). The augmentation ring homomorphism A → K
induces, by dualizing, a canonical monomorphism
(16.3.9) K A∗
in M(Aen, gr). For every W ∈M(K, gr) there is an induced monomorphism
(16.3.10) W ∼= W ⊗KW ⊗A∗
in M(Aen, gr).
Lemma 16.3.11. Under Setup 16.3.1, let W ∈ M(K, gr), and define I := A∗ ⊗
W ∈ M(A, gr). Consider the canonical monomorphism W  I in M(A, gr) from
(16.3.10). Then:
(1) I is a graded-injective A-module.
(2) I is an m-torsion A-module.
(3) W = Soc(I).
(4) W is a graded-essential submodule of I.
Proof.
(1) Say W =
⊕
x∈X K(−ix). Then I ∼=
⊕
x∈X A
∗(−ix) in M(A, gr). According to
Proposition 15.2.5(2) and Theorem 15.2.17(1), the graded A-module I is graded-
injective.
(2) The A-module A∗ is m-torsion, and a direct sum of torsion modules is torsion
(see Lemma 16.3.6(5)).
(3) This is because K = Soc(A∗), via the canonical monomorphism (16.3.9).
(4) Combine items (2) and (3) with Lemma 16.3.8. 
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Proposition 16.3.12. Under Setup 16.3.1, let M ∈ M(A, gr), and let W :=
Soc(M). The three conditions below are equivalent.
(i) M is an m-torsion graded A-module.
(ii) W is a graded-essential A-submodule of M .
(iii) There is a graded-essential monomorphism  : M  A∗ ⊗W in M(A, gr),
that restricts to the identity on W .
Proof.
(i) ⇒ (ii): This is Lemma 16.3.8.
(ii) ⇒ (iii): By Lemma 16.3.11 the graded A-module A∗ ⊗W is graded-injective.
Hence there is a homomorphism  : M → A∗ ⊗ W in M(A, gr) that makes the
diagram
W // //


M

zz
A∗ ⊗W
in M(A, gr) commutative. Let M ′ := Ker(). If M ′ were nonzero, then, because
W ⊆ M is a graded-essential submodule, we would have W ∩M ′ 6= 0. But W →
A∗ ⊗W is a monomorphism. We conclude that  is a monomorphism too.
Finally, by Lemma 16.3.11(4) we know that W is a graded-essential submodule
of A∗ ⊗W . It follows that the monomorphism  is graded-essential.
(iii) ⇒ (i): The graded A-module A∗ is torsion. We know that the subcategory
Mtor(A, gr) ofM(A, gr) is closed under taking arbitrary direct sums and subobjects.
Hence M is m-torsion. 
Cofinite graded modules were defined in Definition 15.2.33.
Corollary 16.3.13. Assume A is a noetherian connected graded ring. Let M ∈
Mtor(A, gr). The two conditions below are equivalent.
(i) M is a cofinite graded A-module.
(ii) W := Soc(M) is a finite graded K-module.
Proof. Graded Matlis Duality (Theorem 15.2.34) tells us that the cofinite graded
A-modules are the artinian objects in the abelian category M(A, gr).
(i) ⇒ (ii): We are given that M is a cofinite graded A-module. Hence so is its
submodule W . Since W is an A-module via K, it must be an artinian graded
K-module. So W is finite over K.
(ii) ⇒ (i): Since A∗ is a cofinite graded A-module, and A∗ ⊗W is a finite direct
sum of degree twists of A∗, we see that A∗ ⊗ W is a cofinite graded A-module.
By Proposition 16.3.12 we know that M is isomorphic to a graded submodule of
A∗ ⊗W ; so M is also a cofinite graded A-module. 
Remark 16.3.14. We do not know if the corollary remains true if A is just left
noetherian.
Now we pass to derived categories and functors.
Definition 16.3.15. Under Setup 16.3.1, we denote by Dtor(A⊗Bop, gr) the full
subcategory of D(A ⊗ Bop, gr) on the complexes M whose cohomology modules
Hp(M) belong to Mtor(A⊗Bop, gr) for all p.
Proposition 16.3.16. Under Setup 16.3.1 the following hold.
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(1) The functor Γm has a triangulated right derived functor
RΓm : D(A⊗Bop, gr)→ D(A⊗Bop, gr).
If I ∈ D(A ⊗ Bop, gr) is K-graded-injective over A, then the morphism
ηRI : Γm(I)→ RΓm(I) is an isomorphism.
(2) There is a unique morphism σR : RΓm → Id of triangulated functors from
D(A ⊗ Bop, gr) to itself, such that for every M ∈ D(A ⊗ Bop, gr) there is
equality σRM ◦ ηRM = Q(σM ) of morphisms Γm(M)→M in D(A⊗Bop, gr).
(3) The category Dtor(A⊗Bop, gr) is a full triangulated subcategory of
D(A⊗Bop, gr), and it contains the image of the functor RΓm.
(4) The functor RΓm commutes with graded K-ring homomorphisms C → B,
in the sense that the diagram
D(A⊗Bop, gr) RΓm //
Rest

Dtor(A⊗Bop, gr)
Rest

D(A⊗ Cop, gr) RΓm // Dtor(A⊗ Cop, gr)
is commutative up to isomorphism. Likewise for the morphism of triangu-
lated functors σR.
(5) For every M ∈ D(A⊗Bop, gr) and p ∈ Z there is an isomorphism
Hp(RΓm(M)) ∼= lim
j→
ExtpA(A/mj ,M)
in M(A⊗Bop, gr). This isomorphism is functorial in M .
Proof. (1) By Corollary 15.3.8(3) every M ∈ C(A ⊗ Bop, gr) has a resolution ρ :
M → I in Cstr(A ⊗ Bop, gr) by a complex I that is K-graded-injective over A. If
ψ : I → I ′ is a quasi-isomorphism in Cstr(A⊗Bop, gr) between such complexes, then
it is a homotopy equivalence in Cstr(A, gr), and hence Γm(ψ) is a quasi-isomorphism.
We see that the full subcategory J ⊆ K(A⊗Bop, gr) on these complexes I satisfies
the conditions of Theorem 8.4.9. Therefore the right derived functor RΓm exists,
and ηRI is an isomorphism for all I ∈ J.
(2) This is a special case of Lemma 16.2.5.
(3) Clear from Lemma 16.3.6(6).
(4) This is immediate from items (1) and (2).
(5) Use formula (16.3.5), and the fact that cohomology commutes with direct limits.

Definition 16.3.17. Under Setup 16.3.1, the i-th local cohomology functor is the
functor
Him := RiΓm : M(A⊗Bop, gr)→M(A⊗Bop, gr),
the i-th right derived functor of Γm.
Corollary 16.3.18. For every i ∈ N there is an isomorphism Him ∼= Hi ◦RΓm of
functors from M(A⊗Bop, gr) to itself.
Proof. This is immediate from Proposition 16.3.16(1). 
Proposition 16.3.19. For every i ∈ N the functor
Him : M(A⊗Bop, gr)→M(A⊗Bop, gr)
commutes with direct limits.
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Proof. In view of Proposition 16.3.16(4), with C := K, we can assume that B = K,
so A ⊗ Bop = A. Since direct limits commute with each other, by Proposition
16.3.16(5) it suffices to prove that for every i, j the functor ExtiA(A/mj ,−) com-
mutes with direct limits. Now A is left noetherian, so we can find a resolution
P → A/mj by a nonpositive complex, where each P i is a finite graded-free A-
module. And the functor
ExtiA(A/mj ,−) ∼= Hi ◦HomA(P,−) : M(A, gr)→M(A, gr)
commutes with infinite direct limits. 
Definition 16.1.2, when used in our context, says that the right cohomological
dimension of the functor Γm is
(16.3.20) d := sup {p ∈ N | Hpm 6= 0} ∈ N ∪ {±∞}.
The cohomological dimension of a triangulated functor was introduced in Def-
inition 12.4.1. A triangulated functor is called quasi-compact if it commutes with
infinite direct sums (Definition 16.1.7).
Theorem 16.3.21. Under Setup 16.3.1, assume the torsion functor Γm :
M(A, gr) → M(A, gr) has finite right cohomological dimension. Then the derived
torsion functor
RΓm : D(A⊗Bop, gr)→ D(A⊗Bop, gr)
is quasi-compact and has finite cohomological dimension.
Proof. According to Proposition 16.3.16(4), the functor
Γm : M(A⊗Bop, gr)→M(A⊗Bop, gr)
also has finite right cohomological dimension. The right derived functors
RqΓm = Hqm : M(A⊗Bop, gr)→M(A⊗Bop, gr)
are quasi-compact by Proposition 16.3.19. So Theorem 16.1.10 applies. 
Lemma 16.3.22. Let I ∈ M(A, gr), and let W := Soc(I). The following three
conditions are equivalent.
(i) I is graded-injective and m-torsion.
(ii) I is graded-injective and W is an essential submodule of I.
(iii) There is an isomorphism I ∼= A∗ ⊗W in C(A, gr) which is the identity on
W .
In condition (iii) we view W as a submodule of A∗ ⊗ W using the canonical
embedding (16.3.10).
Proof.
(i) ⇒ (ii): This is Lemma 16.3.8.
(ii) ⇒ (iii): By Proposition 16.3.12 there is an essential monomorphism  : I →
A∗ ⊗W in M(A, gr) that extends the identity of W . Because I is graded-injective,
the monomorphism  is split, by some epimorphism σ : A∗ ⊗W → I. But W is a
graded-essential submodule of A∗ ⊗W , and therefore σ is also a monomorphism.
We conclude that both σ and  are isomorphisms.
(iii) ⇒ (i): According to Lemma 16.3.11, the graded A-module A∗ ⊗W is graded-
injective and m-torsion. 
Lemma 16.3.23. Let M ∈ M(A, gr) be an m-torsion module, and let I be an
injective hull of M in M(A, gr). Then I ∼= A∗⊗W , where W is the socle of M . In
particular, I is an m-torsion module.
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Proof. By Proposition 16.3.12 there is a graded-essential monomorphism  : M 
A∗ ⊗W in M(A, gr). From Lemma 16.3.11(1) we know that A∗ ⊗W is a graded-
injective module over A. So by the uniqueness (up to isomorphism) of graded-
injective hulls, we get an isomorphism I ∼= A∗ ⊗W . Finally, by Lemma 16.3.11(2),
A∗ ⊗W is m-torsion. 
Lemma 16.3.24. Let I be a graded-injective A-module. Then there is an isomor-
phism Γm(I) ∼= A∗ ⊗W in M(A, gr), where W is the socle of I.
Proof. Consider the essential monomorphism  : W  A∗ ⊗ W from Lemma
16.3.11(4), and the monomorphism τ : W  I. Because I is graded-injective,
there is a homomorphism ψ : A∗ ⊗W → I in M(A, gr) such that ψ ◦  = τ . Since
 is a graded-essential monomorphism, the usual calculation (see the proof of the
implication (ii) ⇒ (iii) in Proposition 16.3.12) shows that ψ is a monomorphism.
Let J ⊆ I be the image of ψ, so ψ : A∗⊗W '−→ J . We know (from Lemma 16.3.11)
that J is graded-injective and m-torsion. Hence there is a direct sum decomposition
I = J ⊕ J ′ in M(A, gr), and Γm(J) = J .
By Proposition 16.3.12 we know that W ∩ J ′ = Soc(J ′) is a graded-essential
submodule of Γm(J ′); but W ⊆ J , so W ∩ J ′ = 0, and therefore Γm(J ′) = 0. The
conclusion is that Γm(I) = J . 
Theorem 16.3.25. Under Setup 16.3.1, the torsion functor
Γm : M(A, gr)→M(A, gr)
is stable, namely for every graded-injective A-module I the m-torsion submodule
Γm(I) is graded-injective.
Proof. This is immediate from Lemma 16.3.24 and Lemma 16.3.11(1). 
Here is the graded NC version of Definition 13.2.5.
Definition 16.3.26.
(1) A minimal complex of graded-injective A-modules is a bounded below com-
plex I of graded-injective A-modules, such that for every p the submodule
Zp(I) ⊆ Ip is graded-essential.
(2) Let M ∈ D+(A, gr). A minimal graded-injective resolution of M is a quasi-
isomorphism ρ : M → I in Cstr(A, gr), where I is a minimal complex of
graded-injective A-modules.
Lemma 16.3.27. Let M ∈ D+(A, gr). Then M has a minimal graded-injective
resolution.
Proof. The proof of Proposition 13.2.6 works here too. 
There is uniqueness for minimal graded-injective resolutions, but we won’t need
it.
For the next proposition, and for later results, it will be convenient to use this
notation:
Notation 16.3.28. If the torsion functor Γm has finite right cohomological dimen-
sion, then we let ? := 〈empty〉, the empty boundedness indicator; otherwise we let
? := +. Thus D? is either D or D+.
Proposition 16.3.29. With Notation 16.3.28, let M ∈ D?(A ⊗ Bop, gr). The
following conditions are equivalent:
(i) M ∈ D?tor(A⊗Bop, gr).
(ii) The morphism σRM : RΓm(M)→M in D(A⊗Bop, gr) is an isomorphism.
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Proof. The implication (ii) ⇒ (i) is due to Proposition 16.3.16(3).
For the other implication, we can forget the ring B; it is not relevant. First let
us assume that M ∈ D+tor(A, gr). By Lemma 16.3.23 the injective hull in M(A, gr)
of a torsion module is torsion. Then, according to Theorem 11.5.8, there is a quasi-
isomorphismM → I in C+str(A, gr), where I is a complex of torsion graded-injective
A-modules. It follows that homomorphism σI : Γm(I) → I in C+str(A, gr), that
represents σRM , is an isomorphism.
When H(M) is not bounded below, but Γm has finite right cohomological dimen-
sion, we can use smart truncation, as in the proof of Theorem 12.5.2(2). 
Proposition 16.3.30. With Notation 16.3.28, Let M ∈ D?tor(A ⊗ Bop, gr) and
N ∈ D+(A⊗ Cop, gr). Then there is an isomorphism
RHomA(M,N)
'−→ RHomA
(
M,RΓm(N)
)
in D(B ⊗ Cop, gr), and it is functorial in M and N .
Proof. Choose a resolution M → IM in C?str(A ⊗ Bop, gr) where IM is K-graded-
injective over A, each IpM is graded-injective over A, and inf(IM ) = inf(H((M));
this is possible by Corollary 15.3.7(3). Choose the same sort of resolution N → IN
in C+str(A⊗ Cop, gr). Then
(16.3.31) RHomA(M,N) ∼= HomA(IM , IN )
in D(B⊗Cop, gr), and RΓm(N) ∼= Γm(IN ) in D(A⊗Cop, gr). By Theorem 16.3.25
each Γm(IpN ) is graded-injective as an A-module, so Γm(IN ) is a bounded below
complex of graded-injective A-modules, and therefore it is a K-graded-injective
complex over A. We see that
(16.3.32) RHomA
(
M,RΓm(N)
) ∼= HomA(IM ,Γm(IN ))
in D(B ⊗ Cop, gr).
By Proposition 16.3.29 (in both cases of Notation 16.3.28) the homomorphism
σIM : Γm(IM )→ IM is a quasi-isomorphism. Hence in the commutative diagram
HomA(IM , IN )
Hom(σIM ,id) // HomA
(
Γm(IM ), IN
)
HomA
(
IM ,Γm(IN )
) Hom(σIM ,id) //
Hom(id,σIN )
OO
HomA
(
Γm(IM ),Γm(IN )
)Hom(id,σIN )
OO
in Cstr(B ⊗ Cop, gr) the two horizontal arrows are quasi-isomorphisms. The right
vertical arrow is an isomorphism in Cstr(B ⊗ Cop, gr) by Lemma 16.3.6(3). It
follows that the left vertical arrow is a quasi-isomorphism. Combining this with the
isomorphisms (16.3.31) and (16.3.32) we obtain the desired isomorphism above. 
The next definition is a specialization of Definitions 16.1.3, 16.1.4 and 16.2.1.
Definition 16.3.33. Under Setup 16.3.1:
(1) A module N ∈ M(A ⊗ Bop, gr) is called graded-m-flasque if it is a right
Γm-acyclic object, i.e. if Hqm(N) = 0 for all q > 0.
(2) The functor
Γm : M(A⊗Bop, gr)→M(A⊗Bop, gr)
is called weakly stable if for every graded-injective module I ∈
M(A⊗Bop, gr), the module Γm(I) ∈M(A⊗Bop, gr) is graded-m-flasque.
(3) A complex N ∈ D(A⊗Bop, gr) is called a K-graded-m-flasque complex if it
is a right Γm-acyclic complex, i.e. if the morphism ηRN : Γm(N)→ RΓm(N)
in D(A⊗Bop, gr) is an isomorphism.
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The term “flasque” in this meaning seems to have been first used in [190].
Example 16.3.34. Suppose M ∈ M(A, gr) is an m-torsion module. Consider its
minimal graded-injective resolution 0→ M → I0 → I1 → · · · . By Lemma 16.3.23
and induction on q, we see that all the graded modules Iq are m-torsion; in fact
Iq ∼= A∗ ⊗W q for some W q ∈ M(K, gr). Thus RΓm(M) ∼= Γm(I) = I ∼= M , so
RqΓm(M) = 0 for all q > 0, and M is a graded-m-flasque A-module.
Theorem 16.3.35. Under Setup 16.3.1, the torsion functor
Γm : M(A⊗Bop, gr)→M(A⊗Bop, gr)
is weakly stable.
Proof. Take an injective object I ∈ M(A ⊗ Bop, gr). According to Proposition
15.2.13(3), the module I is graded-injective over A. By Lemma 16.3.24 we know
that there is an isomorphism Γm(I) ∼= A∗ ⊗ W in M(A, gr) for some graded K-
module W . This is a graded-injective A-module, and therefore Γm(I) is graded-m-
flasque as an object of M(A, gr). Finally, by Proposition 16.3.16(4), the property
of being graded-m-flasque is insensitive to the restriction functorM(A⊗Bop, gr)→
M(A, gr), so Γm(I) is graded-m-flasque as an object of M(A⊗Bop, gr). 
In Proposition 16.3.16(2) we presented a morphism σR : RΓm → Id of triangu-
lated functors from D?(A⊗ Bop, gr) to itself. Here we are using Notation 16.3.28.
According to Definition 16.2.3 the pair (RΓm, σR) is a copointed triangulated func-
tor. Recall that (RΓm, σR) is an idempotent copointed triangulated functor if for
every complex M ∈ D?(A⊗Bop, gr) the morphisms
σRRΓm(M) , RΓm(σ
R
M ) : RΓm(RΓm(M))→ RΓm(M)
in D(A⊗Bop, gr) are isomorphisms.
Corollary 16.3.36 ([157]). With Notation 16.3.28, the copointed triangulated func-
tor (RΓm, σR) on D?(A⊗Bop, gr) is idempotent.
Proof. By Theorem 16.3.35 the functor Γm is weakly stable, and by Lemma 16.3.6(2)
the copointed functor (Γm, σ) is idempotent. Thus Theorem 16.2.8 applies. 
We end the subsection with an example showing a torsion functor as in Theorem
16.3.35 which is weakly stable but not stable. The example is a slight modification
of an example in [157].
Example 16.3.37. Let A := K[t], the polynomial ring in a variable t of degree
1. It is connected noetherian, and its augmentation ideal m is generated by t. Let
B := K[s0, s1, . . .], the commutative polynomial ring in countably many variables
s0, s1, . . . of degree 1. So B is a graded ring, and it is not noetherian. Theorem
16.3.35 tells us that the functor
Γm : M(A⊗B, gr)→M(A⊗B, gr)
is weakly stable. (Since B is commutative, it doesn’t matter whether we write B
or Bop). We will prove that Γm is not stable.
Consider a countable collection {Ip}p∈N of graded-injective B-modules. Then
I :=
∏
p∈N Ip(−p) is a graded-injective B-module, and therefore J := HomB(A ⊗
B, I) is a graded-injective (A⊗B)-module. If the functor Γm onM(A⊗B, gr) were
stable, this would imply that Γm(J) is also a graded-injective (A⊗B)-module. Since
B → A ⊗ B is flat, Γm(J) is then a graded-injective B-module (see Proposition
15.2.13).
As graded B-modules there are isomorphisms
A⊗B ∼=
⊕
p∈NB ·t
p ∼=
⊕
p∈NB(−p).
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Therefore
J = HomB(A⊗B, I) ∼=
∏
p∈N I(p)
as graded B-modules, and
Γm(J) ∼= lim
p→
(∏p
q=0
I(q)
) ∼= ⊕
p∈N I(p).
Now for each p the graded-module Ip is a direct summand of I(p), and hence⊕
p∈N Ip is a direct summand of Γm(J), as graded B-modules. Therefore
⊕
p∈N Ip
is a graded-injective B-module.
The conclusion is that a countable direct sum of graded-injective B-modules is
graded-injective. According to the Bass-Papp Theorem [93, Theorem 3.46], that
holds also in the graded sense (cf. Proposition 15.1.26), the graded ring B is noe-
therian. This is a contradiction.
16.4. Representability of Derived Torsion. The results of this subsection are
an adaptation of results from [157, Section 7] to the connected graded setting.
In Section 17 we are going to use the representability of derived torsion to give an
alternative proof of M. Van den Bergh’s theorem on existence of balanced dualizing
complexes (see Theorem 17.3.19).
Recall that Conventions 15.1.17 and 15.2.1 are in force. In this subsection we
assume the following strengthening of Setup 16.3.1.
Setup 16.4.1. We are given a left noetherian connected graded K-ring A, with
augmentation ideal m =
⊕
i≥1Ai ⊆ A, such that the torsion functor Γm has finite
right cohomological dimension. We are also given a graded K-ring B.
As before, the graded ring B plays an auxiliary role, a placeholder for A or K.
Definition 16.4.2. Under Setup 16.4.1, the dedualizing complex of A is the com-
plex PA := RΓm(A) ∈ D(Aen, gr).
The name “dedualizing” is due to L. Positselsky [121] . Regarding the lack of
left-right symmetry in this definition, see Corollary 16.5.11 and Proposition 16.5.19.
As a special case of Proposition 16.3.16, there is a morphism σRA : PA = RΓm(A)
→ A in D(Aen, gr).
Theorem 16.4.3 (Representability of Derived Torsion, [157]). Under Setup 16.4.1
there is a unique isomorphism
evR,Lm,(−) : PA ⊗LA (−)
'−→ RΓm(−)
of triangulated functors from D(A ⊗ Bop, gr) to itself, called derived m-torsion
tensor-evaluation, such that for every complex M ∈ D(A⊗Bop, gr) the diagram
(♥) PA ⊗LAM
evR,L
m,M
∼=
//
σRA⊗LA idM

RΓm(M)
σRM

A⊗LAM lu∼= // M
is commutative.
The isomorphism marked “lu” in diagram (♥) is the left unitor isomorphism of
the closed monoidal structure, see equation (16.3.3).
The proof of the theorem requires the next lemma.
Lemma 16.4.4. Let F,G : D(A, gr) → D(B, gr) be quasi-compact triangulated
functors, and let η : F → G be a morphism of triangulated functors. Assume that
ηA : F (A)→ G(A) is an isomorphism. Then η is an isomorphism.
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Proof. We are given that ηA is an isomorphism. Because the algebraic degree twist
M 7→M(i) is an automorphism of D(A, gr), it follows that ηA(i) is an isomorphism
for every integer i. Likewise for the cohomological degree shift (i.e. the translation
M 7→ M [i] on complexes), so ηA(i)[j] is an isomorphism for every integer j. Both
functors are quasi-compact, and therefore ηP is an isomorphism for every graded-
free complex of A-modules P ∼= ⊕x∈X A(ix)[jx].
Suppose we are given a distinguished triangle M ′ → M → M ′′ 4−→ in D(A, gr),
such that two of the three morphisms ηM ′ , ηM and ηM ′′ are isomorphisms. Because
η is a morphism of triangulated functors, it follows that third morphism is also an
isomorphism.
Next consider a semi-graded-free DG module P . Take a filtration
{Fj(P )}j≥−1 of P as in Definition 15.3.1(2). For every j we have a distinguished
triangle
Fj−1(P )
θj−→ Fj(P )→ GrFj (P ) 4−→
in D(A, gr), where θj : Fj−1(P ) → Fj(P ) is the inclusion. Since GrFj (P ) is a
graded-free complex, by induction on j we conclude that ηFj(P ) is an isomorphism
for every j ≥ 0. The homotopy colimit construction (see Definition 14.1.11) gives
a distinguished triangle⊕
j∈N
Fj(P )
Θ−−→
⊕
j∈N
Fj(P )→ P 4−→
in D(A, gr), where
Θ|Fj−1(P ) := (id,−θj) : Fj−1(P )→ Fj−1(P )⊕ Fj(P ).
By quasi-compactness we know that η⊕Fj(P ) is an isomorphism. Therefore ηP is
an isomorphism.
Finally, everyM ∈ D(A, gr) admits an isomorphismM ∼= P with P semi-graded-
free. Therefore ηM is an isomorphism. 
Proof of Theorem 16.4.3.
Step 1. We begin by constructing the morphism of triangulated functors evR,Lm,(−).
For each complex M ∈ C(A ⊗ Bop, gr) we choose a K-graded-injective resolution
ρM : M → IM and a K-graded-flat resolution θM : QM → M , both in Cstr(A ⊗
Bop, gr). Note that IM is K-graded-m-flasque over A, and QM is K-graded-flat over
A. We use these choices for presentations of the right derived functor
(RΓm, ηR) : D(A⊗Bop, gr)→ D(A⊗Bop, gr)
and the left derived bifunctor
(−⊗LA −, ηL) : D(Aen, gr)×D(A⊗Bop, gr)→ D(A⊗Bop, gr).
Let us also choose a K-graded-injective resolution ψ : A→ J in Cstr(Aen, gr). With
these choices we have the following presentations: PA = Γm(J),
(16.4.5) RΓm(M) = Γm(IM )
and
(16.4.6) PA ⊗LAM = Γm(J)⊗A QM .
Suppose N ∈ C(A ⊗ Bop, gr) is some complex. Given homogeneous elements
x ∈ Γm(J) and n ∈ N , the tensor x ⊗ n belongs to Γm(J ⊗A N). In this way we
obtain a homomorphism
(16.4.7) evm,J,N : Γm(J)⊗A N → Γm(J ⊗A N)
in Cstr(A⊗Bop, gr), which is functorial in N .
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Consider a complex M ∈ C(A⊗Bop, gr). The choices we made give rise to this
solid diagram
(16.4.8) A⊗A QM lu //
ψ⊗A id

QM
θM // M
ρM

J ⊗A QM χM // IM
in Cstr(A ⊗ Bop, gr). The homomorphisms ψ ⊗A id, θM ◦ lu and ρM are quasi-
isomorphisms. Because IM is K-injective in C(A ⊗ Bop, gr), there is a quasi-iso-
morphism χM : J ⊗A QM → IM that makes this diagram commutative up to
homotopy.
We now form diagram (16.4.9) in Cstr(A ⊗ Bop, gr). Here evm,J,QM is the ho-
(16.4.9) Γm(J)⊗A QM
evm,J,QM //
σJ ⊗A id

Γm(J ⊗A QM )
Γm(χM )
//
σ(J⊗AQM )

Γm(IM )
σIM

J ⊗A QM id // J ⊗A QM χM // IM
A⊗A QM
ψ⊗A id
OO
id // A⊗A QM
ψ⊗A id
OO
θM◦ lu // M
ρM
OO
momorphism from (16.4.7). The diagram (16.4.9) is commutative up to homotopy.
(Actually all small squares, except the bottom right one, are commutative in the
strict sense.) The vertical arrows ψ ⊗A id and ρM are quasi-isomorphisms. Pass-
ing to D(A ⊗ Bop, gr) we get a commutative diagram, with vertical isomorphisms
between the second and third rows. The diagram with the four extreme objects
only is the one we are looking for. By construction it is a commutative diagram in
D(A⊗Bop, gr), and it is functorial in M . The morphism
evR,Lm,M : PA ⊗LAM → RΓm(M)
that we want is represented by
Γm(χM ) ◦ evm,J,QM : Γm(J)⊗A QM → Γm(IM ).
See (16.4.5) and (16.4.6).
Step 2. In this step we prove that evR,Lm,M is an isomorphism for every complex
M ∈ D(A⊗ Bop, gr). Because the functor Rest is conservative, it suffices to prove
that the morphism
Rest(evR,Lm,M ) : Rest(PA ⊗LAM)→ Rest(RΓm(M))
in D(A, gr) is an isomorphism. Going over all the details of the construction above,
and noting that ρM : M → IM and θM : QM → M are K-flat and K-injective
resolutions, respectively, also in the category Cstr(A, gr), we might as well forget
about the ring B.
So now we are in the case B = K, A ⊗ Bop = A, and we want to prove that
evR,Lm,M is an isomorphism for every M ∈ D(A, gr). By Theorem 16.3.21 the functor
RΓm on D(A, gr) is quasi-compact. The functor P ⊗LA (−) is also quasi-compact.
This means that we can use Lemma 16.4.4, and it tells us that it suffices to prove
that evR,Lm,M is an isomorphism for M = A.
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Let us examine the morphism evR,Lm,A, i.e. ev
R,L
m,M for M = A. We can choose the
K-flat resolution θA : QA → A in Cstr(A, gr) to be the identity of A. Also, we can
choose the K-injective resolution ρA : A→ IA in Cstr(A, gr) to be the restriction of
ψ : A→ J . Then the homomorphism χA : J ⊗A QA → IA in diagram (16.4.8) can
be chosen to be χA = id⊗A id. We get a commutative diagram
Γm(J)⊗A QA
evm,J,QA //
id⊗AθA

Γm(J ⊗A QA)
Γm(χA)
//
Γm(id⊗AθA)

Γm(IA)
id

Γm(J)⊗A A
evm,J,A
// Γm(J ⊗A A)
Γm(ru)
// Γm(J)
in Cstr(A, gr). Here ru : J ⊗A A '−→ J is the canonical isomorphism (the right
unitor). The horizontal arrows in the second row, and the vertical arrows, are
all bijective. We conclude that Γm(χA) ◦ evm,J,QA is bijective. Hence evR,Lm,A is an
isomorphism in D(A, gr).
Step 3. It remains to prove the uniqueness of evR,Lm,(−). By applying the functor RΓm
to the diagram (♥), and then making use of the morphism of functors σR : RΓm →
Id, we obtain the commutative diagram (16.4.10) in D(A ⊗ Bop, gr). The vertical
(16.4.10) PA ⊗LAM
evR,L
m,M
∼=
// RΓm(M)
RΓm(PA ⊗LAM)
σR
(PA⊗LAM)
OO
RΓm(evR,Lm,M )
∼=
//
RΓm(σRA⊗LA idM )

RΓm(RΓm(M))
σRRΓm(M)
OO
RΓm(σRM )

RΓm(A⊗LAM)
RΓm(lu)
∼=
// RΓm(M)
morphisms σRRΓm(M) and RΓm(σ
R
M ) are isomorphisms because of the idempotence
(Corollary 16.3.36). Therefore the other two vertical arrows are isomorphisms.
We see that the isomorphism evR,Lm,M can be expressed as the composition of other
isomorphisms; so it is unique. 
The next result is due to Van den Bergh [153]. We give another proof, based on
Theorem 16.4.3. Recall the K-linear duality functor
(−)∗ : D(A⊗Bop, gr)op → D(B ⊗Aop, gr).
Its formula is
(−)∗ := HomK(−,K) ∼= HomA(−, A∗).
Corollary 16.4.11 (Van den Bergh’s Local Duality, [153]). Under Setup 16.4.1,
for every complex M ∈ D(A⊗Bop, gr) there is an isomorphism
RΓm(M)∗ ∼= RHomA
(
M, (PA)∗
)
in D(B ⊗Aop, gr). This isomorphism is functorial in M .
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Proof. We have the following functorial isomorphisms
RΓm(M)∗ ∼=† (PA ⊗LAM)∗ = HomK(PA ⊗LAM,K)
∼= RHomA(PA ⊗LAM,A∗)
∼=♥ RHomA
(
M,RHomA(PA, A∗)
)
∼= RHomA
(
M, (PA)∗
)
in D(B ⊗ Aop, gr). The isomorphism ∼=† is according to Theorem 16.4.3. The
isomorphism ∼=♥ comes from derived Hom-tensor adjunction. 
16.5. Symmetry of Derived Torsion. The results of this subsection are an adap-
tation of results from [157, Section 8] to the connected graded setting. Among other
things, we prove that the χ condition of Artin-Zhang implies symmetry of derived
torsion.
In Section 17 below we are going to use the symmetry of derived torsion to give
an alternative proof of Van den Bergh’s theorem on existence of balanced dualizing
complexes (see Theorem 17.3.19).
We continue with Conventions 15.1.17 and 15.2.1. Thus K is a field, and all
graded rings are algebraically graded central K-rings. The following setup is as-
sumed in this subsection:
Setup 16.5.1. We are given a noetherian connected graded K-ring A, with aug-
mentation ideal m. The augmentation ideal of the opposite ring Aop is mop.
The assumption that A is noetherian means that both A and Aop are left noe-
therian. The enveloping ring of A is Aen = A⊗Aop, and it is often not noetherian.
As explained in the previous subsection, there is a torsion functor Γm : M(A, gr)
→ M(A, gr). But by the same token, there is also a torsion functor Γmop :
M(Aop, gr) → M(Aop, gr). On the category M(Aen, gr) we have two torsion func-
tors:
Γm,Γmop : M(Aen, gr)→M(Aen, gr).
These functors commute with each other. Indeed, for any M ∈M(Aen, gr) there is
equality Γm(Γmop(M)) = Γmop(Γm(M)) of graded Aen-submodules of M .
Definition 16.5.2. Under Setup 16.5.1, we say that A has finite local cohomolog-
ical dimension if the torsion functors Γm and Γmop , on M(A, gr) and M(Aop, gr)
respectively, have finite right cohomological dimensions, in the sense of Definition
16.1.2. Namely if there is a natural number d such that Hpm = 0 and Hpmop = 0 for
all p > d. See also formula (16.3.20).
Note that the vanishing of the derived functors Hpm = RpΓm, and thus the coho-
mological dimension of the functor Γm, is the same on bimodules and on modules,
by Proposition 16.3.16(4). Likewise for Hpmop .
As explained in Proposition 16.3.16(1), there are derived torsion functors
(16.5.3) RΓm,RΓmop : D(Aen, gr)→ D(Aen, gr).
There is no reason for these derived functors to commute with each other in general.
Definition 16.5.4. Under Setup 16.5.1, the morphisms from Proposition
16.3.16(2) associated to the derived functors in formula (16.5.3) are denoted by
σRm : RΓm → Id and σRmop : RΓmop → Id.
Definition 16.5.5. Under Setup 16.5.1:
(1) We denote by M(tor,..)(Aen) the full subcategory of M(Aen) on the bi-
modules M that are m-torsion as A-modules; i.e. such that RestA(M) ∈
Mtor(A).
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(2) We denote by M(..,tor)(Aen) the full subcategory of M(Aen) on the bimod-
ules M that are mop-torsion as Aop-modules.
(3) We let
M(tor,tor)(Aen) := M(tor,..)(Aen) ∩M(..,tor)(Aen).
(4) Let ?,  be torsion indicators, i.e. “tor” or “..”. We denote by D(?,)(Aen)
the full subcategory of D(Aen) on the complexes M such that Hp(M) ∈
M(?,)(Aen) for every integer p.
Trivially, for M ∈ D(Aen, gr) the A-modules Hp(RΓm(M)) are m-torsion, and
the Aop-modules Hp(RΓmop(M)) are mop-torsion. Sometimes more happens:
Definition 16.5.6. Under Setup 16.5.1, a complex M ∈ D(Aen, gr) is said to have
weakly symmetric derived m-torsion if these two conditions hold:
• For every p ∈ Z the bimodule Hp(RΓm(M)) is mop-torsion.
• For every p ∈ Z the bimodule Hp(RΓmop(M)) is m-torsion.
In terms of Definition 16.5.5, a complex M ∈ D(Aen, gr) has weakly symmetric
derived m-torsion if
RΓm(M) , RΓmop(M) ∈ D(tor,tor)(Aen, gr).
Definition 16.5.7. Under Setup 16.5.1, a complex M ∈ D(Aen, gr) is said to have
symmetric derived m-torsion if there is an isomorphism
M : RΓm(M)
'−→ RΓmop(M)
in D(Aen, gr), such that the diagram
RΓm(M)
M
∼=
//
σRm,M
''
RΓmop(M)
σRmop,M

M
in D(Aen, gr) is commutative. Such an isomorphism M is called a symmetry iso-
morphism.
Of course if M has symmetric derived m-torsion, then it has weakly symmetric
derived m-torsion.
Theorem 16.5.8 (Symmetric Derived Torsion, [157]). Let A be a noetherian con-
nected graded K-ring of finite local cohomological dimension. If M ∈ D(Aen, gr)
has weakly symmetric derived m-torsion, then M has symmetric derived m-torsion.
Moreover, the symmetry isomorphism M is unique, and it is functorial in such
complexes M .
Proof. In Theorem 16.4.3, with B := A, we have an isomorphism
evR,Lm,(−) : PA ⊗LA (−)
'−→ RΓm(−)
of triangulated functors from D(Aen, gr) to itself. The same theorem, but with the
roles of A and Aop exchanged, gives an isomorphism
evR,Lmop,(−) : (−)⊗LA PAop
'−→ RΓmop(−)
of triangulated functors from D(Aen, gr) to itself. Here PAop := RΓmop(A) ∈
D(Aen, gr).
Consider diagram (16.5.9) in D(Aen, gr). In this diagram, α is the associativity
isomorphism of the derived tensor product, and ru, lu are the monoidal unitor iso-
morphisms – all belonging to the monoidal structure of D(Aen, gr). A quick check,
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(16.5.9) (PA ⊗LAM)⊗LA PAop
id⊗LAσRmop,A

α
∼=
// PA ⊗LA (M ⊗LA PAop)
σRm,A⊗LAid

(PA ⊗LAM)⊗LA A
ru

A⊗LA (M ⊗LA PAop)
lu

PA ⊗LAM
σRm,A⊗LAid
**
M ⊗LA PAop
id⊗LAσRmop,A

M
using K-flat resolutions and elements in them, shows that this is a commutative
diagram.
By Theorem 16.4.3, diagram (16.5.9) gives rise to diagram (16.5.10), with its
solid arrows only. This new diagram in D(Aen, gr) (solid arrows only) is isomorphic
to the previous one (without its second row), via the various isomorphisms evR,Lm,(−)
and evR,Lmop,(−).
(16.5.10) RΓmop(RΓm(M)) α
′
∼=
//
σRmop,RΓm(M)

RΓm(RΓmop(M))
σRm,RΓmop (M)

RΓm(M)
σRm,M
))
M // RΓmop(M)
σRmop,M

M
Because RΓm(M) ∈ D(tor,tor)(Aen, gr), Proposition 16.3.29, applied with Aop
instead of with A, says that σRmop,RΓm(M) is an isomorphism. Likewise, because
RΓmop(M) ∈ D(tor,tor)(Aen, gr), Proposition 16.3.29 says that σRm,RΓmop (M) is an
isomorphism. We define M to be the unique isomorphism (the dashed arrow) that
makes diagram (16.5.10) commutative.
Diagram (16.5.10) shows that M is unique: it has to be
M = σRm,RΓmop (M) ◦ α′ ◦ (σRmop,RΓm(M))−1.
The functoriality of M is a consequence of the functoriality of diagram (16.5.10).

Corollary 16.5.11. Under the assumptions of Theorem 16.5.8, if the bimodule A
has has weakly symmetric derived m-torsion, then there is a unique isomorphism
A : PA
'−→ PAop in D(Aen, gr) such that σRm,A = σRmop,A◦A as morphisms PA → A.
Proof. Take M = A in the theorem. 
The socle functor from Definition 15.2.31 extends to complexes.
Lemma 16.5.12. Let I be a minimal complex of graded-injective A-modules, and
let W := Soc(I). Then the differential of the complex W is zero.
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Proof. Take some nonzero homogeneous element w ∈ W p, say w ∈ W pq . Let U :=
K·w ⊆ W pq , so U is a nonzero graded A-submodule of Ip. Because Zp(I) is an
essential graded A-submodule of Ip we must have Zp(I) ∩ U 6= 0. Thus w ∈ Zp(I),
so d(w) = 0. 
Cofinite graded A-modules were defined in Definition 15.2.33. By graded Matlis
duality (Theorem 15.2.34) the cofinite graded A-modules are the artinian objects
of M(A, gr). The full subcategory Mcof(A, gr) of cofinite modules is a thick abelian
subcategory of M(A, gr), closed under subobjects and quotients.
Lemma 16.5.13. Consider a complex M ∈ D+(A, gr) and an integer p.
(1) If ExtpA(K,M) is a finite graded K-module, then H
p
m(M) is a cofinite graded
A-module.
(2) If Hqm(M) is a cofinite graded A-module for every q ≤ p, then ExtqA(K,M)
is a finite graded K-module for every q ≤ p.
Proof.
(1) LetM → I be a minimal graded-injective resolution, and letW := Soc(I). Then
ExtpA(K,M) ∼= Hp(W ). But by Lemma 16.5.12 we know that the differential of W
is zero, so in fact ExtpA(K,M) ∼= W p. Therefore W is a finite graded K-module.
Next, let J := Γm(I). This complex has the property that Hpm(M) ∼= Hp(J).
According to Lemma 16.3.24 we have an isomorphism Jp ∼= A∗ ⊗W p. Since A∗ is
a cofinite graded A-module, and Jp is a finite direct sum of degree twists of A∗, it
is also a cofinite graded A-module. But Hpm(M) is a subquotient of Jp, so it too is
a cofinite graded A-module.
(2) We continue with the minimal graded-injective resolution M → I. We may as-
sume that H(M) 6= 0. Let p0 := inf(H(M)); so p0 = inf(I). Take the subcomplexes
W ⊆ J ⊆ I as above. We know that Jq ∼= A∗⊗W q for every q. We will prove that
W q is a finite graded K-module for every q ≤ p, by induction on q, starting with
q = p0.
So take an integer q in the range p0 ≤ q ≤ p, and assume that W q−1 is a finite
graded K-module. There is an exact sequence
Jq−1 d−→ Zq(J)→ Hqm(M)→ 0
in M(A, gr). Since Jq−1 ∼= A∗ ⊗W q−1, this is a cofinite graded A-module, as we
already noticed. We also know that Hqm(M) is cofinite. It follows that Zq(J) is a
cofinite graded A-module. But by Lemma 16.5.12 we have W q ⊆ Zq(J), so W q
is a cofinite graded A-module annihilated by m. Therefore W q is a finite graded
K-module. 
Definition 16.5.14 (Artin-Zhang, [10]). Assume Setup 16.5.1.
(1) We say that the ring A satisfies the left χ condition if for every M ∈
Mf(A, gr) and every integer p, the graded K-module ExtpA(K,M) is finite.
(2) The ring A is said to satisfy the χ condition if both graded rings A and Aop
satisfy the left χ condition.
Another way to state the left χ condition is this: M ∈ Mf(A, gr) implies
RHomA(K,M) ∈ Df(K, gr).
Remark 16.5.15. What we call the “left χ condition” was actually called the “left
χ◦ condition” in [10, Definition 3.2]. Their “left χ condition” (in [10, Definition 3.7])
is much more complicated to state. However, for a left noetherian connected graded
ring A (as we have here) these two conditions are equivalent, by [10, Proposition
3.11(2)].
Definition 16.5.16. Assume Setup 16.5.1 .
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(1) We say that the ring A satisfies the left special χ condition if for every
integer p, the graded K-module ExtpA(K, A) is finite.
(2) The ring A is said to satisfy the special χ condition if both graded rings A
and Aop satisfy the left special χ condition.
Proposition 16.5.17. The following two conditions are equivalent.
(i) A satisfies the left χ condition.
(ii) For every M ∈ Mf(A, gr) and every p the graded A-module Hpm(M) is
cofinite.
Proof. This is immediate from Lemma 16.5.13. 
Definition 16.5.18. We denote by Db(f,f)(Aen, gr) the full subcategory of
Db(Aen, gr) on the complexes of bimodulesM whose cohomology bimodules Hp(M)
are finite graded modules over A and over Aop.
Proposition 16.5.19.
(1) If A satisfies the χ condition, then it satisfies the special χ condition.
(2) If A satisfies the χ condition, then every M ∈ Db(f,f)(Aen, gr) has weakly
symmetric derived m-torsion.
(3) If A satisfies the special χ condition, then the bimodule A has weakly sym-
metric derived m-torsion.
Proof.
(1) This is trivial.
(2) Take some M ∈ Db(f,f)(Aen, gr). Using smart truncation and induction on the
amplitude of cohomology, we can assume that M ∈M(f,f)(Aen, gr).
The χ condition tells us that ExtpA(K,M) and Ext
p
Aop(K,M) are finite as graded
K-modules, for all p. For every q ≥ 1 the graded bimodule A/mq is gotten
from K by finitely many degree twists and extensions in M(Aen, gr). Therefore
ExtpA(A/mq,M) and Ext
p
Aop(A/mq,M) are finite as graded K-modules, for all p
and all q ≥ 1. Thus as left and as right graded A-modules, ExtpA(A/mq,M) and
ExtpAop(A/mq,M) are of finite length, and thus torsion on both sides. Passing to
the direct limit using Proposition 16.3.16(5), we see that Hpm(M) and Hpmop(M) are
torsion A-modules on both sides.
(3) This is just a special case of the proof of item (2). 
Lemma 16.5.20. Assume the functor Γm has finite cohomological dimension, and
A has the left special χ condition. Then for every M ∈ Df(A, gr) and every integer
i, the graded A-module Him(M) is cofinite.
Proof. Fix an integer i. We will prove that the graded A-module Him(M) is cofinite.
Say Γm has cohomological dimension ≤ d for some natural number d.
Step 1. ConsiderM ′ := smt≤i+1(M), the smart truncation of the complexM below
i+ 1. There is a distinguished triangle M ′ →M →M ′′ 4−−→ in D(A, gr), and hence
there is a distinguished triangle
RΓm(M ′)→ RΓm(M)→ RΓm(M ′′) 4−−→ .
Because Hjm(M ′′) = 0 for j ≤ i+ 1, we see that Him(M) ∼= Him(M ′). Therefore, by
replacing M with M ′, we can assume that M ∈ D−f (A, gr).
Step 2. Now M ∈ D−f (A, gr). Choose a resolution P → M , where P is a bounded
above complex of finite graded-free A-modules. Let P ′ := stt≥i−d−2(P ), the stupid
truncation of P above i− d− 2. Then Him(M) ∼= Hi(P ′). But P ′ is gotten from A
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by finitely many cones, finite direct sums, translations and degree twists. Since A
has the left special χ condition, and using Lemma 16.5.13(1), the graded A-module
Hjm(A) is cofinite for every j. Therefore Hjm(P ′) is cofinite for every j; including
j = i. 
Here is a converse to the trivial implication in Proposition 16.5.19(1), under an
extra finiteness condition.
Proposition 16.5.21. If A satisfies the special χ condition and has finite local
cohomological dimension, then A satisfies the χ condition.
Proof. This is an immediate consequence of Lemma 16.5.20 and Proposition 16.5.17,
applied to both A and Aop. 
AS regular graded rings were introduced in Definition 15.4.8.
Corollary 16.5.22. Let A be an AS regular graded ring. Then A satisfies the χ
condition and has finite local cohomological dimension.
Proof. The special χ condition is an immediate consequence of the AS condition
(Definition 15.4.6). The graded global cohomological dimension of A bounds its
local cohomological dimension, so the latter is finite. By Proposition 16.5.21, A
satisfies the χ condition. 
Actually this is true also for AS Gorenstein rings, but the proof is harder. See
Corollary 17.3.14 and Corollary 17.2.13.
The χ condition, and the finiteness of local cohomological dimension, occur in
many important examples of noncommutative graded rings. The main results that
ensure it involve a lifting argument – Theorems 15.4.13 and 17.4.35. Here are
several examples.
Example 16.5.23. Let A := K[x1, . . . , xn], the commutative polynomial ring in
n ≥ 1 variables from Example 15.2.20. This is an AS regular graded ring of dimen-
sion n. By Corollary 16.5.22 the graded ring A has the χ condition and finite local
cohomological dimension.
Example 16.5.24. If B is a commutative noetherian connected graded K-ring,
then there is a finite homomorphism A → B from a polynomial ring A as in the
previous example. By Corollaries 17.4.16 and 17.4.17 the ring B satisfies the χ
condition and has finite local cohomological dimension.
Example 16.5.25. Let A be the homogeneous Weyl algebra from Example 15.2.21.
The element t ∈ A is central regular of degree 1, and A/(t) ∼= K[x, y], the commu-
tative polynomial ring in two variables of degree 1. The ring K[x, y] is AS regular
of dimension 2, so by Theorem 15.4.13 the ring A is AS regular of dimension 3. By
Corollary 16.5.22 the graded ring A has the χ condition and finite local cohomo-
logical dimension.
As noted before, in characteristic 0 the ring A is very noncommutative.
Example 16.5.26. Let A be the homogeneous universal enveloping algebra from
Example 15.2.22. The element t ∈ A is central regular of degree 1, and A/(t) ∼=
K[x1, . . . , xn], the commutative polynomial ring in n variables. The polynomial
ring is AS regular of dimension n, so by Theorem 15.4.13 the ring A is AS regular
of dimension n + 1. By Corollary 16.5.22 the graded ring A has the χ condition
and finite local cohomological dimension.
As noted in Example 15.2.22, the ring A could be very noncommutative, if g is
very nonabelian (e.g. semisimple).
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We end this subsection with a result that ties the χ condition to symmetry of
derived torsion. Recall that D(f,f)(Aen, gr) is the full subcategory of D(Aen, gr) on
the complexes M such that for every p the graded bimodule Hp(M) is finite over
A and Aop.
Theorem 16.5.27. Under Setup 16.5.1, assume A satisfies the χ condition and
has finite local cohomological dimension. Then there is a unique isomorphism
 : RΓm
'−→ RΓmop
of triangulated functors Db(f,f)(Aen, gr)→ D(Aen, gr), such that the diagram
RΓm ∼=
//
σRm
%%
RΓmop
σRmop

Id
is commutative.
Proof. According to Proposition 16.5.19(2) every complex M ∈ Db(f,f)(Aen, gr) has
weakly symmetric derived m-torsion. By Theorem 16.5.8 such a complex M has
symmetric derive torsion, and the symmetry isomorphism M is unique and func-
torial. 
16.6. NC MGM Equivalence. The commutative MGM Equivalence was
explained in Example 12.4.6. A noncommutative variant of this theory was re-
cently developed by R. Vyas and A. Yekutieli [157], and in this subsection we give
an adaptation of it to the case of a NC connected graded ring A. In Section 17 be-
low we shall use the NC MGM Equivalence to prove the existence of balanced trace
morphisms (Theorem 17.4.22), and in Section 18 the NC MGM Equivalence will
help us prove that a balanced dualizing complex is graded rigid (Theorem 18.4.5).
We continue with Conventions 15.1.17 and 15.2.1, so K is a base field, and A
and B are graded K-rings.
Recall (from Remark 14.3.23) that the derived category D(Aen, gr) has a biclosed
monoidal structure on it, with monoidal operation (−⊗LA−) and monoidal unit A.
For complexes M ∈ D(A ⊗ Bop, gr) and N ∈ D(B ⊗ Aop, gr) the left and right
unitor isomorphisms are lu : A ⊗LAM '−→ M and ru : M ⊗LA A '−→ M respectively.
The left co-unitor isomorphism is lcu : RHomA(A,M)
'−→M .
Definition 16.6.1 ([157]).
(1) A copointed object in the monoidal category D(Aen, gr) is a pair (P, σ),
consisting of an object P ∈ D(Aen, gr) and a morphism σ : P → A in
D(Aen, gr).
(2) The copointed object (P, σ) is called idempotent if the morphisms
lu ◦ (σ ⊗LA id), ru ◦ (id⊗LA σ) : P ⊗LA P → P
in D(Aen, gr) are both isomorphisms.
Remark 16.6.2. Here is an explanation of the name “copointed”. In a monoidal
category, with unit object A, a point of an object P is a morphism A → P . It
thus makes sense to refer to a morphism in the dual direction, say σ : P → A, as a
copoint of P .
Definition 16.6.3. Let (P, σ) be a copointed object in D(Aen, gr).
(1) Define the triangulated functors
F,G : D(A⊗Bop, gr)→ D(A⊗Bop, gr)
to be F := P ⊗LA (−) and G := RHomA(P,−).
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(2) Let σ : F → Id and τ : Id→ G be the morphisms of triangulated functors
from D(A⊗Bop, gr) to itself that are induced by the morphism σ : P → A.
Namely
σM := lu ◦ (σ ⊗LA idM ) : F (M) = P ⊗LAM →M
and
τM := RHomA(σ, idM ) ◦ lcu−1 : M → RHomA(P,M) = G(M).
We refer to (F, σ) and (G, τ) as the copointed and pointed triangulated functors
induced by the copointed object (P, σ).
Item (2) of the definition is shown in the commutative diagrams below in the
category D(A⊗Bop, gr).
P ⊗LAM
σ⊗LAidM

σM
$$
A⊗LAM lu // M
M
τM
%%
RHomA(A,M)
RHomA(σ,idM )

lcuoo
RHomA(P,M)
Definition 16.6.4. Let (F, σ) and (G, τ) be the copointed and pointed triangulated
functors on D(A⊗Bop, gr) from Definition 16.6.3.
(1) Let D(A⊗Bop, gr)F be the full triangulated subcategory of D(A⊗Bop, gr)
on the set of objects{
M | σM : F (M)→M is an isomorphism
}
.
(2) Let D(A⊗Bop, gr)G be the full triangulated subcategory of D(A⊗Bop, gr)
on the set of objects{
M | τM : M → G(M) is an isomorphism
}
.
Idempotent (co)pointed triangulated functors were introduced in Definitions
16.2.3 and 16.2.10.
Lemma 16.6.5. If the copointed object (P, σ) is idempotent, then the copointed
triangulated functor (F, σ) and the pointed triangulated functor (G, τ) on D(A ⊗
Bop, gr) are idempotent.
Proof. For M ∈ D(A⊗Bop, gr) there are equalities (up to the associativity isomor-
phism of (−⊗LA −), that should be inserted in the locations marked by “†”):
(16.6.6) F (σM ) = idP ⊗LA
(
lu ◦ (σ ⊗LA idM )
)
=†
(
ru ◦ (idP ⊗LA σ)
)⊗LA idM
and
(16.6.7) σF (M) = lu ◦
(
σ ⊗LA (idP ⊗LA idM )
)
=†
(
lu ◦(σ ⊗LA idP )
)⊗LA idM
of morphisms
F (F (M)) = P ⊗LA P ⊗LAM → F (M) = P ⊗LAM
in D(A⊗Bop, gr). Because both lu ◦(σ⊗LA idP ) and ru ◦(idP ⊗LA σ) are isomorphisms
in D(Aen), it follows that the morphisms F (σM ) and σF (M) are isomorphisms in
D(A⊗Bop).
There are also equalities (up to the associativity and adjunction isomorphisms
of (− ⊗LA −) and RHomA(−,−), that should be inserted in the locations marked
by by “‡”):
(16.6.8)
G(τM ) = RHomA
(
idP ,RHomA(σ, idM )
) ◦ RHomA(idP , lcu)
=‡ RHomA(σ ⊗LA idP , idM ) ◦ RHomA(lu, idM )
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and
(16.6.9)
τG(M) = RHomA(σ, idRHomA(P,M)) ◦ lcu
=‡ RHomA(idP ⊗LA σ, idM ) ◦ RHomA(ru, idM )
of morphisms
G(M) = RHomA(P,M)→ G(G(M))
= RHomA
(
P,RHomA(P,M)
) ∼= RHomA(P ⊗LA P,M)
in D(A ⊗ Bop, gr). Because both lu ◦ (σ ⊗LA idP ) and ru ◦ (idP ⊗LA σ) are isomor-
phisms in D(Aen, gr), it follows that the morphisms G(τM ) and τG(M) are isomor-
phisms in D(A⊗Bop, gr). 
Lemma 16.6.10. Consider the functors F and G on D(A⊗Bop, gr) from Definition
16.6.3. For every M,N ∈ D(A⊗Bop, gr) there is a bijection
HomD(A⊗Bop,gr)
(
F (M), N
) ∼= HomD(A⊗Bop,gr)(M,G(N)),
and it is functorial in M and N .
Proof. Choose a K-injective resolution N → J in C(A ⊗ Bop, gr), and a K-flat
resolution P˜ → P in C(Aen, gr). The usual Hom-tensor adjunction gives rise to an
isomorphism
(16.6.11) HomA⊗Bop(P˜ ⊗AM,J) ∼= HomA⊗Bop
(
M,HomA(P˜ , J)
)
in Cstr(K, gr). From this we deduce that HomA(P˜ , J) is K-injective in
C(A⊗Bop, gr). We see that the isomorphism (16.6.11) represents an isomorphism
(16.6.12) RHomA⊗Bop(P ⊗LAM,N) ∼= RHomA⊗Bop
(
M,RHomA(P,N)
)
in D(K, gr). Taking H0 in (16.6.12) gives us the isomorphism
HomD(A⊗Bop,gr)(P ⊗LAM,N) ∼= HomD(A⊗Bop,gr)
(
M,RHomA(P,N)
)
in M(K, gr). This is what we want. 
Lemma 16.6.13. Consider the functors F and G on D(A⊗Bop, gr) from Definition
16.6.3. Assume that the copointed object (P, ρ) is idempotent. Then the kernel of F
equals the kernel of G. Namely for every M ∈ D(A⊗ Bop, gr) we have F (M) = 0
if and only if G(M) = 0.
Proof. We shall use the adjunction formula from Lemma 16.6.10, with N = M .
First assume F (M) = 0. Then HomD(A⊗Bop,gr)
(
F (M),M
)
is zero, and by
Lemma 16.6.10 we see that HomD(A⊗Bop,gr)
(
M,G(M)
)
is zero too. This implies
that the morphism τM : M → G(M) is zero. Applying G to it we deduce that the
morphism G(τM ) : G(M) → G(G(M)) is zero. But by Lemma 16.6.5 the pointed
functor (G, τ) is idempotent, and this means that G(τM ) is an isomorphism. There-
fore G(M) = 0.
Now assume that G(M) = 0. Again using Lemma 16.6.10, but now in the re-
verse direction, we see that the morphism σM : F (M) → M is zero. Therefore
the morphism F (σM ) : F (F (M)) → F (M) is zero. But by Lemma 16.6.5 the co-
pointed functor (F, σ) is idempotent, and this means that F (σM ) is an isomorphism.
Therefore F (M) = 0. 
Recall that Convention 15.1.17 is in effect.
Theorem 16.6.14 (Abstract Equivalence, [157]). Let A and B be graded K-rings,
and let (P, σ) be an idempotent copointed object in D(Aen, gr). Consider the trian-
gulated functors
F,G : D(A⊗Bop, gr)→ D(A⊗Bop, gr)
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and the categories D(A ⊗ Bop, gr)F and D(A ⊗ Bop, gr)G from Definitions 16.6.3
and 16.6.4. The following hold:
(1) The functor G is a right adjoint to F .
(2) The copointed triangulated functor (F, σ) and the pointed triangulated func-
tor (G, τ) are idempotent.
(3) The categories D(A⊗Bop, gr)F and D(A⊗Bop, gr)G are the essential images
of the functors F and G respectively.
(4) The functor
F : D(A⊗Bop, gr)G → D(A⊗Bop, gr)F
is an equivalence of triangulated categories, with quasi-inverse G.
Proof. (1) This is Lemma 16.6.10.
(2) This is Lemma 16.6.5.
(3) Take an object M ∈ D(A ⊗ Bop, gr)G. Then M ∼= G(M), so that M is in the
essential image of G. Conversely, suppose there is an isomorphism φ : M '−→ G(N)
for some N ∈ D(A⊗Bop, gr). We have to prove that τM is an isomorphism. There
is a commutative diagram
M
φ
//
τM

G(N)
τG(N)

G(M)
G(φ)
// G(G(N))
in D(A ⊗ Bop, gr) with horizontal isomorphisms. The idempotence of (G, τ) says
that the morphism τG(N) is an isomorphism. Therefore τM is an isomorphism.
A similar argument (with reversed arrows, and using the idempotence of (F, σ))
tells us that the essential image of F is D(A⊗Bop, gr)F .
(4) The morphism σ : P → A sits inside a distinguished triangle
(16.6.15) P σ−→ A→ N 4−−→
inD(Aen, gr). Let us apply the functor P⊗LA(−) to (16.6.15). We get a distinguished
triangle
P ⊗LA P
ru ◦ (id⊗LA σ)−−−−−−−−→ P → P ⊗LA N 4−−→
in D(Aen, gr). By the idempotence of (P, σ), the first morphism above is an iso-
morphism; and hence P ⊗LA N = 0. Therefore for every M ∈ D(A ⊗ Bop, gr) the
complex F (N ⊗LAM) = P ⊗LA N ⊗LAM is zero. Lemma 16.6.13 tells us that
(16.6.16) G(N ⊗LAM) = RHomA(P,N ⊗LAM)
is zero.
Now we go back to the distinguished triangle (16.6.15) and we apply to it the
functor (−) ⊗LA M , and then the functor RHomA(P,−). The result is the distin-
guished triangle
RHomA(P, P ⊗LAM) αM−−→ RHomA(P,M)→ RHomA(P,N ⊗LAM) 4−−→
in D(A⊗Bop, gr). By (16.6.16) the third object in this triangle is zero, and it follows
that αM : G(F (M))→ G(M) is an isomorphism. If moreoverM ∈ D(A⊗Bop, gr)G,
then τM is an isomorphism too, and thus we have an isomorphism
(16.6.17) τ−1M ◦ αM : G(F (M))→M
in D(A⊗Bop, gr)G that’s functorial in M .
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Similarly, if we apply the functor (−)⊗LA P to (16.6.15), we get a distinguished
triangle
P ⊗LA P
lu ◦ (σ⊗LAid)−−−−−−−−→ P → N ⊗LA P M−→
in D(Aen, gr). By the idempotence condition, the first morphism above is an iso-
morphism; and hence N ⊗LA P = 0. Therefore for every M ∈ D(A ⊗ Bop, gr) the
complex
G
(
RHomA(N,M)
)
= RHomA
(
P,RHomA(N,M)
) ∼= RHomA(N ⊗LA P,M)
is zero. Lemma 16.6.13 tells us that
(16.6.18) F
(
RHomA(N,M)
)
= P ⊗LA RHomA(N,M)
is zero.
Next we apply the functor RHomA(−,M), and then the functor P ⊗LA (−), to
the distinguished triangle (16.6.15). We obtain distinguished triangle
P ⊗LA RHomA(N,M)→ P ⊗LAM βM−−→ P ⊗LA RHomA(P,M) 4−−→
in D(A ⊗ Bop, gr). By (16.6.18) the first object in this triangle is zero, and so
βM : F (M) → F (G(M)) is an isomorphism. If moreover M ∈ D(A ⊗ Bop, gr)F ,
then σM is an isomorphism too, and thus we have an isomorphism
(16.6.19) βM ◦ σ−1M : M → F (G(M))
in D(A⊗Bop, gr)F that’s functorial in M .
The isomorphisms (16.6.17) and (16.6.19) tell us that F and G are equivalences
between D(A⊗Bop, gr)G and D(A⊗Bop, gr)F , quasi-inverse to each other. 
We now leave the abstract setting, and return to m-torsion. So we are in the
situation of Setup 16.4.1. The dedualizing complex PA := Γm(A) ∈ D(Aen, gr)
from Definition 16.4.2 is equipped with the morphism σRA : PA = RΓm(A) → A
from Proposition 16.3.16.
Definition 16.6.20. The pair (PA, σRA) is called the dedualizing copointed object
of the monoidal category D(Aen, gr).
Theorem 16.6.21 ([157]). Under Setup 16.4.1, the dedualizing copointed object
(PA, σRA) in the monoidal category D(Aen, gr) is idempotent.
Proof. Let’s write σ := σRA and P := PA. We shall start by proving that
(16.6.22) lu ◦ (σ ⊗LA id) : P ⊗LA P → P
is an isomorphism in D(Aen, gr). Because the forgetful functor Rest : D(Aen, gr)
→ D(A, gr) is conservative, it is enough if we prove that Rest(lu ◦(σ ⊗LA id)) is an
isomorphism. Let us introduce the temporary notation P ′ := Rest(P ) ∈ D(A, gr).
With this notation, what we have to show is that
(16.6.23) lu ◦ (σ ⊗LA id) : P ⊗LA P ′ → P ′
is an isomorphism in D(A, gr).
Consider Theorem 16.4.3 with B = K and M = P ′ ∈ D(A, gr). There is a
commutative diagram
P ⊗LA P ′
evR,L
m,P ′
//
σ⊗LA id

RΓm(P ′)
σR
P ′

A⊗LA P ′ lu // P ′
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in D(A, gr), and the horizontal arrows are isomorphisms. It suffices to prove that
σRP ′ : RΓm(P ′) → P ′ is an isomorphism in D(A, gr). But there is an isomorphism
P ′ ∼= RΓm(A′), where A′ := Rest(A) ∈ D(A, gr). So what we need to prove is that
σRRΓm(A′) : RΓm(RΓm(A
′))→ RΓm(A′)
is an isomorphism in D(A, gr). This is true because the copointed triangulated
functor (RΓm, σR) on D(A, gr) is idempotent; see Corollary 16.3.36 with B := K.
Now we are going to prove that
(16.6.24) ru ◦ (id⊗LA σ) : P ⊗LA P → P
is an isomorphism in D(Aen, gr).
We have this commutative (up to a canonical isomorphism) diagram inD(Aen, gr)
(16.6.25) P ⊗LA P
id⊗LA σ

P ⊗LA P ⊗LA A
id⊗LA ruoo
id⊗LA σ⊗LAid

P ⊗LA A P ⊗LA A⊗LA A
id⊗LA ruoo
Using Theorem 16.4.3 with B = A and M = A ∈ D(Aen, gr), we have this
commutative diagram in D(Aen, gr) :
(16.6.26) PA ⊗LA A
evR,L
m,A
//
σ⊗LA id

RΓm(A)
σRA

A⊗LA A lu // A
Applying the functor P⊗LA(−) to this diagram, we obtain this commutative diagram
(16.6.27) P ⊗LA P ⊗LA A
id⊗LA σ⊗LA id

id⊗LA evR,Lm,A
// P ⊗LA RΓm(A)
id⊗LA σRA

P ⊗LA A⊗LA A
id⊗LA lu // P ⊗LA A
in D(Aen, gr). The last move is using the fact that evR,Lm,(−) is an isomorphism of
functors; this yields the next commutative diagram:
(16.6.28) P ⊗LA RΓm(A)
id⊗LA σRA

evR,L
m,RΓm(A) // RΓm(RΓm(A))
RΓm(σRA)

P ⊗LA A
evR,L
m,A
// RΓm(A)
All horizontal arrows in diagrams (16.6.25), (16.6.26), (16.6.27) and (16.6.28) are
isomorphisms. Since ru is an isomorphism, to prove that (16.6.24) is an isomor-
phism, it is enough to prove that the morphism id⊗LA σ, which is the left vertical
arrow in diagram (16.6.25), is an isomorphism. Now this last morphism coincides
with the left vertical arrow in diagram (16.6.28). Therefore it is enough to prove
that the right vertical arrow in diagram (16.6.28) is an isomorphism. This is
(16.6.29) RΓm(σRA) : RΓm(RΓm(A))→ RΓm(A).
Because the functor Rest is conservative, it suffices to prove that
RΓm(σRA′) : RΓm(RΓm(A′))→ RΓm(A′)
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is an isomorphism in D(A, gr), where, as before, we write A′ := Rest(A) ∈ D(A, gr).
This is true because the copointed triangulated functor (RΓm, σR) on D(A, gr) is
idempotent. 
Definition 16.6.30. Under Setup 16.4.1, consider the dedualizing copointed object
(PA, σRA) in the monoidal category D(Aen, gr); see Definition 16.6.20.
(1) The abstract derived m-adic completion functor is the triangulated
pointed functor (ADCm, τ) on D(A ⊗ Bop, gr) that’s induced by the co-
pointed object (PA, σRA), in the sense of Definition 16.6.3
(2) The full subcategory of D(A ⊗ Bop, gr) on the complexes M such that
τM : M → ADCm(M) is an isomorphism is denoted by D(A⊗Bop, gr)com.
To put item (1) in explicit terms, ADCm(M) = RHomA(PA,M), and the mor-
phism τM : M → ADCm(M) is τM = RHomA(σRA, idM ).
We already have the copointed triangulated functor (RΓm, σR) on the category
D(A⊗Bop, gr). In analogy with Definition 16.6.30(2) we make the next definition.
Definition 16.6.31. Under Setup 16.4.1, we denote by D(A⊗Bop, gr)tor the full
subcategory of D(A⊗Bop, gr) on the complexes M such that σRM : RΓm(M)→M
is an isomorphism.
Proposition 16.3.29 says that
D(A⊗Bop, gr)tor = Dtor(A⊗Bop, gr),
where the latter is the full subcategory of D(A⊗Bop, gr) on the complexesM whose
cohomology modules are m-torsion.
Theorem 16.6.32 (NC MGM Equivalence, [157]). Under Setup 16.4.1 the follow-
ing hold.
(1) The categories D(A ⊗ Bop, gr)com and D(A ⊗ Bop, gr)tor are the essential
images of the functors ADCm and RΓm respectively.
(2) The pointed triangulated functor (ADCm, τ) and the copointed triangulated
functor (RΓm, σR) are idempotent.
(3) The functor
RΓm : D(A⊗Bop, gr)com → D(A⊗Bop, gr)tor
is an equivalence of triangulated categories, with quasi-inverse ADCm.
Proof. By Definition 16.6.30, the pointed triangulated functor (ADCm, τ) is the one
induced by the copointed object (PA, σRA). And by Theorem 16.4.3, the copointed
triangulated functor (RΓm, σR) is the one induced by the copointed object (PA, σRA).
According to Theorem 16.6.21, the copointed object (PA, σRA) is idempotent. This
means that we can use Theorem 16.6.14 on abstract equivalence. Item (1) here is
then a special case of item (3) of Theorem 16.6.14; item (2) here is a special case
of item (2) of Theorem 16.6.14; and item (3) here is a special case of item (4) of
Theorem 16.6.14. 
Example 16.6.33. In Example 12.4.6 we presented the commutative MGM Equiv-
alence. Recall the setting: a commutative ring A, and an ideal a ⊆ A generated
by a weakly proregular sequence a. The module category there was M(A). If we
want to transfer this to the connected graded setting of the current section, where
the module category is M(A, gr), then we should take A to be a commutative con-
nected graded K-ring, and a is a sequence of homogeneous elements that generates
the augmentation ideal m. Then A = K[a] is a finitely generated commutative K-
ring, and thus noetherian. Because A is commutative, left A-modules are the same
as central A-bimodules. This is the reason we work with the categoryM(A, gr) and
not with M(Aen, gr).
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Regardless of which setting we choose (graded or ungraded), the dedualizing
complex PA over the ring A (as an object of D(A, gr) or D(A) respectively) can be
made explicit: PA ∼= K∨∞(A;a) ∼= Tel(A;a), where K∨∞(A;a) is the infinite dual
Koszul complex, and Tel(A;a) is the telescope complex. Since the telescope complex
is a bounded complex of free A-modules (of countable rank), the derived torsion and
completion functors have particularly nice presentations: RΓm = Tel(A;a)⊗A (−)
and ADCm = HomA
(
Tel(A;a),−). Also the abstract derived completion functor
ADCm is canonically isomorphism to LΛm, the left derived functor of the m-adic
completion functor Λm. See [118] for details.
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17. Balanced Dualizing Complexes over NC Graded Rings
Let A =
⊕
i≥0Ai be a noncommutative noetherian connected graded K-ring,
with augmentation ideal m =
⊕
i≥1Ai. A balanced dualizing complex over A is a
dualizing complex R over A, in the noncommutative graded sense, that satisfies the
Noncommutative Graded Local Duality Theorem (Theorem 17.2.7 below). Balanced
dualizing complexes were introduced in 1992 by A. Yekutieli [161].
In this section we define balanced dualizing complexes, and then we prove their
uniqueness and existence, the local duality theorem, and the trace functoriality.
One of the main results of this section is Corollary 17.3.24, which says that the
following two properties are equivalent:
(i) The ring A satisfies the χ condition, and it has finite local cohomological
dimension.
(ii) The ring A has a balanced dualizing complex.
This result is the product of the combined efforts of Yekutieli, J.J. Zhang and M.
Van den Bergh. The χ condition was already discussed in Subsection 16.5. M. Artin
and Zhang had introduced the χ condition and the finiteness of local cohomological
dimension in their 1994 paper [10], to ensure that the noncommutative projective
scheme Proj(A) has “good geometric properties”. On the other hand, as mentioned
above, balanced dualizing complexes were designed to satisfy the Noncommutative
Local Duality Theorem. It is remarkable that in the end, these two properties
turned out to be equivalent.
Throughout this section we adhere to Conventions 15.1.17 and 15.2.1. Thus
K is a base field, and all graded rings are algebraically graded central K-rings,
as defined in Section 15. See Remark 17.3.40 regarding the complete case (A is
adically complete instead of graded) and the arithmetic case (the base ring K is
not a field).
17.1. Graded NC Dualizing Complexes. In this subsection we introduce graded
noncommutative dualizing complexes. This is a generalization of Grothendieck’s
original commutative definition from [62] (see Section 13).
Consider a graded K-ring A. Complexes of graded A-modules were studied in
Subsections 15.1 and 15.3, and here we use these constructions and results. Let us
recall that M(A, gr) is the abelian category of graded A-modules, and D(A, gr) is
its derived category.
Suppose B is a second graded ring. Given complexes M ∈ D(A ⊗ Bop, gr) and
N ∈ D(Aen, gr), there is the noncommutative derived Hom-evaluation morphism
(17.1.1) evR,RM,N : M → RHomAop
(
RHomA(M,N), N
)
in D(A⊗Bop, gr). For a choice of a K-injective resolution N → I in Cstr(Aen, gr),
the morphism evR,RM,N is represented by the homomorphism
evM,I : M → HomAop
(
HomA(M, I), I
)
in Cstr(A ⊗ Bop, gr), whose formula is evM,I(m)(φ) := (−1)p·q ·φ(m) for m ∈ Mp
and φ ∈ HomA(M, I)q.
In the special case B = A and M = A ∈ D(Aen, gr) we have the canonical
isomorphisms N ∼= RHomA(A,N) ∼= RHomAop(A,N), i.e. the left and right co-
unitor isomorphisms of the biclosed monoidal structure. Then the derived NC Hom-
evaluation morphism evR,RM,N from (17.1.1) specializes to the NC derived homothety
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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morphism through A :
(17.1.2) hmRN,A = ev
R,R
A,N : A→ RHomAop(N,N)
in D(Aen, gr). Similarly, after exchanging A and Aop, we recover the NC derived
homothety morphism through Aop :
(17.1.3) hmRN,Aop = ev
R,R
A,N : A→ RHomA(N,N),
also in D(Aen, gr). This should be compared to Definition 14.4.13, which refers to
the ungraded NC setting.
Definition 17.1.4 ([161]). Let A be a noetherian graded ring. A graded NC
dualizing complex over A is a complex R ∈ Db(Aen, gr) with the following three
properties:
(i) Finiteness of cohomology: for every integer p the A-bimodule Hp(R) is a
finite graded module over A and over Aop.
(ii) Finite injective dimension: the complex R has finite graded-injective di-
mension over A and over Aop.
(iii) NC Derived Morita property: the noncommutative derived homothety mor-
phisms
hmRR,A : A→ RHomAop(R,R)
and
hmRR,Aop : A→ RHomA(R,R)
in D(Aen, gr) are both isomorphisms.
Condition (i) can be restated asR ∈ D(f,f)(Aen, gr). It can be shown (using Corol-
lary 15.3.7(3) and smart truncation, as in the proof of Proposition 12.4.13) that
condition (ii) is equivalent to the existence of an isomorphism R ∼= I in D(Aen, gr),
where I is a bounded complex, and every bimodule Ip is graded-injective over A
and over Aop.
Definition 17.1.5. In the situation of Definition 17.1.4, given another graded ring
B, the duality functors associated to the dualizing complex R are the triangulated
functors
DA : D(A⊗Bop, gr)op → D(B ⊗Aop, gr), DA := RHomA(−, R)
and
DAop : D(B ⊗Aop, gr)op → D(A⊗Bop, gr), DAop := RHomAop(−, R).
Since the dualizing complex R is usually clear from the context, we can omit
it from the notation of the duality functors DA and DAop . We can also omit R
from the notation of the related derived Hom-evaluation morphisms, and just write
evR,RM : M → DAop(DA(M)) and evR,RM ′ : M ′ → DA(DAop(M ′)) for complexes
M ∈ D(A⊗Bop, gr) and M ′ ∈ D(B ⊗Aop, gr).
Theorem 17.1.6. Let A and B be graded rings, with A noetherian. Let R ∈
D(Aen, gr) be a graded NC dualizing complex over A, with associated duality func-
tors DA and DAop . Let ? be a boundedness indicator, and let M ∈
D?(f,..)(A⊗Bop, gr). Then the following hold:
(1) The complex DA(M) belongs to D−?(..,f)(B⊗Aop, gr), where −? is the reversed
boundedness indicator.
(2) The derived Hom-evaluation morphism evR,RM : M → DAop(DA(M)) in
D(A⊗Bop, gr) is an isomorphism.
386
Derived Categories | Amnon Yekutieli | 14 Apr 2019
(3) The functor
DA : D?(f,..)(A⊗Bop, gr)op → D−?(..,f)(B ⊗Aop, gr)
is an equivalence of triangulated categories, with quasi-inverse DAop .
Proof.
(1) We can forget the ring B. Since the functor DA : D(A, gr)op → D(Aop, gr)
has finite cohomological dimension, and since DA(A) = R ∈ Mf(Aop, gr), this is
a consequence of Theorem 12.5.7(2), slightly modified to handle the algebraically
graded situation.
(2) Because the restriction functor D(A ⊗ Bop, gr) → D(A, gr) is conservative, we
can forget about the ring B. The derived Morita property says that evR,RM : M →
DAop(DA(M)) is an isomorphism for M = A. The functors Id and DAop ◦DA have
finite cohomological dimensions. The assertion is then a consequence of Theorem
12.5.2(2), slightly modified to handle the algebraically graded situation.
(3) This is clear from items (2) and (3). 
We shall require a notion of twisting in the NC graded setting.
Definition 17.1.7. Let φ be an automorphism of A in the category Rnggr/cK,
and let i be an integer. The (φ, i)-twist of the bimodule A is the object A(φ, i) ∈
M(Aen, gr) defined as follows: as a left graded A-module it is the graded-free A-
module A(i) with basis element e in degree −i. The right A-module action is given
by the formula e ·φa := φ(a) ·e for a ∈ A.
To be more explicit, an elementm ∈ A(φ, i) can be expressed uniquely asm = b·e
with b ∈ A. Then m ·φa = (b·e) ·φa = (b·φ(a))·e ∈ A(φ, i).
Definition 17.1.8. An invertible graded A-bimodule is a bimodule L ∈
M(Aen, gr) such that there exists some L∨ ∈ M(Aen, gr) satisfying L ⊗A L∨ ∼=
L∨ ⊗A L ∼= A in M(Aen, gr). The bimodule L∨ is called a quasi-inverse of L.
Proposition 17.1.9. Assume A is connected graded. Let L be an invertible graded
A-bimodule. Then L ∼= A(φ, i), for a unique automorphism φ and a unique integer
i.
Proof. Take a quasi-inverse L∨ of L. Since the tensor product commutes with the
ungrading functor, we see that L⊗AL∨ ∼= L∨⊗AL ∼= A inM(Ungr(A)en). Classical
Morita theory (see e.g. [130, Chapter 4]) says that L and L∨ are finite projective
Ungr(A)-modules on both sides. Hence they are flat over A and Aop.
Consider the obvious surjection
K ∼= K⊗A L∨ ⊗A L (K⊗A L∨ ⊗A K)⊗ (K⊗A L)
in M(Aen, gr). Since L is a nonzero finite graded A-module and Aop-module, by
the graded Nakayama Lemma (Proposition 15.2.30) the K-modules K⊗A L∨⊗AK
and K ⊗A L are nonzero. Therefore K ⊗A L is a graded-free K-module of rank 1,
so K ⊗A L ∼= K(i) in M(K, gr) for some integer i. But L is a flat A-module, and
therefore, as in the classical commutative proof, we get an isomorphism L ∼= A(i)
in M(A, gr).
By symmetry we also have an isomorphism L ∼= A(i) in M(Aop, gr). Thus there
is an element e ∈ L−i which is a basis of L on both sides. For a ∈ A let φ(a) ∈ A
be the unique element such that e ·a = φ(a) ·e. Then φ is a K-ring automorphism
of A, and L ∼= A(φ, i) in M(Aen, gr).
Because the only invertible elements of A are the nonzero elements of A0 ∼= K,
and these are central elements, A does not have nontrivial inner automorphisms.
Thus the automorphism φ is unique. 
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The next theorem is a variant of Theorem 13.1.35.
Theorem 17.1.10 (Uniqueness of NC Graded DC, [161]). Let A be a noetherian
connected graded ring, and let R and R′ be graded NC dualizing complexes over A.
Then there is an isomorphism
R′ ∼= R⊗A A(φ, i)[j]
in D(Aen, gr), for a unique automorphism φ and unique integers i, j.
For the proof we shall need a few lemmas. Recall that a module N ∈ M(A, gr)
is called bounded below if Ni = 0 for i 0.
Lemma 17.1.11. Let T, T ′ ∈ D−(Aen, gr) satisfy these conditions:
• For every k the graded bimodules Hk(T ) and Hk(T ′) are bounded below.
• There are isomorphisms T ⊗LA T ′ ∼= T ′ ⊗LA T ∼= A in D(Aen, gr).
Then T ∼= A(φ, i)[j], for a unique automorphism φ and unique integers i, j.
Proof. This is similar to the proof of Lemma 13.1.42. Define j1 := sup(H(T ))
and j′1 := sup(H(T ′)). By smart truncation we can assume that j1 = sup(T ) and
j′1 := sup(T ′). The Künneth trick (see Lemma 13.1.36; it works also in the graded
setting) we have
Hj1(T )⊗A Hj
′
1(T ′) ∼= Hj1+j′1(T ⊗LA T ′) ∼= Hj1+j
′
1(A)
in M(Aen, gr). The graded Nakayama Lemma (Proposition 15.2.30) implies that
Hj1(T )⊗AHj
′
1(T ′) 6= 0. Hence we must have j1+j′1 = 0 and Hj1(T )⊗AHj
′
1(T ′) ∼= A.
By symmetry, we also have Hj
′
1(T ′) ⊗A Hj1(T ) ∼= A. According to Proposition
17.1.9 we know that Hj1(T ) ∼= L, where L := A(φ, i) for some φ and i. Therefore
Hj
′
1(T ′) ∼= L′, where L′ := A(φ−1,−i).
We now forget the left A-module structure of T , and the right A-module structure
of T ′. By the projective truncation trick (Lemma 13.1.38) we get an isomorphism
T ∼= L[−j1] ⊕ N in D(Aop, gr), where sup(N) ≤ j1 − 1. Similarly there is a an
isomorphism T ′ ∼= L′[−j′1]⊕N ′ in D(A, gr), where sup(N ′) ≤ j′1− 1. Then there is
an isomorphism
(17.1.12)
A ∼= H(T ⊗LA T ′) ∼= (L⊗A L′)
⊕ (L[−j1]⊗A H(N ′))⊕ (H(N)⊗A L′[−j′1])⊕H(N ⊗LA N ′)
in Gstr(K, gr). But A is concentrated in cohomological degree 0, and this forces the
three summands in the second line of (17.1.12) to be zero. Since L′ is graded-free
of rank 1 over A, it follows that H(N) = 0. Therefore Hk(T ) = 0 for all k 6= j1.
Letting j := −j1 we get T ∼= H−j(T )[j] ∼= L[j] = A(φ, i)[j] in D(Aen, gr). 
Lemma 17.1.13. Let R,R′ ∈ D(Aen, gr) be graded NC dualizing complexes, and
let M ∈ D(Aen, gr). Then there a morphism
ψM : M ⊗LA RHomA(R,R′) '−→ RHomA
(
RHomAop(M,R), R′
)
in D(Aen, gr), that is functorial in M . If M ∈ D−(..,f)(Aen, gr) then ψM is an
isomorphism.
Proof. This is the NC graded version of the isomorphism that was used in the proof
of Theorem 13.1.35. To define ψM we choose a K-projective resolution P → M ,
and K-injective resolutions R → I and R′ → I ′, all in Cstr(Aen, gr). Then ψM is
represented by the obvious homomorphism
ψ˜P,I,I′ : P ⊗A HomA(I, I ′)→ HomA
(
HomAop(P, I), I ′
)
in Cstr(Aen, gr).
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To show that ψM is an isomorphism when M ∈ D−(..,f)(Aen, gr), we can forget
the A-module structure on M , and view ψM as a morphism in D(K, gr). So we
have a morphism ψM between triangulated functors D−f (Aop, gr)→ D(K, gr). It is
clear that ψA is an isomorphism. By Theorem 12.5.2(1), which is valid also in the
algebraically graded context, ψM is an isomorphism for everyM ∈ D−f (Aop, gr). 
Proof of Theorem 17.1.10. Define the duality functors
DA := RHomA(−, R), DAop := RHomAop(−, R),
D′A := RHomA(−, R′), D′Aop := RHomAop(−, R′).
These are contravariant triangulated functors from D(Aen, gr) to itself. Then define
the complexes T := (D′A ◦ DAop)(A) = RHomA(R,R′) and T ′ :=
(DA ◦ D′Aop)(A) = RHomA(R′, R) in D(Aen, gr). Note that by Theorem 17.1.6
we have T, T ′ ∈ Db(f,..)(Aen, gr). Hence the graded bimodules Hk(T ) and Hk(T ′) are
all bounded below.
According to Lemma 17.1.13 and Theorem 17.1.6 (applied twice) there are iso-
morphisms
T ′ ⊗LA T ∼= (D′A ◦DAop)(T ′) = (D′A ◦DAop ◦DA ◦D′Aop)(A)
∼= (D′A ◦D′Aop)(A) ∼= A
in D(Aen, gr). By symmetry, there is also an isomorphism T ⊗LA T ′ ∼= A in
D(Aen, gr). By Lemma 17.1.11 there is an isomorphism T ∼= A(φ, i)[j] in D(Aen, gr),
for a unique automorphism φ and unique integers i, j.
Finally we obtain these isomorphisms
R⊗A A(φ, i)[j] ∼= R⊗LA T ∼=† (D′A ◦DAop)(R)
∼= (D′A ◦DAop ◦DA)(A) ∼= D′A(A) = R′
in D(Aen, gr). The isomorphism ∼=† is from Lemma 17.1.13. 
17.2. Balanced DC: Definition, Uniqueness and Local Duality. Our goal in
this subsection is to relate graded NC dualizing complexes with derived torsion. We
continue with Conventions 15.1.17 and 15.2.1, and we assume the following setup:
Setup 17.2.1. K is a base field, and A is a noetherian connected graded K-ring,
with augmentation ideal m. The augmentation ideal of the opposite ring Aop is
mop.
Recall the graded bimodule A∗ = HomK(A,K).
Definition 17.2.2 ([161]). Under Setup 17.2.1, a balanced dualizing complex over
A is a pair (R, β), where:
(B1) R ∈ D(Aen, gr) is a graded NC dualizing complex over A (Definition 17.1.4),
with symmetric derived m-torsion (Definition 16.5.7).
(B2) β : RΓm(R)
'−→ A∗ is an isomorphism in D(Aen, gr), called a balancing
isomorphism.
The lack of left-right symmetry in item (B2) of this definition will be removed
in Corollary 17.2.16 below.
Remark 17.2.3. Definition 17.2.2 is a bit more sophisticated than the original
definition in [161]. There the condition was that RΓm(R) ∼= RΓmop(R) ∼= A∗ in
D(Aen, gr), but a balancing isomorphism β was not specified. The current improved
definition is influenced by later research, especially [183] and [157].
The next theorem is implicit in [161] and [183].
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Theorem 17.2.4 (Uniqueness of BDC). Under Setup 17.2.1, suppose that (R, β)
and (R′, β′) are balanced dualizing complexes over A. Then there is a unique iso-
morphism ψ : R′ '−→ R in D(Aen, gr), such that β ◦ RΓm(ψ) = β′ as isomorphisms
RΓm(R′)
'−→ A∗ in D(Aen, gr).
Proof. By Theorem 17.1.10 there is an isomorphism ψ† : R′ '−→ R⊗AL inD(Aen, gr),
where L = A(φ, i)[j] is a translate of a twisted bimodule. Applying the functor RΓm
to ψ† we get a diagram of isomorphisms
(17.2.5) RΓm(R′)
RΓm(ψ†)
∼=
//
β′ ∼=

RΓm
(
R⊗A L
) γ
∼=
// RΓm(R)⊗A L
β⊗ id ∼=

A∗ A∗ ⊗A L
in D(Aen, gr). The isomorphism γ is the obvious one. Therefore A∗ ∼= A∗ ⊗A L
in M(Aen, gr). Due to the NC Graded Matlis Duality (Theorem 15.2.34) we have
L ∼= A in M(Aen, gr).
Let us now rewrite diagram (17.2.5) with L = A. This is the solid diagram
(17.2.6) RΓm(R′)
RΓm(ψ†)
∼=
//
β′ ∼=

RΓm(R)
β ∼=

A∗
c·(−)
∼=
// A∗
in D(Aen, gr). Because the automorphisms of A∗ in D(Aen, gr) are multiplication
by nonzero elements of K, there is a unique c ∈ K× for which the diagram (17.2.6)
is commutative. Hence ψ := c−1 ·ψ† is the unique isomorphism R′ '−→ R satisfying
β ◦ RΓm(ψ) = β′. 
The next theorem is a noncommutative version of Grothendieck’s Local Duality
Theorem [62, Theorem V.6.2]. Balanced dualizing complexes were invented in order
to make this theorem hold. Theorem 17.2.7 first appeared in [161], in a slightly
different formulation, and with a complicated proof. The current formulation of
the theorem, as well as the proof, are taken from [39, Proposition 3.4]. We thank
R. Vyas for pointing out this proof to us.
Theorem 17.2.7 (Local Duality). Under Setup 17.2.1, let (R, β) be a balanced
dualizing complex over A. There is a morphism
ξ : RHomA(−, R)→
(
RΓm(−)
)∗
of triangulated functors D(A, gr)op → D(Aop, gr), such that for every M ∈
D+f (A, gr) the morphism
ξM : RHomA(M,R)→
(
RΓm(M)
)∗
in D(Aop, gr) is an isomorphism.
Note that this result resembles Van den Bergh’s Local Duality, Corollary 16.4.11
– but this is misleading: the assumptions are not the same.
Proof. The proof is divided into three steps.
Step 1. Choose K-injective resolutions R→ J and ρ : Γm(J)→ K in Cstr(Aen, gr).
For each M ∈ D(A, gr) choose a K-injective resolution M → IM in Cstr(A, gr).
There is an obvious homomorphism
φM : HomA(IM , J)→ HomA
(
Γm(IM ),Γm(J)
)
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in Cstr(Aop, gr). Next we have the homomorphism
HomA(id, ρ) : HomA
(
Γm(IM ),Γm(J)
) → HomA(Γm(IM ),K)
in Cstr(Aop, gr). Composing these homomorphisms, and then going to the derived
category, we obtain a morphism
(17.2.8)
θM := Q
(
HomA(id, ρ) ◦ φM
)
:
RHomA(M,R)→ RHomA
(
RΓm(M),RΓm(R)
)
in D(Aop, gr). We have the balancing isomorphism
(17.2.9) β : RΓm(R)
'−→ A∗
in D(Aen, gr). According to Proposition 15.2.5 there is an isomorphism
αM : RHomA
(
RΓm(R), A∗
) '−→ (RΓm(R))∗
in D(Aop, gr), and it is functorial in M . Let us define the morphism
(17.2.10) ξM := αM ◦ RHom(id, β) ◦ θM : RHomA(M,R)→
(
RΓm(M)
)∗
in D(Aop, gr). By construction the morphism ξM is functorial in M .
Step 2. Take the complex M := R. By definition R has the NC derived Morita
property on the A side. This implies that the element idR ∈ H0
(
RHomA(R,R)
)
is
a basis of this rank 1 graded-free Aop-module. Because of the isomorphism (17.2.9)
and by graded Matlis Duality, we know that RΓm(R) has the NC derived Morita
property on the A side. Therefore the element
idRΓm(R) ∈ H0
(
RHomA
(
RΓm(R),RΓm(R)
))
is a basis of this rank 1 graded-free Aop-module. The construction of the morphism
θR in (17.2.8) shows that H0(θR)(idR) = idRΓm(R). We conclude that H
0(θR) is an
isomorphism. Since all other cohomologies of the complexes below vanish, it follows
that
(17.2.11) θR : RHomA(R,R)→ RHomA
(
RΓm(R),RΓm(R)
)
is an isomorphism in D(Aop, gr). Therefore, in view of (17.2.10), ξR is also an
isomorphism.
Step 3. Define the functor
F :=
(
RΓm(−)
)∗ : D(A, gr)op → D(Aop, gr).
Thus ξ : DA → F is a morphism of triangulated functors, and we must prove that
ξM : DA(M)→ F (M) is an isomorphism for every M ∈ D+f (A, gr). We know that
DAop : D−f (Aop, gr)op → D+f (A, gr) is an equivalence. Thus it suffices to prove that
the morphism
(17.2.12) ζ := ξ ◦ idDAop : DA ◦DAop → F ◦DAop
of functors D−f (Aop, gr)→ D(Aop, gr) is an isomorphism.
Consider the object A ∈ D−f (Aop, gr). By formula (17.2.12) the diagram
(DA ◦DAop)(A)
ζA

id // RHomA(R,R)
ξR

(F ◦DAop)(A) id //
(
RΓm(R)
)∗
in D(Aop, gr) is commutative. In step 2 we proved that ξR is an isomorphism.
Hence ζA is an isomorphism.
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The functors DA and DAop have bounded cohomological displacements, and
hence so does their composition DA ◦ DAop . (In fact the composition is isomor-
phic to the identity functor, so it has cohomological displacement [0, 0].) The
functor RΓm has bounded below cohomological displacement, and the contravari-
ant functor (−)∗ has cohomological displacement [0, 0], so their composition F
has bounded above cohomological displacement. We conclude that the functors
DA ◦ DAop and F ◦ DAop have bounded above cohomological displacements. We
have already established that ζA is an isomorphism. Theorem 12.5.2(1), which is
valid also in the algebraically graded setting, says that ζN is an isomorphism for
every N ∈ D−f (Aop, gr). 
Corollary 17.2.13 ([182]). Under Setup 17.2.1, assume A has a balanced dualizing
complex. Then A satisfies the χ condition, and it has finite local cohomological
dimension.
Proof. Given M ∈Mf(A, gr), Theorem 17.2.7 provides an isomorphism
ξM : RHomA(M,R)
'−→ (RΓm(M))∗
in D(Aop, gr). This gives an isomorphism
(17.2.14) H−p(ξM ) : Ext−pA (M,R)
'−→ (Hpm(M))∗
in M(Aop, gr) for every p. By Theorem 17.1.6(1) we know that Ext−pA (M,R) ∈
Mf(Aop, gr). Using NC graded Matlis Duality (Theorem 15.2.34) we get
(17.2.15) Hpm(M) ∼=
(
Ext−pA (M,R)
)∗ ∈Mcof(A, gr).
By Proposition 16.5.17 we conclude that A satisfies the left χ condition. The op-
symmetry of the situation implies that Aop also satisfies the left χ condition.
Because R ∈ Db(Aen, gr) and is nonzero, we have q0 := inf(H(R)) ∈ Z. So
ExtqA(M,R) = 0 for all M ∈ M(A, gr) and q < q0. Taking p := −q and using
(17.2.15) we get Hp(RΓm(M)) = Hpm(M) = 0 for all p > −q0. So the functor RΓm
has finite cohomological dimension. The op-symmetry of the situation implies that
the functor RΓmop also has finite cohomological dimension. 
Corollary 17.2.16. Let (R, β) be a balanced dualizing complex over A. Then there
is a unique symmetry isomorphism R : RΓm(R)
'−→ RΓmop(R) in D(Aen, gr), in the
sense of Definition 16.5.7. Hence there is a unique isomorphism βop : RΓmop(R)
'−→
A∗ D(Aen, gr) such that βop ◦ R = β.
Proof. By Corollary 17.2.13 the ring A has finite local cohomological dimension.
So Theorem 16.5.8 applies. 
17.3. Balanced DC: Existence. In this subsection we are going to prove the
existence of balanced dualizing complexes in two important situations. We shall
adhere to Conventions 15.1.17 and 15.2.1, and to Setup 17.2.1.
The next lemma is [161, Proposition 4.4].
Lemma 17.3.1. Let R be a graded NC dualizing complex over A, with duality
functors DA, DAop : D(Aen, gr) → D(Aen, gr). The following four conditions are
equivalent.
(i) There is an isomorphism DA(K) ∼= K in D(Aen, gr).
(i′) There is an isomorphism DAop(K) ∼= K in D(Aen, gr).
(ii) There is an isomorphism RΓm(R) ∼= A∗⊗AL in D(Aen, gr), for some graded
invertible A-bimodule L generated in algebraic degree 0.
(ii′) There is an isomorphism RΓmop(R) ∼= L′ ⊗A A∗ in D(Aen, gr), for some
graded invertible A-bimodule L′ generated in algebraic degree 0.
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Note that by Proposition 17.1.9, a graded invertible A-bimodule L generated in
algebraic degree 0 is isomorphic to A(φ, 0) for some automorphism φ.
Proof.
(i) ⇒ (i′): It is given that DA(K) ∼= K. By Theorem 17.1.6 we know that K ∼=
DAop(DA(K)). Together we get DAop(K) ∼= K.
(i′) ⇒ (i): The same, by op-symmetry (replacing A with Aop).(
(i) and (i′)
) ⇒ (ii): Recall that a graded invertible bimodule L is free of rank 1
on both sides. So it suffices to prove separately that
(17.3.2) RΓm(R) ∼= A∗ in D(A, gr)
and
(17.3.3) RΓm(R) ∼= A∗ in D(Aop, gr).
Let R → I be a minimal graded-injective resolution of R over A, so that
RΓm(R) ∼= Γm(I) in D(A, gr). By Lemma 16.5.12 the subcomplex W := Soc(I) =
HomA(K, I) ⊆ I has zero differential. But DA(K) = RHomA(K, R)∼= HomA(K, I) = W in D(A, gr). From condition (i) we see thatW ∼= K in D(A, gr);
and therefore alsoW ∼= K in Cstr(A, gr). According to Lemma 16.3.24 and Proposi-
tion 16.3.12, W p ⊆ Γm(Ip) is an essential submodule. Again using Lemma 16.3.24
we conclude that Γm(I) ∼= A∗ in Cstr(Aen, gr). Hence the isomorphism (17.3.2)
holds.
For the other isomorphism, let Mf/K(A, gr) ⊆ M(A, gr) be the full subcategory
on the modules that are finite over K, or in other words, the finite length A-
modules. Conditions (i) and (i′) imply, using induction on length of modules, that
the functor H0 ◦DA : Mf/K(A, gr)op →Mf/K(Aop, gr) is an equivalence, with quasi-
inverse H0 ◦DAop . For every j ≥ 1 we have A/mj ∈ Mf/K(A, gr). The duality
provides an isomorphism
HomAop
(
K,H0(DA(A/mj))
) ∼= HomA(A/mj ,K) ∼= K.
This we rewrite as
HomAop
(
K,Ext0A(A/mj , R)
) ∼= K.
By functoriality we can pass to the limit. Using Proposition 16.3.16(5) we ob-
tain an isomorphism HomAop
(
K,H0m(R)
) ∼= K. I.e. the socle of the graded Aop-
module H0m(R) is K. By Proposition 16.3.12 there is an essential monomorphism
ψ : H0m(R) A∗ inM(Aop, gr). But from the previous calculation we already know
that H0m(R) ∼= A∗ in M(A, gr), and hence also inM(K, gr). As these are degreewise
finite graded K-modules, ψ must be bijective. We conclude that the isomorphism
(17.3.3) holds.(
(i) and (i′)
) ⇒ (ii′): The same, by op-symmetry.
(ii) ⇒ (i): By Proposition 16.3.30 there is an isomorphism
RHomA(K, R) ∼= RHomA
(
K,RΓm(R)
)
in D(Aen, gr). Now condition (ii) implies that RΓm(R) ∼= A∗ in D(A, gr). So we get
RHomA(K, R) ∼= RHomA(K, A∗) ∼= HomA(K, A∗) ∼= K
in D(K, gr). This implies that RHomA(K, R) ∼= K in D(Aen, gr).
(ii′) ⇒ (i′): The same, by op-symmetry. 
Definition 17.3.4 ([161]). Under Setup 17.2.1, a prebalanced dualizing complex
over A is a graded NC dualizing complex R over A that satisfies the equivalent
conditions of Lemma 17.3.1.
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Here is the first of two existence theorems for balanced dualizing complexes. The
second is Theorem 17.3.19.
Theorem 17.3.5 (Existence of BDC, [161]). Under Setup 17.2.1, assume that A
has a prebalanced dualizing complex. Then A has a balanced dualizing complex.
The proof comes after the next lemma. Let Mf/K(Aen, gr) ⊆ M(Aen, gr) be the
full subcategory on the bimodules that are finite over K.
Lemma 17.3.6. Suppose R is a prebalanced dualizing complex over A such that
RΓm(R) ∼= A∗ in D(Aen, gr). Then there is an isomorphism DA ∼= HomK(−,K) of
functors Mf/K(Aen, gr)op →Mf/K(Aen, gr).
Proof. Let us choose an isomorphism β : RΓm(R)
'−→ A∗ in D(Aen, gr). Take
M ∈Mf/K(Aen, gr). There is a sequence of functorial isomorphisms
DA(M) = RHomA(M,R) ∼=† RHomA
(
M,RΓm(R)
)
∼=‡ RHomA(M,A∗) ∼= HomK(M,K)
in D(Aen, gr). The isomorphism ∼=† is by Proposition 16.3.30, and the isomorphism
∼=‡ comes from β. 
Proof of Theorem 17.3.5. The proof is in two steps.
Step 1. Let R′ be a prebalanced dualizing complex over A. This means that there
is an isomorphism
(17.3.7) RΓm(R′) ∼= A∗ ⊗A L
in D(Aen, gr), for some graded invertible A-bimodule L generated in algebraic de-
gree 0. Define L∨ := HomA(L,A). Thus, if L ∼= A(φ, i), then L∨ ∼= A(φ−1,−i) in
M(Aen, gr).
Next let
(17.3.8) R := R′ ⊗A L∨ ∈ D(Aen, gr),
which is a graded dualizing complex. It is clear from (17.3.7) that there is an
isomorphism
(17.3.9) β : RΓm(R)
'−→ A∗ in D(Aen, gr),
and this is the balancing isomorphism that we take. To complete the proof that
(R, β) is a balanced dualizing complex, it remains to prove that
(17.3.10) RΓmop(R) ∼= A∗ in D(Aen, gr).
This will be done in the second step. (We can’t use Theorem 16.5.8 on symmetric
derived torsion, since that would involve circular reasoning.)
Step 2. The graded dualizing complex R is prebalanced, by (17.3.9). So according
to Lemma 17.3.1 there is an isomorphism
(17.3.11) RΓmop(R) ∼= L ⊗A A∗
in D(Aen, gr), for some invertible graded A-bimodule L generated in algebraic
degree 0.
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For every j ≥ 1 the bimodule A/mj belongs toMf/K(Aen, gr), and it is m-torsion
and mop-torsion. Therefore we get isomorphisms
(17.3.12)
DAop(A/mj) = RHomAop(A/mj , R)
∼=(a) RHomAop
(
A/mj ,RΓmop(R)
)
∼=(b) RHomAop(A/mj , L ⊗A A∗)
∼= L ⊗A RHomAop(A/mj , A∗)
∼= L ⊗A HomK(A/mj ,K) = L ⊗A (A/mj)∗
in D(Aen, gr). Explanation: the isomorphism ∼=(a) is by Proposition 16.3.30 (tran-
scribed to the ring Aop); and the isomorphism ∼=(b) is from equation (17.3.11).
There are also isomorphisms
(17.3.13)
A/mj ∼=1 DA
(
DAop(A/mj)
) ∼=2 DA(L ⊗A (A/mj)∗)
∼=3 (L ⊗A (A/mj)∗)∗ ∼=4 (A/mj)⊗A (L)∨
in M(Aen, gr), where (L)∨ := HomA(L, A). Here is how they arise: the isomor-
phism ∼=1 is by Theorem 17.1.6; the isomorphism ∼=2 is from equation (17.3.12); and
the isomorphism ∼=3 is due to Lemma 17.3.6. For the isomorphism ∼=4, say L ∼=
A(ν, k); then (L)∨ ∼= A(ν−1,−k) and (L)∗ ∼= A∗(ν−1,−k) = A∗ ⊗A A(ν−1,−k).
Because the isomorphisms (17.3.13) hold for every j ≥ 1, it follows that (L)∨ ∼=
A inM(Aen, gr), and hence L ∼= A inM(Aen, gr). Then the isomorphism (17.3.11)
becomes (17.3.10). 
Recall the AS Gorenstein graded rings from Definition 15.4.8. For an AS Goren-
stein graded ring A there are isomorphisms
RHomA(K, A) ∼= RHomAop(K, A) ∼= K(l)[−n]
in D(K, gr). The numbers n and l are called the dimension and AS index of A,
respectively.
Corollary 17.3.14 ([161]). Let A be an AS Gorenstein graded ring, of dimension n
and with AS index l. Then there is a unique automorphism φ of A in Rnggr/cK such
that the complex RA := A(φ,−l)[n] ∈ D(Aen, gr) is a balanced dualizing complex
over A.
Proof. The complex R′ := A(−l)[n] ∈ D(Aen, gr) is a prebalanced dualizing com-
plex. Theorem 17.3.5 asserts that A has a balanced dualizing complex RA. The
construction of RA in formula (17.3.8) in the proof of Theorem 17.3.5 shows that
RA = R′ ⊗A A(φ, 0) ∼= A(φ,−l)[n] for some automorphism φ of A.
The uniqueness of n, l and φ is a consequence of Theorems 17.2.4 and 17.1.10. 
Here are two important examples of AS regular graded rings and their balanced
dualizing complexes.
Example 17.3.15. Suppose A is an elliptic 3-dimensional Artin-Schelter regular
graded ring; see [8]. There is a normalizing regular element g ∈ A3, and it defines
an automorphism φg of A by the formula φg(a) ·g = g ·a for a ∈ A. There is a
constant λ ∈ K× arising from the elliptic curve associated to A, and it defines an
automorphism φλ of A by the formula φλ(a) := λi ·a for a ∈ Ai. According to [161,
Theorem 7.18] the balanced dualizing complex of A is RA = A(φg ◦ φλ,−3)[3].
Example 17.3.16. Let A := K[t1, . . . , tn], the commutative polynomial ring in n
variables, of algebraic degrees deg(ti) = li ≥ 1. This is an Artin-Schelter regular
graded ring, and a calculation with a Koszul complex shows that RHomA(K, A) ∼=
K(l)[−n] in D(Aen, gr), where l := ∑ni=1 li. Because RΓm(A) ∼= A∗(l)[−n] is a
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central A-bimodule, it follows that the balanced dualizing dualizing complex of A
is RA := A(−l)[n].
If we want to tie this with the commutative theory from Section 13, and to
algebraic geometry, then we should take RA := ΩnA/K[n], where ΩnA/K is the graded-
free A-module generated by the differential form d(t1)∧· · ·∧d(tn) that has algebraic
degree l.
Now an example that relies on Example 17.3.16.
Example 17.3.17. Suppose B is a commutative noetherian connected graded K-
ring. We can find a finite homomorphism A→ B in Rnggr/cK from a commutative
polynomial ring A. Let RA := A(−l)[n] be the balanced dualizing complex of A,
as in the previous example. Define RB := RHomA(B,RA) ∈ D(Ben, gr), where we
use a commutative graded-injective resolution RA → I, so that RB is a complex of
central graded B-modules. By the arguments of Proposition 13.1.28, RB is graded
NC dualizing complex over B. A calculation that we won’t perform (but that is
an easy variant of the proof of Theorem 17.4.22 on the balanced trace morphism)
shows that RB is balanced.
The moral is that the commutative algebraically graded duality theory embeds
within the noncommutative algebraically graded duality theory.
The next theorem is an important converse to Corollary 17.2.13.
Recall that for a graded NC dualizing complex R, the derived homothety mor-
phism through Aop, namely the morphism hmRR,Aop : A → RHomA(R,R) in
D(Aen, gr), is an isomorphism. See condition (iii) of Definition 17.1.4. By Van
den Bergh’s Local Duality (Corollary 16.4.11), for every complex M ∈ D(Aen, gr)
there is an isomorphism
(17.3.18) δM : RHomA
(
M, (PA)∗
) '−→ RΓm(M)∗
in D(Aen, gr). Here PA = RΓm(A) ∈M(Aen, gr) is the dedualizing complex of A.
Theorem 17.3.19 (Existence of BDC, Van den Bergh [153]). Under Setup 17.2.1,
assume the ring A satisfies the special χ condition, and it has finite local cohomo-
logical dimension. Then A has a balanced dualizing complex (RA, βA).
More explicitly, the complex RA := (PA)∗ ∈ D(Aen, gr) is a graded dualizing
complex over A with symmetric derived m-torsion. It has a balancing isomorphism
βA : RΓm(RA)
'−→ A∗, which is the unique isomorphism in D(Aen, gr) such that the
diagram
A
hmRR,Aop
∼= //
(βA)∗

RHomA(RA, RA)
δRA
∼= // RΓm(RA)∗
in D(Aen, gr) is commutative.
Proof. The proof proceeds in 5 steps.
Step 1. We are given that A has finite local cohomological dimension and it satisfies
the special χ condition. By Proposition 16.5.19, the bimodule A has weakly sym-
metric derived m-torsion. Theorem 16.5.8 says that the bimodule A has symmetric
derived m-torsion; namely that there is an isomorphism
(17.3.20) A : PA = RΓm(A)
'−→ RΓmop(A)
in Db(Aen, gr).
The left χ condition for A, with Proposition 16.5.17, tell us that the com-
plex RΓm(A) has cofinite cohomology modules over A. By the same token, the
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left χ condition for Aop tells us that the complex RΓmop(A) has cofinite coho-
mology modules over Aop. Using the isomorphism (17.3.20) we conclude that
PA ∈ Db(cof,cof)(Aen, gr). Now Graded Matlis Duality (Theorem 15.2.34) says that
the complex RA satisfies
(17.3.21) RA = (PA)∗ ∈ Db(f,f)(Aen, gr).
This is condition (i) of Definition 17.1.4.
Step 2. Because the functor RΓm has finite cohomological dimension, Van den
Bergh’s Local Duality (Corollary 16.4.11) says that the functor RHomA
(−, R)
∼= RΓm(−)∗ also has finite cohomological dimension. This means that the com-
plex RA has finite graded-injective dimension over A. Similarly, because RΓmop has
finite cohomological dimension, the complex RA has finite graded-injective dimen-
sion over Aop. This is condition (ii) of Definition 17.1.4.
Step 3. Now we shall prove that RA has the derived Morita property on the A side.
We have these isomorphisms in the category D(Aen, gr) :
(17.3.22)
RHomA(RA, RA) = RHomA
(
RΓm(A)∗,RΓm(A)∗
)
∼=1 RHomAop
(
RΓm(A),RΓm(A)
)
∼=2 RHomAop
(
RΓmop(A),RΓmop(A)
)
∼=3 RHomAop
(
RΓmop(A), A
)
∼=4 RHomA
(
A∗,RΓmop(A)∗
)
∼=5 RHomA
(
A∗,RΓm(A)∗
)
∼=6 (A∗)∗ ∼=7 A .
The isomorphisms∼=1, ∼=4 and∼=7 are from graded Matlis duality (Theorem 15.2.34);
the isomorphisms ∼=2 and ∼=5 are by the symmetry isomorphism A; the isomor-
phism ∼=3 is due to Proposition 16.3.30; and the isomorphism ∼=6 is due to Van
den Bergh’s Local Duality (Corollary 16.4.11). These isomorphisms respect the
derived homothety morphisms through Aop (in lines 1, 5 and 6), the derived homo-
thety morphisms through A (in lines 2, 3 and 4); and the canonical isomorphisms
A → (A∗)∗ and A → A in line 7. (Compare to the proof of Theorem 18.1.25, and
the use of Lemma 18.1.21 in it.) The conclusion is that the derived homothety
morphism hmRR,Aop : A → RHomA(RA, RA) is an isomorphism. This establishes
the derived Morita property on the A side for RA.
Step 4. Replacing A with Aop, using the symmetry isomorphism A, the same
calculation as in step 3 shows that RA has the derived Morita property on the Aop
side. Thus condition (iii) of Definition 17.1.4 is verified. We conclude that RA is a
graded NC dualizing complex.
Step 5. In this step we prove that RA is balanced. By formula (17.3.21), the derived
Morita property on the A side, and Van den Bergh’s Local Duality (Corollary
16.4.11), there are isomorphisms
(17.3.23) A
hmRRA,Aop−−−−−−−→∼= RHomA(RA, RA)
δRA−−−→∼=
(
RΓm(RA)
)∗
in D(Aen, gr). See the isomorphism (17.3.18) with M := RA = (PA)∗. After we
apply the functor (−)∗ to (17.3.23), Graded Matlis Duality (Theorem 15.2.34) says
that the morphism
β :=
(
δRA ◦ hmRRA,Aop
)∗ : Γm(RA)→ A∗
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in D(Aen, gr) is an isomorphism. This is a balancing isomorphism for RA, so item
(B2) of Definition 17.2.2 is satisfied.
Similarly, the Derived Morita property on the Aop side, Van den Bergh’s Local
Duality for Aop, and the symmetry isomorphism A give us these isomorphisms
A
hmRRA,A−−−−−→∼= RHomAop(RA, RA)
δRA−−−→∼=
(
RΓmop(RA)
)∗
in D(Aen, gr). By Graded Matlis Duality, this yields an isomorphism RΓmop(RA)∼= A∗. We see that RA has weakly symmetric derived torsion; and hence, by
Theorem 16.5.8, RA has symmetric derived torsion. This is condition (B1) of
Definition 17.2.2. 
Corollary 17.3.24 (Two Equivalent Properties). Under Setup 17.2.1, the two
properties below are equivalent:
(i) The graded ring A satisfies the χ condition, and it has finite local cohomo-
logical dimension.
(ii) The graded ring A has a balanced dualizing complex.
Proof. The implication (i)⇒ (ii) is the Van den Bergh Existence Theorem 17.3.19.
The reverse implication is Corollary 17.2.13. 
Here are several other consequences of Theorem 17.3.19. Recall that a dualizing
complex RA over A gives rise to the associated duality functors
(17.3.25) DA, DAop : D(Aen, gr)op → D(Aen, gr),
namely DA = RHomA(−, RA) and DAop = RHomAop(−, RA).
Theorem 17.3.26. Under Setup 17.2.1, let RA be a balanced dualizing complex
over A, with associated duality functors DA and DAop .
(1) There is an isomorphism DA ∼= DAop between the triangulated functors in
(17.3.25).
(2) If M ∈ Db(f,f)(Aen, gr) then DA(M) belongs to Db(f,f)(Aen, gr).
(3) The functor
DA : Db(f,f)(Aen, gr)op → Db(f,f)(Aen, gr)
is an equivalence of triangulated categories, and it is its own quasi-inverse.
Proof.
(1) By Theorems 17.3.19 and 17.2.4 there is a canonical isomorphism RA ∼= (PA)∗
in D(Aen, gr).
Take a complex M ∈ Db(f,f)(Aen, gr). We know that A has the χ condition
and finite local cohomological dimension. By Proposition 16.5.19 the complex M
has symmetric derived torsion. This means that there’s an isomorphism M :
RΓm(M)
'−→ RΓmop(M) in D(Aen, gr). By Theorem 16.4.3 and its opposite ver-
sion (namely the theorem applied to the ring Aop instead of A), this translates to
an isomorphism
(17.3.27) PA ⊗LAM ∼= M ⊗LA PA
in D(Aen, gr). Applying (−)∗ to (17.3.27) we obtain an isomorphism
(17.3.28) (PA ⊗LAM)∗ ∼= (M ⊗LA PA)∗
in D(Aen, gr). Now by Hom-tensor adjunction we get isomorphisms
(17.3.29)
(PA ⊗LAM)∗ = HomK(PA ⊗LAM,K)
∼= RHomA
(
M,RHomK(PA,K)
)
∼= RHomA
(
M, (PA)∗
) ∼= RHomA(M,RA) = DA(M).
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Similarly there are isomorphisms
(17.3.30)
(M ⊗LA PA)∗ = HomK(M ⊗LA PA,K)
∼= RHomAop
(
M,RHomK(PA,K)
)
∼= RHomAop
(
M, (PA)∗
) ∼= RHomAop(M,RA) = DAop(M).
All these isomorphisms are functorial in the argument M . By combining the iso-
morphisms (17.3.28), (17.3.29) and (17.3.30) we get an isomorphism of functors
DA ∼= DAop .
(2) By Theorem 17.1.6 we know that DA(M) belongs to Db(..,f)(Aen, gr). The same
theorem, applied to the ring Aop, tells us that DAop(M) belongs to Db(f,..)(Aen, gr).
Thus DA(M) ∼= DAop(M) ∈ Db(f,f)(Aen, gr).
(3) We already know, by Theorem 17.1.6, that DAop ◦ DA ∼= Id as triangulated
functors from Db(f,f)(Aen, gr) to itself. By item (2) the essential image of DA is
Db(f,f)(Aen, gr). And by item (1) the functors DA and DAop are isomorphic on this
triangulated category. 
Lemma 17.3.31. Under Setup 17.2.1, assume A satisfies the χ condition and
has finite local cohomological dimension. Then there are inclusions Df(A, gr) ⊆
D(A, gr)com and Dcof(A, gr) ⊆ D(A, gr)tor.
Proof. The inclusion Dcof(A, gr) ⊆ Dtor(A, gr) is trivial. And Proposition 16.3.29
says that Dtor(A, gr) = D(A, gr)tor.
Now to the complete complexes. Take a complex M ∈ Df(A, gr). Then there
are isomorphisms
(17.3.32)
ADCm(M) = RHomA(PA,M)
∼=1 RHomAop
(
M∗, (PA)∗
)
= RHomAop(M∗, RA)
∼=2 RHomAop
(
M∗,RΓmop(RA)
)
∼=3 RHomAop(M∗, A∗) ∼= (M∗)∗ ∼=4 M
in D(A, gr). The isomorphism ∼=1 is due to Theorem 15.3.32, that applies because
M,PA ∈ Cdwf(A, gr). The isomorphism ∼=2 comes from Proposition 16.3.30, and
it applies since M∗ ∈ Dcof(Aop, gr) ⊆ Dtor(Aop, gr) and RA ∈ Db(Aop, gr). The
isomorphism ∼=3 is because RA is a balanced dualizing complex. The isomorphism∼=4 is by Proposition 15.3.30, that applies because M ∈ Cdwf(A, gr). We see that
M is in the essential image of the functor ADCm. According to Theorem 16.6.32(1)
it follows that M ∈ Db(A, gr)com. 
The next theorem is a refinement of the NC graded MGM Equivalence (Theorem
16.6.32). Given another graded ring B, there are triangulated functors
RΓm, ADCm : D(A⊗Bop, gr)→ D(A⊗Bop, gr).
They are the derived m-torsion and the abstract derived m-adic completion, respec-
tively.
Theorem 17.3.33. Under Setup 17.2.1, assume A satisfies the χ condition and
has finite local cohomological dimension. Let B be some graded ring.
(1) If M ∈ Db(f,..)(A⊗Bop, gr) then RΓm(M) ∈ Db(cof,..)(A⊗Bop, gr).
(2) For N ∈ Db(cof,..)(A ⊗ Bop, gr) there is an isomorphism ADCm(N) ∼=
DAop(N∗) in D(A⊗Bop, gr), and it is functorial in N .
(3) If N ∈ Db(cof,..)(A⊗Bop, gr) then ADCm(N) ∈ Db(f,..)(A⊗Bop, gr).
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(4) The functor
RΓm : Db(f,..)(A⊗Bop, gr)→ Db(cof,..)(A⊗Bop, gr)
is an equivalence of triangulated categories, with quasi-inverse ADCm.
Proof.
(1) The ring B is irrelevant, so we may omit it. The χ condition and finiteness of
local cohomology imply that RΓm(M) ∈ Dbcof(A, gr).
(2) Take a complex N ∈ Dbcof(A⊗Bop, gr). We have these isomorphisms
ADCm(N) = RHomA(PA, N) ∼=† RHomAop
(
N∗, (PA)∗
)
= RHomAop(N∗, RA) = DAop(N∗)
in D(A ⊗ Bop, gr). The isomorphism ∼=† is due to Theorem 15.3.32, that applies
because N ∈ Cdwf(A⊗Bop, gr) and PA ∈ Cdwf(Aen, gr).
(3) Again we can forget about B. Take N ∈ Dbcof(A, gr). Then N∗ ∈ Df(Aop, gr),
so by Theorem 17.1.6 we have DAop(N∗) ∈ Dbf (A, gr). But by item (2) we know
that ADCm(N) ∼= DAop(N∗).
(4) Items (1) and (3) tell us that the functors RΓm and ADCm send the categories
Db(f,..)(A ⊗ Bop, gr) and Db(cof,..)(A ⊗ Bop, gr) to each other, respectively. Lemma
17.3.31 says that the NC MGM Equivalence (Theorem 16.6.32) applies here, namely
that there is an isomorphism of triangulated functors ADCm ◦RΓm ∼= Id from
Db(f,..)(A ⊗ Bop, gr) to itself, and an isomorphism of triangulated functors RΓm ◦
ADCm ∼= Id from Db(cof,..)(A⊗Bop, gr) to itself. 
In Theorem 16.5.27 we saw that there is an isomorphism  : RΓm
'−→ RΓmop
of triangulated functors Db(f,f)(Aen) → D(Aen, gr). The next corollary produces a
similar isomorphism for the abstract derived completion functors
(17.3.34) ADCm,ADCmop : D(Aen, gr)→ D(Aen, gr),
where we define ADCmop := RHomAop(PA,−).
Corollary 17.3.35. Under Setup 17.2.1, assume A satisfies the χ condition and
has finite local cohomological dimension. Then there is an isomorphism γ :
ADCm
'−→ ADCmop of triangulated functors Db(cof,cof)(Aen, gr)→ D(Aen, gr).
Proof. Take a complex N ∈ Db(cof,cof)(Aen, gr). By Theorem 17.3.33(2), there is
an isomorphism ADCm(N) ∼= DAop(N∗) in Db(Aen, gr). Similarly (replacing A
with Aop) there is an isomorphism ADCmop(N) ∼= DA(N∗) in Db(Aen, gr). Now
N∗ ∈ Db(f,f)(Aen, gr), so by Theorem 17.3.26 we have DAop(N∗) ∼= DA(N∗). Since
we relied on functorial isomorphisms, this is also a functorial isomorphism. 
Corollary 17.3.36. Assume A satisfies the χ condition and has finite local coho-
mological dimension. Then the functor
RΓm : Db(f,f)(Aen, gr)→ Db(cof,cof)(Aen, gr)
is an equivalence of triangulated categories, with quasi-inverse ADCm.
Proof. Taking B := A in Theorem 17.3.33(4) we get an equivalence
(17.3.37) RΓm : Db(f,..)(Aen, gr)→ Db(cof,..)(Aen, gr),
with with quasi-inverse ADCm. From the same theorem, but switching A and Aop,
we get an equivalence
RΓmop : Db(..,f)(Aen, gr)→ Db(..,cof)(Aen, gr),
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with with quasi-inverse ADCmop . According to Theorem 16.5.27 there is an iso-
morphism RΓm(M) ∼= RΓmop(M) for M ∈ Db(f,f)(Aen, gr). Therefore, for such a
complex M we have RΓm(M) ∈ Db(cof,cof)(Aen, gr). Corollary 17.3.35 says that
ADCm(N) ∼= ADCmop(N) for a complex N ∈ Db(cof,cof)(Aen, gr); so for such a com-
plex N we have ADCm(N) ∈ Db(f,f)(Aen, gr). The conclusion is that the equivalence
(17.3.37) restricts to the equivalence stated in the corollary. 
Question 17.3.38. A consequence of Theorem 16.4.3 is that the complex PA has
finite flat dimension over A. Is it true that the complex PA has finite projective
dimension over A ? I.e., does the functor
ADCm = RHomA(PA,−) : D(A, gr)→ D(A, gr)
have finite cohomological dimension?
In the commutative weakly proregular case this is true – see Examples 12.4.6
and 16.6.33. Indeed, if a is a WPR ideal in a commutative ring A, then the coho-
mological dimension of the functor ADCa ∼= LΛa is at most the length of a finite
generating sequence of a.
Remark 17.3.39. The proof of Theorem 17.3.19 provided here is not the original
proof from [153]. Our proof, which relies on the NC MGM Equivalence, seems to
allow a generalization to the case of a base ring K that is not a field (as long as the
ring A is flat over K). See [157] for some results in this direction.
Remark 17.3.40. Q.S. Wu and J.J. Zhang [159], [160] studied prebalanced dual-
izing complexes over complete semilocal noncommutative rings that contain a field.
Some of their technical results are included in Subsection 17.4 below.
An ongoing project of R. Vyas and A. Yekutieli (a continuation of [157]) aims
to study balanced dualizing complexes over complete semilocal noncommutative
rings in the arithmetic setting, namely without the presence of a base field. A
prototypical example is the ring A = K[[G]]/I, where K = Ẑp, G is a compact
p-adic Lie group, K[[G]] is the noncommutative Iwasawa algebra, and I ⊆ K[[G]] is
some two-sided ideal. Because the ring A could fail to be flat over K, the balanced
dualizing complex of A will be an object of the derived category of bimodulesD(A˜en),
where A˜→ A is a K-flat DG ring resolution of A and A˜en := A˜⊗K A˜op; see [180].
Remark 17.3.41. Suppose A is a commutative noetherian complete local ring,
with maximal ideal m. In the paper [1] the authors discuss two kinds of dualiz-
ing complexes over A : the usual dualizing complexes (see Subsection 13.1), that
they call c-dualizing complexes, which have finite (and thus complete) cohomol-
ogy modules; and the t-dualizing complexes, that have cofinite (and thus torsion)
cohomology modules. The torsion injective module I = A∗ (the injective hull of
the residue field) is a t-dualizing complex in their sense. One of the results of
[1] is that the MGM Equivalence (that they, in that early paper, called GM Du-
ality) exchanges t-dualizing complexes and c-dualizing complexes. In particular,
by applying the derived m-adic completion functor LΛm one obtains a c-dualizing
complex R := LΛm(A∗).
It was observed by Vyas that the Van den Bergh Existence Theorem (Theorem
17.3.19) can be understood as a noncommutative variant of that very same result.
In our noncommutative graded setting we must replace the true derived m-adic
completion functor LΛm with its abstract avatar ADCm. The graded A-bimodule
A∗ is a t-dualizing complex (if we adjust the definition from [1] to the NC connected
graded setting), and indeed, as Theorem 17.3.19 says, the complex
RA := ADCm(A∗) = RHomA(PA, A∗) = (PA)∗
is a graded NC dualizing complex (as defined in Definition 17.1.4).
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17.4. Balanced Trace Morphisms. In this subsection we adhere to Conventions
15.1.17 and 15.2.1.
Definition 17.4.1. A graded ring homomorphism f : A → B is called finite if it
makes B into a finite graded A-module on both sides.
Throughout this subsection we assume the next setup:
Setup 17.4.2. We are given noetherian connected graded K-rings A and B, with
augmentation idealsm and n respectively, and a finite gradedK-ring homomorphism
f : A→ B. We are also given a homomorphism of graded K-rings g : C → D.
The rings C and D will play auxiliary roles, to allow us to handle bimodules. In
practice C will be either A or K, and D will be either B or K. The graded ring
homomorphism f ⊗ gop : A⊗ Cop → B ⊗Dop induces a restriction functor
Rest = Restf⊗gop : D(B ⊗Dop, gr)→ D(A⊗ Cop, gr).
This restriction functor will often remain implicit.
Theorem 17.4.3. Assume Setup 17.4.2.
(1) There is a canonical morphism
Rest ◦RΓn → RΓm ◦ Rest
of triangulated functors D(B ⊗Dop, gr)→ D(A⊗ Cop, gr).
(2) Let N ∈ D(B ⊗ Dop, gr), and assume either that N ∈ D+(B ⊗ Dop, gr)
or that the functor Γm has finite right cohomological dimension. Then the
canonical morphism RΓn(N) → RΓm(N) in D(A ⊗ Cop, gr) is an isomor-
phism.
For the proof we need a few lemmas.
Lemma 17.4.4. For every N ∈M(B ⊗Dop, gr) there is equality Γm(N) = Γn(N)
of (B ⊗Dop)-submodules of N .
Proof. Take any integer q ≥ 1, and let mq := m · · ·m, the q-fold power of the ideal
m. Because B is a finite A-module, it follows that B/(mq ·B) ∼= (A/mq)⊗A B is a
finite module over A/mq, and hence it is a finite K-module. This implies that the
graded module B/(mq ·B) is concentrated in a finite algebraic degree interval, say
[0, i1]. So for every i > i1 there is equality (mq ·B)i = Bi. Taking q′ := max(q, i1+1)
we get nq′ ⊆ mq ·B.
The argument above shows that for every q ≥ 1 there exists some q′ ≥ q for
which nq′ ⊆ mq ·B. Trivially there is an inclusion mq ·B ⊆ nq. These inclusions
yield
HomB(B/nq
′
, N) ⊆ HomA(A/mq, N) ⊆ HomB(B/nq, N) ⊆ N.
Combined with formula (16.3.5) the assertion is proved. 
Recall the ML condition from Definition 11.1.5. An inverse system {Nq}q∈N in
M(K, gr) is said to have the trivial ML property, or is called prozero, if for every
q there is some q′ ≥ q such that the homomorphism Nq′ → Nq is zero. See [158,
Definition 3.5.6].
Lemma 17.4.5. Let {Nq}q∈N be an inverse system in M(K, gr) that has the ML
property. The following are equivalent:
(i) The inverse system has the trivial ML property.
(ii) lim←q Nq = 0.
Lemma 17.4.6. Let {Nq}q∈N be an inverse system in M(A, gr) that has the trivial
ML property, and let M ∈M(A, gr). Then limq→HomA(Nq,M) = 0.
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Exercise 17.4.7. Prove Lemmas 17.4.5 and 17.4.6.
For a finite graded A-module M , and for numbers p, q ∈ N, we define
(17.4.8) Fp,q(M) := TorAp (A/mq+1,M) = H−p
(
(A/mq+1)⊗LAM
) ∈M(A, gr).
Then, fixing p, we define
(17.4.9) Fp(M) := lim←q Fp,q(M) ∈M(A, gr).
In this way we obtain functors
(17.4.10) Fp,q, Fp : Mf(A, gr)→M(A, gr).
Lemmas 17.4.11 and 17.4.15 below are essentially [159, Lemma 6.4 and Propo-
sition 6.5].
Lemma 17.4.11. Let M be a finite graded A-module and let p ≥ 1. Then the
inverse system {Fp,q(M)}q∈N has the trivial ML property.
Proof.
Step 1. Here we show that for fixed p, the inverse system {Fp,q(M)}q∈N satisfies
the ML condition.
Because A is left noetherian and M is a finite graded A-module, we can find a
resolution · · · → L−1 → L0 → M → 0 in M(A, gr), such that each L−p is a finite
graded-free A-module. Then
Fp,q(M) = H−p
(
(A/mq+1)⊗LAM
) ∼= H−p((A/mq+1)⊗A L)
is a finite (A/mq+1)-module. So as a graded A-module it is artinian. For fixed q, and
for all q′ ≥ q, the descending chain condition on the submodules Im(Fp,q′(M) →
Fp,q(M)
) ⊆ Fp,q(M) tells us that this eventually stabilizes. This is the ML property.
Step 2. Let 0→M ′ →M →M ′′ → 0 be a short exact sequence in Mf(A, gr). For
each q we have a long exact Tor sequence
(17.4.12)
· · · → F1,q(M ′)→ F1,q(M)→ F1,q(M ′′)
→ F0,q(M ′)→ F0,q(M)→ F0,q(M ′′)→ 0
As q varies, these long exact sequences form an inverse system. By step 1 we know
that in every position the ML property is satisfied. Therefore by Theorem 11.1.7,
applied in each degree separately, i.e. to the inverse systems in M(K), the inverse
limit
(17.4.13)
· · · → F1(M ′)→ F1(M)→ F1(M ′′)
→ F0(M ′)→ F0(M)→ F0(M ′′)→ 0
is an exact sequence.
Step 3. For a fixed degree k, we have (mq+1 ·M)k = 0 when q  0. This is because
M is a finite graded A-module, and thus it is bounded below in algebraic degree.
It follows that the canonical homomorphism Mk → (M/mq+1 ·M)k is bijective for
q  0. Going to the limit in q we see that the canonical homomorphism
M → F0(M) = lim←q F0,q(M) = lim←q(M/mq+1 ·M)
is bijective. Therefore there is an isomorphism of functors F0 ∼= Id. We deduce
that F0 is an exact functor on Mf(A, gr).
Step 4. We now prove, by induction on p, that the functor Fp is zero for every
p ≥ 1.
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Given a module M ∈ Mf(A, gr), we choose a surjection L  M from a finite
graded-free module L. We get a short exact sequence 0 → N → L → M → 0 in
Mf(A, gr). Hence, by step 2, there is a long exact sequence
(17.4.14)
· · · → F2(N)→ F2(L)→ F2(M)
δ1−→ F1(N)→ F1(L)→ F1(M)
δ0−→ F0(N)→ F0(L)→ F0(M)→ 0
in M(A, gr); cf. the exact sequence (17.4.13). Now Fp,q(L) = 0 for all q ≥ 0 and all
p > 0, because L is flat; so in the limit we get Fp(L) = 0 for all p > 0.
Since the functor F0 is exact (by step 3), we see that δ0 = 0. Also we have
F1(L) = 0. Therefore F1(M) = 0.
But M was an arbitrary object of Mf(A, gr), so in fact the functor F1 is zero.
This implies that in the exact sequence (17.4.14) we have F1(N) = 0. We also have
F2(L) = 0. This implies that F2(M) = 0. And so on. This finishes the proof that
Fp = 0 for all p ≥ 1.
Step 5. Take some M ∈ Mf(A, gr). We know that Fp(M) = 0 for every p ≥ 1.
By step 1 we also know that for every p inverse system {Fp,q(M)}q∈N has the ML
property. Lemma 17.4.5 says that for every p ≥ 1 the inverse system {Fp,q(M)}q∈N
has the trivial ML property. 
Lemma 17.4.15. If J is a graded-injective B-module, then as an A-module, J is
graded-m-flasque.
Proof. Take some p > 0. We have to show that RpΓm(J) = 0. Now
RpΓm(J) ∼= lim
q→ Ext
p
A
(
A/mq+1, J).
But
ExtpA
(
A/mq+1, J) = Hp
(
RHomA(A/mq+1, J)
)
.
By derived Hom-tensor adjunction we have a canonical isomorphism
RHomA(A/mq+1, J) ∼= RHomB
(
B ⊗LA (A/mq+1), J
)
.
in D(A, gr). Because J is graded-injective, we have
RHomB
(
B ⊗LA (A/mq+1), J
) ∼= HomB(B ⊗LA (A/mq+1), J),
and also
Hp
(
HomB
(
B ⊗LA (A/mq+1), J
) ∼= HomB(H−p(B ⊗LA (A/mq+1)), J)
∼= HomB
(
TorAp (B,A/mq+1), J
)
.
Putting it all together we get
RpΓm(J) ∼= lim
q→ HomB
(
Fp,q(B), J
)
,
where Fp,q(B) := TorAp (B,A/mq+1), like in formula (17.4.8). Now B is a finite
Aop-module. According to Lemma 17.4.11, applied to the ring Aop instead of A,
the inverse system {Fp,q(M)}q∈N has the trivial ML property. By Lemma 17.4.6
we see that limq→HomB
(
Fp,q(B), J
)
= 0. 
Proof of Theorem 17.4.3.
(1) For a complex N ∈ D(B⊗Dop, gr) we choose a K-injective resolution ρ : N → J
in Cstr(B⊗Dop, gr). Then we choose a K-injective resolution σ : J → I in Cstr(A⊗
Cop, gr). (We are hiding the restriction functor Rest here.) So σ ◦ ρ : N → I is a
K-injective resolution in Cstr(A⊗ Cop, gr). We get presentations RΓn(N) = Γn(J)
and RΓm(N) = Γm(I). By Lemma 17.4.4 there is equality Γm(J) = Γn(J). The
404
Derived Categories | Amnon Yekutieli | 14 Apr 2019
morphism RΓn(N) → RΓm(N) in D(A ⊗ Cop), gr) we are looking for is the one
represented by the homomorphism Γm(σ) : Γn(J) = Γm(J) → Γm(I) in Cstr(A ⊗
Cop, gr). It does not depend on the choices made.
(2) Now we choose the K-injective resolution ρ : N → J in Cstr(B ⊗Dop, gr) more
carefully: we take the semi-graded-cofree resolution from Theorem 15.3.4(2). Then
the complex J is K-injective in C(B⊗Dop, gr), each Jp is injective inM(B⊗Dop, gr),
and inf(J) = inf(H(N)). According to Lemma 17.4.15, J is a complex of graded-m-
flasque modules. By Lemma 16.1.5, under either of the two conditions, the complex
J is graded-m-flasque. Therefore the homomorphism Γm(σ) : Γm(J) → Γm(I) in
Cstr(A⊗ Cop, gr) is a quasi-isomorphism. 
Corollary 17.4.16. If the functor Γm has finite right cohomological dimension,
then the functor Γn has finite right cohomological dimension.
Proof. Part 2 of Theorem 17.4.3 implies that the right cohomological dimension of
Γn is at most the right cohomological dimension of Γm. 
Corollary 17.4.17. If the ring A satisfies the left χ condition, then so does the
ring B.
Proof. A graded B-module N is finite iff it is finite as a graded A-module, and
the same for cofiniteness. Let N ∈ Mf(B, gr). By Proposition 16.5.17 the graded
A-modules Hpm(N) are all cofinite. But by part 2 of Theorem 17.4.3 we know
that Hpn(N) ∼= Hpm(N) as graded A-modules. So the graded B-modules Hpn(N)
are all cofinite. Again using Proposition 16.5.17 we see that B satisfies the left χ
condition. 
Corollary 17.4.18. If the ring A has a balanced dualizing complex (RA, βA), then
the ring B has a balanced dualizing complex (RB , βB).
Proof. According to Corollary 17.3.24, A satisfies the χ condition, and it has finite
local cohomological dimension. Corollaries 17.4.16 and 17.4.17, applied to the finite
graded ring homomorphisms A→ B and Aop → Bop, tell us that B satisfies the χ
condition, and it has finite local cohomological dimension. Again using Corollary
17.3.24, now in the reverse direction, we conclude that B has a balanced dualizing
complex. 
The graded ring homomorphism f : A → B induces, by applying the functor
(−)∗ = HomK(−,K), a homomorphism f∗ : B∗ → A∗ in M(Aen, gr).
Definition 17.4.19. Under Setup 17.4.2, assume A and B have balanced dualizing
complexes (RA, βA) and (RB , βB) respectively. A balanced trace morphism is a
morphism
trf = trB/A : RB → RA
in D(Aen, gr), such that the diagram
RΓm(RB)
RΓm(trf )
//
βB ∼=

RΓm(RA)
βA∼=

B∗
f∗
// A∗
in D(Aen, gr) is commutative. Here we use the canonical isomorphism RΓn(RB)∼= RΓm(RB) from Theorem 17.4.3(2).
In Subsection 12.6 we studied backward morphisms for objects in derived cat-
egories. This makes sense also for complexes of graded bimodules. Namely, given
complexes M ∈ D(A ⊗ Cop, gr) and N ∈ D(B ⊗ Dop, gr), we can talk about a
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backward morphism θ : N → M in D(A⊗ Cop, gr). The backward morphism θ in-
duces two morphisms by adjunction. First there is the morphism badjRA(θ) : N →
RHomA(B,M) in D(B⊗Cop, gr); this is the derived backward adjunction morphism
on the A side. The second is badjRCop(θ) : N → RHomCop(D,M) in D(A⊗Dop, gr);
this is the derived backward adjunction morphism on the Cop side. The construc-
tions are just like those in Theorem 12.6.12(2), but now using the graded bimodule
resolutions from Subsection 15.3.
Definition 17.4.20. Consider a backward morphism θ : N → M in
D(A⊗ Cop, gr).
(1) θ is called a nondegenerate backward morphism on the A side if the mor-
phism badjRA(θ) is an isomorphism.
(2) θ is called a nondegenerate backward morphism on the Cop side if the mor-
phism badjRCop(θ) is an isomorphism.
(3) θ is said to be a nondegenerate backward morphism on both sides if it is
nondegenerate both on the A side and on the Cop side.
Example 17.4.21. The backward morphism f∗ : B∗ → A∗ in D(Aen, gr) is a
nondegenerate backward morphism on both sides.
Theorem 17.4.22. The following hold in the situation of Definition 17.4.19.
(1) There exists a unique balanced trace morphism trf : RB → RA.
(2) The balanced trace morphism trf is a nondegenerate backward morphism
on both sides.
We shall need several lemmas for the proof. In analogy to Definition 16.4.2, the
dedualizing complex of B is PB := RΓn(B) ∼= RΓnop(B) in D(Ben, gr).
Lemma 17.4.23. There are canonical isomorphisms PB ∼= B ⊗LA PA and PB ∼=
PA ⊗LA B in D(B ⊗Aop, gr) and D(A⊗Bop, gr) respectively.
Proof. According to Theorems 17.4.3(2) and 16.4.3 there are isomorphisms PB =
RΓn(B) ∼= RΓm(B) ∼= PA⊗LAB in D(A⊗Bop, gr). The same theorems, but applied
to the opposite rings, give us isomorphisms PB ∼= RΓnop(B) ∼= RΓmop(B) ∼= B⊗LAPA
in D(B ⊗Aop, gr). 
Like Definition 16.6.30, the abstract derived n-adic completion functor is
ADCn := RHomB(PB ,−) : D(B ⊗Dop, gr)→ D(B ⊗Dop, gr).
Lemma 17.4.24. For N ∈ D(B ⊗ D, gr) there is an isomorphism ADCn(N) ∼=
ADCm(N) in D(A⊗Dop, gr). It is functorial in N .
Proof. We have isomorphisms
ADCn(N) = RHomB(PB , N) ∼=1 RHomB(B ⊗LA PA, N)
∼=2 RHomA(PA, N) = ADCm(N)
in D(A ⊗ Dop, gr). The isomorphism ∼=1 comes from Lemma 17.4.23, and the
isomorphism ∼=2 is by adjunction. 
In the next lemma we take C = D := K.
Lemma 17.4.25. Let N ∈ D+f (B, gr), let M ∈ D+f (A, gr), and let θ : N → M be
a backward morphism in D(A, gr). The following conditions are equivalent:
(i) θ is a nondegenerate backward morphism on the A side.
(ii) The morphism RΓm(θ) : RΓm(N) → RΓm(M) in D(A, gr) is a nondegen-
erate backward morphism on the A side.
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Proof. Let us choose bounded below injective resolutions N → J and M → I in
Cstr(B, gr) and Cstr(A, gr) respectively. Then the backward morphism θ is repre-
sented by a homomorphism θ˜ : J → I in Cstr(A, gr).
The morphism badjRA(θ) : N → RHomA(B,M) in D(B, gr) is represented by the
homomorphism badjA(θ˜) : J → HomA(B, I) in Cstr(B, gr). The formula for it it
this: badjA(θ˜)(j)(b) = θ˜(b·j) for j ∈ J and b ∈ B. Now HomA(B, I) is a K-graded-
injective complex over B, by adjunction. By Lemma 17.4.15 the complexes J and
HomA(B, I) are graded-m-flasque. So the morphism
RΓm
(
badjRA(θ)
)
: RΓm(N)→ RΓm
(
RHomA(B,M)
)
is represented by
(17.4.26) Γm(badjA(θ˜)) : Γm(J)→ Γm
(
HomA(B, I)
)
.
The morphism RΓm(θ) is represented by the homomorphism Γm(θ˜) : Γm(J) →
Γm(I). Since the complex Γm(I) is K-graded-injective over A (by stability, see
Theorem 16.3.25), it follows that badjRA
(
RΓm(θ)
)
is represented by
(17.4.27) badjA(Γm(θ˜)) : Γm(J)→ HomA(B,Γm(I)).
A calculation, using the fact that B is a finite A-module, shows that
(17.4.28) Γm
(
HomA(B, I)
)
= HomA
(
B,Γm(I)
)
as subcomplexes of HomA(B, I). Let us consider the diagram
(17.4.29) Γm(J)
badjA(Γm(θ˜)) //
Γm(badjA(θ˜))
((
HomA
(
B,Γm(I)
)
=

⊆
))
Γm
(
HomA(B, I)
) ⊆
// HomA(B, I)
in Cstr(A, gr). It is commutative: the triangle on the right is just the equality
(17.4.28). And an element j ∈ Γm(J) goes by all paths to the homomorphism
b 7→ θ˜(b·j) in HomA(B, I).
Passing to the derived category, (17.4.29) gives the commutative diagram
(17.4.30) RΓm(N)
badjRA(RΓm(θ)) //
RΓm(badjRA(θ))
**
RHomA
(
B,RΓm(M)
)
∼=

RΓm
(
RHomA(B,M)
)
in D(A, gr).
Since both N and RHomA(B,M) belong to D+f (A, gr), by Lemma 17.3.31 they
belong toD+(A, gr)com. By Theorem 16.6.32 (the MGM Equivalence) we know that
the morphism badjRA(θ) is an isomorphism if and only if the morphism
RΓm(badjRA(θ)) is an isomorphism. Diagram (17.4.30) says that this happens if
and only if badjRA
(
RΓm(θ)
)
is an isomorphism. Going back to the definition, we
conclude that θ is nondegenerate if and only if RΓm(θ) is nondegenerate. 
Proof of Theorem 17.4.22.
(1) According to Theorems 17.3.19 and 17.2.4 there is an isomorphism RA ∼=
(PA)∗ ∼= ADCm(A∗) in D(Aen, gr). The same theorems, together with Lemma
17.4.24 (taking C := A and D := B), say that RB ∼= (PB)∗ ∼= ADCn(B∗) ∼=
ADCm(B∗) in D(Aen, gr).
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The equivalence in Corollary 17.3.36 says that there are isomorphisms
(17.4.31) RΓm(RB) ∼= (RΓm ◦ADCm)(B∗) ∼= B∗
and
(17.4.32) RΓm(RA) ∼= (RΓm ◦ADCm)(A∗) ∼= A∗
in D(Aen, gr). And that there is a unique morphism θ : RB → RA in D(Aen, gr)
such that the diagram
(17.4.33) RΓm(RB)
RΓm(θ)
//
∼=

RΓm(RA)
∼=

B∗
f∗
// A∗
in D(Aen, gr), in which the vertical isomorphisms are (17.4.31) and (17.4.32), is
commutative.
But to get a balanced trace morphism trf we need a commutative diagram like
(17.4.33) in which the vertical isomorphisms are βB and βA respectively. Because
the automorphisms of A∗ and B∗ in D(Aen, gr) are multiplication by nonzero ele-
ments of K, there is a unique c ∈ K× such that trf := c·θ : RB → RA is a balanced
trace morphism.
(2) To see that trf is a nondegenerate backward morphism on the A side we can
forget the Aop-structure. So we can view trf as a backward morphism trf : RB →
RA in D(A, gr). Now RΓm(trf ) = β−1A ◦ f∗ ◦ βB . In Example 17.4.21 we saw that
f∗ : B∗ → A∗ is a nondegenerate backward morphism in D(A, gr). The morphisms
βA and βB are isomorphisms. Therefore
RΓm(trf ) : RΓm(RB)→ RΓm(RA)
is a nondegenerate backward morphism in D(A, gr). According to Lemma 17.4.25
the morphism trf is a nondegenerate backward morphism in D(A, gr).
As for the Aop side: the symmetry from Corollary 17.3.35 gives isomorphisms
RA ∼= ADCmop(A∗) and RB ∼= ADCmop(B∗) in D(Aen, gr). Going over the con-
structions in the proof of item (1) above, we see that there is equality RΓmop(trf ) =
d ·β−1A ◦ f∗ ◦ βB for some d ∈ K×. Therefore RΓmop(trf ) is a nondegenerate back-
ward morphism D(Aop, gr). Now Lemma 17.4.25, transcribed to the ring Aop, says
that trf is a nondegenerate backward morphism in D(Aop, gr). 
Corollary 17.4.34. Let A f−→ B g−→ C be finite homomorphisms in Rnggr/cK,
and assume these rings have balanced dualizing complexes (RA, βA), (RB , βB) and
(RC , βC) respectively. Then trg◦f = trf ◦ trg as morphisms RC → RA in D(Aen, gr).
Proof. The follows from the uniqueness in Theorem 17.4.22 and the fact that (g ◦
f)∗ = f∗ ◦ g∗ as homomorphisms C∗ → A∗ in M(A, gr). 
We end this subsection with a partial converse to Corollaries 17.4.16 and 17.4.17.
Recall that a central element a ∈ A is called regular if it is not a zero divisor, i.e.
the only element b ∈ A such that a·b = 0 is b = 0.
Theorem 17.4.35. Let A be a noetherian connected graded ring, and let a ∈ A be a
regular homogeneous central element of positive degree. Define the connected graded
ring B := A/(a). If B satisfies the χ condition and it has finite local cohomological
dimension, then A also satisfies the χ condition and it has finite local cohomological
dimension.
This is [10, Theorem 8.8]. The original proof does not use derived categories,
and is quite different from the proof below.
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Proof. By op-symmetry it suffices to prove that A satisfies the left χ condition and
that the functor RΓm has finite cohomological dimension.
Let d ∈ N be the local cohomological dimension of B, and let i ≥ 1 be the degree
of the element a. In view of Propositions 16.5.17 and 16.3.19, all we need to prove
is that the following two conditions hold for every M ∈Mf(A, gr) :
(i) Hpm(M) is a cofinite A-module for every p.
(ii) Hpm(M) = 0 for every p > d+ 1.
Let us denote the augmentation ideal of B by n. The short exact sequence
0→ A a·(−)−−−−→ A(i)→ B(i)→ 0 in M(Aen, gr) is viewed as a distinguished triangle
A
a·(−)−−−−→ A(i)→ B(i) 4−−→ in D(Aen, gr). Applying the functor (−)⊗LAM to it, we
obtain a distinguished triangle
(17.4.36) M a·(−)−−−−→M(i)→ N 4−−→
in D(A, gr), where by definition N := B(i) ⊗LAM ∈ D(B, gr). Note that Hp(N) ∈
Mf(B, gr) for all p, and Hp(N) = 0 unless −1 ≤ p ≤ 0.
Next we apply the functor RΓm to (17.4.36), and use Theorem 17.4.3, to obtain
this distinguished triangle
(17.4.37) RΓm(M)
a·(−)−−−−→ RΓm(M(i))→ RΓn(N) 4−−→
in D(A, gr). Taking cohomologies in (17.4.37) we obtain this exact sequence
(17.4.38) Hp−1n (N)→ Hpm(M)
a·(−)−−−−→ Hpm(M(i))→ Hpn(N)
in M(A, gr). Let use write
Kp := Ker
(
Hpm(M)
a·(−)−−−−→ Hpm(M(i))
) ⊆ Hpm(M).
Since a ∈ m, there is an inclusion
(17.4.39) Soc
(
Hpm(M)
)
= HomA
(
K,Hpm(M)
) ⊆ Kp.
For p > d + 1 we have Hp−1n (N) = 0 and Hpn(N) = 0. The exact sequence
(17.4.38) says that the homomorphism a·(−) : Hpm(M) → Hpm(M(i)) is bijective.
So Kp = 0, and by (17.4.39) we see that Soc
(
Hpm(M)
)
= 0. But Hpm(M) is an
m-torsion module, so according to Proposition 16.3.12 we get Hpm(M) = 0. This
establishes condition (ii).
Finally take any p. By the χ condition for B and by Proposition 16.5.17 we know
that Hp−1n (N) is a cofinite graded B-module; and thus it is a cofinite graded A-
module. According to the NC Graded Matlis Duality (Theorem 15.2.34) the cofinite
graded A-modules are the artinian objects in the abelian category M(A, gr). From
the exact sequence (17.4.38) we obtain a surjection Hp−1n (N)→ Kp. Therefore Kp
is a cofinite graded A-module. The inclusion (17.4.39) says that Soc
(
Hpm(M)
)
is
a cofinite graded A-module; and thus it is a finite graded K-module. Hence, by
Corollary 16.3.13, Hpm(M) is a cofinite graded A-module. This is condition (i). 
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18. Rigid Noncommutative Dualizing Complexes
In this section of the book we are going to work with noncommutative (namely
not necessarily commutative) rings. We shall often use the abbreviation “NC” for
“noncommutative”. The goal is to introduce rigid NC dualizing complexes in the
sense of M. Van den Bergh [153], and to prove their existence and uniqueness under
certain conditions.
18.1. Noncommutative Dualizing Complexes. Here we will define NC dual-
izing complexes over a NC ring A. The definition is almost identical to that in
the NC graded setting (see Subsection 17.1). We will prove that the NC dualizing
complexes over A are parameterized by the derived Picard group of A. The content
of this subsection is adapted from the paper [165].
Let K be a commutative ring. Recall (from Definition 1.2.1) that a central K-ring
is a ring A equipped with a ring homomorphism K → Cent(A), where Cent(A) is
the center of A. In more traditional texts, a central K-ring is called an associative
unital K-algebra. The category of central K-rings, with K-ring homomorphisms, is
denoted by Rng/cK.
Here is the convention that is in force throughout this section:
Convention 18.1.1. There is a base field K. All rings are by default central K-
rings, and all homomorphisms between K-rings are over K; namely we work within
the category Rng/cK. All bimodules are K-central, and all additive functors are
K-linear. We use the notation ⊗ for ⊗K. For a ring A we write Aen := A ⊗ Aop,
the enveloping ring of A.
See Remark 18.1.30 regarding the assumption that the base ring K is a field.
Recall that a NC ring A is called noetherian if it is both left noetherian and right
noetherian. See Remark 15.1.30 regarding the failure of the noetherian property to
be preserved under finitely generated ring extensions.
Let A be a ring. As before,M(A) is the category of left A-modules. The category
of right A-modules is M(Aop), and the category of A-bimodules is M(Aen). Given
another ring B, the category of A-B-bimodules is M(A⊗Bop). These are K-linear
abelian categories.
The derived category of M(A) is D(A) := D(M(A)); its objects are the com-
plexes of (left) A-modules. The other derived categories are D(Aop) := D(M(Aop)),
D(Aen) := D(M(Aen)) and D(A⊗Bop) := D(M(A⊗Bop)).
Consider the canonical ring anti-automorphism op : B → Bop, that is the iden-
tity on the underlying K-module. There is a canonical ring isomorphism
(18.1.2) A⊗Bop '−→ Bop ⊗A, a⊗ op(b) 7→ op(b)⊗ a.
The induced isomorphism on the bimodule categories M(A ⊗ Bop) '−→
M(Bop ⊗A) is the identity on the underlying K-modules. Indeed, for M ∈M(A⊗
Bop), m ∈ M and a ⊗ op(b) ∈ A ⊗ Bop, we have (op(b) ⊗ a)·m = a ·m ·b =
(a⊗ op(b))·m. Now take B = A in (18.1.2). Since (Aop)op = A, there is a canoni-
cal ring isomorphism
(18.1.3) Aen = A⊗Aop '−→ Aop ⊗A = (Aop)en
and an induced isomorphism on the bimodule categories
(18.1.4) M(Aen) '−→M((Aop)en).
This material will be published by Cambridge University Press asDerived Categories by Amnon
Yekutieli. This prepublication version is free to view and download for personal use only. Not for
redistribution, resale or use in derivative works. c©Amnon Yekutieli, 2019.
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All these categorical relations pass to derived categories.
The ring Aen is isomorphic to its opposite ring. There is a ring isomorphism
(18.1.5) trop : Aen '−→ (Aen)op
with this formula: for a1, a2 ∈ A it sends the element a1 ⊗ op(a2) ∈ Aen to
(18.1.6) trop(a1 ⊗ op(a2)) := op(a2 ⊗ op(a1)) ∈ (Aen)op.
On the underlying K-module A⊗A this is just the transposition a1⊗a2 7→ a2⊗a1,
and hence the name “transpose opposite” and the acronym “trop”.
Usually an A-A-bimodule M is seen as a left Aen-module, with this action of an
element a1 ⊗ op(a2) ∈ Aen on an element m ∈M :
(18.1.7) (a1 ⊗ op(a2))·m = a1 ·m ·a2.
But using the ring isomorphism trop from formula (18.1.5) we can also consider
M as a left (Aen)op-module, and thus as a right Aen-module. Explicitly, the right
action of an element a2 ⊗ op(a1) ∈ Aen on an element m ∈M is:
(18.1.8)
m·(a2 ⊗ op(a1)) =♥ op(a2 ⊗ op(a1))·m
=† (a1 ⊗ op(a2))·m =♦ a1 ·m·a2.
In equality =♥ we move from a right action by Aen to the left action by (Aen)op,
and in equality =† we made use of formula (18.1.6) to move from (Aen)op to Aen.
Finally, the equality =♦ is formula (18.1.7). This game of musical chairs will be
played in Subsections 18.5 and 18.2.
Let A and B be rings. The canonical ring homomorphisms
A→ A⊗Bop ← Bop
induce restriction functors
(18.1.9) D(A) RestA←−−−− D(A⊗Bop) RestBop−−−−−→ D(Bop).
See the commutative diagram 14.2.3. We shall usually keep these restriction func-
tors implicit, and instead use terminology like in Definition 14.2.18.
In Definition 12.5.1 we introduced this notation: for a ring A we denote byMf(A)
the full subcategory of M(A) on the finite (i.e. finitely generated) A-modules. And
Df(A) is the full subcategory of D(A) on the complexes of A-modules M such that
Hi(M) ∈Mf(A) for every i.
If A is left noetherian, then Mf(A) is a thick abelian subcategory of M(A); and
hence Df(A) is a full triangulated subcategory of D(A). As usual we can combine
indicators: D?f (A) := Df(A) ∩ D?(A), where ? is some boundedness indicator (+,
−, b or 〈empty〉).
Now to finiteness of A-B-bimodules. The expression M(f,..)(A ⊗ Bop) denotes
the full subcategory of M(A ⊗ Bop) on the bimodules that are finite over A; and
the expression M(..,f)(A⊗Bop) denotes the full subcategory on the bimodules that
are finite over Bop. Of course we define
M(f,f)(A⊗Bop) := M(f,..)(A⊗Bop) ∩M(..,f)(A⊗Bop).
The same notation shall apply to derived categories.
To a complex of bimodules M ∈ D(A ⊗ Bop) we associated two derived homo-
thety morphisms in Subsection 14.4. Let us recall them. The derived homothety
morphism through Bop is the morphism
(18.1.10) hmRM,Bop : B → RHomA(M,M)
in D(Ben); and the derived homothety morphism through A is the morphism
(18.1.11) hmRM,A : A→ RHomBop(M,M)
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in D(Aen). According to Definition 14.4.14, the complex M has the noncommuta-
tive derived Morita property on the A side (resp. on the Bop side) if the morphism
hmRM,Bop (resp. hmRM,A) is an isomorphism.
Definition 18.1.12 ([165]). Let A be a noetherian ring. A noncommutative du-
alizing complex over A is an object R ∈ Db(Aen) satisfying the following three
conditions:
(i) For every p the A-bimodule Hp(R) is finite over A and over Aop.
(ii) The complex R has finite injective dimension over A and over Aop.
(iii) The complex of bimodules R has the noncommutative derived Morita prop-
erty on both sides.
Note that conditions (i) and (ii) are one-sided, namely they refer separately to
RestA(R) ∈ D(A) and to RestAop(R) ∈ D(Aop); whereas condition (iii) is more
complicated, and we will study it further in Lemma 18.1.21 below. Also note that
condition (i) can be stated as “R belongs to D(f,f)(Aen)”.
Before going on, we need to say something about the op-symmetry of Definition
18.1.12. Given a complex R ∈ D(Aen), by formula (18.1.4) the complex R is also
an object of D((Aop)en), and we could ask whether R is a dualizing complex over
the ring Aop. The answer is positive of course, because all three conditions are
op-symmetric. We record this fact as the next proposition.
Proposition 18.1.13. If R is a NC dualizing complex over A, then R is also a
NC dualizing complex over Aop.
Example 18.1.14. ANC ringA is called regular if it has finite global cohomological
dimension on both sides. This is very similar to the graded definition (see Definition
15.4.1). Let us recall what it means: there is some natural number d such that
ExtiA(M,N) = 0 for all i > d and all M,N ∈ M(A); and also ExtiAop(M ′, N ′) = 0
for all i > d and all M ′, N ′ ∈ M(Aop). The smallest such number d is the global
cohomological dimension of A.
Such rings are easy to find; for instance, if K is a field, and g is finite Lie
algebra over K, then the universal enveloping ring A := U(g) is regular; the global
cohomological dimension of A is d := rankK(g).
A weaker condition is this: A is called Gorenstein if A has finite injective dimen-
sion both as a left module and as a right module over itself. Namely there is some
natural number d such that ExtiA(M,A) = 0 for all i > d and all M ∈ M(A); and
also ExtiAop(M ′, A) = 0 for all i > d and all M ′ ∈M(Aop).
Assume A is Gorenstein. Then the complex of bimodules R := A satisfies con-
dition (ii) of Definition 18.1.12. Conditions (i) and (iii) of this definition are auto-
matically true. We conclude that R := A is a NC dualizing complex over itself.
Definition 18.1.15. Let A be a noetherian ring, let R be a NC dualizing complex
over A, and let B be a second ring. The duality functors associated to R are the
triangulated functors
DA : D(A⊗Bop)op → D(B ⊗Aop), DA := RHomA(−, R)
and
DAop : D(B ⊗Aop)op → D(A⊗Bop), DAop := RHomAop(−, R).
Notice that the expressions DA and DAop leave R and B implicit; this is because
the dualizing complex R is taken to be fixed, and the second ring B is less important.
The NC derived Hom-evaluation morphisms were already discussed in Subsection
17.1, in the algebraically graded context. The nongraded definition is very similar.
Given a complex M ∈ D(A⊗Bop), there is a morphism
(18.1.16) evR,RM : M → DAop(DA(M)) = RHomAop
(
RHomA(M,R), R
)
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in D(A ⊗ Bop), which is functorial in M . If we choose a K-injective resolution
R→ I in D(Aen), then we have an isomorphism
DAop(DA(M)) ∼= HomAop
(
HomA(M, I), I
)
in D(A ⊗ Bop), and the morphism evR,RM is represented by the Hom-evaluation
homomorphism
evM,I : M → HomAop
(
HomA(M, I), I
)
in Cstr(A⊗Bop). For this we use the results of Subsection 14.3, that apply because
A and B are flat over K.
In the special case when B = A and M = A, the morphism evR,RA recovers the
derived homothety morphism through A, see (18.1.11); i.e.
(18.1.17) hmRR,A = ev
R,R
A : A→ RHomAop(R,R)
in D(Aen). This formula makes implicit use of the left co-unitor isomorphism lcu :
RHomA(A,R)
'−→ R in D(Aen). Likewise for the homothety morphism hmRR,Aop .
Theorem 18.1.18. Let A be a noetherian ring, let R be a NC dualizing complex
over A, let B be a second ring, and let DA and DAop be the duality functors asso-
ciated to R. Let ? be a boundedness indicator, and let M ∈ D?(f,..)(A⊗Bop). Then
the following hold:
(1) The complex DA(M) belongs to D−?(..,f)(B ⊗ Aop), where −? is the reversed
boundedness indicator.
(2) The derived Hom-evaluation morphism evR,RM : M → DAop(DA(M)) in
D(A⊗Bop) is an isomorphism.
Proof. The proof is the same as that of Theorem 17.1.6, with the obvious modifi-
cations (i.e. neglecting the algebraic grading). It all boils down to Theorems 12.5.7
and 12.5.2. 
Corollary 18.1.19. Under the assumptions of Theorem 18.1.18, the functor
DA : D?(f,..)(A⊗Bop)op → D−?(..,f)(B ⊗Aop)
is an equivalence of triangulated categories, with quasi-inverse DAop .
Proof. First we note that the op-symmetry (Proposition 18.1.13) implies that The-
orem 18.1.18 is true after exchanging A with Aop. Thus evR,RN : N → DA(DAop(N))
is an isomorphism for every N ∈ D−?(..,f)(B ⊗Aop). Now the assertion is clear. 
We need a better understanding of the derived homothety morphisms. Suppose
M ∈ C(A⊗Bop). The right action of B onM is the homothety ring homomorphism
through Bop, hmM,Bop : Bop → EndCstr(A)(M). Namely for elements b ∈ B and
m ∈ M i we have hmM,Bop(op(b))(m) = m ·b ∈ M i. By composing hmM,Bop with
the localization functor Q : Cstr(A)→ D(A) we obtain the ring homomorphism
(18.1.20) hmDM,Bop := Q ◦hmM,Bop : Bop → EndD(A)(M).
Lemma 18.1.21. Let M ∈ D(A⊗Bop). The three conditions below are equivalent.
(i) M has the derived Morita property on the A side, i.e. (18.1.10) is an iso-
morphism.
(ii) For every p 6= 0 the module HomD(A)(M,M [p]) is zero, and the ring homo-
morphism hmDM,Bop : Bop → EndD(A)(M) is bijective.
(iii) For every p 6= 0 the module Hp(RHomA(M,M)) is zero, and the Bop-
module H0
(
RHomA(M,M)
)
is free, with basis the element idM .
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Proof. This is clear from the canonical isomorphisms
HomD(A)
(
M,M [p]
) ∼= Hp(RHomA(M,M))
of Corollary 12.2.8. 
Lemma 18.1.22. Let T ∈ D(Aen), and consider the triangulated functor
G := T ⊗LA (−) : D(A⊗Bop)→ D(A⊗Bop).
For every M ∈ D(A⊗Bop) the diagram
Bop
hmDM,Bop
//
hmDG(M),Bop
((
EndD(A)(M)
G

EndD(A)(G(M))
of ring homomorphisms is commutative.
Proof. This is because the action of Bop onM is categorical, i.e. by endomorphisms
in D(A). 
Lemma 18.1.23. Let R ∈ D(Aen), and consider the triangulated functor
D := RHomA(−, R) : D(A⊗Bop)op → D(B ⊗Aop).
For every M ∈ D(A⊗Bop) the diagram
Bop
hmDM,Bop
//
Op(hmDD(M),B)
))
EndD(A)(M)
D

EndD(Aop)(D(M))op
of ring homomorphisms is commutative.
Proof. Same as the previous lemma, only here D is contravariant. 
Tilting DG bimodules were defined in Definition 14.4.1. Here we call them tilting
complexes. Given a tilting complex T ∈ D(Aen), we know that its quasi-inverse T∨
satisfies T∨ ∼= RHomA(T,A) ∼= RHomAop(T,A) in D(Aen). See Corollary 14.4.27
with B = A, and use the ring isomorphism (18.1.3).
Lemma 18.1.24. Let T be a tilting complex complex over A, with quasi-inverse
T∨. Then there is an isomorphism T ⊗LA (−) ∼= RHomA(T∨,−) of triangulated
functors from D(A⊗Bop) to itself.
Proof. Let’s write S := T∨. Then T ∼= S∨ ∼= RHomA(S,A). We know that S is
perfect on the A side (see Corollary 14.4.28), so by Theorem 14.1.22 we have
T ⊗LAM ∼= RHomA(S,A)⊗LAM
∼= RHomA(S,A⊗LAM) ∼= RHomA(T∨,M). 
Theorem 18.1.25 ([165]). Let A be a noetherian ring, and let R be a NC dualizing
complex over A.
(1) Given a tilting complex T over A, the complex R′ := T ⊗LA R is also a NC
dualizing complex over A.
(2) Given a second NC dualizing complex R′ over A, the complex T :=
RHomA(R,R′) is a tilting complex over A, and R′ ∼= T ⊗LA R in D(Aen).
(3) If T is a tilting complex over A, and if T ⊗LAR ∼= R in D(Aen), then T ∼= A
in D(Aen).
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Proof.
(1) We need to verify that R′ satisfies conditions (i)-(iii) of Definition 18.1.12.
Consider the equivalence of triangulated categories G := T ⊗LA (−) : D(A) →
D(A). The functor G has finite cohomological dimension (see Theorem 14.1.22,
Corollary 14.4.28 and Proposition 14.1.5). Now G(A) = T , and T ∈ Dbf (A) by
Theorem 14.1.26, so Theorem 12.5.8 tells us that G(M) ∈ Dbf (A) for every M ∈
Dbf (A). Taking M := R we see that R′ = G(R) ∈ Dbf (A).
Let T∨ be the quasi-inverse of T . By Lemma 18.1.24, with B = A, we see that
(18.1.26) R′ = T ⊗LA R ∼= RHomA(T∨, R) = DA(T∨)
in D(Aen). The tilting complex T∨ belongs to Dbf (A), so according to Theorem
18.1.18(1) with B = K, we see that DA(T∨) ∈ Dbf (Aop). Thus R′ ∈ Dbf (Aop). We
have now verified condition (i) of Definition 18.1.12 for R′.
To prove that R′ has finite injective dimension over A, we need to find a uniform
bound on the cohomology of RHomA(M,R′), for all M ∈ M(A). This is the same
as finding a natural number d such that HomD(A)(M,R′[i]) = 0 for all M ∈ M(A)
and |i| > d. We shall use the equivalence of triangulated categories
G∨ := T∨ ⊗LA (−) ∼= RHomA(T,−) : D(A)→ D(A).
Since R ∼= G∨(R′), we obtain a K-module isomorphism
G∨ : HomD(A)
(
M,R′[i]
) '−→ HomD(A)(G∨(M), R[i])
for every i. The functor G∨ has finite cohomological dimension, and R has finite
injective dimension; their sum d serves as the required bound.
Now let us prove that R′ has finite injective dimension over Aop. Take a module
M ∈M(Aop). We have these isomorphisms for every integer i :
Hi
(
RHomAop(M,R′)
) ∼=1 HomD(Aop)(M,R′[i])
∼=2 HomD(Aop)
(
M,DA(T∨)[i]
)
∼=3 HomD(A)
(
T∨, DAop(M)[i]
)
∼=4 Hi(RHomA(T∨,RHomAop(M,R)))
∼=5 Hi(T ⊗LA RHomAop(M,R))
= Hi
(
(G ◦DAop)(M)
)
.
The justifications are as follows:
∼=1 : This is by Corollary 12.2.8.
∼=2 : This is by formula (18.1.26).
∼=3 : This relies on Corollary 18.1.19.
∼=4 : Again we use Corollary 12.2.8.
∼=5 : It is due to Lemma 18.1.24.
The functors G and DAop have finite cohomological dimensions, so we have a uni-
form bound on the cohomology of (G ◦DAop)(M). This completes the proof that
R′ satisfies condition (ii) of Definition 18.1.12.
To prove that R′ has the derived Morita property on the A side we use the
fact that R has the derived Morita property on the A side, and we invoke Lemma
18.1.21 with B := A and M := R. Since R′ = G(R), for every i ∈ Z we have an
isomorphism of K-modules
G : HomD(A)
(
R,R[i]
) '−→ HomD(A)(R′, R′[i]),
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and this is zero when i 6= 0. For i = 0 we use Lemma 18.1.22: there is a commutative
diagram of rings
Aop
hmDAop,R
∼=
//
hmD
Aop,R′ ((
EndD(A)(R)
G∼=

EndD(A)(R′)
and the vertical arrow G is an isomorphism. Therefore hmDAop,R′ is a ring isomor-
phism.
Finally, to prove that R′ has the derived Morita property on the Aop side we
use the fact that the tilting complex T∨ has the derived Morita property on the A
side (by Corollary 14.4.28), together with Lemma 18.1.21, applied to the complexes
T∨ ∈M(A⊗Aop) and R′ ∈M(Aop ⊗A). Recall from (18.1.26) that R′ ∼= DA(T∨)
in D(Aen). By Corollary 18.1.19, for every i ∈ Z we have an isomorphism of K-
modules
DA : HomD(A)
(
T∨, T∨[i]
) '−→ HomD(Aop)(R′, R′[i]),
and this is zero when i 6= 0. For i = 0 we use Lemma 18.1.23: there is a commutative
diagram of rings
Aop
hmD
Aop,T∨
∼=
//
Op(hmD
A,R′ ) ((
EndD(A)(T∨)
DA∼=

EndD(Aop)(R′)op
It follows that hmDA,R′ : A→ EndD(Aop)(R′) is a ring isomorphism.
(2) The proof of this item is a minor modification of the proof of Theorem 17.1.10.
Indeed, an ungraded version of Lemma 17.1.13 holds here, and we use Theorem
18.1.18 instead of Theorem 17.1.6.
(3) Assume that T ⊗LAR ∼= R in D(Aen). Of course R = DA(A). Formula (18.1.26)
says that DA(A) ∼= DA(T∨) in D(Aen). By Corollary 18.1.19 we conclude that
A ∼= T∨ in D(Aen). But then A ∼= T in D(Aen). 
The op-symmetry that gave rise to Proposition 18.1.13 implies that several vari-
ations of Theorem 18.1.25 are true. We wish to write down only one of them, that
will be needed later.
Corollary 18.1.27. Let A be a noetherian ring, and let R and R′ be NC dualizing
complexes over A. Then there is a tilting complex T ′ such that R′ ∼= R ⊗LA T ′ in
D(Aen).
Proof. This is a trivial (yet confusing) consequence of item (2) of Theorem 18.1.25,
when viewing R and R′ as NC dualizing complexes over the ring Aop. 
Recall that a left action of a group G on a nonempty set X is called simply
transitive if there is one G-orbit in X, and the stabilizer of every point x ∈ X is
trivial. I.e. for every (or equivalently, for some) point x ∈ X the action function
G× {x} → X, (g, x) 7→ g(x), is bijective.
Corollary 18.1.28. Let A be a ring, and assume it has at least one NC dualizing
complex. Then the left action of the group DPicK(A) on the set of isomorphism
classes of NC dualizing complexes, induced by the bifunctor (T,R) 7→ T ⊗LA R, is
simply transitive.
417
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Proof. By Theorem 18.1.25(1) this is a well-defined action: T ⊗LA R is a NC dual-
izing complex. The action is transitive by Theorem 18.1.25(2), and it has trivial
stabilizers by Theorem 18.1.25(3). 
Remark 18.1.29. Suppose A is a noetherian commutative K-ring. A noncom-
mutative dualizing complex over A is not the same as a commutative dualizing
complex over A, in the sense of Definition 13.1.9. Indeed, there is a K-ring ho-
momorphism Aen → A, and this induces a restriction functor D(A) → D(Aen). If
R ∈ D(A) is a commutative dualizing complex over A, then its image in D(Aen)
is a noncommutative dualizing complex over A. However, according to Theorem
18.1.25(1), given any tilting complex T over A, the complex R′ := T ⊗LA R is also
a NC dualizing complex over A. And R′ can very easily fail to be in the essential
image of D(A); e.g. by taking T := A(ψ), the twist by an automorphism ψ of the
trivial bimodule A.
Remark 18.1.30. In case the base ring K is not a field, but A is a flat noetherian
K-ring, then the definitions and results in this subsection are still valid.
In case the ring A is noetherian, but is not flat over the base ring K, we can
still define NC dualizing complexes over it. For that we choose a K-flat DG ring
resolution A˜ → A over K; see Theorem 12.8.7 and Proposition 12.8.5. A NC
dualizing complex over A is then a complex R ∈ D(A˜en) that satisfies the three
conditions of Definition 18.1.12. As explained in Remark 14.3.24, the triangulated
category D(A˜en) is independent of the resolution A˜, up to a canonical equivalence.
This means that the dualizing complex R is also independent of the resolution.
It is expected that Theorems 18.1.18 and 18.1.25 will still hold in this general
situation; but we did not verify this assertion.
However, flatness alone is not sufficient for many of the results in the following
subsections (mainly in Subsection 18.5, in which we rely on results from Section
17, that assumed Convention 15.1.17.) Therefore we decided to assume K is a field
in the current subsection as well.
18.2. Rigid NC DC: Definition and Uniqueness. In this subsection we intro-
duce rigid NC dualizing complexes, and prove their uniqueness. The material is
mostly from Van den Bergh’s paper [153], with some improvements coming from
[165]. We continue with Convention 18.1.1; in particular, K is a base field, and all
rings are central over K.
Let A be a ring, and let M,N ∈ M(Aen). The K-module M ⊗ N has two A-
module structures and two Aop-module structures, all commuting with each other.
We organize them into an outside action and an inside action of the ring Aen. Here
are the formulas: given elements m ∈M , n ∈ N and a1, a2 ∈ A, we let
(18.2.1) (a1 ⊗ op(a2)) ·out (m⊗ n) := (a1 ·m)⊗ (n ·a2)
and
(18.2.2) (a1 ⊗ op(a2)) · in (m⊗ n) := (m ·a2)⊗ (a1 ·n).
In these formulas we are using the canonical anti-automorphism op : A→ Aop. We
shall denote the two copies of Aen that act on M ⊗N by
(18.2.3) Aen,out = Aout ⊗Aop,out
and
(18.2.4) Aen,in = Ain ⊗Aop,in.
Namely the ring Aen,out acts on M ⊗N by the outside action (18.2.1), and the ring
Aen,in acts by the inside action (18.2.2).
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Let us define the ring
(18.2.5) Afour := Aen,out ⊗Aen,in.
There are ring homomorphisms
(18.2.6) Aen,out → Afour ← Aen,in.
With this notation we have M ⊗ N ∈ M(Afour). The action of the ring Afour on
the module M ⊗N is this, explicitly: an element(
a1 ⊗ op(a2)
)⊗ (a3 ⊗ op(a4)) ∈ Afour
acts on an element m⊗ n ∈M ⊗N by(
(a1 ⊗ op(a2))⊗ (a3 ⊗ op(a4))
) ·(m⊗ n) = (a1 ·m ·a4)⊗ (a3 ·n ·a2).
In some situations we prefer to view the inside action of Aen on M ⊗ N as a
right action. This is possible by the isomorphism trop from formula (18.1.5). To
be explicit, for elements m⊗ n ∈M ⊗N and a3 ⊗ op(a4) ∈ Aen,in the action is as
follows, using formula (18.1.8):
(18.2.7)
(m⊗ n) · in (a3 ⊗ op(a4)) = (a4 ⊗ op(a3)) · in (m⊗ n)
= (m ·a3)⊗ (a4 ·n).
Example 18.2.8. Suppose we take M = N := A ∈M(Aen). Then P := M ⊗N =
A ⊗ A can also be viewed as P ∼= Aen, and then in it an Aen-bimodule. The left
Aen-module structure on P ∼= Aen is this: for a module element b1 ⊗ b2 ∈ P and a
ring element a1 ⊗ op(a2) ∈ Aen we have(
a1 ⊗ op(a2)
) ·(b1 ⊗ b2) = (a1 ·b1)⊗ (b2 ·a2);
so this is the outside action on P = A ⊗ A. The right Aen-module structure on
P ∼= Aen is this: for a ring element a3 ⊗ op(a4) ∈ Aen we have
(b1 ⊗ b2) ·
(
a3 ⊗ op(a4)
)
= (b1 ·a3)⊗ (a4 ·b2);
so this is the inside action on P = A⊗A, cf. (18.2.7).
Given bimodules L,M,N ∈ M(Aen), we denote by HomAen,out(L,M ⊗ N) the
K-module of homomorphisms φ : L → M ⊗ N that are Aen-linear for the outside
action of Aen on M ⊗ N . This is an Aen-module by the inside action on M ⊗ N .
Namely
HomAen,out(L,M ⊗N) ∈M(Aen,in) = M(Aen).
All these four-module operations extend in an obvious way to complexes, and
can be derived.
Definition 18.2.9. Let A be a ring and M ∈ D(Aen). The NC square of M is
the complex
SqA(M) := RHomAen,out(A,M ⊗M) ∈ D(Aen,in) = D(Aen).
Of course the square is relative to the base field K, which is implicit in the
formulas.
The square of the complex M is calculated as follows. First note that M is
K-flat over K, since K is a field; so M ⊗M = M ⊗LK M ∈ D(Afour). We choose a
K-injective resolution M ⊗M → I in Cstr(Afour). The complex I is unique up to
a homotopy equivalence, that itself is unique up to homotopy (in other words, I
is unique up to a unique isomorphism in K(Afour)). Because of the flatness of the
ring homomorphisms (18.2.6), the complex I is K-injective over Aen,out, and
(18.2.10) SqA(M) = HomAen,out(A, I) ∈ D(Aen,in) = D(Aen).
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Definition 18.2.11. Let φ : M → N be a morphism in D(Aen). The NC square
of φ is the morphism
SqA(φ) := RHomAen,out(idA, φ⊗ φ) : SqA(M)→ SqA(N)
in D(Aen).
The square of the morphism φ is calculated as follows. Choose a K-projective
resolution P → M in Cstr(Aen). Then φ is represented by a homomorphism φ˜ :
P → N in Cstr(Aen). The morphism φ ⊗ φ : M ⊗M → N ⊗ N in D(Afour) is
represented by the homomorphism φ˜ ⊗ φ˜ : P ⊗ P → N ⊗ N in Cstr(Afour). Next
we choose K-injective resolutions P ⊗ P → I and N ⊗N → J in Cstr(Afour). The
homomorphism φ˜⊗ φ˜ induces a homomorphism ψ˜ : I → J in Cstr(Afour). Note that
ψ˜ is unique up to homotopy. Finally
SqA(φ) = Q
(
HomAen,out(idA, ψ˜)
)
:
SqA(M) = HomAen,out(A, I)→ SqA(N) = HomAen,out(A, J)
in D(Aen,in) = D(Aen).
Definition 18.2.12. Let A be a ring. A NC rigid complex over A is a pair (M,ρ),
where M ∈ D(Aen), and ρ : M '−→ SqA(M) is an isomorphism in D(Aen), called a
NC rigidifying isomorphism.
Definition 18.2.13. Let (M,ρ) and (N, σ) be NC rigid complexes over A. A NC
rigid morphism over A
φ : (M,ρ)→ (N, σ)
is a morphism φ : M → N in D(Aen), such that the diagram
M
ρ
//
φ

SqA(M)
SqA(φ)

N
σ // SqA(N)
in D(Aen) is commutative.
Definition 18.2.14. Let A be a ring. The category of NC rigid complexes over A
is the category whose objects are the NC rigid complexes from Definition 18.2.12,
and whose morphisms are the NC rigid morphisms Definition 18.2.13.
Definition 18.2.15 (Van den Bergh [153]). Let A be a noetherian ring. A rigid
NC dualizing complex over A is a NC rigid complex (R, ρ), such that R is a NC
dualizing complex over A, in the sense of Definition 18.1.12.
Again, we remind that the notion of rigidity is relative to the base field K.
Recall that the center of the ring A is denoted by Cent(A). Of course Cent(A) =
Cent(Aop). Given a bimodule M ∈M(Aen), there are two ring homomorphisms
chmM,A, chmM,Aop : Cent(A)→ EndM(Aen)(M),
that we call the central homotheties through A and through Aop respectively. In
terms of elements they are chmM,A(a)(m) := a ·m and chmM,Aop(a)(m) := m·a for
a ∈ Cent(A) and m ∈M .
Example 18.2.16. For the bimodule M = A, both ring homomorphisms
chmA,A, chmA,Aop : Cent(A)→ EndM(Aen)(A)
are isomorphisms, and they are equal.
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The ring homomorphisms chmM,A and chmM,Aop extend to complexes, namely
for M ∈ C(Aen) there are ring homomorphisms
chmM,A, chmM,Aop : Cent(A)→ EndCstr(Aen)(M).
By postcomposing them with the categorical localization functor Q we obtain ring
homomorphisms
chmDM,A, chmDM,Aop : Cent(A)→ EndD(Aen)(M).
These central homotheties were already used in Subsection 14.5.
Example 18.2.17. For the complex of bimodules M = A, both ring homomor-
phisms
chmDM,A, chmDM,Aop : Cent(A)→ EndD(Aen)(A)
are isomorphisms, and they are equal. This is because of the fully faithful embed-
ding M(Aen)→ D(Aen) and the previous example.
Lemma 18.2.18. Given R ∈ D(Aen), consider the functor
D := HomA(−, R) : D(Aen)op → D(Aen).
Then for every M ∈ D(Aen) the diagram of rings
Cent(A)
chmDM,Aop
//
chmDD(M),A
))
EndD(Aen)(M)
D

EndD(Aen)
(
D(M)
)op
is commutative.
Proof. Choose a K-injective resolution R→ I in Cstr(Aen), and consider the functor
D˜ := HomA(−, I). So D ∼= D˜ as functors D(Aen)op → D(Aen). Because of the
contravariance of D˜, the diagram of rings
Cent(A)
chmM,Aop
//
chmD˜(M),A
))
EndCstr(Aen)(M)
D˜

EndCstr(Aen)
(
D˜(M)
)op
is commutative. After applying the localization functor Q to the vertical arrow D˜
in the diagram above, we obtain the commutative diagram on the derived level. 
Lemma 18.2.19. Given M,N ∈ D(Aen), consider the complex
L := RHomAen,out(A,M ⊗N) ∈ D(Aen,in) = D(Aen).
Let a, a′, a′′ ∈ Cent(A) be elements such that chmDN,A(a) = chmDN,Aop(a′) in
EndD(Aen)(N) and chmDM,A(a′) = chmDM,Aop(a′′) in EndD(Aen)(M). Then
chmDL,A(a) = chmDL,Aop(a′′) in EndD(Aen)(L).
Proof. The proof resembles that of Lemma 14.5.15. Consider the object M ⊗N ∈
D(Afour). There are four ring homomorphisms
chmDM⊗N,B : Cent(A)→ EndD(Afour)(M ⊗N),
corresponding to these four options for the ring B, in terms of formulas (18.2.3)
and (18.2.4): B := Aout, Aop,out, Ain, Aop,in. We know that
(18.2.20)
chmDM⊗N,Ain(a) = chmDM⊗N,Aop,out(a′)
chmDM⊗N,Aout(a′) = chmDM⊗N,Aop,in(a′′).
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Let M ⊗N → J be a K-injective resolution in Cstr(Afour), so
EndD(Afour)(M ⊗N) ∼= H0
(
EndCstr(Afour)(J)
)
as rings. Formulas (18.2.20) imply that
(18.2.21)
chmJ,Ain(a) ∼ chmJ,Aop,out(a′),
chmJ,Aout(a′) ∼ chmJ,Aop,in(a′′),
where “∼” means the homotopy relation on degree 0 cocycles in the DG ring
EndAfour(J).
Now let us write L˜ = HomAen,out(A, J) ∈ C(Aen,in). The complex L˜ is K-injective
over Aen,in, again by the flatness of the ring homomorphism (18.2.6), and L˜ ∼= L in
D(Aen,in). Hence there is a ring isomorphism
(18.2.22) H0
(
EndAen,in(L˜)
) ∼= EndD(Aen,in)(L).
Now A is a central bimodule over its center. This implies that the two actions
of Cent(A) on L˜ that come from chmJ,Aout and chmJ,Aop,out are equal. The two
actions of Cent(A) on L˜ that come from chmJ,Ain and chmJ,Aop,in are the actions
chmL˜,Ain and chmL˜,Aop,in respectively. From formulas (18.2.21) we conclude that
chmL˜,Ain(a) ∼ chmL˜,Aop,in(a′′). By formula (18.2.22) we see that chmDL,Ain(a) =
chmDL,Aop,in(a′′) as claimed. 
Theorem 18.2.23 ([165]). Let A be a noetherian ring, and let R be a NC dualizing
complex over A.
(1) The two ring homomorphisms
chmDR,A, chmDR,Aop : Cent(A)→ EndD(Aen)(R)
are bijective.
(2) If R is a rigid NC dualizing complex, then chmDR,A = chmDR,Aop .
Proof.
(1) Recall the duality functor DA from Definition 18.1.15, with B = A. By Corol-
lary 18.1.19 it gives rise to an equivalence DA : Db(f,..)(Aen)op → Db(..,f)(Aen). By
Lemma 18.2.18, for every M ∈ Db(f,..)(Aen) we get a commutative diagram of rings
Cent(A)
chmDM,Aop
//
chmDDA(M),A ))
EndD(Aen)(M)
DA∼=

EndD(Aen)
(
DA(M)
)op
Note that the vertical arrow DA is an isomorphism. Taking M = R we have
DA(R) ∼= A in D(Aen). As we saw in Example 18.2.17, the homomorphism chmDA,A
is bijective. This proves that chmDR,Aop is bijective.
Likewise for chmDR,A, but this time we use the duality functor DAop .
(2) Now there is a rigidifying isomorphism ρ : R '−→ SqA(R) in D(Aen). Let
f : Cent(A) → Cent(A) be the ring automorphism f := (chmDR,Aop)−1 ◦ chmDR,A.
We need to prove that f = id.
For this we shall use Lemma 18.2.19, with M = N := R, so L ∼= SqA(R) in
D(Aen). Take an element a ∈ Cent(A), and let a′ := f(a) and a′′ := f(a′) in
Cent(A). The lemma says that chmDL,A(a) = chmDL,Aop(a′′). But by the definition
of f and a′ we have chmDR,A(a) = chmDR,Aop(a′). Since R ∼= L in D(Aen), and since
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chmDR,Aop is bijective, we conclude that a′ = a′′. This means that f(a) = f(f(a)),
so a = f(a). Finally, the element a was arbitrary, and hence f = id. 
Lemma 18.2.24. Let (R, ρ) and (R′, ρ′) be rigid dualizing complexes, let φ : R→
R′ be a morphism in D(Aen), and let a ∈ Cent(A). Then
SqA
(
φ ◦ chmDR,A(a)
)
= SqA(φ) ◦ chmDSqA(R),A(a2)
as morphisms SqA(R)→ SqA(R′) in D(Aen).
Proof. Because SqA is a functor, there is equality
SqA
(
φ ◦ chmDR,A(a)
)
= SqA(φ) ◦ SqA
(
chmDR,A(a)
)
.
So we can assume that R′ = R and φ = idR. We need to prove that the equality
(18.2.25) SqA
(
chmDR,A(a)
)
= chmDSqA(R),A(a
2)
holds for these endomorphisms of SqA(R) in D(Aen).
From Definition 18.2.11, applied to the morphism chmDR,A(a) : R→ R in D(Aen),
we see that
(18.2.26) SqA
(
chmDR,A(a)
)
= chmDSqA(R),Aout(a) ◦ chm
D
SqA(R),Ain(a)
as endomorphisms of SqA(R) in D(Aen) = D(Aen,in). But because R is a rigid dual-
izing complex, Theorem 18.2.11(2) says that chmDR,A(a) = chmDR,Aop(a). Therefore,
in formula (18.2.26) we can replace the action of a through Aout with its action
through Aop,in. This gives
(18.2.27) SqA
(
chmDR,A(a)
)
= chmDSqA(R),Aop,in(a) ◦ chm
D
SqA(R),Ain(a).
Next, using Lemma 18.2.19, with M = N := R and a′ = a′′ := a, we obtain
chmDSqA(R),Aop,in(a) = chm
D
SqA(R),Ain(a).
Plugging this into (18.2.27) we get
SqA
(
chmDR,A(a)
)
= chmDSqA(R),Ain(a)
2.
Finally, since chmDSqA(R),Ain is a ring homomorphism, we end up with (18.2.25). 
In Definition 12.9.1 we introduced derived pseudo-finite DG modules over a DG
ring A. Recall that a DG module M ∈ D(A) is called derived pseudo-finite if it
belongs to the saturated full triangulated subcategory of D(A) generated by the
pseudo-finite semi-free DG modules. When A is a ring, the pseudo-finite semi-free
DG A-modules are precisely the bounded above complexes of finite free A-modules.
Theorem 18.2.28 (Uniqueness, [153], [165]). Let A be a noetherian ring, and
assume A is a derived pseudo-finite complex over Aen. Suppose (R, ρ) is a NC
rigid dualizing complex over A. Then (R, ρ) is unique, up to a unique NC rigid
isomorphism.
Proof. Suppose (R′, ρ′) is another NC rigid dualizing complex over A. According
to Theorem 18.1.25 and Corollary 18.1.27, there are tilting complexes T and T ′
over A such that
(18.2.29) R′ ∼= T ⊗LA R ∼= R⊗LA T ′
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in D(Aen). We have the following sequence of isomorphisms in D(Aen) :
(18.2.30)
T ⊗LA R ∼=1 R′ ∼=2 RHomAen,out(A,R′ ⊗R′)
∼=1 RHomAen,out
(
A, (R⊗LA T ′)⊗ (T ⊗LA R)
)
∼=3 RHomAen,out
(
A, (R⊗R)⊗LAen (T ′ ⊗ T )
)
∼=4 RHomAen,out(A,R⊗R)⊗LAen (T ′ ⊗ T )
∼=5 R⊗LAen (T ′ ⊗ T ) ∼=6 T ⊗LA R⊗LA T ′.
Here are the explanations for the various isomorphisms:
∼=1 : These are due to (18.2.29).
∼=2 : This is the rigidifying isomorphism ρ′.
∼=3 : This isomorphism is by rearranging the tensor factors, and in it the inside
action of Aen on R ⊗ R is viewed as a right action, and this matches the
left outside action of Aen on T ′ ⊗ T . Cf. formulas (18.2.7) and (18.2.1).
∼=4 : It is an application of the tensor-evaluation isomorphism (see Theorem
12.9.10). This is where we need A to be a derived pseudo-finite complex
over Aen – so that condition (i) of Theorem 12.9.10 will hold. Condition (ii)
that theorem holds since the complex R⊗R has bounded cohomology. As
for condition (iii) of the theorem: the complex T ′ ⊗ T is a tilting complex
over the ring Aen, so it has finite flat dimension, and thus it certainly has
derived bounded below tensor displacement.
∼=5 : This uses the rigidifying isomorphism ρ.
∼=6 : It is a rearranging the tensor factors. Recall that the left action of Aen on
T ′ ⊗ T is the outside action, cf. formula(18.2.1).
Let T∨ be the quasi-inverse of T . After applying T∨⊗LA (−) to the isomorphisms
(18.2.30) we get R ∼= R ⊗LA T ′ in D(Aen). Equation (18.2.29) tells us that there is
an isomorphism φ† : R '−→ R′ in D(Aen).
The isomorphism φ† above need not be rigid. What we do know is that both
morphisms ρ′ ◦ φ†, SqA(φ†) ◦ ρ : R → SqA(R′) are isomorphisms in D(Aen). By
Theorem 18.2.23 the automorphisms of R in D(Aen) are all of the form chmDR,A(a),
for elements a ∈ Cent(A)×. Thus there is a unique invertible central element a ∈ A
such that
(18.2.31) SqA(φ†) ◦ ρ = ρ′ ◦ φ† ◦ chmDR,A(a).
Define the isomorphism
φ := φ† ◦ chmDR,A(a−1) : R '−→ R′
in D(Aen). Then we have the following equalities:
SqA(φ) ◦ ρ = SqA
(
φ† ◦ chmDR,A(a−1)
) ◦ ρ
=(i) SqA(φ†) ◦ chmDSqA(R),A(a−2) ◦ ρ
=(ii) SqA(φ†) ◦ ρ ◦ chmDR,A(a−2)
=(iii) ρ′ ◦ φ† ◦ chmDR,A(a) ◦ chmDR,A(a−2)
=(iv) ρ′ ◦ φ† ◦ chmDR,A(a−1) = ρ′ ◦ φ.
The equality =(i) is due to Lemma 18.2.24. In the equality =(ii) we have used the
fact that ρ is a Cent(A)-linear morphism for the action through A, so ρ commutes
with chmDR,A(a−2). Equality =(iii) is from (18.2.31). And equality =(iv) is because
chmDR,A is a ring homomorphism. We see that φ : R
'−→ R′ is a rigid isomorphism.
The uniqueness of the element a implies the uniqueness of the rigid isomorphism φ
(by the same sort of calculation). 
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Remark 18.2.32. As mentioned in Remark 18.1.30, for the purposes of Subsection
18.1, the only requirement on the base ring K is that the central K-ring A is flat
over it.
In this subsection that is not enough. Suppose that A is flat over K. In order to
prove the uniqueness of a rigid dualizing complex R ∈ Db(Aen), utilizing Theorem
12.9.10, we need that the complex R ⊗LK R ∈ D(Aen) will have bounded below
cohomology. The only way we know to guarantee this is if the base ring K is
regular. Notice that the regularity requirement is also needed in the commutative
theory (see Setup 13.5.1 and Remark 13.5.18).
Presumably the regularity of the base ring K is the only obstruction. The lack
of flatness of A can be handled using a suitable DG ring resolution A˜ → A, as
explained in Remark 18.1.30. Thus we predict that the definitions and results of
this subsection will remain valid if K is a regular nonzero commutative base ring,
and A is a noetherian central K-ring.
18.3. Interlude: Graded Rings of Laurent Type. Algebraically graded rings
were introduced in Section 15, and we now return to them, and refer to them
simply as graded rings. In this section we specialize to a particular kind of graded
ring, that is needed for the next two subsections. The two main results here are
Theorems 18.3.10 and 18.3.20.
We continue with Convention 18.1.1; in particular, K is a base field, and all rings
are central over K.
Definition 18.3.1. A graded ring B˜ is called a graded ring of Laurent type if there
is an invertible central element c˜ in B˜ of degree 1. Such an element c˜ is called a
uniformizer of B˜.
Of course if B˜ is a graded ring of Laurent type, then B˜i ·B˜j = B˜i+j for all
i, j ∈ Z. A graded ring with this property is called a strongly graded ring.
The next lemma describes the structure of graded rings of Laurent type. Let
K[t, t−1] be the ring of Laurent polynomials in the degree 1 variable t. Given a ring
B (not graded), we define the graded ring of Laurent type B[t, t−1] := B⊗KK[t, t−1].
The uniformizer is t, and the degree 0 component is B.
Lemma 18.3.2. Let B˜ be a graded ring of Laurent type, with uniformizer c˜, and
define B := B˜0, the degree 0 subring. Then there is a unique isomorphism of graded
rings B[t, t−1] '−→ B˜ that is the identity on B, and sends t 7→ c˜.
Exercise 18.3.3. Prove Lemma 18.3.2.
Note that for B˜ as in the lemma, there is also a surjective ring homomorphism
B˜ → B that sends c˜ 7→ 1. This is not a graded ring homomorphism.
Recall that given a graded ring B˜, the category of graded B˜-modules isM(B˜, gr).
For a graded module M˜ ∈M(B˜, gr), let us write Deg0(M˜) := M˜0, the homogeneous
component of degree 0 of M˜ .
Lemma 18.3.4. Assume B˜ is a graded ring of Laurent type, with B := B˜0.
(1) The functor Deg0 : M(B˜, gr) → M(B) is an equivalence of abelian cate-
gories, with quasi-inverse N 7→ B˜ ⊗B N ∼= K[t, t−1]⊗N .
(2) There is a bifunctorial isomorphism
Deg0
(
HomB˜(M˜, N˜)
) '−→ HomB(Deg0(M˜),Deg0(N˜))
for M˜, N˜ ∈M(B˜, gr). It sends φ˜ 7→ φ˜|Deg0(M˜).
(3) If the graded ring B˜ is left noetherian, then the ring B is left noetherian,
and the functor Deg0 : Mf(B˜, gr) → Mf(B) is an equivalence of abelian
categories.
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Since Deg0 is exact, it extends to derived categories.
Lemma 18.3.5. Assume B˜ is a graded ring of Laurent type, with B := B˜0.
(1) For every boundedness condition ?, the functor Deg0 : D?(B˜, gr)→ D?(B)
is an equivalence of triangulated categories.
(2) If the graded ring B˜ is left noetherian, then Deg0 : D?f (B˜, gr) → D?f (B) is
an equivalence.
Exercise 18.3.6. Prove Lemmas 18.3.4 and 18.3.5.
Lemma 18.3.7. Let B˜ and C˜ be graded rings, with B := B˜0 and C := C˜0. As-
sume B˜ is a graded ring of Laurent type. For M˜, N˜ ∈ D(B˜ ⊗ C˜op, gr) there is an
isomorphism
Deg0
(
RHomB˜(M˜, N˜)
) '−→ RHomB(Deg0(M˜),Deg0(N˜))
in D(Cen), which is functorial in these complexes.
Proof. Choose a semi-graded-free resolution P˜ → M˜ over B˜ ⊗ C˜op. Because C˜
is a graded-free K-module, it follows that the complex P˜ is semi-graded-free over
B˜. Since B = Deg0(B˜), the complex Deg0(P˜ ) is semi-free over the ring B; so
Deg0(P˜ )→ Deg0(M˜) is a semi-free resolution over B. We get these isomorphisms:
Deg0
(
RHomB˜(M˜, N˜)
) ∼= Deg0(HomB˜(P˜ , N˜))
∼=† HomB
(
Deg0(P˜ ),Deg0(N˜)
) ∼= RHomB(Deg0(M˜),Deg0(N˜))
in D(Cen). The isomorphism ∼=† comes from Lemma 18.3.4(2). 
Lemma 18.3.8. Let B˜ be a graded ring, and let c˜ be a central homogeneous element
of B˜ of positive degree. Then the central element c˜− 1 is regular in B˜.
Proof. Take a nonzero element b˜ ∈ B˜, with homogeneous component decomposition
b˜ = b˜1 + · · ·+ b˜r, see (15.1.1). So either r = 1 and b˜ = b˜1 is homogeneous, or r ≥ 2,
and then deg(b˜1) < deg(b˜i) for all 2 ≤ i ≤ r. Then the homogeneous component
decomposition of b˜·(c˜− 1) is
b˜·(c˜− 1) = −b˜1 + (higher degree terms).
The element −b˜1 is nonzero, and therefore b˜·(c˜− 1) 6= 0. 
Derived pseudo-finite complexes were introduced in Definition 12.9.1.
Lemma 18.3.9. Let A,B,C be rings; let M1,M2 ∈ D(A); let N1 ∈ D(B); and let
N2 ∈ D(B ⊗ C). There is a morphism
θ : RHomA(M1,M2)⊗ RHomB(N1, N2)→ RHomA⊗B(M1 ⊗N1,M2 ⊗N2)
in D(C), which is functorial in these complexes.
IfM1 is derived pseudo-finite over A, N1 is derived pseudo-finite over B, and the
complexes M2 and N2 have bounded below cohomologies, then θ is an isomorphism.
Proof. Choose semi-free resolutions P1 → M1 and Q1 → N1, over A and B re-
spectively. Then P1 ⊗ Q1 → M1 ⊗ N1 is a semi-free resolution over A ⊗ B; see
Proposition 11.4.12. The morphism θ is represented by the obvious homomorphism
θ˜ : HomA(P1,M2)⊗HomB(Q1, N2)→ HomA⊗B(P1 ⊗Q1,M2 ⊗N2)
in Cstr(C).
Now assume that H(M2) and H(N2) are bounded below. By replacingM2 andN2
with suitable smart truncations, we can assume these are bounded below complexes.
We fix them.
If P1 and Q1 are pseudo-finite semi-free, then θ˜ is an isomorphism in Cstr(C),
by the usual calculation; see Lemma 12.9.11.
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If we fix N1, then the complexes M1 for which θ is an isomorphism form a
saturated full triangulated subcategory of D(A). Likewise, if we fix M1, then the
complexes N1 for which θ is an isomorphism form a saturated full triangulated
subcategory of D(B). See Proposition 5.3.22. Therefore, as in the proof of Theorem
12.9.10, θ is an isomorphism whenever M1 is derived pseudo-finite over A and N1
is derived pseudo-finite over B. 
The inside and outside actions from Subsection 18.2 make sense also in the
graded setting. Here is the first main result of this subsection.
Theorem 18.3.10. Let B˜ be a graded ring of Laurent type, with B := B˜0. Assume
that B is a derived pseudo-finite complex over Ben. Given complexes M˜, N˜ ∈
D+(B˜en, gr), there is an isomorphism
Deg0
(
RHomB˜en,out(B˜, M˜ ⊗ N˜)
)
'−→ RHomBen,out
(
B,Deg0(M˜)⊗Deg0(N˜)
)
[−1]
in D(Ben,in) = D(Ben), which is functorial in these complexes.
Proof. Say c˜ is a uniformizer of B˜. The ring B˜en = B˜ ⊗ B˜op is actually Z2-graded.
Taking the degree 0 component is for the total degree, so the ring Deg0(B˜en) retains
a Z-grading, that we shall call the hidden grading. For the hidden grading there is
a graded ring isomorphism
(18.3.11) Ben[s, s−1] = Ben ⊗K[s, s−1] '−→ Deg0(B˜en),
where s is a variable of hidden degree 1, and it goes to the element c˜ ⊗ c˜−1 ∈
Deg0(B˜en).
Similarly for complexes: given M˜, N˜ ∈ D(B˜en, gr), there is a canonical isomor-
phism
(18.3.12) Deg0(M˜)⊗Deg0(N˜)⊗K[s, s−1] '−→ Deg0(M˜ ⊗ N˜)
in D
(
Bfour[s, s−1]
)
. We are neglecting the hidden grading from this stage onward
in the proof.
According to Lemma 18.3.7 – that applies because B˜en is a graded ring of Laurent
type – there is an isomorphism
(18.3.13) Deg0
(
RHomB˜en,out(B˜, M˜ ⊗ N˜)
) ∼= RHomDeg0(B˜en,out)(B,Deg0(M˜ ⊗ N˜))
in D
(
Deg0(B˜en,in)
)
. After applying the restriction functor D
(
Deg0(B˜en,in)
) →
D(Ben,in) = D(Ben), (18.3.13) becomes an isomorphism in D(Ben). We then have
the following isomorphisms in D(Ben) :
(18.3.14)
RHomDeg0(B˜en,out)
(
B,Deg0(M˜ ⊗ N˜)
)
∼=† RHomBen,out⊗K[s,s−1]
(
B ⊗K, (Deg0(M˜)⊗Deg0(N˜))⊗K[s, s−1])
∼=‡ RHomBen,out
(
B,Deg0(M˜)⊗Deg0(N˜)
)⊗ RHomK[s,s−1](K,K[s, s−1]).
The isomorphism ∼=† comes from formulas (18.3.11) and (18.3.12). The isomor-
phism ∼=‡ is by Lemma 18.3.9; it justified because B is a derived pseudo-finite
complex over Ben, and of course K is a derived pseudo-finite complex over the
noetherian ring K[s, s−1].
The element s− 1 ∈ K[s, s−1] is regular, so we have the Koszul resolution
0→ K[s, s−1] (s−1)·(−)−−−−−−→ K[s, s−1]→ K→ 0.
We use it to calculate
RHomK[s,s−1]
(
K,K[s, s−1]
) ∼= K[−1]
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in D(K). Plugging this into (18.3.14) finishes the proof. 
From here until the end of this subsection we consider a connected graded ring
A˜, with a degree 1 central element c˜ ∈ A˜. Define the ring A := A˜/(c˜− 1), and the
canonical ring surjection f : A˜→ A. Of course the ring A is not graded.
Let A˜c˜ be the localization of A˜ with respect to c˜, i.e. inverting the homogeneous
multiplicatively closed set {c˜ i}i∈N. Because the image of c˜ in A˜c˜ is an invertible
central element of degree 1, the graded ring A˜c˜ is a graded ring of Laurent type,
with uniformizer c˜. We let inc : Deg0(A˜c˜) = (A˜c˜)0 → A˜c˜ be the inclusion of the
degree 0 component of A˜c˜. There is also the ring homomorphism fc˜ : A˜c˜ → A,
fc˜(c˜) = 1.
Lemma 18.3.15.
(1) The ring homomorphism
g := fc˜ ◦ inc : Deg0(A˜c˜) = (A˜c˜)0 → A
is an isomorphism.
(2) The ring isomorphism g extends to a graded ring isomorphism g˜ : A˜c˜
'−→
A[t, t−1] that sends c˜ 7→ t.
The situation is shown in this commutative diagram of rings:
A˜
f
$$ $$
// A˜c˜
fc˜ // // A
(A˜c˜)0
OO
inc
OO
;;
g
;; ;;
Proof. In this proof we work with the graded ring of Laurent type B˜ := A˜c˜ and its
uniformizer c˜.
(1) The homomorphism f : A˜ → A is surjective, so every nonzero a ∈ A can be
written as a = f(b˜) for some nonzero b˜ ∈ A˜. Consider the homogeneous component
decomposition
(18.3.16) b˜ = b˜1 + · · ·+ b˜r
of b˜, as in (15.1.1), with r ≥ 1. Define a′ := ∑ri=1 b˜i · c˜− deg(b˜i) ∈ (A˜c˜)0. Then
a = g(a′). We see that g is surjective.
Next we look at
(18.3.17) Ker(g) = Ker(fc˜) ∩ (A˜c˜)0 ⊆ (A˜c˜)0.
The ideal Ker(fc˜) is generated by the central element c˜ − 1. Consider a nonzero
element b˜·(c˜−1) ∈ A˜c˜. Let (18.3.16) be the homogeneous component decomposition
of the nonzero element b˜. Then the homogeneous component decomposition of
b˜·(c˜ − 1) is b˜·(c˜ − 1) = −b˜1 + · · · + b˜r · c˜. This is not a homogeneous element,
and hence it cannot lie inside (A˜c˜)0. From formula (18.3.17) we conclude that
Ker(g) = 0. Thus g is a ring isomorphism.
(2) Let
(18.3.18) h : A '−→ (A˜c˜)0
be the inverse of g. It extends to a graded ring homomorphism h˜ : A[t, t−1]→ A˜c˜,
t 7→ c˜. This is an isomorphism, because A˜c˜ is a graded ring of Laurent type. The
isomorphism g˜ is the inverse of h˜. 
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Exercise 18.3.19. Show that the functor Indf : M(A˜, gr)→M(A), Indf = A⊗A˜
(−), is exact.
Here is the second main result of the subsection. Connected graded K-rings were
defined in Definition 15.2.18.
Theorem 18.3.20. Let A˜ be a noetherian connected graded ring, let c˜ ∈ A˜ be a
homogeneous central element of degree 1, and let A := A˜/(c˜− 1). Then:
(1) The ring A is noetherian.
(2) There is an isomorphism Aen ⊗L
A˜en
A˜ ∼= A⊕A[1] in D(Aen).
(3) The bimodule A is a derived pseudo-finite complex over the ring Aen.
Proof.
(1) By Theorem 15.1.28 the ring Ungr(A˜) is noetherian. Since there is a surjection
of rings Ungr(A˜)→ A, it follows that A is noetherian.
(2) We have these isomorphisms
Aen ⊗L
A˜en
A˜ ∼=1 A⊗LA˜ A˜⊗LA˜ A
∼=2 A⊗LA˜ A ∼=3 A⊗LA˜ A˜c˜ ⊗LA˜c˜A ∼=
4 A⊗L
A˜c˜
A
in D(Aen). The isomorphism ∼=1 is a rearrangement of the derived tensor factors.
The isomorphism ∼=2 is from the left unitor isomorphism A˜⊗L
A˜
A ∼= A in D(A˜⊗Aop).
The isomorphism ∼=3 is because the ring homomorphism A˜ → A factors through
A˜c˜, and A ∼= A˜c˜⊗LA˜c˜A in D(A˜⊗A
op). And, finally, the isomorphism ∼=4 is because
A⊗L
A˜
A˜c˜ ∼= A in D(A˜⊗ A˜opc˜ )
Now by Lemma 18.3.8 we know that c˜− 1 is a regular central element in A˜c˜. So
there is a short exact sequence
(18.3.21) 0→ A˜c˜ (c˜−1)·(−)−−−−−−−→ A˜c˜ fc˜−−→ A→ 0
inM(A˜c˜⊗Aop). Here A˜c˜ is an Aop-module via the ring homomorphism h : A→ A˜c˜
from formula (18.3.18). We view the short exact sequence (18.3.21) as a quasi-
isomorphism P˜ → A in Cstr(A˜c˜ ⊗Aop), where
P˜ :=
(· · · → 0→ A˜c˜ (c˜−1)·(−)−−−−−−−→ A˜c˜ → 0→ · · · )
is a complex concentrated in cohomological degrees −1, 0. Because P˜ is semi-free
over A˜c˜, this allows us to calculate:
A⊗L
A˜c˜
A ∼= A⊗A˜c˜ P˜ ∼=
(· · · → 0→ A 0−→ A→ 0→ · · · ) ∼= A[1]⊕A
in D(Aen).
(3) By Proposition 15.3.24 there is a quasi-isomorphism Q˜ → A˜ in Cstr(A˜en, gr)
from a nonpositive complex Q˜ of finite graded-free A˜en-modules. We can forget the
grading now, and just view Q˜ → A˜ as a free resolution of the module A˜ over the
ring A˜en. We get P := Aen ⊗A˜en Q˜ ∼= Aen ⊗LA˜en A˜ in D(Aen). The complex P is
pseudo-finite semi-free over Aen. By item (2) the complex A is a direct summand
of P in D(Aen), and hence it is a derived pseudo-finite complex over Aen. 
18.4. Graded Rigid NC DC. Here we make a bridge between balanced dualizing
complexes and rigid dualizing complexes. This is done by introducing an intermedi-
ate kind of object: the graded rigid dualizing complex. All is in the noncommutative
setting of course.
The results of this subsection were originally in [153], with a few improvements
later in [183]. Here we give a much more detailed discussion, and some corrections.
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We continue with Convention 18.1.1. In particular K is a base field, and all rings
are by default central over K. Throughout this subsection we assume the following
setup:
Setup 18.4.1. We are given a noetherian connected graded central K-ring A˜ and
a central homogeneous element t ∈ A˜ of degree 1. We define the central K-ring
A := A˜/(t− 1).
Note that the ring A is not graded. Also the rings A˜en and Aen need not be
noetherian. However:
Proposition 18.4.2. Under Setup 18.4.1, the ring A is noetherian, and A is a
derived pseudo-finite complex over Aen.
Proof. Use Theorem 18.3.20. 
The concepts of outside and inside actions from the beginning of Subsection
18.2 make sense in the graded setting. Thus we have a connected graded ring
A˜four = A˜en,out ⊗ A˜en,in. For a complex M˜ ∈ D(A˜en, gr), its tensor product with
itself M˜ ⊗ M˜ is an object of D(A˜four, gr), and
(18.4.3) RHomA˜en,out(A˜, M˜ ⊗ M˜) ∈ D(A˜en,in, gr) = D(A˜en, gr).
Recall that D(f,..)(A˜en, gr) (resp. D(..,f)(A˜en, gr)) is the full subcategory of
D(A˜en, gr) on the complexes whose cohomology bimodules are finite over A˜ (resp.
A˜op), and
D(f,f)(A˜en, gr) = D(f,..)(A˜en, gr) ∩D(..,f)(A˜en, gr).
Definition 18.4.4. Under Setup 18.4.1, a graded rigid NC dualizing complex over
A˜ is a pair (R˜, ρ˜), where R˜ ∈ Db(f,f)(A˜en, gr) is a graded NC dualizing complex over
A˜, in the sense of Definition 17.1.4; and
ρ˜ : R˜ '−→ RHomA˜en,out(A˜, R˜⊗ R˜)
is an isomorphism in D(A˜en, gr), see (18.4.3) with M˜ := R˜.
Balanced dualizing complexes were introduced in Definition 17.2.2.
Theorem 18.4.5. Under Setup 18.4.1, if R˜ is a balanced NC dualizing complex
over A˜, then R˜ is a graded rigid NC dualizing complex over A˜.
We are a bit sloppy in stating the theorem; the proper way to state it is this: if
(R˜, β˜) is a balanced dualizing complex over A˜, then there exists an isomorphism ρ˜
such that (R˜, ρ˜) is a graded rigid NC dualizing complex over A˜.
We need a lemma first. Recall (from Definition 15.2.27) that a graded A˜-module
M˜ =
⊕
i M˜i is called degreewise finite over K if each homogeneous component
M˜i is a finite K-module. We denoted by Mdwf(A˜, gr) the full subcategory of
M(A˜, gr) on the degreewise finite graded modules. This is a thick abelian sub-
category of M(A˜, gr), closed under subobjects and quotients. Then we denoted
by Ddwf(A˜, gr) the full subcategory of D(A˜, gr) on the complexes M˜ such that
Hq(M˜) ∈Mdwf(A˜, gr) for all q. This is a full triangulated subcategory.
Lemma 18.4.6. Let M˜, N˜ ∈ Db(f,..)(A˜en, gr). Then:
(1) The complexes M˜ and M˜ ⊗ N˜ satisfy M˜ ∈ Dbdwf(A˜en, gr) and M˜ ⊗ N˜ ∈
Dbdwf(A˜four, gr).
(2) The canonical morphism θ : M˜∗ ⊗ N˜∗ → (M˜ ⊗ N˜)∗ in Dbdwf(A˜four, gr) is
an isomorphism.
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Proof.
(1) For every q the A˜-module Hq(M˜) is finite, so it is the image of a finite di-
rect sum of algebraic degree shifts of A˜. Since A˜ ∈ Mdwf(K, gr), and since the
subcategory Mdwf(K, gr) is closed under quotients inside M(K, gr), we see that
Hq(M˜) ∈Mdwf(K, gr). We conclude that
Hq(M˜) ∈Mdwf(K, gr) ∩M(A˜en, gr) = Mdwf(A˜en, gr).
Let [q0, q1] be a finite integer interval that contains con(H(M˜)). For every p ∈ Z
there is an isomorphism
Hp(M˜ ⊗ N˜) ∼=
⊕
q∈[q0,q1]
(
Hq(M˜)⊗Hp−q(N˜))
in M(K, gr). Each Hq(M˜) and Hp−q(N˜) is a finite graded A˜-module, so it is de-
greewise finite and bounded below (in algebraic degree). Therefore
Hq(M˜)⊗Hp−q(N˜) ∈Mdwf(K, gr),
and hence so is Hp(M˜ ⊗ N˜). This means that M˜ ⊗ N˜ ∈ Dbdwf(A˜four, gr).
(2) We start by giving an explicit formula for the canonical morphism θ. There is
a canonical homomorphism
(18.4.7) θ˜ : M˜∗ ⊗ N˜∗ → (M˜ ⊗ N˜)∗
in Cstr(Afour, gr); it is
θ˜(φ⊗ ψ)(m⊗ n) := (−1)j ·k ·φ(m)⊗ ψ(n) ∈ K
for φ ∈ (M˜∗)i, ψ ∈ (N˜∗)j , m ∈ M˜k and n ∈ N˜ l. Then θ = Q(θ˜) in D(Afour, gr).
We need to show that under the given finiteness and boundedness conditions, θ is
an isomorphism. For that we can forget the Afour-module structures, and view θ
as a morphism in D(K, gr).
But in D(K, gr) there are canonical isomorphisms M˜ ∼= H(M˜) and N˜ ∼= H(N˜).
This means that we can assume that the differentials of the complexes M˜ and N˜ are
zero. We know that for every
[ p
i
] ∈ [ ZZ ] = Z2, in the notation from Subsection 15.1,
the K-modules M˜pi and N˜
p
i are finite. Also there are uniform bounds on vanishing:
there are integers p0, p1, i0 such that M˜pi = N˜
p
i = 0 unless p0 ≤ p ≤ p1 and i0 ≤ i.
An easy calculation shows that for these objects M˜ and N˜ , the homomorphism θ˜
of (18.4.7) is bijective. 
Proof of Theorem 18.4.5. We need to produce a graded rigidifying isomorphism ρ˜
for the graded NC dualizing complex R˜.
Consider the complex R˜ ∈ Db(f,f)(A˜en, gr). According to Lemma 18.4.6(1) we
know that
(18.4.8) R˜⊗ R˜ ∈ Dbdwf(A˜four, gr)
and
(18.4.9) A˜ ∈ Dbdwf(A˜en, gr).
There is a sequence of isomorphisms in D(A˜en, gr) :
(18.4.10)
RHomA˜en,out(A˜, R˜⊗ R˜) ∼=1 RHomA˜en,out
(
(R˜⊗ R˜)∗, A˜∗)
∼=2 RHomA˜en,in(R˜∗ ⊗ R˜∗, A˜∗)
∼=3 RHomA˜en,in(P˜ ⊗ P˜ , A˜∗)
∼=4 RHomA˜
(
P˜ ,RHomA˜op(P˜ , A˜∗)
)
∼=5 RHomA˜(P˜ , R˜) ∼=6 R˜.
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The explanations for the isomorphisms are:
∼=1 : By Theorem 15.3.32, that applies by formulas (18.4.8) and (18.4.9).
∼=2 : This is by Lemma 18.4.6(2). Note that the outside action changes to an
inside action.
∼=3 : Here P˜ := RΓm˜(A˜), where m˜ is the augmentation ideal of A˜. According to
Theorems 17.3.19 and 17.2.4 there is an isomorphism R˜ ∼= P˜ ∗ in D(A˜en, gr);
dualizing we get an isomorphism R˜∗ ∼= P˜ in D(A˜en, gr).
∼=4 : This is one of the standard Hom-tensor identities.
∼=5 : This is another instance of the isomorphism P˜ ∗ ∼= R˜.
∼=6 : By Lemma 17.3.31, the restriction of R˜ to D(A˜, gr) satisfies R˜ ∈ Df(A˜, gr)
⊆ D(A˜, gr)com, so R˜ is isomorphic, in D(A˜en, gr), to its abstract derived
completion ADCm˜(R˜) = RHomA˜(P˜ , R˜). See Subsection 16.6.
The composition of the isomorphisms in (18.4.10) is the graded rigidifying iso-
morphism ρ˜. 
The localization homomorphism A˜→ A˜t induces a flat homomorphism of graded
rings A˜en → (A˜t)en = A˜t ⊗ A˜opt . This homomorphism can also be viewed as a
localization of A˜en with respect to the degree 1 central elements t ⊗ 1 and 1 ⊗ t.
There is a corresponding induction functor
(18.4.11) Ind(A˜t)en : D(A˜
en, gr)→ D((A˜t)en, gr).
Here is what it does on objects: given a complex M˜ ∈ D(A˜en, gr), we have
IndA˜en(M˜) = (A˜t)en ⊗A˜en M˜ ∼= A˜t ⊗A˜ M˜ ⊗A˜ A˜t.
There is a ring homomorphism
inc : (A˜t)en0 = Deg0
(
(A˜t)en
)→ (A˜t)en,
the inclusion of the degree 0 component. And there is a functor
(18.4.12) Deg0 : D
(
(A˜t)en, gr
)→ D((A˜t)en0 ).
We have a ring isomorphism h : A '−→ (A˜t)0; see formula (18.3.18). It gives rise
to ring homomorphisms
Aen
hen−−→∼= (A˜t)0 ⊗ (A˜
op
t )0
inc−−→
⊆
(A˜t ⊗ A˜opt )0 = (A˜t)en0 .
Relative to this composed ring homomorphism we have the restriction functor
(18.4.13) RestAen : D
(
(A˜t)en0
)→ D(Aen).
Composing the functors from (18.4.11), (18.4.12) and (18.4.13) we get a triangulated
functor
(18.4.14) RestAen ◦Deg0 ◦ Ind(A˜t)en : D(A˜en, gr)→ D(Aen).
Theorem 18.4.15. Under Setup 18.4.1, let R˜ ∈ D(A˜en, gr) be a graded rigid NC
dualizing complex. Define the complex
R := (RestAen ◦Deg0 ◦ Ind(A˜t)en)(R˜)[−1] ∈ D(Aen).
Then R is a rigid NC dualizing complex over A.
Once more we were a bit sloppy. The proper statement is this: we are given a
graded rigid NC dualizing complex (R˜, ρ˜); then the complex R defined above admits
a rigidifying isomorphism ρ, such that (R, ρ) is a rigid NC dualizing complex over
A. The proof will come after two lemmas.
Lemma 18.4.16. Assume that R˜ is a graded rigid dualizing complex over A˜. Then
for every p the graded bimodule Hp(R˜) is central over Cent(A˜).
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Proof. We know that the central homotheties
chmA˜,A˜, chmA˜,A˜op : Cent(A˜)→ EndM(A˜en,gr)(A˜)
are equal graded ring isomorphism. Therefore the graded version of Theorem
18.2.23 – that is proved the same way – tells us that the ring homomorphisms
chmDR,A˜, chm
D
R,A˜op : Cent(A˜)→ EndD(A˜en,gr)(R˜)
are equal isomorphisms.
The left Cent(A˜)-module structure on Hp(R˜) coincides with the categorical ac-
tion chmDR,A˜; and likewise from the right. We see that the left and right Cent(A˜)-
module structure on Hp(R˜) are the same, so it is a central bimodule. 
Lemma 18.4.17. Assume that R˜ is a graded rigid dualizing complex over A˜. Then
the homomorphisms
(l) A˜t ⊗A˜ R˜→ A˜t ⊗A˜ R˜⊗A˜ A˜t
and
(r) R˜⊗A˜ A˜t → A˜t ⊗A˜ R˜⊗A˜ A˜t
in Cstr(A˜en, gr) are quasi-isomorphisms.
Proof. We shall only treat (l); the homomorphism (r) is treated similarly. Let
C˜ := Cent(A˜). Then A˜t = A˜ ⊗C˜ C˜t = C˜t ⊗C˜ A˜. Hence (l) is true if (and only if)
the homomorphism C˜t ⊗C˜ R˜→ C˜t ⊗C˜ R˜⊗C˜ C˜t is a quasi-isomorphism.
Because of flatness of localization, for every p there is a commutative diagram
(18.4.18) Hp
(
C˜t ⊗C˜ R˜
)
//
∼=

Hp
(
C˜t ⊗C˜ R˜⊗C˜ C˜t
)
∼=

C˜t ⊗C˜ Hp(R˜) // C˜t ⊗C˜ Hp(R˜)⊗C˜ C˜t
inM(A˜en, gr), with vertical isomorphisms. By Lemma 18.4.16, Hp(R˜) is a central C˜
bimodule. And localization satisfies C˜t = C˜t ⊗C˜ C˜t. This implies that the bottom
arrow in diagram (18.4.18) is bijective. Hence the top arrow is also bijective. 
Proof of Theorem 18.4.15. The proof is divided into several steps.
Step 1. This is the easiest step: we prove that for every q the bimodule Hq(R) is a
finite module over A and over Aop. In fact, we are going to treat the left module
structure of Hq(R) only; the right module structure is treated the same way, by
replacing A with Aop.
Let us write
R˜t := Ind(A˜t)en(R˜) ∼= A˜t ⊗A˜ R˜⊗A˜ A˜t ∈ D
(
(A˜t)en, gr
)
.
According to Lemma 18.4.17 there is an isomorphism R˜t ∼= A˜t ⊗A˜ R˜ in D(A˜t, gr).
Since R˜ ∈ Df(A˜, gr), it follows that R˜t ∈ Df(A˜t, gr). We identify (A˜t)0 with A
using the canonical isomorphism h from (18.3.18). By Lemma 18.3.5(2) we get
Deg0(R˜t) ∈ Df
(
(A˜t)0
)
= Df(A). Hence
(18.4.19) R = Deg0(R˜t)[−1] ∈ Df(A).
We see that Hq(R) is a finite A-module for all q.
Step 2. Here we prove that R has finite injective dimension over A and over Aop.
Again, we only examine the left side; the right side is done similarly, just replacing
A with Aop.
433
Derived Categories | Amnon Yekutieli | 14 Apr 2019
Because A is noetherian, it suffices to find a uniform bound for the cohomology
of RHomA(M,R), for all M ∈ Mf(A). Take such an A-module M . By Lemma
18.3.4(3) there exists a graded module M˜ ∈ Mf(A˜, gr) such that, letting M˜t :=
A˜t ⊗A˜M , we have
(18.4.20) M ∼= Deg0(M˜t)
in Mf(A). There are isomorphisms
(18.4.21)
RHomA˜(M˜, R˜)⊗A˜ A˜t ∼=1 RHomA˜(M˜, R˜⊗A˜ A˜t)
∼=2 RHomA˜(M˜, R˜t) ∼=3 RHomA˜t(M˜t, R˜t)
in D(A˜opt , gr). The isomorphism ∼=1 is an instance of the graded tensor-evaluation
isomorphism (Theorem 15.3.27), that is valid because A˜ is noetherian, M˜ ∈
Mf(A˜, gr), R˜ ∈ Db(A˜en, gr), and A˜t is flat over A˜. The isomorphism ∼=2 is by
Lemma 18.4.17. And the isomorphism ∼=3 is adjunction for the ring homomor-
phism A˜→ A˜t.
Next, according to Lemma 18.3.7, and using the isomorphisms (18.4.20) and
(18.4.19), there is an isomorphism
Deg0
(
RHomA˜t(M˜t, R˜t)
) ∼= RHomDeg0(A˜t)(Deg0(M˜t),Deg0(R˜t))
∼= RHomA(M,R)[1]
in D(Aop). Combining this with formula (18.4.21), we see that the injective dimen-
sion of R over A is at most one more than the graded injective dimension of R˜ over
A˜; and this is known to be finite.
Step 3. In this step we prove that R has the derived Morita property on both sides.
As before, we only prove this property on the A side; the Aop side is done similarly.
The isomorphisms (18.4.21), but for the complex of bimodules R˜ instead of the
for the module M˜ , become isomorphisms
(18.4.22)
RHomA˜(R˜, R˜)⊗A˜ A˜t ∼=1 RHomA˜(R˜, R˜⊗A˜ A˜t)
∼=2 RHomA˜(R˜, R˜t) ∼=3 RHomA˜t(A˜t ⊗A˜ R˜, R˜t)
∼=4 RHomA˜t(R˜t, R˜t)
in D(A˜opt , gr). The last isomorphism ∼=4 is another case of Lemma 18.4.17. Define
R′ := Deg0(R˜t) ∈ Df(A); so R = R′[−1]. We now apply Deg0 to the last object in
(18.4.22), obtaining the isomorphisms
(18.4.23)
Deg0
(
RHomA˜t(R˜t, R˜t)
)
∼=(i) RHomDeg0(A˜t)
(
Deg0(R˜t),Deg0(R˜t)
)
∼=(ii) RHomA(R′, R′) ∼=(iii) RHomA(R,R)
in D(Aop). The isomorphism ∼=(i) is due to Lemma 18.3.7, with B˜ = C˜ := A˜t.
The isomorphism ∼=(ii) is simply the definition of R′, and the isomorphism ∼=(iii) is
because R = R′[−1].
We know that R˜ has the graded derived NCMorita property on the A˜ side. Using
Lemma 18.1.21 (that is true also in the graded situation) we see that
Hq
(
RHomA˜(R˜, R˜)
)
= 0 for all q 6= 0. Because the functors Hq and Deg0 com-
mute with each other, the isomorphisms (18.4.22) and (18.4.23) tell us that
(18.4.24) Hq
(
RHomA(R,R)
)
= 0
for all q 6= 0.
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For q = 0 we know that H0
(
RHomA˜(R˜, R˜)
)
is a graded-free A˜op-module with
basis idR˜. This is by Lemma 18.1.21, applied in the graded situation. The isomor-
phisms (18.4.22) send the element idR˜⊗ 1 to idR˜t ; and therefore
H0
(
RHomA˜t(R˜t, R˜t)
)
is a graded-free A˜opt -module with basis idR˜t . The element
idR˜t has degree 0, and hence
H0
(
Deg0
(
RHomA˜t(R˜t, R˜t)
)) ∼= Deg0(H0(RHomA˜t(R˜t, R˜t)))
is a free Aop-module with basis idR˜t . The isomorphisms (18.4.23) send the element
idR˜t to idR; so H
0(RHomA(R,R)) is a free Aop-module with basis idR. Again
invoking Lemma 18.1.21, this fact, with formula (18.4.24), say that R has the
derived NC Morita property on the A side.
Step 4. Here we produce a rigidifying isomorphism ρ for R, starting with a given
graded rigidifying isomorphism
ρ˜ : R˜ '−→ RHomA˜en,out(A˜, R˜⊗ R˜)
in D(A˜en, gr). Here is a list of isomorphisms in D
(
(A˜t)en, gr
)
.
(18.4.25)
R˜t ∼=1 RHomA˜en,out(A˜, R˜⊗ R˜)⊗A˜en (A˜t)en
∼=2 RHomA˜en,out
(
A˜, (R˜⊗ R˜)⊗A˜en (A˜t)en
)
∼=3 RHomA˜en,out
(
A˜, (R˜⊗A˜ A˜t)⊗ (A˜t ⊗A˜ R˜)
)
∼=4 RHomA˜en,out(A˜, R˜t ⊗ R˜t)
∼=5 RHom(A˜t)en,out(A˜t, R˜t ⊗ R˜t).
The justifications are:
∼=1 : Here we apply the functor Ind(A˜t)en to the isomorphism ρ˜. The inside action
of A˜en on R˜⊗ R˜ is treated as a right action.
∼=2 : This is by the graded tensor-evaluation isomorphism (Theorem 15.3.27). It
holds because A˜ is a derived graded-pseudo-finite complex over A˜en, see
Corollary 15.3.26; R˜⊗ R˜ ∈ Db(A˜four, gr); and (A˜t)en is flat over A˜en.∼=3 : This is a rearrangement of derived tensor factors.
∼=4 : By Lemma 18.4.17.
∼=5 : This is adjunction for the graded ring homomorphism A˜en → (A˜t)en, with
the fact that A˜t = A˜t ⊗A˜ A˜⊗A˜ A˜t as graded rings.
Now we apply Deg0 to (18.4.25), and we obtain the first isomorphism below in
D(Aen).
(18.4.26)
R′ = Deg0(R˜t) ∼=(i) Deg0
(
RHom(A˜t)en,out(A˜t, R˜t ⊗ R˜t)
)
∼=(ii) RHomAen,out(A,R′ ⊗R′)[−1]
The isomorphism ∼=(ii) is by Theorem 18.3.10, with B˜ := A˜t, that we are allowed
to use because A is a derived pseudo-finite complex over Aen; see Theorem 18.3.20.
Plugging in R = R′[−1] we get R ∼= RHomAen,out(A,R⊗R) in D(Aen). This is the
rigidifying isomorphism ρ. 
18.5. Filtered Rings and Existence of Rigid NC DC. In this subsection we
give M. Van den Bergh’s proof of the existence of NC rigid dualizing complexes
(Theorem 18.5.4). This proof appeared in his seminal paper [153], and then there
were some improvements in [183]. The proof here is much more detailed.
We continue with Convention 18.1.1. Specifically, K is a base field, and all rings
are central over K.
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Earlier in the book (in Section 11) we encountered filtrations of DG modules.
Here we are interested in filtrations of rings. By a filtration of a ring A we mean a
collection
{
Fj(A)
}
j≥−1 of K-submodules
F−1(A) ⊆ F0(A) ⊆ F1(A) ⊆ · · · ⊆ A
such that F−1(A) = 0,
⋃
j Fj(A) = A, 1A ∈ F0(A) and Fj(A) ·Fk(A) ⊆ Fj+k(A)
for all j, k.
Given a filtration F =
{
Fj(A)
}
j≥−1 of the ring A, we write Gr
F
j (A) :=
Fj(A)/Fj−1(A) for j ≥ 0. The associated graded ring GrF (A) :=
⊕
j≥0 Gr
F
j (A)
is a nonnegative algebraically graded ring.
A filtration F on the ring A gives rise to another graded ring: it is the Rees ring
ReesF (A) :=
⊕
j≥0 Fj(A)·tj ⊆ A[t]. Here t is a central variable of degree 1, that we
call the Rees parameter. There is a ring isomorphism A ∼= ReesF (A)/(t− 1) and a
graded ring isomorphism GrF (A) ∼= ReesF (A)/(t). We often use the abbreviations
A¯ := GrF (A) and A˜ := ReesF (A). This is consistent with the notation used earlier
in the section: A˜ is a graded ring, t is a degree 1 central regular element in it, and
A = A˜/(t− 1).
For an element c ∈ K we write prc : A˜→ A˜/(t−c) for the canonical surjective ring
homomorphism. The homomorphisms pr0 and pr1 are displayed in this diagram of
rings:
A˜ = ReesF (A)
pr1
||
pr0
&&
A A¯ = GrF (A)
The filtration F can be recovered from the Rees ring as follows:
(18.5.1) Fj(A) = pr1(A˜j) = pr1
(⊕j
i=0
A˜i
)
⊆ A.
Definition 18.5.2 ([183]). A filtration F of the ring A is called a noetherian
connected filtration if the graded ring GrF (A) is a noetherian connected graded
ring (Definitions 15.2.18 and 15.1.23).
Let B˜ be a connected graded ring. Recall from Definition 15.3.22 that a complex
M ∈ D(B˜, gr) is said to be derived graded-pseudo-finite if it belongs to the sat-
urated full triangulated subcategory of D(B˜, gr) generated by the bounded above
complexes P such that each P i is a finite graded-free B˜-module.
Proposition 18.5.3. Assume the ring A admits a noetherian connected filtration
F . Then:
(1) The Rees ring A˜ := ReesF (A) is a noetherian connected graded ring, and
A˜ is a derived graded-pseudo-finite complex over A˜en.
(2) The ring A is noetherian, and A is a derived pseudo-finite complex over
Aen.
Proof.
(1) Let A¯ := GrF (A), which is a noetherian connected graded ring. Since A˜0 =
ReesF0 (A) = F0(A) = GrF0 (A) = A¯0 = K and A˜i = ReesFi (A) ∼= Fi(A) ∼=⊕
0≤j≤i A¯j as ungraded K-modules, we see that A˜ is connected graded. Next,
because A¯ = A˜/(t), by Theorem 15.1.35 we deduce that A˜ is noetherian. By
Proposition 15.3.24, A˜ is a derived graded-pseudo-finite complex over A˜en.
(2) By item (1) the graded ring A˜ is connected and noetherian. Since A = A˜/(t−1),
it follows that A is noetherian. And according to Theorem 18.3.20(3), A is a derived
pseudo-finite complex over Aen. 
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Theorem 18.5.4 (Van den Bergh Existence, [153]). Let A be a ring. Assume
A admits a noetherian connected filtration F , such that the connected graded ring
GrF (A) has a balanced NC dualizing complex. Then the ring A has a rigid NC
dualizing complex (R, ρ). Moreover, (R, ρ) is unique up to a unique rigid isomor-
phism.
Proof. As before we write A˜ := ReesF (A) and A¯ := GrF (A). These are noetherian
connected graded rings, and A¯ = A˜/(t). Since A¯ admits a balanced NC dualizing
complex, Corollary 17.3.24 says that A¯ satisfies the χ condition and it has finite
local cohomological dimension. By Theorem 17.4.35 the graded ring A˜ also satisfies
the χ condition and it has finite local cohomological dimension. Using Corollary
17.3.24 for A˜, we conclude that it has a balanced NC dualizing complex R˜.
According to Theorem 18.4.5, R˜ is a graded rigid NC dualizing complex over A˜.
Theorem 18.4.15 then says that
R := (RestAen ◦Deg0 ◦ Ind(A˜t)en)(R˜)[−1] ∈ D(Aen)
is a rigid NC dualizing complex over A; i.e. there exists a rigidifying isomorphism
ρ for R.
By Proposition 18.5.3(2), A is a derived pseudo-finite complex over Aen. Then,
according to Theorem 18.2.28, the rigid dualizing complex (R, ρ) is unique up to a
unique rigid isomorphism. 
Here is a result we won’t prove here. It is needed for the example that comes
after it.
Proposition 18.5.5 ([183, Proposition 6.13]). Let A be a commutative ring, and
let f : A → B be a finite central ring homomorphism. If A has a noetherian
connected filtration F , then there exists a noetherian connected filtration G of B,
such that f(Fj(A)) ⊆ Gj(B) for all j, and the graded ring homomorphism Gr(f) :
GrF (A)→ GrG(B) is finite.
Example 18.5.6. Suppose the ring B is finite over its center Cent(B), and Cent(B)
is a finitely generated K-ring. Then we can find a finite central homomorphism
f : A→ B, where A = K[t1, .., tn] is a commutative polynomial ring. The grading
on A with deg(ti) = 1 gives rise to a noetherian connected filtration F , by the
formula Fj(A) :=
⊕
k≤j Ak. Of course Gr
F (A) ∼= A.
Now we can use Proposition 18.5.5 to conclude that B has a noetherian connected
filtration G such that GrF (A) → GrG(B) is finite. According to Example 17.3.16
and Corollary 17.4.18, the graded ring GrG(B) has a balanced dualizing complex.
Therefore, by Theorem 18.5.4, B has a rigid NC dualizing complex.
Sometimes rings come with filtrations of the following type.
Definition 18.5.7. A central filtration of finite type of a ring A is a filtration
G =
{
Gj(A)
}
j≥−1 of A, such that the graded ring Gr
G(A) =
⊕
j≥0 Gr
G
j (A) is
finite over its center C =
⊕
j≥0 Cj := Cent
(
GrG(A)
)
, and the commutative graded
ring C is finitely generated over K.
In [186] such a filtration was called a “differential filtration of finite type”, but
this name sounds too confusing when we also talk about DG rings. The reason for
the name “differential” will be apparent in Example 18.5.10 below.
It is not hard to see, using Theorem 15.1.35, that if A admits a central filtration
of finite type, then it is noetherian. However, much more is true, as the next
theorem shows. This is a result from [186] that we present without a proof. A
slightly weaker version of this theorem was in the paper [107] of J.C. McConnell
and J.T. Stafford, which the authors attributed to J. Bernstein.
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Theorem 18.5.8 (Two Filtrations, [186, Theorem 3.1], [107]). Let A be a ring
that admits a central filtration of finite type G. Then A admits a noetherian con-
nected filtration F , such that the noetherian connected graded ring GrF (A) is a
commutative finitely generated K-ring.
As explained in Example 17.3.17, the ring GrF (A) has a balanced dualizing
complex. Therefore, using Theorems 18.5.8 and 18.5.4, we conclude that:
Corollary 18.5.9. If A admits a central filtration of finite type, then A has a rigid
NC dualizing complex (R, ρ), and it is unique up to a unique rigid isomorphism.
Example 18.5.10. Assume K has characteristic 0. Let C be a smooth commu-
tative K-ring of pure dimension n, and let A := D(C), the ring of differential
operators. Consider the filtration G =
{
Gj(A)
}
j≥−1 of A by order of operators.
For this filtration we have G0(A) = C and G1(A) = C ⊕ T (C), where T (C) is the
module of derivations. Then GrG(A) is a commutative ring, and there is a canon-
ical graded ring isomorphism GrG(A) ∼= SymC(T (C)), the symmetric tensor ring
on the finitely generated projective C-module T (C). This is a commutative finite
type K-ring, so G is a central filtration of finite type. Corollary 18.5.9 says that A
has a rigid NC dualizing complex (R, ρ). In [166] it was shown that R ∼= A[2n].
We end the subsection with three remarks.
Remark 18.5.11. Here is a brief history of the early days NC dualizing complexes
(during the 1990’s). The first paper on this topic was [161] by A. Yekutieli from
1992, in which dualizing complexes over NC connected graded rings (always over
a base field K) were introduced (see Definition 17.1.4). This material was part of
the Ph.D. thesis of Yekutieli, and was inspired by ideas of his advisor M. Artin on
a noncommutative analogue of Serre Duality. The paper [161] also contained the
definition of balanced dualizing complexes (Definition 17.2.2), a proof of NC Local
Duality (Theorem 17.2.7), a proof of the existence of balanced dualizing complexes
(Theorem 17.3.5), and some particular calculations (Example 17.3.15).
The paper [182] by Yekutieli and J.J. Zhang from 1997 used the results of [161]
to establish NC Serre Duality on noncommutative projective schemes, in the sense
of Artin and Zhang [10]. In the same paper we also find Corollary 17.2.13, saying
that the existence of a balanced dualizing complex over the noetherian connected
ring A implies that A satisfies the χ condition and has finite local cohomological
dimension.
The paper [153] by M. Van den Bergh from 1997 begins by establishing the
important converse to Corollary 17.2.13, namely that a noetherian connected ring
A, which satisfies the χ condition and has finite local cohomological dimension,
admits a balanced dualizing complex (Theorem 17.3.19). Thus we have Corollary
17.3.24 on the “two equivalent properties”. Van den Bergh went on to define rigid
dualizing complexes, to prove their uniqueness (Theorem 18.2.28), and to prove
existence of rigid dualizing complexes, in the presence of suitable filtrations and
balanced dualizing complexes (Theorem 18.5.4). The subsequent paper [154] by
Van den Bergh utilized the rigidity formalism to deduce what is now called Van
den Bergh Duality (Theorem 18.6.14 below).
At about the same time that Van den Bergh wrote [153], Yekutieli worked on
the paper [165], in which the derived Picard group DPic(A) of a NC ring A was
introduced. The fact that any two NC dualizing complexes R,R′ over A are related
by R′ ∼= T ⊗LAR for some tilting complex T (Theorem 18.1.25, proved in [165]) was
used by Van den Bergh in his proof of the uniqueness of rigid dualizing complexes
in [153].
The paper [183] by Yekutieli and Zhang from 1999 built on Van den Bergh’s ideas.
The uniqueness results of Van den Bergh were sharpened, and were upgraded to
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functoriality (see Remark 18.5.12). The Auslander condition on dualizing complexes
(see Remark 18.5.13) was also introduced and studied in [183].
It is hard to track the progress of the theory of NC dualizing complexes beyond
the year 2000. This theory has merged with, or has been absorbed into, the more
active research on Calabi-Yau rings and categories (see next subsection), with its
ties to birational algebraic geometry and mathematical physics.
Remark 18.5.12. This remark is about the functorial properties of NC rigid dual-
izing complexes. In Remark 13.5.17 we talked about the rigid trace homomorphism
and the rigid localization homomorphism, between rigid residue complexes over
commutative rings. These are actual homomorphisms of complexes. For NC rings
there are usually no residue complexes (because of the pathological nature of in-
jective modules in the NC setting). Still we can consider rigid trace morphisms
and rigid localization morphisms between NC rigid dualizing complexes. These are
morphisms in derived categories. Below is an outline.
Suppose f : A → B is a finite ring homomorphism, and the rigid dualizing
complexes (RA, ρA) and (RB , ρB) exist. A rigid trace morphism trf : (RB , ρB) →
(RA, ρA) is a backward morphism trf : RB → RA in D(Aen), which is rigid (the
obvious variant of Definition 18.2.13), and is nondegenerate on both sides (see Def-
inition 17.4.20). In [183] the existence and uniqueness of the rigid trace morphism
exists was proved, when f : A → B is finite centralizing, and A admits a noe-
therian connected filtration F such that GrF (A) has a balanced dualizing complex.
The proof is along the same lines as the proof of Theorem 18.5.4 above, combined
with the existence of the balanced trace morphism, established in Theorem 17.4.22.
Among the applications of the rigid trace: (1) It was used in [166] to calculate the
rigid dualizing complex of A = U(g), see Example 18.6.13 below. (2) In [184] it was
used to calculate multiplicities of indecomposable injectives in minimal injective
resolutions.
Now consider a localization ring homomorphism g : A → A′. Assume the rigid
dualizing complexes (RA, ρA) and (RA′ , ρA′) exist. A rigid localization morphism
qg : (RA, ρA)→ (RA′ , ρA′) is a forward morphism qg : RA → RA′ in D(Aen), which
is rigid (it respects the two rigidifying isomorphisms), and is nondegenerate on both
sides. Existence and uniqueness of the rigid localization morphism was proved in
[186, Theorem 6.2]; it is related to Ore conditions. One application of the rigid
localization morphism is in the concept of homological transcendence degree [185] –
the ring A is an integral domain which has a rigid dualizing complex (say because of
the existence of a good filtration on it), and D = A′ is the division ring of fractions
of A. The homological transcendence degree of D is the unique number n such that
the rigid dualizing complex RD satisfies H−n(RD) 6= 0.
Remark 18.5.13. In this remark we discuss the Auslander property of NC dual-
izing complexes. Around 1990, J.E. Björk [22] and T. Levasseur [95] had studied
NC regular noetherian rings with the Auslander property. This property was later
generalized in the papers [163] and [183] by A. Yekutieli and J.J. Zhang. Below is
a quick explanation of the meaning and applications of this concept.
Consider a NC noetherian ring A with a NC dualizing complex R. Given a
module M ∈Mf(A), its grade with respect to R is the number
gradeR(M) := inf
({q | ExtqA(M,R) 6= 0}) ∈ Z ∪ {∞}.
Note that ExtqA(M,R) ∈ Mf(Aop). The number gradeR(N) for N ∈ Mf(Aop) is
defined similarly. The complex R is called Auslander if for everyM ∈Mf(A), every
q, and every Aop-submodule N ⊆ ExtqA(M,R), the inequality gradeR(N) ≥ q holds;
and the same inequality holds with A and Aop exchanged. The original definition
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used by Björk and Levasseur, for a regular ring A, was for the particular dualizing
complex R := A.
In [183] it was proved that in many situations the rigid dualizing complex R
from Theorem 18.5.4 has the Auslander property. For instance, [183, Theorem
0.7] implies that if A has a noetherian connected filtration F such that GrF (A) is
commutative, then the rigid dualizing complex R of A is Auslander.
Having an Auslander rigid dualizing complex gives rise to the canonical di-
mension of A-modules. For M ∈ Mf(A) its canonical dimension is Cdim(M) :=
− gradeR(M). This can be considered as a NC version of the rigid dimension from
Section 13. Indeed, if A is a finite type commutative K-ring, with commutative rigid
dualizing complex R, then for a prime ideal p ⊆ A and the A-module M := A/p
we have Cdim(M) = rig.dimK(p) = dim(A/p), where the second number is from
Definition 13.5.10, and the third number is the Krull dimension of the ring A/p.
As shown in [183], several structural results for NC rings can be deduced from
the presence of an Auslander rigid dualizing complex; for instance, the catenarity of
Spec(A), see [183, Theorem 0.1]. Moreover, in [186, Section 7] a link was made be-
tween Auslander rigid dualizing complexes and perverse t-structures: the canonical
dimension of modules defines a perverse t-structure on Dbf (A), and under the du-
ality functor D := RHomA(−, R) this t-structure goes to the standard t-structure
on Dbf (Aop).
18.6. Twisted Calabi-Yau Rings. In this final subsection we study a class of
regular rings that is of great importance in recent ring theory. We continue with
Convention 18.1.1. Specifically, K is a base field, and all rings are central over K.
For a ring A, its enveloping ring is Aen = A⊗Aop.
Definition 18.6.1. A ring A is called homologically smooth over K if A is a perfect
complex over the ring Aen.
This definition was proposed by M. Kontsevich, around the year 2000, cf. [154,
Erratum]. Clearly if A is homologically smooth over K, then A is a derived pseudo-
finite complex over Aen. Recall (from Example 18.1.14) that the ring A is called
regular if it has finite global cohomological dimension.
Proposition 18.6.2. If A is homologically smooth over K, then A is a regular
ring.
Proof. By Theorem 14.1.26 there is a quasi-isomorphism ρ : P → A in Cstr(Aen),
where P is a bounded complex of finite projective Aen-modules. Let d be the
amplitude of P . Given an A-module M , define PM := P ⊗A M , and let ρM :
PM → M be the homomorphism in Cstr(A) induced by ρ. Since ρ is a homotopy
equivalence in Cstr(Aop), it follows that ρM is a quasi-isomorphism. Since P i is a
projective Aen-module, and M is a free K-module, we see that P iM = P i ⊗A M
is a projective A-module (often infinitely generated; cf. Example 18.2.8). The
conclusion is that the projective dimension of M is at most d.
A similar consideration shows that everyM ′ ∈M(Aop) has projective dimension
at most d. So the global homological dimension of A is at most d. 
Remark 18.6.3. Suppose A is a finite type commutative K-ring. It can be shown
that A is homologically smooth over K if and only if it is smooth over K, in the
sense of [57]. Cf. [108, Proposition 3.24].
Given a K-ring automorphism µ of A, we define the µ-twisted bimodule A(µ) as
follows: as a left A-module, A(µ) is the free A-module A; and the right A-module
action is twisted by µ. To be explicit, let us denote by a ·b the multiplication of the
ring A. Then the left action of a ring element a ∈ A on a bimodule element b ∈ A(µ)
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is a ·µ b := a·b ∈ A(µ); and the right action is b ·µ a := b·µ(a) ∈ A(µ). In fancier
notation, a ring element a1 ⊗ op(a2) ∈ Aen acts on a bimodule element b ∈ A(µ)
from the left like this: (a1 ⊗ op(a2)) ·µ b = a1 ·b·µ(a2) ∈ A(µ). The graded version
of this twisting already appeared in Definition 17.1.7. If ν is another automorphism
of A, then A(µ)⊗A A(ν) ∼= A(µ ◦ ν) in M(Aen).
It is possible to twist other bimodules: given M ∈M(Aen) we define
(18.6.4) M(µ) := M ⊗A A(µ) ∈M(Aen).
Let us make explicit the left and right actions of the ring Aen on the module M(µ),
using formula (18.1.8). The original left and right actions of an element a ∈ A on an
elementm ∈M are denoted by a·m andm·a. Then an element (a1⊗op(a2)) ∈ Aen
acts on an element m ∈M(µ) from the left and the right by
(18.6.5)
(a1 ⊗ op(a2)) ·µm = a1 ·m ·µ(a2),
m ·µ (a1 ⊗ op(a2)) = a2 ·m ·µ(a1).
Definition 18.6.6. A ring A is called a twisted CY ring if it has these two prop-
erties:
(i) The ring A is homologically smooth over K.
(ii) There is a natural number n, called the dimension of A, and a ring auto-
morphism ν of A, called the Nakayama automorphism, such that
ExtiAen(A,Aen) ∼=
{
A(ν) if i = n
0 if i 6= n
as A-bimodules.
The ring A is called a CY ring if the third property also holds:
(iii) The automorphism ν is inner, so that A(ν) ∼= A as A-bimodules.
In property (ii) the Aen-module ExtiAen(A,Aen) should be viewed as a special
case of ExtiB(M,N) ∈ M(Cop) for M ∈ M(B) and N ∈ M(B ⊗ Cop), where we
take B,C := Aen, M := A and N := Aen, and we use the isomorphism (18.1.5) to
switch from a right Aen-module to a left Aen-module.
The letters “CY” are an abbreviation for “Calabi-Yau”. Most texts use the term
“CY algebra” of course. See Remark 18.6.20 for a discussion of the background of
this definition. Clearly this is a relative notion: it pertains to A as a central K-ring.
It is easy to see that the Nakayama automorphism ν is unique up to composition
with an inner automorphism.
Here is another definition, taken from [166].
Definition 18.6.7. Let A be a noetherian ring with rigid dualizing complex R. If
R ∼= A(µ)[n] in D(Aen) for some automorphism µ and some integer n, then µ is
called the dualizing automorphism of A.
Like the Nakayama automorphism, the dualizing automorphism is unique up to
composition with an inner automorphism.
Proposition 18.6.8. Let A be a noetherian ring which is homologically smooth
over K, let n be a natural number, and let ν be an automorphism of A. The
following two conditions are equivalent.
(i) A is a twisted CY ring of dimension n with Nakayama automorphism ν.
(ii) The complex R := A(ν−1)[n] is a rigid dualizing complex over A.
Thus the dualizing automorphism is the inverse of the Nakayama automorphism.
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Proof. The key formula is this: for M,N ∈ D(Aen) there are isomorphisms
(18.6.9)
RHomAen(A,M ⊗N) ∼=1 RHomAen
(
A,Aen ⊗LAen (M ⊗N)
)
∼=2 RHomAen(A,Aen)⊗LAen (M ⊗N)
∼=3 N ⊗LA RHomAen(A,Aen)⊗LAM
in D(Aen). The isomorphism ∼=1 is the left unitor. The isomorphism ∼=2 is by
derived tensor-evaluation, and it exists because A is a perfect complex over Aen;
see Theorem 14.1.22. The isomorphism ∼=3 is because the left Aen action onM ⊗N
is the outside action, cf. formula (18.2.1).
(i) ⇒ (ii): By Example 18.1.14 the complex R is dualizing. What is needed is a
rigidifying isomorphism for it. We are given that RHomAen(A,Aen) ∼= A(ν)[−n] in
D(Aen). Plugging this and M = N := R in (18.6.9) gives
RHomAen(A,R⊗R) ∼= A(ν−1)[n]⊗LA A(ν)[−n]⊗LA A(ν−1)[n]
∼= A(ν−1 ◦ ν ◦ ν−1)[n− n+ n] = A(ν−1)[n] = R,
as required.
(ii)⇒ (i): Now we are given that RHomAen(A,R⊗R) ∼= R in D(Aen). Substituting
M = N := R in (18.6.9) gives
A(ν−1)[n] ∼= A(ν−1)[n]⊗LA RHomAen(A,Aen)⊗LA A(ν−1)[n]
in D(Aen). Therefore A(ν)[−n] ∼= RHomAen(A,Aen) in D(Aen). This is property
(iii) of Definition 18.6.6. 
Example 18.6.10. This is a continuation of Example 18.5.10: K has characteristic
0, C is a smooth commutative K-ring of pure dimension n, and A = D(C), the ring
of differential operators. It is known that A is homologically smooth – in fact, in
this case Aen is a regular noetherian ring, of dimension 4n. According to [166,
Theorem 2.6] the rigid dualizing complex of A is R = A[2n]. Hence A is a CY ring
of dimension 2n.
AS regular graded rings were introduced in Definition 15.4.8.
Theorem 18.6.11. Let A be a ring that admits some noetherian connected filtra-
tion F , such that the graded ring GrF (A) is AS regular of dimension n. Then A
is a noetherian twisted CY ring of dimension n, with a Nakayama automorphism
ν that respects the filtration F .
Proof. Let A˜ := ReesF (A) and A¯ := GrF (A). We are given that A¯ is AS regular of
dimension n. According to Theorem 15.4.13(2), A˜ is AS regular of dimension n+1.
Consider the minimal graded-free resolution Q˜ → A˜ of A˜ over A˜en. We know,
from Theorem 15.4.2 and Proposition 15.3.24, that each Q˜i is a finite graded-free
A˜en-module, and Q˜i = 0 for i < −n− 1. Therefore the complex
P := Aen ⊗A˜en Q˜ ∼= Aen ⊗LA˜en A˜ ∈ D(Aen)
is perfect. But according to Theorem 18.3.20(2), A is a direct summand of P in
D(Aen). Thus A is a perfect complex over Aen. This is property (ii) of Definition
18.6.6.
By Corollary 17.3.14 the graded ring A˜ has a balanced dualizing complex R˜ :=
A˜(µ˜, l)[n + 1], where µ˜ is a graded ring automorphism of A˜, and l is an integer.
Theorem 18.4.5 says that R˜ is a graded rigid dualizing complex over A˜.
Lemma 18.4.16 says that for every p the A˜-bimodule Hp(R˜) is a central bimodule
over Cent(A˜). But for p = −n−1 we have H−n−1(R˜) ∼= A˜(µ˜, l), and this implies that
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µ˜ acts trivially on the element t ∈ Cent(A˜). Hence µ˜ extends to an automorphism
of A˜t, and there is an isomorphism
(18.6.12) Ind(A˜t)en(R˜) ∼= A˜t(µ˜, l)[n+ 1]
in D
(
(A˜t)en, gr
)
. Also there is an induced automorphism µ of the ring A, and
formula (18.5.1) shows that µ respects the filtration F .
According to Theorem 18.4.15 the noetherian ring A has a rigid NC dualizing
complex
R := (RestAen ◦Deg0 ◦ Ind(A˜t)en)(R˜)[−1] ∈ D(Aen).
From (18.6.12) we see that R ∼= A(µ)[n] in D(Aen). Now use Proposition 18.6.8
with ν := µ−1. 
Example 18.6.13. Let g be a finite Lie algebra over K, with rankK(g) = n, and
let A := U(g) be its universal enveloping algebra. The ring A is noetherian twisted
CY of dimension n. This was worked out in the paper [166], and is outlined below.
The ring A has a standard noetherian connected filtration F , such that A¯ =
GrF (A) ∼= K[t1, . . . , tn], the commutative polynomial ring in n variables, all of
degree 1. The ring A¯ is AS regular of dimension n, as explained in Example
17.3.16. The Rees ring here is the homogeneous universal enveloping ring from
Example 15.2.22.
Theorem 18.6.11 says that A is twisted CY of dimension n, with a Nakayama
automorphism ν that respects the filtration F . In case g is an abelian Lie algebra
(i.e. the Lie bracket is zero), then ν is the identity automorphism. When g is semi-
simple, Van den Bergh [154] proved that ν is trivial too. So in these extreme cases
the ring A = U(g) is CY (untwisted).
The general case was done in [166]. Consider the character (i.e. rank 1 represen-
tation)
∧n(g) of g, the n-th exterior power of the adjoint representation. This can
be seen as a Lie algebra homomorphism  : g → K. Then the dualizing automor-
phism µ is the unique ring automorphism of A = U(g) such that µ(v) = v−(v) ·1A
for v ∈ g ⊆ F1(A) ⊆ A. The Nakayama automorphism is ν = µ−1.
The comultiplication of A makes the tensor product of A-bimodules into a bi-
module. This allows us to express A(µ) like this: A(µ) ∼= A⊗∧n(g), where the left
action of A on
∧n(g) is trivial, and the right action is the coadjoint action.
Given an A-bimodule M , its i-th Hochschild homology is the K-module
HHi(A,M) := TorA
en
i (A,M), and its i-th Hochschild cohomology is HHi(A,M) :=
ExtiAen(A,M).
Theorem 18.6.14 (Van den Bergh Duality, [154]). Let A be an n-dimensional
twisted CY ring, with Nakayama automorphism ν. For every M ∈ M(Aen) and
0 ≤ i ≤ n there is an isomorphism
HHi(A,M) ∼= HHn−i
(
A,M(ν)
)
in M(K), and it is functorial in M .
The theorem does not require the rings A nor Aen to be noetherian. We need a
lemma first.
Lemma 18.6.15. For a complex M ∈ D(Aen), and an automorphism µ of A, there
is an isomorphism A ⊗LAen M(µ) ∼= A(µ) ⊗LAen M in D(K). This isomorphism is
functorial in M .
Proof. It suffices to produce a functorial isomorphism ψ : A⊗AenM(µ) '−→ A(µ)⊗Aen
M for M ∈ M(Aen). We define ψ on elements b ∈ A and m ∈ M by the formula
ψ(b⊗m) := µ(b)⊗m. It must be verified that the relations coming from the action
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of the ring Aen are respected by ψ. Take a ring element a1 ⊗ op(a2) ∈ Aen. Then
in the module A⊗Aen M(µ) we have equalities
(18.6.16)
(a2 ·b·a1)⊗m = (b·(a1 ⊗ op(a2)))⊗m =
= b⊗ ((a1 ⊗ op(a2)) ·µm) = b⊗ (a1 ·m ·µ(a2)).
See formula (18.6.5). In the module A(µ)⊗Aen M we have equalities
(18.6.17)
µ(a2 ·b·a1)⊗m = (µ(a2)·µ(b) ·µ(a1))⊗m =
= (µ(b) ·µ (a1 ⊗ op(µ(a2))))⊗m
= µ(b)⊗ ((a1 ⊗ op(µ(a2)))·m)
= µ(b)⊗ (a1 ·m ·µ(a2)).
The isomorphism ψ sends the first (resp. last) term in (18.6.16) to the first (resp.
last) term in (18.6.17). 
Proof of Theorem 18.6.14. We are given an isomorphism
(18.6.18) A(ν)[−n] ∼= RHomAen(A,Aen)
in D(Aen). Consider these isomorphisms
(18.6.19)
A⊗LAen M(ν)[−n] ∼=1 A(ν)[−n]⊗LAen M
∼=2 RHomAen(A,Aen)⊗LAen M
∼=3 RHomAen(A,Aen ⊗LAen M) ∼=4 RHomAen(A,M)
in D(K). The first isomorphism is by Lemma 18.6.15. The isomorphism ∼=2 comes
from (18.6.18). The isomorphism ∼=3 is by derived tensor-evaluation, and it holds
because A is perfect over Aen, see Theorem 14.1.22. The isomorphism ∼=4 is clear.
Taking Hi(−) in (18.6.19) we obtain an isomorphism
TorA
en
n−i
(
A,M(ν)
) ∼= ExtiAen(A,M)
in M(K). Functoriality is clear. 
Remark 18.6.20. Here is a quick discussion of the evolution of the Calabi-Yau
concept. In algebraic geometry, an n-dimensional smooth proper scheme X over a
field K has the canonical sheaf ωX := ΩnX/K; this is a rank 1 locally free OX -module.
In the paper [24] from 1990, A.I. Bondal and M.M. Kapranov introduced the Serre
functor
(18.6.21) S := ωX [n]⊗OX (−).
This is an auto-equivalence of the derived category Dbc (X) = Dbc (ModOX) which
admits a bifunctorial isomorphism
(18.6.22) HomDbc (X)(M,N ) ∼= HomDbc (X)(N ,S(M))∗.
Here (−)∗ := HomK(−,K). This is an upgrade of the familiar Serre Duality for X,
which is the special case whereM = OX and N is the translation of a locally free
OX -module.
The Serre functor makes sense on any K-linear triangulated category D that
has suitable finiteness properties (“smooth” and “proper”). It is a triangulated
auto-equivalence S of D admitting a bifunctorial isomorphism
(18.6.23) HomD(M,N) ∼= HomD(N, S(M))∗
in M(K) for M,N ∈ D. In [24] it was proved that if a Serre functor exists, then it
is unique. In many situations (where this makes sense) the Serre functor is realized
by tensoring with the rigid dualizing complex. This is true in the geometric context
above, in which the rigid dualizing complex of the scheme X is ωX [n]; see formula
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(18.6.21). It is also true for a regular finite K-ring A, as explained in Example
18.6.24 below.
Back in algebraic geometry, a smooth proper scheme X is called Calabi-Yau if
the canonical sheaf ωX is trivial. (Examples are abelian varieties and K3 surfaces.)
The CY condition implies that the Serre functor S is isomorphic to Tn, the n-
th power of the translation functor of D = Dbc (X). Thus the dimension of X is
precisely the ratio between the auto-equivalences S and T.
Around the year 1994, M. Konstevich began discussing Homological Mirror Sym-
metry, which is a vast and deep program (still not fully understood) relating the
algebraic geometry of a CY scheme X (as above) with the symplectic geometry of
its mirror partner manifold Y . See [88] for more information on this program.
Among the ideas arising in the discussion by Kontsevich was that of a Calabi-
Yau category. This is a smooth proper K-linear triangulated category D, whose
translation functor T and Serre functor S satisfy the numerical relation S ∼= Tn
for some integer n, called the CY dimension of A. More generally, if the relation
Sm ∼= Tn holds for some m,n ∈ Z, then D is called fractionally CY of dimension
(n,m). By abuse of notation, such a ring A is sometimes called fractionally CY of
dimension n/m.
The concept of CY triangulated categories later showed up in various mathe-
matical areas, including:
• Algebraic geometry (see [91]).
• Conformal field theories (see [42]).
• Representation theory of algebras and cluster categories (see [36], [33], [82],
[84], [92] and Example 18.6.24 below).
In the preprint [52] from 2006, V. Ginzburg defined Calabi-Yau algebras. At
about the same time K. Brown and J.J. Zhang [32] introduced rigid Gorenstein
algebras. These are both precisely the CY rings from Definition 18.6.6 above.
Eventually the CY terminology was adopted by ring theorists.
In case A is a noetherian connected graded ring, then it is twisted CY in the
graded sense if and only if it is AS regular; see [123]. More results on graded CY
rings can be found in [124] and its references.
We finish the subsection (and the book) with an example of a fractionally CY
category.
Example 18.6.24. Suppose A is a finite K-ring. (Traditional texts would say that
A is a finite dimensional K-algebra.) We claim that the rigid dualizing complex of
A is R := A∗, the K-linear dual of A. That R ∈ D(Aen) is a NC dualizing complex
over A is very easy to see (cf. Definition 18.1.12). As for rigidity: in this case it
is just linear algebra. Indeed, R ⊗ R = A∗ ⊗ A∗ ∼= (Aen)∗ in M(Afour), and hence
there are canonical isomorphisms
SqA(R) = RHomAen(A,R⊗R) ∼= HomAen(A, (Aen)∗) ∼= A∗ = R
in D(Aen).
Now let’s assume that A is regular, i.e. it has finite global cohomological dimen-
sion. (If the base field K is perfect, one can show that A is homologically smooth
over it; see [60] and [35].) Then, according to Theorems 14.1.33 and 14.1.22, every
object of Dbf (A) is a compact object of D(A). This includes R. So R satisfies con-
dition (iii) of Theorem 14.4.16, and therefore it is a tilting complex over A. We see
that the triangulated functor
S := R⊗LA (−) : Dbf (A)→ Dbf (A)
is an auto-equivalence.
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It turns out that S is a Serre functor of Dbf (A). Let us prove this. For M,N ∈
Dbf (A) we have canonical isomorphisms
RHomA(N, S(M)) = RHomA(N,A∗ ⊗LAM)
∼=† RHomA(N,A∗)⊗LAM ∼= N∗ ⊗LAM
in D(K). The isomorphism ∼=† is by derived tensor-evaluation, and it holds because
N is a compact object of D(A). Therefore we get functorial isomorphisms
(18.6.25)
RHomA(N, S(M))∗ ∼= (N∗ ⊗LAM)∗ ∼= RHomK(N∗ ⊗LAM,K)
∼=♥ RHomA(M,RHomK(N∗,K)) ∼= RHomA(M,N)
in D(K). The isomorphism ∼=♥ is by adjunction for the ring homomorphism K→ A.
Taking H0 in (18.6.25) we obtain a functorial isomorphism
HomDbf (A)(N, S(M))
∗ ∼= HomDbf (A)(M,N)
in M(K).
Finally we specialize to the setting of Example 14.5.30. So A is the ring of upper
triangular n×n matrices over K for some n ≥ 2. As calculated by A. Yekutieli and
E. Kreines in [165], there is an isomorphism
R⊗LA · · · ⊗LA R︸ ︷︷ ︸
n+1
∼= A[n− 1]
in D(Aen). Since the translation functor of Dbf (A) is T ∼= A[1]⊗LA (−), we obtain an
isomorphism of functors Sn+1 ∼= Tn−1. The conclusion is that the category Dbf (A)
is fractionally CY of dimension (n− 1, n+ 1).
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ADCm, 383
Aen, 280
A(φ, i), 387
badjRu,M,N , 237, 238
Bi(M), 58
C(A), 63
C(A)rig/K, 282
C(A,M), 71
C?(A,M), 73, 222
C(A, gr), 329
C(M), 66
C?(M), 222
CIndu, 237
con(M), 222
Cstr(A), 61
Cstr(A,M), 72
Cstr(A, gr), 329
Cstr(M), 65
D(A), 133
D(A)rig/K, 276
D(A,M), 133
D(A,M)?, 135
D?(A,M), 135, 222
D(A, gr), 329
D(M), 133
D(M)?, 137
D?(M), 137, 222
DN(M), 138
D?N(M), 138
DPicK(A), 309, 319, 417
Dcof(A, gr), 344
Ddwf(A, gr), 344
Df(A, gr), 344
Dtor(A⊗Bop, gr), 361
D(tor,tor)(Aen, gr), 372
evR,L
m,(−), 367
evR,RM,N , 385
ExtiA,M(−,−), 225
fadjLu,M,N , 235, 236
Fun(C,D), 145
FunS(C,D), 145
Γm, 359
Hi(M), 59
Him, 362
hmRN,A, 386
Indu, 235
K(A,M), 72, 103
K?(A,M), 135, 222
K(A,M)flip, 110
K(A,M)op, 111
K(A, gr), 329
K?(M), 222
Kop, 111
LIndu, 235
(−⊗LA −), 225
lcu, 342, 377
lu, 342, 377
M(A, gr), 324
M(K, gr), 324
M(i), 325
M [i], 222
Mcof(A, gr), 337
Mdwf(A, gr), 335
Mf(A, gr), 327
M∗, 334
qLu,M , 235, 236
RCIndu, 237
RΓm, 362, 371
RHomA,M, 223
Restu, 235
ru, 342, 377
σR, 362
σRm , 371
smt≥i(M), 136
smt≤i(M), 136
Soc(M), 336
SqA(M), 419
SqA(φ), 420
SqB/A, 274
stt≥q(N), 189
stt≤q(N), 189
T(M), 79
tM , 79
Ti(M), 222
TorAi (−,−), 226
TrFun(K, L), 155
TrFunS(K, L), 156
trf , 405
trRu,M , 237, 238
Yi(M), 59
Zi(M), 58
Abelian category, 35
complex in, 65
DG A-module in, 71
full abelian subcategory of, 36
graded A-module in, 57
graded object in, 57
injective object in, 47
projective object in, 46
thick abelian subcategory of, 138
Additive category, 33
Additive functor
copointed, 356, 357, 378, 379
finite dimensional, 353, 354, 363
idempotent, 356–358, 379
pointed, 358, 378, 379
quasi-compact, 353, 354, 363
stable, 355
weakly stable, 355, 357
A∞ category, 73, 124, 134
Algebraically graded module, 323, 324
cofinite, 337
degree twist of, 325
degreewise-finite, 334, 335
finite, 329
graded K-linear dual, 334
graded-m-flasque, 365
graded-cofree, 331
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graded-essential monomorphism of –s,
333
graded-essential submodule of, 333
graded-flat, 331
graded-free, 331
graded-injective, 331
graded-projective, 331
homomorphism of –s, 324
socle of, 336
strict homomorphism of –s, 323, 324
Algebraically graded ring, 324
AS condition on, 347
AS Gorenstein, 347
AS regular, 347, 442
augmentation ideal of, 327
χ condition on connected, 374, 377, 398,
408
commutative, 325
connected, 334
connected – of finite local cohomological
dimension, 371, 372, 377, 398, 408
Gorenstein, 346
graded global dimension of, 346
graded injective dimension of, 346
homomorphism of –s, 324
left noetherian, 329
nonnegative, 327
of Laurent type, 425
regular, 346
special χ condition on connected, 375
Backward adjunction
derived, 237
Backward morphism
canonical, 237
in derived category, 237, 238
nondegenerate, 238
Bifunctor
contravariant, 166, 169
derived, 172–174
differential graded, 166
linear, 165
triangulated, 168, 169
Boundedness
condition, 73, 135, 137, 138, 221, 222
indicator, 221
type of DG module, 222
Braiding isomorphism, 52
Central K-ring, 25
Coboundaries
module of, 58
Cocycles
module of, 58
Cofiltration on a DG module, 192
semi-cofree, 216
semi-injective, 208
Cohomological dimension
of functor, 227
of triangulated functor, 353
right – of functor, 352
Cohomological displacement
of contravariant functor, 227
of covariant functor, 227
Cohomological functor, 95
contravariant, 95
Cohomologically graded module, 51
Cohomologically graded ring, 52
commutative, 54
nonpositive, 54
strongly commutative, 54
weakly commutative, 53
Cohomology
module, 59
Coinduction functor, 237
derived, 237
Completion
abstract derived – functor, 383
Complex in abelian category
K-injective, 208
K-projective, 194
minimal injective, 263
pseudo-coherent, 245
semi-injective, 208
semi-projective, 194
Complex of algebraically graded modules
derived graded-pseudo-finite, 343
graded-cofree, 338
graded-free, 338
K-graded-m-flasque, 365
K-graded-flat, 338
K-graded-injective, 338
K-graded-projective, 338
minimal – graded-free –, 342
minimal – graded-injective –, 364, 373
pseudo-finite semi-graded-free, 343
semi-graded-cofree, 338
semi-graded-free, 338
symmetry isomorphism of, 372
with symmetric derived m-torsion, 372,
377
with weakly symmetric derived
m-torsion, 372
Concentration
cohomological – of DG module, 222
of DG module, 222
of graded module, 222
Cone
of morphism in triangulated category, 98
standard – of strict morphism in
C(A,M), 82
Connected component decomposition, 262
Connecting morphism, 69
Decocycles
module of, 59
Dedualizing complex, 367
Degree interval, 187
Denominator set, 117
of cohomological origin, 127, 128
Derived category
of DG A-modules in M, 133
of DG bimodules, 302, 307
opposite, 141
Derived functor
abstract left, 154
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abstract right, 147
contravariant triangulated left, 162
contravariant triangulated right, 162
triangulated left, 159, 160, 180
triangulated right, 157, 158, 177
Derived Morita property, 254
noncommutative, 310, 311, 386
Derived Morita theory, 300
Derived Picard group, 309
Differential graded bimodule, 295
pretilting, 311
quasi-inverse of tilting, 308
tilting, 311, 318
Differential graded category, 62
homotopy category of, 63
of DG A-modules in M, 71
opposite category of, 75
pretriangulated, 110
strict morphism in, 62
strict subcategory of, 63
Differential graded functor, 64, 109
contravariant, 74, 111
morphism of –s, 64
strict morphism of –s, 64, 109
Differential graded module, 58, 61
acyclic, 175
algebraically perfect, 285
cofree, 215
compact, 286, 298, 310, 311
derived pseudo-finite, 245
finite free, 285
finite semi-free, 285
free, 200
generator, 298, 310, 311
geometrically perfect, 292
Hom between –s, 58, 62, 71
K-flat, 181
K-injective, 175, 176, 217
K-projective, 179, 180, 201
pseudo-coherent, 245
pseudo-finite semi-free, 205, 206
semi-cofree, 216, 217
semi-free, 200–202
tensor product of –s, 58, 62
Differential graded ring, 59
cohomologically pseudo-noetherian, 206
commutative, 59
enveloping, 303
homomorphism of –s, 59
K-flat, 302
NC semi-free, 240
nonpositive, 59
opposite, 60
quasi-isomorphism of –s, 238
strongly commutative, 59
weakly commutative, 59
Dimension function, 266
Direct summand, 100
Direct sums
infinite – in D(A,M), 178
Duality functor, 255, 386, 413
Dualizing complex
balanced, 389, 394, 396, 398, 430, 437
balanced trace morphism of balanced
–es, 405
commutative, 254, 259
commutative rigid, 280
graded NC, 386
graded rigid NC, 430
noncommutative, 413, 415
noncommutative rigid, 420, 437
Enveloping ring, 280
Essential
monomorphism, 263
submodule, 263
Essentially finite type, 259
Exact functor, 42
Exact sequence, 37
Filtration on a DG module, 190
finite semi-free, 285
pseudo-finite semi-free, 205
semi-free, 200
semi-projective, 194
Filtration on a ring
noetherian connected, 436, 437
Flat
concentration of DG module, 231
dimension of DG module, 231
Flipped category, 77
Forward adjunction
derived, 235
Forward morphism
canonical, 235
in derived category, 235, 236
nondegenerate, 236
Gauge of a graded functor, 83
Generalized integer, 187
Graded category, 56
Graded functor, 56
morphism of –s, 56
Graded Leibniz rule, 59
Graded module, 55
Graded polynomial ring
commutative, 54
noncommutative, 54
Graded set, 54, 200
filtered, 200
Hom-evaluation morphism
NC derived, 385
Homothety morphism
central, 420
derived, 253
noncommutative derived, 309, 386
Homotopy category
flipped, 110
of DG A-modules in M, 72
opposite, 111
Homotopy colimit, 287
Induction functor, 42, 235
derived, 235
Injective
concentration of DG module, 229
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dimension of DG module, 229
Injective hull, 263
Integer interval, 187
length of, 221
reversed, 221
sum of –s, 221
Invertible
bimodule, 315, 316
Koszul complex, 60
Koszul sign rule, 52, 54, 55
Linear category, 33
K-linear category, 33
Linear functor, 42
K-linear functor, 42
Little t operator, 79
Local Duality Theorem, 370, 390
Localization
of a category, 113, 114
Ore – of a category, 114, 115, 117
Ore – of a linear category, 124
Long exact sequence in cohomology, 69
Matlis Duality Theorem
noncommutative graded, 337
Mittag-Leffler property, 186
Monoidal category, 377
copointed object in, 377
dedualizing copointed object of the –
D(Aen, gr), 381
idempotent copointed object in, 377, 379,
381
left co-unitor isomorphism, 342, 377
left unitor isomorphism, 342, 377
right unitor isomorphism, 342, 377
structure on D(Aen, gr), 342
Multiplicatively closed set of morphisms,
113
Noncommutative MGM Equivalence, 383
Octahedral axiom, 94
Picard group
noncommutative, 317
noncommutative derived, 309, 417
Projective
concentration of DG module, 229
dimension of DG module, 229
Quasi-isomorphism, 133
Regular central element
of a ring, 348
Regular commutative ring, 254
Residue complex, 269
rigid, 282
Resolution
K-flat, 181
K-injective, 175, 176, 214, 219
K-projective, 179, 198, 204
minimal graded-free, 342
minimal graded-injective, 364
minimal injective, 263
Restriction functor, 42, 235
Retract, 100
Rigid complex, 276
morphism of –s, 276
noncommutative, 420
noncommutative – dualizing –, 420
Rigidifying isomorphism, 276
Ring
Calabi-Yau, 441
local NC, 315
Nakayama automorphism, 441
twisted Calabi-Yau, 441, 442
Semi-basis
multiplicative – of DG ring, 240
of DG module, 201
Sheaf Tricks (in abelian categories), 39–41
Spectral sequence, 161
Squaring operation, 274
noncommutative, 419
Stable category, 107, 108
Strict category
of DG A-modules in M, 72
of graded modules, 52
Strict homomorphism
of DG modules, 58, 61
of graded modules, 51
Strict subcategory
of a DG category, 63
of a graded category, 56
T-additive
category, 91
functor, 91
morphism of – functors, 91
t-structure, 101
Tensor displacement, 245
bounded below, 246
derived bounded below, 246
Tensor-evaluation morphism
derived, 246, 250
derived m-torsion, 367
derived graded, 343
Tilting
complex of bimodules, 316
DG bimodule, 308
pre– DG bimodule, 297
Tilting complex, 415
Torsion
derived – functor, 362
element, 359
functor, 359
module, 359
representability of derived –, 367
weakly stable – functor, 365
Totalization
direct sum, 188
product, 191
Trace morphism
in derived category, 237
Translation
of a DG module, 79
of a graded module, 79
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of a graded morphism, 80
of DG module, 222
Translation functor
of an additive category, 91
of the DG category C(A,M), 81
Translation isomorphism
of a DG functor, 84
of an additive functor, 91
Triangle
distinguished, 92, 98, 103
in a T-additive category, 92
morphism of –s, 92
standard – of a strict morphism in
C(A,M), 82
Triangulated category, 92, 128
K(A,M) is a, 103
full triangulated subcategory of, 95
opposite, 112
Triangulated functor, 94, 109, 128
contravariant, 111, 112, 142
contravariant left derived, 162
contravariant right derived, 162
left derived, 159, 160
morphism of –s, 95, 109
right derived, 157, 158
Truncation of a complex
smart, 136
stupid, 189
Twisted bimodule, 387
2-category, 143
2-diagram, 143
Verdier quotient, 132
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