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Abstract—Fine localization in autonomous driving platforms is
a task of broad interest, receiving much attention in recent years.
Some localization algorithms use the Euclidean distance as a
similarity measure between the local image acquired by a camera
and a global map, which acts as side information. The global map
is typically expressed in terms of the coordinate system of the
road plane. Yet, a road image captured by a camera is subject to
distortion in that nearby features on the road have much larger
footprints on the focal plane of the camera compared with those
of equally-sized features that lie farther ahead of the vehicle.
Using commodity computational tools, it is straightforward to
execute a transformation and, thereby, bring the distorted image
into the frame of reference of the global map. However, this non-
linear transformation results in unequal noise amplification. The
noise profile induced by this transformation should be accounted
for when trying to match an acquired image to a global map, with
more reliable regions being given more weight in the process. This
physical reality presents an algorithmic opportunity to improve
existing localization algorithms, especially in harsh conditions.
This article reviews the physics of road feature acquisition
through a camera, and it proposes an improved matching method
rooted in statistical analysis. Findings are supported by numerical
simulations.
I. INTRODUCTION
Autonomous vehicles have received considerable attention
in recent years, with several companies deploying prototypes
on public roadways. A common task for various autonomous
platforms is fine localization at the scale of centimeters.
Localization is the process by which an autonomous vehicle
uses sensor data to determine its position within a map.
Mathematically, this can be accomplished by calculating the
inner product of sensor data and candidate sections of the map.
The candidate section that produces the maximum or minimum
inner product, depending on the formulation, is the most likely
match. Inner products have been used in the past for matching
in both localization and image registration, e.g., [1], [2].
Much of the existing results in this area focus on simulta-
neous localization and mapping (SLAM). Many implemen-
tations of SLAM have been developed over the past two
decades. In 2001, Dissanayake et al. proposed a solution to
the SLAM problem using an estimation-theoretic or Kalman
filter based approach [3]. Since then, implementations such
as DP-SLAM [4], Atlas [5], and Graph SLAM [6] have been
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proposed. A current industry standard for SLAM, described
in [7], is a version of Graph SLAM that achieves “reliable
real-time localization with accuracy in the 10-cm range.” In
a subsequent article, the authors propose improvements such
as using probabilistic maps to represent the environment that
“increased robustness to environmental changes and dynamic
obstacles,” while retaining similar accuracy [8].
These autonomous vehicle systems use high-quality sensor
arrays in favorable conditions to provide near-noiseless data
for localization. However, as autonomous vehicles move closer
to production, lower quality sensors will likely be utilized to
reduce cost. Inexpensive cameras have been used in SLAM
research (visual SLAM), yet proposed solutions struggle in
challenging conditions [9]. In this paper, we use signal pro-
cessing techniques to develop a novel algorithm that leverages
a generalized inner product for localization. The proposed
scheme outperforms the standard inner product for matching,
with significant gains under adverse conditions.
II. PROBLEM FORMULATION
This work focuses on localization using a single camera
with a predetermined global map that accurately represents a
top-down view of the environment. Local images are captured
in real-time, transformed, scaled, and matched with a section
of the map. Herein, we treat gray-scale images, yet the
proposed techniques can be extended to color images, image
gradients, and processed images with minor changes to the
implementation.
Our model has a focal plane and physical coordinate system
with 2 and 3 dimensions, respectively. We use x, y, and z for
the physical coordinate system and x˜ and y˜ for the focal plane
of the camera. The origin of the physical coordinate system
is centered on the pinhole of the camera, height h above a
planar road as shown in Fig. 1. Parameter θ denotes the angle
between the z-axis and the horizon.
Planar Road
h
θ
x +y
−y z
Horizon Line
Fig. 1. This diagram illustrates the physical coordinate system and the camera
orientation.
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In our model, we use a pinhole camera with focal length,
f , the distance between the pinhole and the focal plane. It
is worth noting that, for this initial treatment, we disregard
barrel and pincushion distortion in our analysis. The origin of
the focal plane coordinate system is located at the center of
the focal plane, (0, 0,−f) in physical coordinates. Figure 2
shows the orientation of the coordinate systems. x˜ and y˜ are
antiparallel to x and y which allows us to effectively ignore
image inversion in the following sections.
Focal Plane
y˜
x˜z
y
x
Fig. 2. The physical coordinate system is selected to align, partly, with the
coordinate system of the focal plane, as shown above.
A perspective transformation models how objects appear
when viewed from different positions [10]. Figure 3 highlights
several aspects of the perspective transformation at hand.
Nearby objects appear larger than those farther away. Lines
parallel to the view plane remain parallel. Lines not parallel
to the view plane are distorted.
Fig. 3. This image captures the effects of a camera perspective.
For our model, the perspective transformation that describes
how objects are projected onto the focal plane, is given by
x˜ = fx/z y˜ = fy/z. (1)
III. FOCAL PLANE GEOMETRY
In this section, we develop a relationship between the area
of a section of road and the footprint of its image on the
focal plane. We describe the road surface shown in Fig. 1
with free variables x and z. Consequently, y can be expressed
as z tan θ − h sec θ, where θ is the angle between the z axis
and the horizon. We use this relation to rewrite part of (1) as
y˜ = f tan θ − (fh/z) sec θ. (2)
We also need to express z as a function of y˜ for our discussion
in Section IV. This relation is readily found to be
z =
fh
f sin θ − y˜ cos θ . (3)
Fig. 4. The diagram on the left showcases an arbitrary road grid placed in
front of an autonomous vehicle. The area of every square is kept constant.
On the right, the drawing illustrates how the same grid pattern appears on the
focal plane of the camera. While all the squares share the same physical area,
their footprints on the focal plane differ.
Figure 4 depicts an arbitrary grid pattern that lies in front
of the autonomous vehicle. It also shows the same grid
pattern as acquired by the focal plane of the camera. This
type of image distortion should be familiar to the reader
because an analogous process governs human vision. It is
especially pertinent to note that squares of equal area in the
physical world can have vastly different footprints on the focal
plane of the camera. In particular, squares that are farther
away correspond to much smaller regions on the focal plane.
This phenomenon has repercussions both in terms of signal
acquisition and noise corruption.
In reference to calculus, the absolute value of the Jacobian
determinant at point (x1, z1) expresses how much the area
near (x1, z1) expands or contracts when projected onto the
focal plane. The Jacobian of the perspective transformation,
governed by (1) and (2), is given by
J =
[
∂x˜
∂x
∂y˜
∂x
∂x˜
∂z
∂y˜
∂z
]
=
[
f
z 0
− fxz2 − fhz2 sec θ
]
. (4)
The Jacobian determinant, det(J), is found to be
det(J) = −f2h sec θ/z3. (5)
Using (5) we compute the relationship between the area of a
rectangular region R = [xl, xu] × [zl, zu], which lies on the
road in front of the autonomous vehicle, and the area of its
projection on the focal plane as
A˜ = f2h sec θ (xu − xl)
2
(
1
z2l
− 1
z2u
)
. (6)
Having developed this relationship, we can characterize the
noise pattern associated with the perspective transformation.
IV. IMAGE ACQUISITION AND NOISE
The purpose of this section is to describe how the trans-
formation from the physical world to the focal plane of the
camera impacts the quality of the image. Suppose that, at
a given time, features on the road surface are captured by
g(x, z). Then, at the same instant, the projection of the road
onto the focal plane of the camera can be expressed, using (1)
and (3), as
g˜(x˜, y˜) = g
(
hx˜
f sin θ − y˜ cos θ ,
hy˜
f sin θ − y˜ cos θ
)
.
The signal captured on the focal plane of the camera as a
function of location (x˜, y˜) is given by g˜(x˜, y˜)+N(x˜, y˜), where
N is two-dimensional white noise with power spectral density
N0. Consequently, the aggregate signal over a region becomes
S =
∫∫
R˜
g˜(x˜, y˜)dx˜dy˜︸ ︷︷ ︸
amplitude
+
∫∫
R˜
N(x˜, y˜)dx˜dy˜︸ ︷︷ ︸
noise
.
When the CCD sensor is operating within its linear region,
as opposed to saturation, thermal noise is well-modeled as an
additive zero-mean Gaussian random variable with variance
σ2 = A˜N0. The 2D power spectral density parameter N0
implicitly depends on a number of factors, yet it remains
constant over the focal plane of the camera. To gain further
intuition into the impact of the perspective transformation over
performance, we examine a simplified model where the spatial
signal has a constant magnitude in the physical world.
A. Constant Amplitude Regions
Consider a situation where a rectangular area on the planar
road possesses a constant magnitude. Assume this rectangle
corresponds to regionR = [xl, xu]×[zl, zu]. That is, g(x, z) =
a for (x, z) ∈ R. We wish to compute the effective signal-
to-noise ratio (SNR) corresponding to this area as observed
by the focal plane. We begin by computing the energy of the
signal component, which is equal to(∫∫
R˜
g˜(x˜, y˜)dx˜dy˜
)2
=
(∫∫
R˜
adx˜dy˜
)2
= a2A˜2. (7)
An explicit expression for A˜ appears in (6). By assumption,
the noise component is independent of g˜(x˜, y˜). As mentioned
above, the noise is zero-mean with variance A˜N0. The ef-
fective signal-to-noise ratio for the component of the image
corresponding to region R is then given by
SNR =
a2A˜
N0
=
a2
N0
f2h
cos θ
(xu − xl)
2
(
1
z2l
− 1
z2u
)
. (8)
The main insight is that the SNR decreases dramatically as a
function of z. When matching a local image to a global map,
this inherent phenomenon should be taken into consideration.
This is especially true for situations where average SNR
is low, such as poor light conditions or images acquired
by inexpensive cameras. To further illustrate this point, we
explore the structure of an optimal decision rule for tesselated
images with piecewise constant amplitude.
B. Maximal Ratio Combining
Having developed a suitable characterization of the SNR
for a uniform region, we turn to the scenario where the road
plane is partitioned into multiple rectangular regions in a
manner akin to Fig. 4. To facilitate analysis, we calibrate
observations to be centered around zero. We assume every
square is randomly assigned a constant amplitude value inde-
pendent of other regions. Because the road plane is acquired
by a pinhole camera, different square regions feature different
SNRs, as described above. The ensuing localization process
entails matching the acquired image to a quantized global map.
Under current assumptions, the localization task becomes a
canonical vector Gaussian classification problem.
The tesselated road portion acquired by the camera can be
reshaped into a vector, which we denote by a. This gives rise
to a noisy observation vector
v = a + n,
where a is the amplitude vector and n denotes an additive
Gaussian noise vector. In this equation, the value of indexed
element ak in a = (a1, . . . , am) corresponds to the amplitude
of a rectangular region on the road surface. Component nk,
which accounts for the effects of the noise process associated
with the CCD sensor over the footprint of rectangular region
R˜k, has mean zero and variance
σ2k = N0/A˜k.
Since the tesselated regions do not overlap on the focal plane,
the components of noise vector n are independent from one
another. The effective SNR for region Rk is then given by
SNRk = a
2
kA˜k/N0
which is equivalent to (8).
In estimating the location of the vehicle, we assume that
candidate locations are defined at the level of the road tessela-
tion, or a constant integer multiple thereof. This way, candidate
vectors all share a similar structure with regions of constant
amplitude. The likelihood for candidate grid location uˆ is
L (uˆ|v) = 1√
2pi
∏
k σ
2
k
exp
(
−1
2
∑
k
(vk − uˆk)2
σ2k
)
=
1√
2pi
∏
k σ
2
k
exp
(
−f
2h sec θ
2N0
∑
k
Gk,k (vk − uˆk)2
)
where we have implicitly defined elements
Gk,k =
(xu,k − xl,k)
2
(
1
z2l,k
− 1
z2u,k
)
=
A˜k
f2h sec θ
. (9)
The maximum likelihood (ML) decision rule for this classifi-
cation task can be expressed as
uˆML (v) = argmin
uˆ
‖v − uˆ‖G . (10)
In the representation above, ‖ · ‖G is the norm induced by
the generalized inner product 〈w1|w2〉G = wT2 Gw1, where
Gramian matrix G is a positive-definite diagonal matrix whose
non-zero entries are given by (9).
The key insight revealed through this analysis is that a
weighted inner product and its induced norm ‖ · ‖G should
be used in the localization process rather than the standard
inner product and the Euclidean norm. The weights of the
generalized inner product are dictated by the physics of the
camera and can accommodate fine or coarse granularity. At
this point, it is appropriate to assess the potential gains
associated with this algorithmic improvement.
C. Preliminary Performance Assessment
In this section, we assess performance for the model pre-
sented above. We assume the rectangular regions have constant
magnitude, i.e., |ak| = a for all locations. From (10), we
gather that the true location is selected by the ML decision
rule whenever
‖v − u∗‖2G ≤ ‖v − uˆ‖2G ∀uˆ 6= u∗. (11)
If we look at one alternate location at a time, the condition of
(11) reduces to ‖v − u∗‖2G−‖v − uˆ‖2G < 0, or alternatively,
0 < 〈u∗ − uˆ|u∗〉G + 〈u∗ − uˆ|n〉G .
The first component is a known constant, whereas the second
component is a zero-mean Gaussian random variable. The
noise component can be rewritten as
∑
k(u
∗
k − uˆk)Gk,knk
and its variance becomes∑
k
(u∗k − uˆk)2G2k,kσ2k =
N0
f2h sec θ
∑
k
(u∗k − uˆk)2Gk,k.
We can then express the probability of error given a single
alternative as
1−Φ
√f2h sec θ
N0
〈u∗ − uˆ|u∗〉G
‖u∗ − uˆ‖G
 . (12)
In comparison, if a standard inner product is employed as the
basis for classification, the probability of error becomes
1−Φ
√f2h sec θ
N0
〈u∗ − uˆ|u∗〉
‖u∗ − uˆ‖G−1
 . (13)
D. Simulated Performance
We compare the performance of the standard and general-
ized inner product in Fig. 6. Performance is defined by the
probability of error as described in Section IV-C. We use the
following parameters for observations of 66 squares.
• h = 58.3095 cm
• θ = 35.9020◦
• Field of View: 39.2962◦ (vertical), 70.5288◦ (horizontal)
• Focal Length = 0.0367 cm
• Square Side Length = 20 cm
• N0 = 0.0018
Fig. 5. This grid offers a sample observation of whole squares acquired by
the camera (after rectification). Note the similarity with the photo in Fig. 7.
We randomly generate u∗ and uˆ vectors with amplitudes ±a
and calculate the probabilities of error with (12) and (13). We
perform 10,000 samples for every magnitude, with a ranging
from 0.1 to 10.
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Fig. 6. This figure shows the generalized inner product outperforming the
standard inner product. SNR increases with amplitude squared.
E. Experimental Results
Experimental results are obtained using a painted global
map and images captured with a camera configuration similar
to the parameters listed in Section IV-D. Preliminary results
are aligned with the findings from our simulations.
Fig. 7. This picture is a sample image of the global map, with its characteristic
square sections, taken for our analysis.
V. CONCLUSIONS
In this article, we discussed the physics of the perspective
transformation as it pertains to the acquisition of road im-
ages. We characterized the relationship between the area of
a rectangular section of road and its footprint on the focal
plane of the camera. This mapping underlies the phenomenon
whereby objects farther from the camera appear smaller than
nearer equally-sized objects. It also affects the signal quality
of different sections of the road. This, in turn, creates an
opportunity for an algorithmic improvement for localization
tasks that are based on pattern matching. In particular, we
proposed a generalized inner product that takes advantage of
this nonuniform signal quality. This novel generalized inner
product is optimal under certain conditions and it outperforms
existing methods for localization in noisy conditions. Our
findings are supported by numerical simulations. The proposed
algorithmic framework and its potential improvements are
especially significant in harsh environments such as low-
light conditions and adverse weather situations, where future
autonomous vehicles are poised to operate.
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