For any of the basic domination parameters ir, , i, ÿ, or IR, we study graphs for which increases whenever an edge is removed ( -ER-critical graphs) and graphs for which decreases whenever an edge is removed ( − -ER-critical graphs). The latter case is only possible if = i or (perhaps) = ir. We give examples of classes of -ER-critical graphs for an upper domination parameter and characterize these graphs in terms of the existence of -sets with certain properties. We prove necessary conditions for a graph to be ir-ER-critical but not -ER-critical and use these to characterize ir-ER-critical graphs with ir = 2. Finally, we exhibit classes of graphs that are i − -ER-critical.
Introduction
When studying a particular graph parameter it is worthwhile to investigate those graphs that are in some sense critical with respect to the parameter, the reason being that knowledge of the structure of such graphs often results in a deeper insight into the parameter. Various types of criticality with respect to the domination and independent domination numbers (such as vertex and edge removal, edge addition) have been studied -see for example [5, Chapter 5; 1, 6] for surveys and references. In this paper we investigate graphs which are critical upon edge removal with respect to the basic domination parameters ir, , i, ÿ, and IR.
Unless stated otherwise we follow the notation and terminology of [5] . Speciÿcally, N G (v) = {u ∈ V G : uv ∈ E G } and N G [v] , where v ∈ V − S, we say that v annihilates s (relative to S). We say that s is a singular isolated vertex of S if pn G (s; S) = {s}, i.e., s is an isolated vertex of S which has no private neighbours in V − S, i.e., no external private neighbours. If confusion is unlikely we omit the subscript G from the above notation.
The lower and upper irredundance, domination and independence numbers of the graph G = (V; E) are denoted by ir (G) , IR (G) , (G) , (G) , i (G) and ÿ (G) , respectively, where in the case of the independence number we shorten the ÿ 0 (G) used in [5] as confusion with the edge independence number ÿ 1 (G) is unlikely. The lower independence number is, of course, more generally known as the independent domination number. In this paper these six parameters are called the domination parameters; ir, and i are called the lower domination parameters, while ÿ, and IR are referred to as the upper domination parameters. By a -set of G, where is a domination parameter, we mean a vertex-set of G realising (G), e.g., a ÿ-set of G is a maximal independent set X of G with |X | = ÿ (G) .
For each of the six domination parameters , we deÿne the graph G to be -edgeremoval-critical, abbreviated to -ER-critical, if (G − e) ¿ (G) for all e ∈ E G = , and − -edge-removal-critical, abbreviated to − -ER-critical, if (G − e) ¡ (G) for all e ∈ E G = . If is an upper parameter, then all non-trivial complete graphs are -ER-critical, while if is a lower parameter, then all stars K 1;n , where n¿1, are -ER-critical. This establishes the existence of -ER-critical graphs for all domination parameters . Since (G − e)¿ (G) and ÿ(G − e)¿ÿ (G) for all e ∈ E G , there are no − -ER-critical graphs for ∈ { ; ÿ}. In fact, as we show next, there are no − -ER-critical graphs if is any upper parameter. Proposition 1. Let be an upper domination parameter. For any graph G with at least one edge; (G − e)¿ (G) for at least one e ∈ E G .
Proof: If = ÿ, the result is obvious. Let S be a -set of G. If S is independent, then
for all e ∈ E G . If S is not independent, then there exists an edge uv ∈ E G with u; v ∈ S. Since S is a dominating irredundant set of G − uv, it is a minimal dominating set of G − uv, and so
Now let S be an IR-set of G. If S is independent, then IR(G) = |S|6ÿ (G) 6ÿ (G − e) 6IR (G − e) for all e ∈ E G . If S is not independent, then there exists uv ∈ E G with u; v ∈ S. Since S is an irredundant set of G − uv,
Hence for ∈ { ; ÿ; ; IR} there do not exist − -ER-critical graphs. The study of -ER-critical graphs was initiated by Walikar and Acharya [7] who characterized these graphs (see Proposition 13). That this class of graphs is exactly the same as the i-ER-critical graphs was shown by Ao [1] . The purpose of this paper is to investigate -ER-critical graphs, where ∈ {ir; ÿ; ; IR}, and i − -ER-critical graphs. We begin by determining the domination parameters for some known classes of graphs in Section 2. Each class of graphs we consider will turn out to contain a subclass of graphs that are -ER-critical for some ∈ {ir; ÿ; ; IR}, or i − -ER-critical. In Section 3, we present characterizations of -ER-critical graphs in terms of the existence of -sets with certain properties, for each upper parameter , and exhibit a class of -ER-critical graphs. In Section 4 we ÿnd necessary conditions for a connected graph to be ir-ER-critical and characterize the connected 2-ir-ER-critical graphs, while in Section 5 we exhibit three classes of i − -ER-critical graphs. The existence or not of ir − -ER-critical graphs remains unresolved. The work displayed here forms part of the doctoral thesis [4] .
Domination parameters for classes of graphs
We deÿne the circulant C n a 1 ; a 2 ; : : : ; a l with 0 ¡ a 1 ¡ a 2 ¡ · · · ¡ a l ¡ n by specifying the vertex and edge sets, where the arithmetic is performed modulo n: V = {1; 2; : : : ; n}; E = {{i; i + j}: i = 1; 2; : : : ; n and j = a 1 ; a 2 ; : : : ; a l }:
Consider the circulant G = C n 1; 2; : : : ; r for n¿3 and 16r6 n=2 . Note that G is the cycle C n if r = 1 and the complete graph K n if r = n=2 . For each i ∈ V , N [i] = {i − r; : : : ; i − 1; i; i + 1; : : : ; i + r}. Let LN(i) = {i − r; : : : ; i − 1} and RN(i) = {i + 1; : : : ; i + r} and call these sets the left and the right neighbourhoods of i, respectively. Clearly, N (i)=LN(i) ∪ RN(i) and the union is disjoint except when r = n=2, in which case LN(i)∩RN(i)={i−r}={i+r}. We determine the domination parameters of G.
Theorem 2. If G = C n 1; 2; : : : ; r for some n¿3 and 16r6 n=2 ; then
Proof: If r = n=2 , then G = K n ; hence all the domination parameters equal 1 = n=(2r + 1) = n=(r + 1) . Assume henceforth that r ¡ n=2 . Then = 2r and for every v ∈ V , LN(v) ∩ RN(v) = .
We ÿrst prove that ir(G) = (G) = i (G) and IR(G) = (G) = ÿ (G) by showing that for every maximal irredundant set S of G there exists a minimal dominating set T with |T | = |S|, and for every minimal dominating set S there exists a maximal independent set T with |T | = |S|.
Suppose S is an irredundant set of G and consider any two adjacent vertices x and y of S with y ∈ RN(x). Clearly, pn(x; S) ⊆ LN(x) and pn(y; S) ⊆ RN(y); hence no other vertex of S is adjacent to x or y. It follows that ( S )61 and that I = {i ∈ S: i is an isolated vertex of S}; X = {x ∈ S: pn(x; S) ⊆ LN(x)} and Y = {y ∈ S: pn(y; S) ⊆ RN(y)} are mutually disjoint sets with |X | = |Y |, I ∪ X and I ∪ Y independent and S = I ∪ X ∪ Y . Let
For adjacent vertices x ∈ X and y ∈ Y , x + r + 1 ∈ pn(y; S) and y − r − 1 ∈ pn(x; S).
Suppose S is minimal dominating but not independent and let T = I ∪ X ∪ Z or I ∪ W ∪ Y . It is now clear that T is an independent dominating set with |T | = |S|.
Suppose S is maximal irredundant but not dominating and let T = I ∪ W ∪ Z. It is clear that |T | = |S| and since x ∈ pn(y − r − 1; T ) and y ∈ pn(x + r + 1; T ) for every adjacent pair x ∈ X and y ∈ Y , T is an irredundant set. It remains to be proved that T is dominating.
If
, then there exist adjacent vertices x ∈ X and y ∈ Y such that pn(x; S) ⊆ N (v) or pn(y; S) ⊆ N (v). Therefore y − r − 1 ∈ N (v) or x +r +1 ∈ N (v); hence v is dominated by W or Z and it follows that T is a dominating set.
To complete the proof, we show that (G) = n=(2r + 1) and ÿ(G) = n=(r + 1) . Since (H )¿|V (H )|=(1 + (H )) for any graph H (see [5, Theorem 2:11] ), (G) ¿ n=(2r + 1) . Let S = {(2r + 1); 2(2r + 1); : : : ; n=(2r + 1) (2r + 1)}:
Then S is a dominating set and the only possible non-isolated vertices of S are n=(2r + 1) (2r + 1) and (2r + 1):
These vertices have r and 3r + 1 as private neighbours, respectively. Therefore S is a minimal dominating set of G and it follows that (G)6 n=(2r + 1) .
Suppose S is a ÿ-set of G. Let l be the number of edges between S and V − S. Since S is independent, each s ∈ S sends 2r edges to V − S; hence l = 2r|S|. Consider any v ∈ V − S. Since S is independent, LN(v) and RN(v) Since r6(n − 1)=2, both LN(v) and RN(v) has cardinality r and neither contains v.
If n is odd, then LN(v) ∩ RN(v) = ; hence = 2r. In this case, each r ∈ {1; 2; 3; : : :
If n is even, then we assume r6(n + 2)=4, for C n 1; 3; : : : ; 2r − 1 = C n 1; 3; : : : ; 2 (n + 2)=4 − 1 ;
n i is a partition of n such that each n i is odd and n i ¿2r + 1. Let 
an independent dominating set of G. We call S an independent dominating set of G induced by the partition n = k i=1 n i and we say that n i contributes (n i − 2r + 1)=2 vertices to S. Now
Theorem 3. Let G=C n 1; 3; : : : ; 2r−1 ; where 16r6(n−1)=2; and let n=(2r+1)m+q for some integers m and q; where 06q62r. Then
Proof: Consider any independent dominating set S of G. Clearly |S|6n=2 and if |S| = n=2, then the only independent dominating sets of G are {2; 4; : : : ; n} and {1; 3; : : : ; n − 1}. Assume now that |S| ¡ n=2. Then S has a partition S = 
is a partition of V G and n i = 2r + 2s i − 1. It is now clear that n = k i=1 n i is a partition of n into k odd numbers n i ¿2r + 1 and that S is induced by this partition of n.
Thus, the only independent dominating sets of G are those induced by the partitions n= k i=1 n i of n into k odd numbers n i ¿2r+1, and also {2; 4; : : : ; n} and {1; 3; : : : ; n−1} if n is even. It follows that the cardinalities of the independent dominating sets of G are
: k ∈ {0; 2; : : : ; m}} if n and q are both even;
: k ∈ {0; 2; : : : ; m − 1}} if n is even and q is odd;
: k ∈ {1; 3; : : : ; m}} if n is odd and q is even;
: k ∈ {1; 3; : : : ; m − 1}} if n and q are both odd:
The theorem now follows by evaluating the least and the greatest elements of these sets.
Theorem 4. Let G=C n 1; 3; : : : ; 2r−1 ; where 16r6(n−1)=2; and let n=(2r+1)m+q for some integers m and q; where 06q62r.
Proof: Suppose r = (n + 2)=4. Then n = 4r − 2 = (2r + 1) + (2r − 3), hence m = 1 and q is odd. Note that vertex 1 is adjacent to all even numbered vertices, while vertex 2r is adjacent to all odd numbered vertices, therefore (G)62. Since G has no universal vertices, (G) = 2 as required. Assume henceforth that r = (n + 2)=4. Then = 2r. Again by Theorem 2:11 of [5] , (G) The lower bound for [5, Theorem 2:11] gives (G)¿m + 1 and hence (G) = m + 1. This proves (c).
We next consider complete multipartite graphs. The values of the domination parameters of these graphs are given below -the proofs are simple and omitted. for each j = 1; 2; : : : ; n. Note that X i ∼ = K n for each i = 1; 2; : : : ; m and Y j ∼ = K m for each j = 1; 2; : : : ; n. We consider the complement of K m × K n .
Proof: The only maximal independent sets of G are X i for i = 1; 2; : : : ;ṁ and Y j for j = 1; 2; : : : ; n; hence i(G) = m and ÿ(G) = n. We now consider the maximal irredundant sets of G that are not independent. Suppose S is such a set and assume, without loss of generality, that S contains the adjacent vertices v 11 and v 22 .
If m = n = 2, then neither v 11 nor v 22 has private neighbours, contradicting the irredundance of S. Therefore n¿3. If m = 2 and n = 3, then {v 11 ; v 22 } is a maximal irredundant set; hence S = {v 11 ; v 22 } and thus |S| = 2.
Suppose now that m¿3 or n¿4. Then {v 11 ; v 22 } is not maximal irredundant and therefore is a proper subset of S. Consider s ∈ S−{v 11 ; v 22 }. There are three possibilities: 
Upper parameter ER-critical graphs

Let
be an upper parameter. In this section we present a class of non-complete -ER-critical graphs. We begin by ÿnding a useful characterization of ÿ-ER-critical graphs.
Proposition 7. For any graph G with at least one edge;
Proof: Let uv ∈ E G and consider a ÿ-set S of G−uv. Since T =S−{v} is an independent set of G,
Furthermore, if ÿ(G −uv)−1=ÿ (G) , then T is a ÿ-set of G and since S is independent in G − uv; v ∈ pn G (u; T ). This establishes (a) and necessity in (b). For su ciency in (b), suppose T is a ÿ-set of G such that u ∈ T and v ∈ pn G (u; T ). Since T ∪ {v} is an independent set of G − uv,
It follows from (a) that ÿ(G − uv) = ÿ(G) + 1.
Corollary 8. (a) G is ÿ-ER-critical if and only if ÿ(G −uv)=ÿ(G)+1
for all uv ∈ E G . (b) G is ÿ-ER-critical if and only if for every uv ∈ E G ; there exists a ÿ-set T of G such that u ∈ T and v ∈ pn G (u; T ).
Observe that since ÿ6 6IR for all graphs, it follows that if G is ÿ-ER-critical and ÿ = , then G is -ER-critical, and if G is -ER-critical and = IR, then G is IR-ER-critical.
We now characterize the ÿ-ER-critical circulants of the form C n 1; 2; : : : ; r .
Proposition 9. Let G = C n 1; 2; : : : ; r ; where 16r6(n − 2)=2; and let n = (r + 1)m + q for some integers m and q; where 06q6r. Then G is ÿ-ER-critical if and only if q = r.
Proof: Suppose q = r and consider any uv ∈ E G . Assume, without loss of generality, that u = r + 1 and v ∈ LN(u) = {1; 2; : : : ; r}. Let T = {(r + 1); 2(r + 1); : : : ; m(r + 1)}:
Clearly, T is independent and |T | = m = n=(r + 1) , hence by Theorem 2, T is a ÿ-set of G. Also, since n = (r + 1)m + r, v ∈ pn(u; T ). It follows from Corollary 8(b) that G is ÿ-ER-critical.
Conversely, suppose that G is ÿ-ER-critical. Let u = r + 1 and v = 1. Then uv ∈ E G . By Corollary 8(b) there exists a ÿ-set T of G such that u ∈ T and v ∈ pn(u; T ). Since v ∈ pn(u; T ), none of the vertices of LN(v) = {n − r + 1; : : : ; n − 1; n} are in T . Therefore, since T is an independent dominating set of G; n − r ∈ T . It follows that n − r = (r + 1)m and hence q = r.
It now follows from Theorem 2 that circulants of the form C n 1; 2; : : : ; r , where 16r6(n − 2)=2 and n ≡ r(mod(r + 1)), are also -ER-critical and IR-ER-critical.
In order to ÿnd characterizations of -ER-critical and IR-ER-critical graphs, we need a deÿnition and a lemma. Suppose uv ∈ E G . An irredundant set T of G is a uv-irredundant set if, without loss of generality, u ∈ T and v ∈ pn G (u; T ), and either (i) u is an isolated vertex of T and pn
Lemma 10. (a) If uv ∈ E G and S is an irredundant set of G − uv but not of G; then there exists a uv-irredundant set T of G with |T |=|S|−1. Furthermore; if S dominates G − uv; then T dominates G.
(b) If uv ∈ E G and T is a uv-irredundant set of G; then there exists an irredundant set S of G − uv with |S| = |T | + 1. If T dominates G; then S dominates G − uv.
Proof: (a) Clearly u ∈ S or v ∈ S. Suppose ÿrst that {u; v} ⊆ S. Then u or v is a singular isolated vertex of S in G − uv; assume, without loss of generality, that v is one. Let T = S − {v}. Then T is an irredundant set of G, u ∈ T and v ∈ pn G (u; T ). Furthermore, if u is also a singular isolated vertex of S in G − uv, then u is an isolated vertex of T and pn G (t; T ) * N G [v] for all t ∈ T − {u}. If u is not one, then pn G (t; T ) * N G [v] for all t ∈ T .
Suppose next that {u; v} * S and assume, without loss of generality, that u ∈ S and v ∈ S. Then there exists an s ∈ S − {u} such that pn G−uv 
In both cases it is clear that |T | = |S| − 1 and that
(b) Assume, without loss of generality, that u ∈ T . Suppose ÿrst that u is an isolated vertex of T and pn G (t; T ) * N G [v] for all t ∈ T − {u}. Let S = T ∪ {v}. Then pn G−uv (t; S) = for all t ∈ T − {u} and u and v are isolated vertices of
for all t ∈ T and let S = T ∪{s}. Then pn G−uv (t; S) = for all t ∈ T and v ∈ pn G−uv (s; S). This implies that S is irredundant in G − uv. Clearly |S| = |T | + 1. If T dominates G, then T dominates all vertices of G − uv except v, and s dominates v; hence S dominates G − uv. Proof: For = , let uv ∈ E G and consider a -set S of G − uv. Then S is a dominating set of G. If S is an irredundant set of G, it follows that S is a minimal dominating set of G; hence (G − uv) = |S|6 (G) . Suppose now that S is not an irredundant set of G. By Lemma 10(a) there exists a dominating uv-irredundant set T of G with |T | = |S| − 1. Therefore
Furthermore, if (G − uv) − 1 = (G), then T is a -set of G. This establishes (a) and necessity in (b). For su ciency in (b), suppose T is a uv-irredundant -set of G. By Lemma 10(b) there exists an irredundant dominating set S of G − uv with |S| = |T | + 1. Therefore
It follows from (a) that (G − uv) = (G) + 1. For = IR, let uv ∈ E G and consider an IR-set S of G − uv. The rest of the proof is similar to that for ; the only di erence is that S and T need not be dominating sets of G − uv and G respectively. With the aid of Corollaries 8 and 12 we are now able to determine which of the graphs of Section 2 are -ER-critical, ∈ {ÿ; ; IR}.
(i) G = K n1;n2;:::;nm with m¿2. Consider any -set T of G. If T is independent, then all vertices of T are singular isolated vertices. If T is not independent, then T has two vertices and both are annihilated by their private neighbours. It follows from Corollaries 8 and 12 that G is not -ER-critical.
If T is an independent -set of G, then all vertices of T are singular isolated vertices. If T is a non-independent -set of G, then m = 2; n = 4 and we may choose T = {v 11 ; v 22 ; v 23 ; v 14 }, or m = n = 3 and we may assume T = {v 11 ; v 22 ; v 33 } or T = {v 11 ; v 22; v 12 }. In all these cases, every external private neighbour of any vertex in T annihilates some vertex of T . It follows from Corollaries 8 and 12 that G is not -ER-critical. (iii) G = C n 1; 3; : : : ; 2r − 1 , where 16r6(n − 2)=2. If n is odd and r = 1, then G is ÿ-ER-critical by Proposition 9. Suppose that n is odd and r ¿ 1. Recall that the only ÿ-sets of G are the independent dominating sets of G induced by the partition n = n of n. It is now easy to check that, for any ÿ-set T of G and u ∈ T , u + 1 ∈ pn(u; T ). Hence G is not ÿ-ER-critical in this case. If n is even, then the only ÿ-sets of G are {2; 4; 6; : : : ; n} and {1; 3; 5; : : : ; n − 1}. These sets have only singular isolated vertices; hence in this case G is not ÿ-ER-critical either.
Lower parameter ER-critical graphs
Graphs that are -ER-critical or i-ER-critical have been characterized by Walikar and Acharya [7] and Ao [1] , respectively.
Proposition 13 (Ao [1] Walikar and Acharya [7] ). Let ∈ { ; i}. The graph G is -ER-critical if and only if G has at least one edge and is a disjoint union of stars.
Clearly, disjoint unions of stars are also ir-ER-critical. In Proposition 15 we give necessary conditions for a connected graph to be ir-ER-critical but not -ER-critical. We will use the following notations in its proof. Suppose S is an irredundant set of the graph G. Let C, B and R denote the sets of vertices of V − S which are adjacent to at least two vertices, exactly one vertex and no vertices of S, respectively, i.e.,
For each s ∈ S, let B(s)=pn(s; S)−S, i.e., B(s) is the set of external private neighbours of s. Furthermore, let Z = {z ∈ S: z is an isolated vertex of S}; X = {x ∈ S: x is annihilated by some r ∈ R} and
To obtain a ÿner partition of S,
and for a ÿner partition of B,
, where
B(x);
The following proposition gives a necessary and su cient condition for an irredundant set to be maximal irredundant.
Proposition 14 (Cockyane et al. [3] ). An irredundant set S of G is maximal irredun- In Proposition 14 we use the notation s v to denote any vertex annihilated by v. Henceforth, if there is a unique such vertex s v , we denote it by (v), i.e., is a function.
Proposition 15. Suppose G is a connected ir-ER-critical graph other than a star. Then every ir-set S of G has the following properties. (e) Every vertex of C has exactly two neighbours and each neighbour is annihilated by a vertex of R ∪ E. In particular; C is independent. (f) S is a disjoint union of non-trivial stars. Furthermore; if s ∈ S has more than one neighbour in S; then each of its neighbours is annihilated by a vertex of R ∪ E. If s has one neighbour in S; then s or its neighbour is annihilated by a vertex of R ∪ E.
Proof: Consider any ir-set S of G. If uv ∈ E G and S is a maximal irredundant set of G − uv, then ir(G − uv)6|S| = ir (G) . This contradicts the criticality of G; hence for every uv ∈ E G ; S is not a maximal irredundant set of G − uv:
We ÿrst prove the following lemma.
Lemma 15.1. Let {u; v} ⊆ V G − S with uv ∈ E G . Then; without loss of generality;
; that is; u annihilates s u ; and (iii) s u is the unique vertex annihilated by u.
Since S is maximal irredundant in G, w annihilates some s w ∈ S in G. Thus, without loss of generality, w = u, which implies u ∈ N G [R], and v ∈ pn G (s u ; S). Also, u can only annihilate s u .
(a) Let r ∈ R and x ∈ N G (r). Then rx ∈ E G and {r; x} ⊆ V G − S. Hence {r; x} satisÿes the conclusion of Lemma 15.1 Suppose x = u and r = v. Then r ∈ pn G (s; S) for some s, which is impossible since r ∈ R. Therefore r = u and x = v, that is, r annihilates exactly one vertex s r of S, so that (r) = s r , and x ∈ B( (r)). This is true for every x ∈ N G (r). Therefore N G (r) ⊆ B( (r)). However, since r annihilates (r), B( (r)) ⊆ N G (r) and hence N G (r) = B( (r)). Clearly then, R is independent and N G [R] = R ∪ E. This completes the proof of (a).
(b) Let x ∈ X 2 and y ∈ B(x), that is, y ∈ E 2 . Then pn G−xy (x; S) = B(x) − {y} = and pn G−xy (s; S) = pn G (s; S) = for all s ∈ S − {x}, hence S is an irredundant set of G − xy. Note that
and
By (1), S is not maximal irredundant in G − xy. Therefore, by Proposition 14 and (2), there exists a vertex w ∈ N G−xy [R ∪ {y}] such that w annihilates no vertices of S in G − xy. Note that w ∈ S. Now, each vertex of N G [R] = R ∪ E annihilates some vertex of S in G and hence (by the choice of x and y) in G − xy. (3)) and hence w ∈ N [y]. But then w ∈ N (y) since y ∈ E, w ∈ E. We now have that {w; y} ⊆ V G − S and we can apply Lemma 15.1 to the edge wy. Since w ∈ N G [R], we may assume that, in the notation of Lemma 15.1, y =u and w =v. Therefore there exists s y ∈ S such that y annihilates only s y in S, hence (y) = s y , and w ∈ pn G ( (y); S) ⊆ N G [y] . But y ∈ pn G (x; S) for x ∈ X 2 , hence y does not annihilate any z ∈ Z and thus w ∈ B(z). Also, pn G (s; S) ∩ C = for all s ∈ S and so w ∈ C. We conclude that w ∈ F, which implies that (y) ∈ Y . Since w does not annihilate (y) in G (otherwise w annihilates (y) in G − xy), w ∈ F 2 , that is, (y) ∈ Y 2 . Thus we have proved (b).
(c) Let u and v be adjacent vertices in
. But s u = x 1 and v ∈ B(x 1 ), a contradiction. Hence u ∈ E 2 and v ∈ B( (u)).
(d) Let y ∈ Y 2 and v ∈ B(y), that is, v ∈ F 2 . Then pn G−yv (y; S) = B(y) − {v} = and pn G−yv (s; S) = pn G (s; S) = for all s ∈ S − {y}, hence S is an irredundant set of G − yv. Note that
by Lemma 15.1 Since S is maximal irredundant in G, every vertex of R ∪ E annihilates some vertex of S in G and hence in G − yv. Therefore, by (1) , v annihilates no vertex of S, as required.
(e) Let c ∈ C be adjacent to u and v. By Lemma 15.1, {u; v} ⊆ S. (Hence C is independent.) Since = pn G (s; S) ⊆ pn G−uc (s; S) for all s ∈ S, it follows that S is irredundant in G − uc. Note that
Thus by (1) there exists w ∈ R ∪ E such that w annihilates no vertices of S in G − uc. By (a) and (b), w ∈ E 2 ∪ R annihilates the unique vertex (w) of S in G. As in the proof of (c), w ∈ E 1 annihilates the unique vertex (w) of S in G, where (w) = x with B(x) = {w}. Therefore v = (w) and N G (c) = {u; v}. A similar argument with G − vc shows that u is also annihilated by some vertex in R ∪ E.
(f) By (c) and (e), if z ∈ Z, then N G [z] is a component of G. Therefore G is either disconnected or a star. This contradicts our assumptions about G and therefore Z = , i.e., S has no isolated vertices. Let u and v be adjacent vertices of S. Since pn G (s; S) ⊆ pn G−uv (s; S) for all s ∈ S, it follows that S is irredundant in G − uv. Note that Thus by (1) there exists w ∈ R ∪ E such that w annihilates no vertices of S in G − uv. But w annihilates the vertex (w) of S in G. Therefore, without loss of generality, u is an endvertex of S (u is isolated in S G−uv ) and w annihilates u in G, that is, u = (w). (Note that w ∈ E 1 , for otherwise w annihilates u in G − uv.) Hence S is a union of non-trivial stars.
(g) If R = , then by deÿnition X = and E = , which contradicts (f).
With the aid of Proposition 15 we are now able to characterize the connected 2-ir-ER-critical graphs. Deÿne the graph G as follows. The vertex-set of G has partition V G = R 1 ∪ R 2 ∪ C ∪ {s 1 ; s 2 ; w 1 ; w 2 }; where R 1 , R 2 and C are non-empty, and s 1 , s 2 , w 1 and w 2 are all distinct. The edge-set E G of G is deÿned as follows.
(i) For each c ∈ C, {cs 1 ; cs 2 } ⊆ E G .
(ii) For each i = 1; 2 and each r ∈ R i , rw i ∈ E G . (iii) {s 1 s 2 ; s 1 w 1 ; s 2 w 2 } ⊆ E G .
An example of G is illustrated in Fig. 1 . The class of all such graphs G will be denoted by G.
Theorem 16. G is connected and 2-ir-ER-critical if and only if G ∈ G. 
Open problems
We conclude with a brief list of unsolved problems.
(1) It is shown in Section 3 that circulants of the form C n 1; 2; : : : ; r , where 16r6(n− 2)=2 and n ≡ r(mod r + 1), are ÿ-ER-critical, -ER-critical and IR-ER-critical. Do there exist graphs which show that these classes of graphs are distinct? For example, do there exist ÿ-ER-critical graphs which are not -ER-critical? (In this case, ÿ ¡ .) Do there exist -ER-critical graphs which are not ÿ-ER-critical? (We suspect that both types of graphs do exist.) Repeat these questions for various combinations of ÿ, and IR. (2) Theorem 16 gives a characterization of ir-ER-critical graphs with ir = 2, while ir-ER-critical graphs with ir = 3 are characterized in [2] . Characterize ir-ER-critical graphs with ir¿4, or ÿnd further properties of such graphs. (3) We show in Section 5 that three of the classes of graphs discussed in Section 2 contain i − -ER-critical graphs, but nothing is known about the structure of i − -ER-critical graphs. Find necessary or su cient conditions, or even a characterization, of these graphs. (4) Do there exist ir − -ER-critical graphs? (We suspect so.) Find properties of such graphs.
