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Abstract 
A general procedure is developed to derive a mixed interpolation formula for approximating any (n + 1) times 
differentiable function f (x),  for x ~ [0, nh], by a function fn(x) of the type f ,(x) = a Ul (kx) + b U2 (kx) + V n-2 c.x i the Z. - i=0  l , 
interpolating points being the ones given by xj = jh, (h > 0), j = O, 1 . . . . .  n, where U1 (kx) and U2 (kx) are the two linearly 
independent solutions of a suitable second order Ordinary Differential Equation (ODE) and k > 0 is an appropriately 
chosen parameter. The results for the particular case when Ul(kx) and U2(kx) represent the trigonometric functions 
follow easily. An analysis of the error is also discussed and specific numerical examples are included for the sake of 
comparison with the known interpolation formulae. Tables showing the comparison of the maximum errors occuring in 
the use of the various interpolation formulae has also been presented for some specially chosen functions. 
Keywords: Mixed interpolation; Oscillation theory; Polynomial interpolation; Green's function 
1. Introduction 
In recent years (see [1, 2-1), there has been a considerable effort which has been devoted to the 
study of mixed interpolation formula, consisting of approximating a given function f(x) by 
a functionf,(x) of the form 
n-2  
f.(x) = a cos(kx) + b sin(kx) + ~ cix i, (1.1) 
i=0  
and their uses in solving differential and integral equations (Fredholm, second kind) numerically. 
The choice of the functions cos(kx) and sin(kx) in the expression of (1.1) is that they are the two 
linearly independent solutions of the second order linear operator 
d 2 
L = + k 2. (1.2) 
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It is observed that the linear differential operator given by the relation (1.2), helps in estimating the 
error in the above approximation i  a direct manner. The purpose of the present paper is to bring 
out the underlying structure in the mixed interpolation formula in a more general way than what 
has been presented in [1]. It is with this motive that we have taken up the study of the concept 
of mixed interpolation with the aid of two functions U~(kx) and U2(kx), which represent 
two linearly independent solutions of a general second order linear ODE for some k > 0. The 
principal idea in the choices of the functions U~ (kx) and U2(kx) representing the mixed inter- 
polation function lies in the "oscillation theory" of ODEs. In the particular case when 
Ul(kx) = cos(kx) and U2(kx) = sin(kx), most of the results of [1] are recovered from the general 
results presented here. 
The analysis of the error incurred in the use of such a general mixed interpolation formula can be 
pursued in the lines similar to the ones available in [1] with appropriate adjustments of the various 
terms involved. Certain specific numerical examples are taken up for the sake of comparison, with 
the choices of 
(i) U1 (kx) = cos(kx) and U2(kx ) = sin(kx) (see Tables 1-4); 
(ii) U1 (kx) = e kx cos(kx) and U2(kx) = e kx sin(kx) (see Tables 2 and 4) as well as with U1 (kx) and 
U2(kx) representing the two linearly independent solutions of the ODE: 
(d2 ) 
~x2+k3x y=0,  (k>0,  x>0)  
(see Tables 1 and 3). 
Following is the plan of the present paper: In the next Section, we have derived the interpolation 
formula by actually computing the constants involved in the general case under consideration. We 
have also derived the interpolation functionjTn(x) (which is unique for some choices of k > 0, to be 
explained later on) as the sum of an nth degree polynomial based on the same interpolating points 
and two correction terms. In Section 3, we have taken up the error analysis and, in Section 4, we 
have considered certain specific numerical examples with different choices of the functions U1 (kx) 
and U2(kx ). 
Table 1 
Comparison of the errors in numerical results (~t = 1, fl = 3, h = 2) 
k x f(x) Errors 
Polynomial Trigonometric Generalised 
interpolation interpolation interpolation 
0.5 1.75 e ~ sin 4x 4.38.10 -4 4.38' 10 -4 2.59' 10 -4 
0.7 2.25 e °'9x sin 5x 3.30" 10- 3 3.27" 10- 3 2.49" 10- 3 
1.0 1.35 cos 1.5x sin 4.5x 5.58" 10 -3  5.45" 10 -3 3.52" 10 -3 
1.1 2.0 e2~ cos 4x 9.14" 10 -3  9.11.10 -3  5.41.10 -3  
1.2 1.5 e °'Sx sin 4.5x 9.76.10 -4 9.15.10 -4 5.96.10 -4 
1.25 1.6 e~ cos 4x 6.38.10 -4 5.66- 10 -4 4.33.10 -4 
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Table 2 
Comparison of the errors in numerical results (~ = 1, fl = 3, h = 3) 
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k x f(x) Errors 
Polynomial Trigonometric Generalised 
interpolation interpolation interpolation 
0.5 1.5 e ~ sin 7x 1.40" 10 -2 1.41.10 -2 2.12.10 -3 
0.9 1.6 e ~ cos 6x 1.95" 10 -2 1.93" 10 -2 1.13" 10 -2 
1.0 1.4 e TM sin 5.5x 7.14.10 -2 7.04.10 -2 4.66.10 -2 
1.0 1.45 e TM sin 6x 1.16.10 -3 1.13.10 -3 9.12.10 -4 
1.2 1.4 e°'Sx sin 6.5x 1.95.10 -2 1.91.10 -2 8.22.10 -3 
1.2 1.2 e x sin 7x 9.09.10 -2 9.11.10 -2 2.53.10 -3 
Table 3 
Comparison of the errors in numerical results (~t = 0.1, fl = 1.1, h = ~) 
k x f(x) Errors 
Polynomial Trigonometric Generalised 
interpolation interpolation interpolation 
1.25 0.66 eX cos 4x 2.25.10 - s  2.08.10 - s  7.82.10 -7 
1.1 0.4 e TM sin 10x 7.86.10 -4 7.78.10 -4 4.92.10 -4 
1.2 0.7 e TM sin 8x 6.85" 10 -s  6.71.10 -5 6.08" 10 -5 
1.0 0.35 e TM cos 9x 8.31" 10 -4 8.25' 10 -4 5.09" 10 -4 
1.5 0.75 e °'3~ sin 5x 3.0" 10- 7 2.78.10- ~ 1.04.10- 7
1.6 0.25 e °'gx cos 5x 4.06.10 -6 3.96.10 -6 2.62.10 -6 
Table 4 
Comparison of the errors in numerical results (ct = 0, fl = 1, h = ~) 
k x f(x) Errors 
Polynomial Trigonometric Generalised 
interpolation interpolation interpolation 
0.5 0.75 e x sin4x 1.00" 10 -7 2.93" 10 -6 1.00' 10 -7 
0.9 0.7 e x sin 8x 2.77.10-5 2.91.10-5 7.41- 10-6 
0.9 0.90 e°'Sx sin 6.5x 2.14" 10 -5 2.36' 10 -5 6.25" 10 -6 
1.0 0.40 e x sin 7x 2.86" 10- 5 2.82" 10- 5 2.20' 10- s 
1.2 0.25 e x sin 7x 5.26" 10 -5 5.15" 10 -5 3.83' 10 -s  
1.6 0.45 cos 2x sin 7.5x 2.36" 10- 5 2.30" 10- 5 2.23' 10- 5 
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2. A general mixed interpolation formula 
We have considered the problem of approximating a class of functions f(x) by a function f.(x), 
more effectively of the form 
n-2 
f,(x) = aUx(kx) + bU2(kx) + ~. cix i, n ~> 1, (2.1) 
i=0 
for x e [0, nh] and k e ~ with the requirement that 
f ,  (x j) = f(xj), (2.2) 
for some (conveniently chosen) equidistant points x~ =jh, j = 0, 1, . . . ,n  (h > 0). Any general 
interval [~, fl] can be transformed into the interval 1-0, nh] by a suitable linear transformation. 
The error involved in the above approximation is defined to be 
/~ ( f x) = f (x) - f,  (x). (2.3) 
The relation in (2.2) forces the expression/~,(f, x) to vanish at the (n + 1) points xj = jh, giving rise 
to a system of (n + 1) linear algebraic equations for the unknown constants a,b, ci 
(i = 0, 1, ..., n - 2) of the form B2 =/z, with B representing the coefficient matrix 
[U1 (I0), Uz(IO), 1, I0, (/0)2, ..., (lO)"- :](, = 0,, ...... ). (2.4) 
We have worked with the transformed matrix .4, equivalent to B, which is given by 
1- V~ Ux (lO), Vo tU2 (tO), Vht(1), Vht(lh),..., V~(lh)"- 2 ](i = 0,1 ...... ), (2.5) 
where 
0 := hk, 
with V m being defined as 
lT~=U(x) = V~=- l [U(x) -  U(x-  u)], m = 1,2, ..., 
v. ° U(x) = U(x), 
along with the convention that 
V~' U(mO) = [ V~" U(x)]x =,.o. 
The determinant of the matrix .4 represented as .4. is obtained in the form 
( n-2 ) -4. = h{"-1){"-2)/2~ I-I J! /~,(0), (2.6) 
\ j= l  
with 
D,,(O) = Vg UE(nO) Vg- ' U1 (n - 10) - 17o"-1 Uz (n - 10) 17o" U, (nO), (2.7) 
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which can be simplified to 
1~. ~(_ l ) i+ j _2(n) (  n ) 
/~"(0) = n ~=x j= , j i - -1  ( j - i -1 ) [Uz( jO)U l ( i -  lO) 
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- U,( jO)Uz(i-  10)]. (2.8) 
is easy to deduce that in the particular case of Ul(kX)= cos(kx) and Uz(kx)= sin(kx) as It 
considered in [1], the expression for/),(0) as given by the relation (2.8) reduces to 
D,(O) = 2 2"- 1 sin2, - 1 ½0 cos ½0. (2.9) 
The solution of the system of Eqs. (2.2) along with (2.1) ultimately become expressible as 
a =-=- (-1)PV~'f(ph)(A.)p÷l,1, 
An p=0 
b = -=- ( -  1) p VhPf(ph)(J..)p+ 1,2, (2.10) 
An p=O 
1 " 
ci = -~. p~=o (-1)P V~' f (ph)(Jt.)p+ l,i+ 3, 
for i = 0, 1, ..., n - 2, provided kh ¢ ~ with 
= {p,: D.(p,) = 0}, (2.11) 
where (A.)p, q is the determinant of the matrix obtained by deleting the pth row and the qth column 
of A. 
Substituting from the relations (2.10) into the relation (2.1), we obtain 
f . (x )= ~ s~p+l(x)V~'f(ph), (2.12) 
p=0 
where, again as in [1], ~7p+l(X) is the determinant obtained by replacing in the matr ix / t  the 
(p + 1)th row by the row 
[ U1 (kx), U2 (kx), 1, x, ..., x "- 2 ]. (2.13) 
The expressions for ~Tp+l(X) can be obtained in exactly the same way as in [1] and after 
substituting for s~Tp +~(x) in the relation (2.12), we obtain that 
f.(x) = ~ V~'f(ph) - kZq~.(x) V~-l f (n - lh) + k 2/ ) . -  1(0) ~. -  l(x) V~f(nh) (2.14) 
p=o /~.(0) 
166 A. Chakrabarti, Hamsapriye /Journal of Computational nd Applied Mathematics 70 (1996) 161-172 
where 
s = x/h, 
a,x, ' ) - - -  VoPUI(pO)- Ul(kx) V~U2(nO) 
k2B.(O)  L',p=o 
- ("v~=lo (~)  VoPU2(pO) - Us(kx)) V~UI(nO)I. (2.15) 
As a particular case when Ux (kx) = co s(kx) and U 2 (kx) = sin(kx), the relations (2.14) and (2.15) 
reduce the corresponding relations of [-1]. Now, by using the results 
V~ UI (nO) 1 
~.(o) B.-I(o) - -  [I7~ -1 Ul(n - 10) + 17~-SUl(n - 20)] 
+ 
V~ -x Ua(n - 10) 
t~.-1 (o) ft.(o) 
[/)n(O) + V~Uz(nO) 17~ -2 Ux(n - 20) 
- V~UI(nO) V~-2U2(n - 20)], n >/2, (2.16) 
and 
Vo n U 2 (nO) 1 
B.(o) B._I (o) - -  [V~ -~ Uz(n - 10) + V~-SUz(n - 20)] 
+ V~- IUz(n -  10) 
fi._l(o)fi.(o) [/),,(0) + V~'Us(nO) V~ -z U~(n - 20) 
-- vonUl(rt0) W-2U2(n  - 20)], n >i 2, (2.17) 
we obtain the recurrence relation for the function q~,(x) as given by 
) B._~(o) 1 s -q~. - l (x )  ~ q~.-2(x) 
~.(x)=~-~ n -1  D.-I(O) 
m ~._~(x) 
B.(0) 
[/).(0) + V~Uz(nO) V0n-2 U I ( / ' / -  20) 
-- V~UI (nO)Vd-2Uz(n-  20)], n>~ 3, (2.18) 
and the expressions for ~l(x) and q~2(x) can be obtained from the relation (2.15). Changing n 
to n + 1 in the relation (2.18) and substituting for (D,-I(O)/D.(O))~.-~(x) in the relation (2.14), 
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we obtain 
f , (x)= ~ ( ; )V~' f (ph) -k2~, (x )V~- l f (n - lh )  
p=0 
U2(n + 10) U,(n - 10) -k :  5.+1(x) 5.+1(o) (v0 .+1 vg-  ' 
- V~+IUI(n + 10)V~-lUz(n - 10)) 1 V~f(nh). (2.19) 
This result can now be interpreted, like in [1], as the polynomial interpolation based on the points 
xs=jh and two correction terms. In the particular choice of Ul(kx)=cos(kx) and 
Uz(kx) = sin(kx), we obtain the corresponding results of [1]. It is also observed that in the 
situations when ~.(x) and the terms inside the big brackets remains bounded as k ~ 0, then the 
expression on the right of (2.19) tends to the well-known Newton's interpolation formula. 
2.1. The choices of U1 (kx) and U2 (kx) 
In the present work, we have chosen the functions Ul(kx) and U2(kx) based on the oscillation 
theory of ODEs (see I-3, 4-1), as the two linearly independent solutions of the linear second order 
ODE: 
d2y + k3xy - 0, x > 0, k > 0, (2.20) 
dx 2 
whose two solutions are given by 
Ul(kX) = Ey~ (_1) m 1.4 ...(3m + 1)(kx)3 m (2.21) 
m:O (3m + 1)! 
and 
~X3 
U2(kx) = ~, ( _1)  m 2"5 .--(3m + 2)(kx)3m+l (2.22) 
,,= o (3m + 2)! 
The above choices of U1 (kx) and U2(kx) are  made in anticipation of controlling the oscillations 
that may occur in the interpolating function f(x). We have also considered certain numerical 
examples based on the above choice of Ul(kx) and U2(kx) as well as on the choice of 
UI (kx) = e kx cos (kx) and U2 (kx) = e kx sin(kx) which are the two linearly independent solutions of 
the second order ODE: 
(D e - 2kD + 2k2)y = 0, 
where 
D = d/dx. 
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3. The error estimation 
In this section, we have expressed the error/~,(f x), as defined by the relation (2.3), in a closed 
form. This is achieved by appropriately choosing a differential operator/~., which annihilates the 
interpolation functionjT,(x) given by the relation (2.1). Such a differential operator/~,, is derived to 
be 
~,, (U , (kx )  d 2 U~(kx) d ) d n-1 
= \[?.+,(k-----~)~x ~ k ~-~(-~x)dx +k2 d-~ 1'  (3.1) 
where 
U. (kx)  = l (kx) - ° -  " (kx )  (3.2) 
and an appropriate k > 0 can be chosen such that, for a fixed x, the relation in (3.2) is not zero. At 
this stage, we mention that the elements of the set ~ as given by the relation (2.11) and the zeros of 
the expression U,(kx) can be obtained by the usage of the MATHEMATICA package, by first 
truncating the series of U1 (kx) and U2(kx), as given by the relations (2.21) and (2.22) after N terms, 
depending upon the accuracy that is needed. The "prime" in the expression (3.1) denotes differenti- 
ation with respect o the argument. Thus we see that the functions f~(x) and/~,(f, x) satisfy the 
systems 
E,,f,(x) = 0 f~(x~) =f(xj)  (3.3) 
and 
/~,/~,(f, x) = £.f(x) /~,(f, xi) = 0. (3.4) 
By operating/~, to the expression ~(x), as given by the relation (2.15), we obtain 
£,~,(x) = h (l-n) ~,(xj) = 0. (3.5) 
Now, as a particular case when Ul(kx)= cos(kx) and U2(kx)= sin(kx), we observe that the 
coefficient of d2/dx 2 in the relation (3.1) becomes unity and the coefficient of d/dx reduces to zero 
and we obtain (see [1]) 
(d  2 )d" - '  
/~, = L. = ~ + k2 d-x -~----1" (3.6) 
Also, by choosing U~ (kx) = e kx cos(kx) and Uz(kx)  = e kx sin(kx) the operator/~,, which annihilates 
the function 
n-2  
f.(x) = ae kx cos(kx) + be kx sin(kx) + ~ cix i, n ~> 1, (3.7) 
i=0 
is seen to be 
Ln = (D  E - 2kD + 2k2)D n -  1 
The error involved in the approximation ofa given functionf(x) by the trigonometric functions 
cos(kx) and sin(kx), along with a polynomial part of degree (n - 2) has been analysed in [2]. These 
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results can be generalised with some modifications to give 
F,,(f,x) = h"-l~).(x)ff , . f(¢), ~ e (O, nh), (3.8) 
as explained below. 
From the relation (3.4), we obtain, via the Green's function technique, 
E,(f ,  x) = Y,(x, t )L , f ( t )  dt, (3.9) 
where the Green's function Y,(x,t) can be computed easily by using the standard method of 
variations of parameters. If we can choose a k > 0 for which the Green's function IT,(x, t) maintains 
the same sign in the interval (0, nh), we may apply the mean value theorem (MVT) of integral 
calculus and obtain that 
E, ( fx )  = (k,(x)ff,,f(¢), ~ e(O, nh), (3.10) 
where 
F ~.(x) = Y,(x,t)dt. (3.11) 
We find that we must have 
L .0 . (x )  = 1, 
and, from the relation (3.9) and (3.11), that 
~,(xj) = 0, j = 0, 1,...,n. 
The determination of ft,(x) can be completed without using the function IT,(x, t) by solving the 
system 
/~,,~,(x)= 1 ~. (x j )=0 ( j=0,1 , . . . ,n )  (3.12) 
with the choice of ~,(x) in the form 
n-2 xn-1 
~,(x) = a'U,(kx)  + b'U2(kx) + Y. cix' i + kZ( n _ 1)! (3.13) 
i=0 
and using the ideas of interpolation, as explained in Section 2. 
We easily derive that 
~,(x) = h"- l~n(X ). (3.14) 
Substituting the relation (3.14), in the relation (3.10), we obtain the relation as given by (3.8). 
4. Numerical examples 
We now take ur~ certain numerical examples with the different choices of U~(kx) and U2(kx), 
which we have mentioned earlier. Tables 1 and 3 give the numerical results for the choice of U~ (kx) 
and Uz(kX) as  given by the expressions (2.21) and (2.22), with the end points e, fl of the interval 
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Table 5 
Comparison of the maximum error in [1,3] (~ = 1,/~ = 3, h = 92) 
k f(x) Maximum errors in [1,3] 
Polynomial Trigonometric Generalised 
interpolation interpolation interpolation 
0.5 eX sin 4x 2.01.10 -2 1.99.10 -2 1.27 
0.7 e TM sin 5x 1.40" 10-1 1.37" 10 1 6.07 
1.0 cos 1.5x sin 4.5x 4.74" 10 -2 4.60' 10 -2 3.05 
1.1 e2Xcos 4x 4.00.10 -1 3.88.10 -3 2.24 
1.2 e°Sx sin 4.5x 2.16.10 -2 2.01.10 2 1.30 
1.25 eX cos 4x 2.92" 10 -2 2.65.10 -2 1.84 
10-2 
10 z 
10-2 
10-1 
10 2 
10-2 
Table 6 
Comparison of the maximum error in [1,3] (~ = 1, [] = 3, h = ~) 
k f(x) Maximum errors in [1,3] 
Polynomial Trigonometric Generalised 
interpolation interpolation interpolation 
0.9 eX cos 6x 6.79.10 -1 6.68.10 -1 
1.25 x cos 4x 7.22.10 3 6.65.10-3 
1.0 e °'3x sin 6x 1.91.10 1 1.86.10 1 
1.2 eX sin 4x 2.01.10 -2 1.92.10 -2 
1.0 e x cos 3x 2.40" 1 O- 3 2.22.1 O- 3 
4.33" 10- l 
3.16.10 -3 
1.50" 10 -1 
1.01 • 10 2 
1.83" 10 3 
Table 7 
Comparison of the maximum error in [0.1, 1.1] (~ = 0.1, fl = 1.1, h = ~) 
k f(x) Comparison of the maximum errors in [-0.1, 1.1] 
Polynomial Trigonometric Generalised 
interpolation interpolation interpolation 
1.25 eX cos 4x 8.19 '  10 -6  7.58' 10 -6  2.71 ' 10 -6  
1.1 e°SXsinlOx 2.54"10 2 2.51'10 2 1.65.10-2 
1.2 e° lXsin 8x 2.67'10 -3 2.61.10 -3 2.32"10 -3 
1.0 elSx cos 9x 1.98" 10 -2 1.96' 10 -2 1.21- 10 -2 
1.5 e°3x sin 5x 2.78.10 -5 2.56.10 -5 1.19"10 -5 
under considerat ion chosen to be x = 0.1,/~ = 1.1, and ~ = 1,/~ = 3, for different values of k > 0 
(such that kh¢~) and for different functions f(x) ment ioned therein. Tables 2 and 4 give the 
numerical  results with ~ = 0, /3 = 1, and ~ = 1, 3 = 3, and for the choice of the functions 
U~(kx) = e kx cos(kx) and Uz(kx) = e k~ sin(kx), for the k's listed therein. The values of x chosen in 
the Tables 1-4 are some arbitrari ly chosen nonnodal  points in the interval under consideration. 
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Table 8 
Compar ison of the maximum error in [0, 1] (c~ = 0,/3 = 1, h = ~) 
k f(x) Compar ison of the maximum errors in [0, 1] 
Polynomial  Tr igonometric General ised 
interpolation interpolation interpolation 
0.5 eX sin 4x 3.78" 10 -6` 4.99.10 -6 2.12.10 -6 
0.9 eX sin 8x 2.73-10 3 2.71.10-3 1.73.10-3 
0.9 e°'S~ sin 6.5x 3.71"10 -4 3.65'10 4 2.55.10-4 
1.0 eX sin 7x 1.25"10 -3 1.23-10 -3 9.79'10 -4 
1.2 e~ sin 7x 1.25.10 -3 1.22.10 -3 9.20.10 4 
1.6 cos 2x sin 7.5x 6.03.10 3 5.86.10-3 5.69.10-3 
171 
Four more tables, viz. Tables 5-8 are also presented which clearly show the comparison of the 
maximum errors incurred in using the various interpolation formulae. In order to prepare the 
tables, Tables 5 and 6 (parallel to the Tables 1 and 2), the number of points within the interval [-1, 3] 
has been taken to be 100. In order to prepare the tables, Tables 7 and 8 (which are to be used 
parallely with Tables 3 and 4), computations of the errors have been made by considering 50 
equidistant points within the interval [-0.1, 1.1] and [-0, 1]. 
5. Conclusions 
We have shown that given any functionf(x), x > 0, there exists a uniquef,(x), as defined by the 
relation (2.1), which exactly coincides with f(x) at the points jh. By using the package MATH- 
EMATICA, we can choose k so that kh is not a zero of the function/~,(0). Also the interpolation 
function has been expressed as a polynomial of degree n and two correction terms. The particular 
case of choosing Ul(kx)= cos(kx) and Uz(kx)= sin(kx) has been discussed too. Thus, we have 
generalised the concept of mixed interpolation of [1] by generalising the operator L, of [1]. We 
have supported the work through some numerical examples with different choices of Ul(kx) and 
U2(kx). The derivation given in Section 2 and the error analysis given in Section 3 holds for any 
arbitrary U1 (kx) and U2(kx), which are the two linearly independent solutions of a second order 
linear ODE. 
The results derived in this paper will be utilised, in future, to derive certain quadrature rules and 
an attempt will be made to solve some Fredholm integral equations of the second kind, where the 
kernels may exhibit oscillatory behaviour. 
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