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Feature Attribution in Event Prediction with RNNs
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Abstract—Deep Recurrent Neural Networks (RNN) is increasingly used in decision-making with temporal event sequences. However,
understanding how RNN models produce final predictions remains a major challenge. Existing work on interpreting RNN models
for sequence predictions often focuses on explaining predictions for individual data instances (e.g., patients or students). Because
state-of-the-art RNN models are formed with millions of parameters optimized over millions of instances, explaining predictions for single
data instances can easily miss a bigger picture. Besides, RNN models often use multi-hot encoding to represent the presence/absence
of features, where the interpretability of feature attribution with numeric values is missing. We present ViSFA, an interactive system that
visually summarizes feature attribution over time for different feature values. ViSFA scales to large data such as the MIMIC dataset
containing the electronic health records of 1.2 million high-dimensional temporal events. We demonstrate that ViSFA can help us
reason RNN prediction and uncover insights from data by distilling complex attribution into compact and easy-to-interpret visualizations.
Index Terms—RNN, Model Interpretation, Temporal Sequence Analysis, Feature Attribution Visualization
1 INTRODUCTION
Deep Recurrent Neural Networks (RNN) is pervasively used in rea-
soning and decision-making tasks for sequential data analysis. Due
to its remarkable performance and broadly applicable feature, RNNs
have helped solve problems in domains from fundamental research
such as natural language processing (NLP) [44] and video analysis
to domain-specific research such as electronic health records (EHR)
analysis [5], customer behavior analysis [42], and stock prediction [2].
Despite RNNs’ popularity and remarkable performance, end-users’
demand on model trust, fairness and reliability makes its limited use
in many critical real-world decision-making schemes. One would be
critical of a reliability-oriented paper that only cites accuracy statistics
[8]. Consciously collected data can be easily biased, and models built
with such data can be unreliable. For example, Ribeiro et al. [32] show
a case where the snow backgrounds in the training images, instead of
real morphological features, distinguishes “huskies” from “wolves”.
Such problems also happen to sequential data analysis. It will be critical
and causing fatal issues if similar problems happened to applications
such as health care, autonomous vehicles, or legal matters. How to
make sure a model’s decision is not based on biased facts? How do we
provide trusted prediction systems that humans are confident to use?
How do we guarantee the decisions are not discriminated against by a
special group? It’s urgently demanded to solve these problems so we
can use machine learning models transparently and safely.
To address this subject, existing work has focused on visualizing
RNN predictions for domain-specific tasks such as NLP [24, 39] by
revealing RNNs’ inner mechanisms. However, RNN models have a
broader usage in various scientific research fields such as DNA se-
quence analysis [29], electronic health records (EHR) analysis [5],
customer purchase intent analysis [35], stock prediction [2]. Expla-
nations in domain-specific manners can not fulfill the requirements in
diverse scenarios. For example, word-to-vector embeddings in the NLP
domain are fundamentally different from one-hot or multi-hot embed-
dings in most applications where each embedding vector dimension
has physical meaning. Owing to this difference, the visual analysis
• Chuan Wang is with University of California, Davis. E-mail:
nauhcy@gmail.com.
• Xumeng Wang is with Zhejiang University. E-mail:
wangxumeng@zju.edu.cn.
• Kwan-Liu Ma is with University of California. E-mail: ma@cs.ucdavis.edu.
Manuscript received xx xxx. 201x; accepted xx xxx. 201x. Date of Publication
xx xxx. 201x; date of current version xx xxx. 201x. For information on
obtaining reprints of this article, please send e-mail to: reprints@ieee.org.
Digital Object Identifier: xx.xxxx/TVCG.201x.xxxxxxx
for the NLP domain can be distinctive among general visual analysis
with RNN predictions. Besides, interpreting inner-model behavior
can be fragmentary in real practice and can potentially cause catas-
trophic harm to society [34]. Furthermore, it’s important for humans
to understand and trust a model’s predictions by knowing how multi-
dimensional features and their temporal changes in entire prediction
classes contribute to prediction. Current visual interpretations often fo-
cus on explaining predictions for individual instances [18,26]. Because
deep learning models are computed based on a populous distribution
of instances, explanations for individual instance prediction can easily
miss a bigger picture of valuable insights learned by a model. Last,
value-level feature attribution is not previously addressed for model
interpretation, yet explaining what values in a feature contribute to
a particular class would be more meaningful than simply illustrating
whether a feature has a high contribution. For example, knowing the
importance of feature “customer visits” would provide less guidance
than telling how many visits would be effective in preserving customers.
Therefore, it’s often desirable to explain models by visualizing tem-
poral feature value attribution for the entire prediction classes in
a domain-independent manner.
Our work is inspired by these unfulfilled requirements and attempts
to resolve the following challenges. Data complexity: datasets for
RNN modeling can be seen as tensors that composed of time, multi-
dimensional feature, and instance. In the settings of RNN modeling,
each instance is a sequence and is labeled with a class. For example,
in the patient mortality analysis, a patient’s medical temporal history
is associated with a mortality label dead/alive. At each time-step, a
temporal event is composed of multi-dimensional features representing
values from medications, lab test results, etc. Despite the complexity in
data rank and dimension, analyzing such practical data often desires
the handling of specialties such as sparsity and noisiness. The dilemma
– generality or visual complexity: Complex visualizations systems are
often tailor-made for specific data characteristics or analytic tasks,
and high generality requirements often limit possible visualization
designs. We aim to handle compound computations at the backend
in exchange of easy-to-comprehend visualization designs for a model-
agnostic straightforward interpretation of data insights. We introduce
ViSFA, a visual analytics system that summarizes feature attribution in
temporal sequences with RNNs. Our contributions are:
• A scalable and domain-independent visual analytics approach that
summarizes feature attribution in entire prediction classes. We de-
signed a series of modular algorithms based on stratified sampling
and gap statistic clustering, which facilitate a fair comparison of
contributing patterns in temporal value change between classes.
• An interactive visualization system for users to remove irrelevant
noises and discover major contributing sequential patterns.
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2 RELATED WORK
A deep neural network is typically trained with a large number of in-
stances that each is annotated with a class label. A well-trained deep
learning model can learn useful knowledge from the instances and form
a complex network of neurons that transform the instances to a proba-
bility for class prediction. However, how deep neural networks learn
knowledge and achieve outperform predictions are remained unclear.
Researchers from both the Machine Learning and Data Visualization
field have investigated the interpretability of deep learning models.
However, there is not a single interpretation method that can be applied
to any deep learning models [8].
2.1 RNN Model interpretion
Currently, there are two major approaches in terms of whether RNN
models are extended for interpreting deep learning models.
To interpret the dynamics of deep neural networks, a few studies
apply visual approach to explain convolutional neural networks [3, 9,
13, 31, 38]. For understanding RNNs, model-generating factors, like
hidden states, need to be explored. LSTMVis [39] visualizes the hidden
state dynamics of RNNs by a parallel coordinates plot. To match
similar top patterns, LSTMVis allows users to filter the input range
and check hidden state vectors from heatmap matrices. For natural
language processing tasks, Ming et al. [24] also employ a matrix design.
Combining hidden state clusters and word clusters, Ming et al. [24]
design a co-clustering layout, which links cluster matrices and word
clouds.
In addition, extending RNNs by extra structures, like neural attention
mechanisms, contributes to easier interpretation. The attention mecha-
nism has become popular recently because the added attention layers
allow the interpretation of a particular aspect of the input [1, 11, 43].
Besides, the attention mechanism is proved to be able to improve the
performance of deep learning models. Hermann et al. [11] develop
an attention-based method for deep neural nets for comprehending
documents. Due to easier interpretation for end-users, this group of
research is often applied to real-world analysis in a variety of domains.
However, only a few works focus on the visual interpretation of deep
learning with an attention mechanism. RetainVis [18] is a rare example
that is an interpretable and interactive visual analytics tool for EHR
data.
2.2 Additive Feature Attribution Methods
The highest accuracy for large modern datasets is often achieved by
complex models that even experts struggle to interpret. To simplify
model understanding, a branch of research uses additive feature attri-
bution methods that consider deep learning models as black boxes and
explain simpler explanation models as approximations of the original
model. Model-specific approximation such as DeepLIFT [36, 37] com-
pares the activation of each neuron to its “reference activation” and
assigns contribution scores according to the difference. There are also
model-agnostic methods such as LIME [32] and SHAP [20]. LIME
interprets individual model predictions based on locally approximating
the model around a given prediction. SHAP use Shapley values as a
measure of feature variable contribution towards the prediction of the
output of the model. Simpler explanations improves computational
performance for interpretation. Similar in spirit, Manifold [45] pro-
vides a visual analysis framework to support interpretation, debugging,
and comparison of machine learning models. These approaches differ
from our work in that they approximate RNN models with simpler
explanation models, whereas we attempt to interpret the behavior of
original models.
2.3 RNN Application fields
RNN becomes popular for its high performance in the linguistic do-
main. Most well-known works are from the NLP field, such as machine
translation and sentiment analysis [14]. Due to the popularity of NLP
tasks, the majority of RNN interpretation work has made efforts to
explain RNN models under the NLP background, such as [7,19,24,39].
However, the visual analysis of NLP often requires special visualization
techniques because language composed by individual words is a unique
type of data. The architecture of RNN is distinctive because connec-
tions between nodes form a directed graph along a temporal sequence.
Therefore, RNN can be used to a broad range of sequence analysis
applications, such as DNA sequence analysis [29], Electronic Health
Records (EHR) analysis [5], customer purchase intent analysis [35],
stock predictions [2], and so on. As discussed in the introduction,
the interpretability is critical to these application domains regarding
model fairness, reliability, and trust. However, not much attention has
addressed to the visual interpretation of RNN from a more generic
perspective except for ProSeNet [25], which proposes an interpretable
and steerable deep sequence model.
This paper attempts to bridge this gap and propose a visual analysis
method that can be applied to broader scenarios of analyses for summa-
rizing contributing sequence patterns in predictions. Because end-users’
understanding is an urgent desideratum, this work focuses on visual-
izing distilled patterns that directly map to the original data, based on
attention mechanism enhanced RNN model for its easy-to-perceptible
superiority. Besides, to our best knowledge, there is no work explaining
how RNN models correlate contributing numeric/categorical values
with the prediction except AttentionHeatmap [42]. This work extends
AttentionHeatmap in the analysis flow and visualization designs.
3 DESIGN CONSIDERATIONS
There are a few observations of RNN models before visualizing feature
attribution with them [24, 39, 42]. First, if an RNN model is success-
fully trained, the instances within a prediction class in the dataset are
expected to share some common characteristics which can be captured
by the RNN model. In other words, if the instances do not share any
common pattern within any prediction class, it’s impractical to learn a
convergent or high-performance RNN model. Second, characteristics
from different prediction classes are different. If the commonalities
from one class cannot distinguish itself from another, the model train-
ing cannot succeed. Third, the attention weight of an event reflects
the importance of the event in making such distinction. However, be-
cause state-of-the-art RNN models trained with real-world datasets can
hardly achieve 100% accuracy, the learned attention weights are often
not completely accurate. For example, LSTMVis [39] notices inter-
pretable patterns but also significant noise when studying RNN models.
Likewise, AttentionHeatmap [42] reveals that the filtered events contain
noise that does not follow the major pattern no matter what attention
range is selected by the user.
Based on the above observations, we derive the following design
goals (DGs):
DG1: Facilitate the attribution analysis for tensors that are
composed of dimensions including time, instance, feature, and fea-
ture value. Given multi-dimensional tensors, how do we synthesize
meaningful visualizations for interpreting a model’s prediction? Know-
ing how entire classes share common patterns is not enough because
these patterns not necessarily contribute to the model formation, a.k.a,
distinguishing different classes. Therefore, the system should help to
distill complex data to find the contributing subset and visualize the
patterns in the subset.
DG2: Highlight major patterns across the instances within each
prediction class. As mentioned earlier, we notices significant noise
when studying deep learning models. The learned attention weights are
noisy too. The visualization should remove or minimize the influence of
noises and highlight major patterns in data. Besides, the visualization
should highlight common patterns shared among the instances in a
prediction class. Those common patterns are the keys for users to find
insights from each class.
DG3: Contrast differences between prediction classes. The vi-
sualization design should facilitate easy and fair comparison between
different classes. For example, visual comparison based on imbalanced
class sizes can suffer from inequity if the visualization results are af-
fected by class sizes. The visualization design should guarantee the
visualized pattern is a true reflection of its belonging class instead of
the influence of class size.
DG4: Be able to scale for large datasets. Because predictions
based on state-of-the-art models are formed with millions of weights
optimized over millions of data instances, explaining predictions for
single data instances can miss a bigger picture oftentimes. Understand-
ing how entire classes contribute to a model is important for trusting a
model’s prediction and deciphering what a model has learned. There-
fore, the design should build entire class representations regardless of
the class size.
DG5: Be generic for different applications. RNN becomes widely
used across different domains because of its generality. Even the vanilla
RNN models can be adaptive for multiple disciplines such as finance
stock price forecasting [2] and customer analysis predicting purchas-
ing intent [35]. It’s challenging but meaningful to build a domain-
independent visualization system. For users from different domains,
we should provide easy-to-interpret interaction and visualization de-
signs.
4 RNN MODEL
This approach leverages LSTM attention neural networks. The attention
model computes a value that represents the importance of a particular
temporal event at every time-step for all instances. Existing approaches
build end-to-end models for RNN interpretation such as [5, 14]. These
methods are not sufficiently developed for many real-world applica-
tions. They often use multi-hot vector feature encoding where 0/1 are
used to represent the appear/absence of a feature but without detailed in-
formation. For example, in the EHR data analysis, each temporal event
is a patient visit. During a patient visit, multi-hot encoding records
whether a treatment is performed or a type of medicine is applied. How-
ever, either using a treatment/medication or not is more of a standard
process. It’s more meaningful to study how much treatment or the dose
of medication can be more effective to a patient group.
Our work solves the problem by using numeric feature encoding so
that the analysis result can help understand the importance of different
feature values. Numerical encoding contains higher granularity of infor-
mation compared to multi-hot encoding. For example, the information
‘a patient’s taking antibiotics every day is less informative compared to
know a patients antibiotics doses every day. It is more difficult to tune
a model with data of high granularity due to its complexity. However,
by including actual values in the learning process, the analysis can be
more practical for studies. In the above example of EHR data analysis,
our approach keeps track of the contribution of each feature value. The
following contribution analysis more likely provides insights that can
help doctors make future decisions such as what treatment to apply to
patients.
5 VISFA
AttentionHeatmap [42] presents a visual analytics interface for RNN
feature attribution analysis, which is composed of the matrix grid view
for visualizing time-folded feature attribution, and the k-partite graph
view for displaying attribution change over time. The interface of Atten-
tionHeatmap is designed for user groups such as RNN model trainers
and data scientists. For ultimate end-users like domain analysts who
have no machine learning knowledge, we create ViSFA to help them
focus on major patterns distilled from data. For time-folded feature
attribution analysis, ViSFA improves AttentionHeatmap by integrating
a ranking algorithm that sort features in contribution descending order.
ViSFA improves the visual analytics procedures by providing compara-
ble visual summaries of temporal feature attribution and lets end-users
interactively removing noise (DG1). We introduce more details in the
following sections.
5.1 Data & Control Flow
We pre-process data so that the time-steps for each instance are aligned
reasonably. Each instance xi in the tensor space RT×FI is a temporal
sequence {x1i , ..,xt−1i ,xti ,xt+1i , ...,xTi } that is of length T and labeled
with a class yi in the training dataset D = {xi,yi}, where t ∈ {1,T}
and y ∈ {1,L} is one of L categorical labels. f ∈ {1,F} is one of
F-dimensional features whose value range is [v fmin ,v fmax ], and each
event xti can be further expanded to a multidimensional expression
{xt,1i , ..,xt, f−1i ,xt, fi ,xt, f+1i , ...,xt,Fi } where xt, fi ∈ [v fmin ,v fmax ]. There-
fore, the research problem becomes calculating contribution scores
s f for each feature, and visualizing the temporal change in the values
of highly contributing features. But how to calculate the contribution
of each feature?
Fortunately, the attention mechanism for RNN models is designed to
solve the problem. The RNN model training process is using the dataset
D to form a complex model yˆi = g(xi)where g transforms input data x to
y using millions of parameters. During the training process, parameters
were decided by minimizing a chosen loss function ∑Tt=1Lt(yti , yˆ
t
i).
The attention mechanism plugs an attention network to original RNN
model and learns a set of parameters {a1i , ..,at−1i ,ati ,at+1i , ...,aTi }where
ati ∈ [0,1] represents the importance of each event in the corresponding
instance’s temporal sequence. The two-level attention model further
computes a set of parameter {at,1i , ..,at, f−1i ,at, fi ,at, f+1i , ...,at,Fi } at each
temporal event ati for each corresponding feature.
Figure 1 illustrates the high-level workflow of ViSFA. The visual
summary module is composed of part1) the time-folded summary mod-
ule and part2) the module for visually summarizing contributing tempo-
ral patterns. We applied the matrix grid view in AttentionHeatmap [42]
in the time-folded summary module. Our work enhances the matrix-
grid view with a ranking algorithm that comprehensively computes the
contribution of each feature. ViSFA focuses on the temporal pattern
analysis and Figure 1 illustrates part2.
First, the tensor of multidimensional temporal sequences is feed
into an RNN model to train a classifier that can predict the class for
all sequences. The RNN model must be validated and have an user-
verified prediction performance. The attention mechanism then outputs
the attention sequence aT . Thereafter, two sets of data are the input
of the visualization module: the original data containing instances and
their labels D = {xi,yi} (B) and the attention sequences aT (C) that are
associated with each temporal sequence and reflects the importance
of each temporal event in the sequences. The way C works is like a
mask applied to B. A user can filter the original temporal events with an
attention range of interest (AOI). Specifically, after user selecting AOI,
the feature values whose corresponding attention values are outside
the AOI becomes “NULL” in the vector representation (D). In deep
learning, empty events are usually padded with zeros for easy matrix
computation. However, in our visual analysis step, padding zeros for
the unselected events can be ambiguous because zero values can both
represent uninterested events and contributing values. Therefore, the
feature f ’s value range becomes { /0∪ [v fmin ,v fmax ]}. Particularly, zero
values of feature can be important if their contribution is high.
ViSFA then transforms the filtered data with a sequence of operations
such as data sampling and noise reduction (E), as shown in Figure 1. To
show the common temporal patterns distilled by a series of algorithms,
ViSFA clusters the temporal sequences and automatically estimates the
number of clusters (F). To fulfill the design goals, we tested several
operational and visualization design alternatives and resolved with a
series of algorithms that keep users in the loop. We explain the details
in the following sections.
5.2 Ranking Feature Contribution
Two factors are taken into consideration when determining the overall
contribution score s f for feature f : the average frequency of all feature
values C and the variance V . If the values of f are divided into M bins
b fm (m = [1,M]), the definition of s f is
s f =C(x f )∗V (x f ) (1)
where
C(x f ) =
∑Mm=1 |b fm|c
M
(2)
and V (x f ) represents the variance of array x f . |x|c represents the
cardinality of x. Term C determines whether contributing feature values
between classes are profoundly different on average. Term V measures
how different the bin values contribute to classification. Therefore the
score s f combines the contribution of feature values and their variations.
Because C > 0 and V > 0, we have s f > 0.
Instance
Feature
Time
RNN
Attention 
Model
Feature-wise Data
Attentions
(mask)
All
Instances
Contributing
Values
Data with Class Labels
Data Sampling &
Noise Reduction
Clustering & Temporal Pattern Visualization
(Auto Cluster No. Estimation)
FeatureValue
Time
Different Feature Values
Different Attention Values
Cluster 2
Cluster 1
Cluster 3
Attribution
Comparison
Between Features Alg.
Selected Instances
A
B
C
D E
F
Fig. 1: Workflow of ViSFA.
AttributionHeatmap summarize time-folded feature attributions with
matrix grids [42]. We extend the matrix grid visualization with a
ranking algorithm so that the feature of the highest score is on the
top/left and the lowest score on the bottom/right. With the ranking
function, users can instantly locate features of interest (FOIs) instead of
searching for FOIs by visually comparing matrices in the matrix grid.
Users can also interactively select the number of features to remove the
features of low contributions.
After users located FOIs, a primary contribution of ViSFA is helping
users to compare the contributing sequential patterns between different
classes. There are challenges in such visual comparisons, such as
different instance sizes in two classes and significant noises in computed
feature attribution. We design a series of procedures to solve these
problems. As shown in Figure 1, we present these procedures D, E and
F in the following sections. We provide a summary of these procedures
in Algorithm 1.
5.3 Between-class Comparison – Stratified Sampling
Fair comparisons are prerequisites (DG3) when comparing the con-
tributing sequences between entire prediction classes. However, se-
quences from two prediction classes can be fundamentally different in
size, distribution, and contributing values. Visually comparing them by
simply aggregating the sequences within each class can be misleading.
For instance, a between-class comparison showing the aggregated val-
ues for two imbalanced instance sizes can lead to ambiguous because
it can be either the values or the instance sizes that causing an overall
difference. Besides, the analysis should be scale to summarize tempo-
ral patterns from large datasets (DG4). Even if the scale of a training
dataset reaches or larger than millions, the analysis should still be able
to visualize patterns for different classes in the dataset. For a large
dataset, a particular scale of aggregation or summarization is essential.
Otherwise, the visualization can suffer from a limited canvas size if us-
ing a juxtaposed design or a visual blocking if adopting an overlapped
design. Additionally, the summary of contributing sequences should be
a true reflection of its belonging class.
To meet these requirements, we propose to use a method using strati-
fied sampling after testing a few alternatives, such as random sampling.
Stratified sampling is one of the probability sampling methods that
sample equal size instances from all classes and sampling the most
representative instances from each class. In statistics, stratification is
the process of dividing members of the population into homogeneous
subgroups before sampling. We choose to use stratified sampling to
sample instances from data’s subpopulations because sampled instances
cover all possible subpopulations and is a substantive reflection of the
original data population.
However, it’s non-trivial to find homogeneous subpopulations from
a set of sequences xt belonging to a particular class, because these
sequences are often high-dimensional (in time steps) and noisy. Deter-
mining the number of clusters S is difficult for unknown data distribu-
tion. Fortunately, the parameter S is usually large for sampling tasks.
For an example of our experiments, S is on a scale of 3K for a balanced
training dataset that each class contains 10K instances. That is, around
30% of the instance population is sampled. We leverage the Hierar-
chical Agglomerative Clustering (HAC) that gradually calculates the
increased distances between instances and newly formed dendrogram
nodes in a bottom-up direction. The HAC iteration stops when the
node size reaches S to save computation time. As illustrated in a native
example in Figure 2d left, the iteration stops at the cut location (yellow
line) where only nodes below the cut are computed. The algorithm
then randomly sample an instance from each sub-cluster to form S
samples in total. In Algorithm 1, the sampling procedure includes a
computational efficient HAC algorithm in lines 3-20, except that line
10 is an iteration through N−S instead of N−1 as in the original HAC
algorithm. If S is 30% of N for instance, the computation becomes
1−0.3 = 0.7 time faster than looping through all N. Specifically, the
algorithm uses extra memories to store the next-best-merge array NBM
to improve the complexity [22]. The Cluster() function in line 21 then
converts the node linkage table A1 to a tree structure and returns the
clusters CS, which stores the instance indices for each cluster. Line 24
implements the sampling algorithm explained above. We calculate a
transformed L2-norm distance between instance aTi and a
T
j which have
NULL entries as
dist(xTi ,x
T
j ) =
√
∑Tt=1 (x
t
i− xtj)2
T
, if xti 6= /0 and xtj 6= /0 (3)
where the numerator is the shortest L2-norm distance between two
hyper-planes formed by the non-null dimensions and the denominator
penalizes non-null dimensions.
Using HAC-based stratified sampling benefits the attribution analy-
sis from several properties. First, it guarantees enhanced precision and
population depiction compared to other sampling methods. Second,
the sampling running time is inversely proportional to sample size K,
and therefore faster than sampling with other clustering algorithms
such as k-means when K is large. compared to k-means, HAC-based
sampling methods do not have a convergence problem either. Third,
the algorithm is scalable to the visual summary for a large dataset.
Additionally, without data prerequisites such as particular distribution
assumptions and high dimensional density, the method scales for dif-
ferent applications (DG5). Last but not least, stratified sampling is
intimately coherent with the following within-class temporal pattern
summarization.
5.4 Within-Class Summary with NoRCE
In correspondence with DG2, ViSFA aims to provide sequence sum-
maries for users to recognize temporally contributing patterns in each
class. We introduce NoRCE – a systematical algorithm for noise reduc-
tion and the number of cluster estimation.
A few signature data properties brought challenges to summarizing
sequence patterns. First, RNN training produces significant noise.
Eliminating the influence of noise is essential before further operations.
Besides, high-dimensional data is often sparse. Many algorithms are
designed for dense datasets which will produce artifacts for sparse data
analysis. We will show an example later. Additionally, determining
the number of clusters K is difficult for unknown data distribution.
Although dimension reduction techniques such as t-SNE are often used
to visualize data distribution, the visualized distribution is only an
approximation. Visualizing dimension-reduced data can be misleading,
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Fig. 2: Illustration of NoRCE in with a simple example.
especially when the feature dimension is high, due to the dimension
curse. Determining the optimal K for such a dataset is more challenging.
Because deep neural networks are still “blackbox,” it’s unclear whether
sequences from each class would homogeneously form more than one
group. NoRCE is designed to resolve these difficulties.
NoRCE first performs noise reduction. We present this procedure in
lines 27-35 in Algorithm 1. Specifically, HAC() is the HAC calculation
function that returns the nodes’ linkage table A2 created in the process.
Figure 2 illustrates the concept of noise reduction using a simple 2D
example, where the instances are shown in Figure 2a. Instance 17 (I17)
is the outlier in the dataset that homogeneously forms two clusters on
the bottom left and top right, respectively. During the HAC dendro-
gram building process, newly formed nodes have lower similarities to
nearby nodes than early formed nodes, as shown in Figure 2c where
node IDs are in progressive order where nodes with smaller IDs form
earlier and vice versa. Therefore, the dendrogram iteration vs. distance
curve is monotone increasing. As shown in Figure 2b, the distance
for the example dataset is monotone increasing during the iteration.
As shown in Figure 2c left, the distance suddenly increases when I17
joins the bottom-up building process of the dendrogram. Meanwhile,
the iteration-distance curve exhibits an elbow point where a sudden
jump of distance value happens at iteration 36 that cut through I17 as
shown by the horizontal blue line. This phenomenon is not a coincident,
as the outliers are distanced from other nodes. We then leverage this
property and use the elbow point as a threshold to detect outliers which
are the instances covered by dendrogram layers to the right of elbow
point. In Algorithm 1, the Distances() function on line 29 computes
the iteration-distance curve from A2. And NoRCE computes the el-
bow point by smoothing the curve and find the maximum absolute
second derivative, as shown on line 30. As illustrated in Figure 2c left,
the algorithm detects I17 as an outlier because it’s the single instance
whose closest distance to other instances is greater than the elbow point.
NoRCE computes the elbow point by smoothing the curve and find the
maximum absolute second derivative, as shown on line 30. Users can
also adjust the elbow point interactively, as explained in section 5.6.
Algorithm 1 Contributing Sequence Pattern Summary
for RNN Predictions
1: procedure STRATIFIEDSAMPLING(< x1, ...,xN >,S)
2: Y , number of samples
3: for j← 1 : N do
4: for i← 1 : N do
5: C[ j][i].sim← Similarity(xi,x j)
6: C[ j][i].index← i
7: I[ j]← j . I tracks active clusters
8: NBM[ j]← argmaxX∈C[ j][i]: j 6=i X .sim
9: A1← []
10: for n← 1 : N−S do
11: i1← argmaxi:I[i]=i NBM[i].sim
12: i2← I[NBM[i1].index]
13: A1.Append(< i1, i2 >)
14: for i← 1 : N do
15: if I[i] == i∧ i 6= i1 ∧ i 6= i2 then
16: C[i][i1].sim← max(C[i1][i].sim,C[i2][i].sim)
17: C[i1][i].sim←C[i][i1].sim
18: if I[i] == i2 then
19: I[i]← i1
20: NBM[i1]← argmaxX∈C[i1 ][i]:I[i]=i∧i 6=i1 X .sim
21: CS ←Clusters(A1)
22: W ← []
23: for s← i,S do
24: W.Append(RandomSample(CS[s]))
25: return W
26: procedure NORCE(W,< x1, ...,xN >)
27: procedure NOISEREDUCTION(W)
28: A2← HAC(W ) . Run HAC on W, return A2
29: d← Distances(A2) . Converts table A2 to tree
30: ELBOW ← argmaxindex SecondDerivative(Smooth(d(index)))
31: Y ← [] . leaf nodes before elbow
32: for i← A2[1 : ELBOW ] do
33: if i ¡ S - 1 then
34: Y.Append(i)
35: return Y
36: procedure ADAPTIVE GAP STATISTICS(< x1, ...,xN >,Y)
37: Nre f , number of references
38: Kmax, maximum number of clusters
39: A3← HAC(Y )
40: Gaps← []
41: for index,K← 1 : Kmax do
42: W ′ks← []
43: for i = 1 : Nre f do
44: Y ′← AdaptiveRe f erencing(X ,Y.size)
45: A′← HAC(Y ′)
46: clusterLabels′←CutTree(A′,k)
47: µ ′k ,C′k ←ComputeCenters(Y ′,clusterLabels′)
48: W ′ks[i]← log∑Kk=1∑xi∈C′k
∥∥xi−µ ′k∥∥2
49: W ′k ← ∑
Nre f
i=1 W
′
ks
50: clusterLabels←CutTree(A3,k)
51: µk ,Ck ←ComputeCenters(Y,clusterLabels)
52: Wk ← ∑Kk=1∑xi∈Ck ‖xi−µk‖
2
53: Gapk ←W ′k − logWk
54: Gaps.Append(Gapk)
55: OptK← argmaxk Gaps[k]
56: return OptK
57: OptClusters←CutTree(A3,OptK)
After removing the outliers, NoRCE introduces an Adaptive Gap
Statistic (AGS) algorithm to estimate the number of clusters. Gap
Statistic (GS) [41] is a method for determining the number of clusters
in a set of data by comparing the within-cluster dispersion to its ex-
pectation under an appropriate reference distribution of data. The GS
method is proved to outperforms other numbers of cluster estimating
methods, such as the average silhouettes method [33] and the elbow
methods [15]. Figure 2d shows the results of the gap statistic before
(red) and after (black) removing the outlier. The estimated cluster num-
bers are correspondence with the most significant gap values (yellow).
After removing the outlier, the algorithm automatically detects two op-
timal clusters with the cut that splits the largest gap in the dendrogram,
as shown in Figure 2d right.
We show the AGS algorithm in lines 36-56 in Algorithm 1. AGS
takes two parameters: the number of references Nre f and the maxi-
mum cluster number Kmax, and returns the estimated number of cluster
OptK. We set Nre f = 3 and Kmax = 10 in our experiments. The clas-
sic gap statistic algorithm creates randomized data reference that is
within the original data range. However, for high-dimensional sparse
data, such references often greatly change the original data distribu-
tion and lead to unreasonable cluster number estimation. Imagine a
dataset where all instances are individual points in a 3D space. Sparse
data indicates that most points in this space are on the planes made
by two axes or on one of the axes. However, randomly generated data
would evenly distribute in the 3D space, which is different from the
sparse data distribution. Then the question is how to reference data
that has similar distribution? Fortunately, NoRCE’s input Y is sampled
from the original training data X . As shown in line 44 in Algorithm 1,
function AdaptiveRe f erencing() randomly samples the same number
of instances as Y from the residual data X −Y as references. Then
computes the gap values through the for loops and returns the opti-
mal cluster number OptK, which correspondences with the largest
gap value. Finally, line 56 computes the estimated clusters for later
visualization. Specifically, users can also adjust the number of clusters
interactively. We introduced more details in the next section.
5.5 Visualization Design
In this subsection, we focus on the visualization of contributing tempo-
ral pattern summaries and their comparison between prediction classes,
based on the algorithm presented in the previous subsection.
5.5.1 Dashboard
We divide the dashboard on the left of Figure 3 into two parts. We
visualize the statistical distributions of instance-level attributes on the
top (a) and the event-level attention distribution on the bottom (b).
To provide users with an overview, the projection view embeds the
high-dimensional temporal feature sequences into a two-dimensional
canvas via t-SNE [21] (see Figure 3). The dimension reduction result
can reflect the similarity of instances in a birds-eye view. Besides,
the distributions of instance attributes are indispensable for users to
review the data in partitions. For example, student e-learning behavior
analysts always want to understand the distributions of students gender
and education level. ViSFA lists bar charts in the attribute view (see
Figure 3b for all instance attributes. Specially, we employ a contrast
color pair, purple and green, to encode the bars for two classes. This
color scheme is consistent in the entire ViSFA system.
At the temporal event level, the old version of ViSFA uses a slider bar
to let users filter events by their contribution. Based on users feedback,
the improved ViSFA provides the histogram of normalized contribution,
where the horizontal axis represents the contribution ranges from 0 to 1
with a 0.1 step. Because the distributions of attribution scores can vary
largely for different RNN models, ViSFA provides another mode to
easily filter top-contributing events. In this mode, the x-axis represents
the percentiles, and the y-axis represents the corresponding ranges of
the attribution score, as shown in Figure 3(b). Users click the switch on
the top of this view to switch these two modes. The histogram shows
the contribution distribution of temporal events, while the percentile
mode illustrates what attention range is covered by each percentile.
5.5.2 Temporal Pattern View
ViSFA illustrates the over-time feature value change in the temporal
pattern view, as shown in Figure 3c. AttentionHeatmap [42] overlays
contributing temporal events in a time-value plane. Such design has
perception issues, such as line crossing hinders users to notice jump
over edges. In this work, the temporal pattern view visualizes the
NoRCE clustering results using stacked area charts.
As mentioned earlier, ViSFA provides noise reduction for the anal-
ysis using the elbow method. In the temporal pattern view, ViSFA
should provide an interface for users to remove noise based on the
elbow method. Dendrograms in the elbow method (Figure 2b) illus-
trate the clustering loss of each iteration by distance on the vertical
axis. However, it is unnecessary for users to distinguish each individual
by ID on the horizontal axis. Besides, we design ViSFA for domain
analysts who may not have a computer science background. Thus,
we simplify the view and use a slider bar to let users select different
noise reduction levels, as shown in Figure 3c3. We compute the noise
reduction level as the number of instances at the elbow point over the
total number of instances.
We visually summarize the denoised instances from two classes in
a juxtaposition layout for easy comparison [10]. We sort the clusters
belonging to each class in a size descending order from top to bottom.
In each cluster, the temporal pattern summary (Figure 3d) is composed
of a horizontal bar chart on the right, an area chart on the bottom-left,
and a bar chart on the top.
The horizontal bar chart shows the cluster size. For easy comparison
of cluster sizes in different ranges from all clusters, the horizontal axis
is log-scaled. We design the area chart to visually summarize the over-
time changes in the feature values across all the instances in the cluster.
The design of the area chart is inspired by boxplots that statistically
depict the quantiles of a group of values. The horizontal axis represents
time and the vertical axis represents the value of the selected feature.
The top edge of each area connects the same quantiles horizontally
for the ability to handle a large number of time steps compared to the
boxplot. And the area chart is also more flexible in increasing the
number of quantiles. Five area layers represent a set of predefined
quantiles in Figure 3. The middle quantile is colored with the darkest
intensity and the intensities decrease while the quantiles go further
away from the middle (towards top and bottom). The bar chart on the
top is a contribution indicator that shares the horizontal axis with the
area chart. The log-scaled vertical axis denotes the number of instances
contributing to the pattern in the bottom area chart.
To demonstrate temporal patterns involving two features, Atten-
tionHeatmap [42] applies two-hierarchy axis, which is not intuitive to
read values or compare trends over time. ViSFA improves the design
by placing the axes for the two features symmetrically, as shown in
Figure 1 in the supplementary material. It is convenient to discover
relationships from a vertically symmetrical design.
5.6 Interactions
ViSFA provides a variety of interactions for users to explore data and
discover insights from both instance level and temporal event level. For
instance exploration, users can interact with the t-SNE projection view
by lasso-selecting a group instance to review their attribute distribution.
Users can also click any bar(s) in the bar charts to filter the instances
with the corresponding value. For instance, selecting the high qualifica-
tions the Education bar chart in Figure 3(a) results in changes in other
views (e.g. a better pass/fail rate).
For the exploration of temporal events, users can:
Filter by attention. The neural attention models calculate the at-
tention of events based on their contribution to the prediction. Taking
this advantage, ViSFA lets the users filter the events by their contribu-
tion. As mentioned earlier, ViSFA provides two modes for filtering the
temporal events by their contribution value. In both modes, each bar
is associated with a contribution range. Users can click the bar to use
the corresponding contribution range to filter the temporal events in
both classes. Multiple selections are enabled and clicking a bar again
will deselect the bar. The filtering interaction results in an update in the
Fig. 3: The interface of ViSFA is composed of a) a instance property view including a instance 2D projection view and an attribute view, b) a
feature attribution chart and c) a summary view, which is initialized as a matrix grid view that visualizes the attribution of feature values. Clicking
a matrix in the matrix grid triggers the temporal pattern view, as shown in the “contributing sequence patterns” window.
matrix grid view and the temporal pattern view. The filter range can be
set by users via a slide bar.
Check temporal patterns. The temporal pattern view can be trig-
gered by clicking a cell in the matrix grid view. The cells on the
diagonal correspond to temporal patterns with a single feature, and
the other cells correspond to temporal patterns with two features. The
temporal pattern view provides multiple interactions for users to easily
compare temporal patterns in different classes/clusters. Users can hover
any component in the temporal pattern summary and all correspond-
ing components in all clusters and classes will respond. For example,
hovering any horizontal bar chart enables the comparison between the
cluster sizes among all clusters. And hovering any time-step in the
area chart triggers the tooltips in all clusters, each of which shows the
feature values of all percentiles at the hovering time-step.
On the bottom of Figure 3d, we design a slider bar for the interaction.
Users can adjust either side and the position of the slider bar to locate a
temporal focus. The position of the slider bar relative to the total slider
length indicates the selected temporal range relative to all time-steps.
Use concisely designed UI to operate complex background al-
gorithms. ViSFA provides a few widgets in the interaction panel
(Figure 3e). Noise reduction. It is challenging to decide which records
are noise for various datasets by automatic models. Different decisions
may lead to distinct results in the latter analysis [30]. Thus, we allow
users to set the parameter for noise different levels of noise reduction.
In an earlier design, we let the users adjust the noise reduction level
by dragging a dashed line in the line chart illustrating HAC. Based on
the user feedback, a slider bar indicating the level of noise reduction
is preferable, as shown in Figure 3 right. The interaction panel also
provides the users with a button to apply the automatically estimated
number of cluster. Meanwhile, the model-defined cluster number may
be unsatisfying for distinct application scenarios [16]. Users may want
to explore clusters freely, so the interaction panel enables a slider bar
in the middle for adjusting different numbers of clusters.
6 EXPERIMENTS AND RESULTS
We verified the effectiveness of our approach with two open datasets.
We trained two RNN attention models: LSTM and bidirectional LSTM
(BiLSTM) for the analysis of both datasets. All models are cross-
validated. The first dataset is from the education domain for studying
students’ learning activities. The second dataset is from the medical do-
main for studying patients mortality study. In the following subsections,
we showcase the visual analytics results that help understand RNN mod-
els behavior. The discovered insights also guide future decision-making
towards achieving desired outcomes.
6.1 Open University Learning Analytics (OULAD)
In this use case, we validate ViSFA with the OULAD dataset [17]. We
train RNN models to predict online course evaluation results: either fail
or pass. The LSTM model makes predictions at a 75% accuracy, and the
BiLSTM 88%. 180 days of more than 15 hundred students interaction
records are used - each day as a temporal event. Each temporal event
contains 16 features. Each feature is a webpage in the online course
system, and the feature values are the number of visits in one day. The
webpages are such as homepage, course contents, assignments, quiz,
glossary, forum, supplementary contents, etc.
The feature contribution ranking results from interpolating two RNN
models indicate that “assessment questions, ” “non-scored quiz,” and
“forum” have the most significant contributions among all webpages.
Contrarily, pages such as “glossary” and “additional data” are the least
contributing pages. As one might expect, the assessments and quizzes
are important in examining students learning achievement. The amount
of a students interaction with the related webpages is expected to be
significantly correlated with the courses final performance. In addition,
high participation in the forum is effective in achieving satisfying course
evaluations. Studies show that peer learning can enhance learning
outcomes such as increased motivation and engagement in the learning
task, deeper levels of understanding, increased metacognition, the
development of higher-order thinking skills and divergent thinking
[4, 40]. Meanwhile, the pages like “glossary” and “additional data” are
obviously less related to a course evaluation and thus rank lower.
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Fig. 4: Temporal pattern summaries for feature “assessment questions.”
Knowing what features have the highest contribution is meaningful
in tasks such as feature selections, but less critical in guiding future
decision-making. The temporal pattern summary help to discover
contributing temporal patterns and the contribution bar chart on the
top quantifies the contribution for each time-step. We pick the feature
“assessment questions” as an example to showcase the temporal pattern
analysis results. Figure 4 illustrates the effectiveness of the designed
algorithm and visualization in revealing the underneath contributing
temporal pattern using two RNN models.
Figure 4a shows the temporal pattern summary for the raw data. The
real-world data is sparse and noisy. We can hardly see any patterns
within either class due to the data sparsity, where a lot of zeros “occupy”
many quantiles that only the top quantile is shown. Theoretically, if
a group of students has similar learning behavior over time, the area
chart is expected to show similar fluctuations across all percentiles.
Therefore, Figure 4a shows no similar patterns among the students if
we look at the raw data. In addition, the data noise introduces a lot
of spikes on the top edge of the area chart. Because raw data covers
all events, the contribution indicators simply show the number of all
instances for all time steps.
The visual summaries of temporal patterns learned by two the LSTM
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Fig. 5: Graduate changes during the training training process, from the
epoch 01 to epoch 24 (best performance).
and BiLSTM models are shown in bottom four sub-figures in Figure 4.
The visualization results based on two models both indicate a single
dominant cluster, where other clusters only have one or two instances
if increasing the number of clusters manually. Consistently, the number
of cluster estimation output “one” for both models. This indicates that
the RNN models recognize a mutual pattern from all instances for both
fail and pass classes.
Figure 4b and Figure 4d show the visual summaries of the tempo-
ral events that have the top 10 percent contribution to the prediction.
Figure 4c and Figure 4e are the final results produced by the NoRCE
algorithm. Comparing the results before and after applying NoRCE, we
can see that the NoRCE algorithm can help clean noisy results produced
by the RNN attention models. Specifically, the noise reduction mainly
removes the events of low contributions (short bars in the bar charts.)
The remaining temporal patterns and contribution patterns are more
smooth for users to discover insights.
Figure 4c shows a decreasing contribution over time for both classes,
which means the temporal sequence patterns in the early time steps have
higher contributions. Both area charts show relatively consistent over-
time fluctuations among the percentiles. As demonstrated in the video, a
user further explores more details of this result. She adjusts the temporal
focus to the first month, and slide the temporal focus rightwards to
review the patterns in the next three months. The results in the pass class
show no significant change in the values for all percentiles. Contrarily,
the value of the fail class decreases significantly after the second month.
These signals indicate that a students interaction with the assessment
questions in the first three months has a higher contribution to their
course evaluation results. And, a persistent interaction is important in
achieving the desired course performance.
Figure 4e shows temporal pattern summary for the BiLSTM model.
The results in the area chart and the contribution indicator shows the
BiLSTM model successfully captures more common patterns among
the students. Especially for the fail class, the contribution indicators
show the number of instances making the contribution is close to the
total number of instances. And the pattern in the area chart is all zeros
on all time-steps, which indicates that failing to interact with assessment
questions from day 30 to day 80 is convincingly correlated with the
bad course performance. Interestingly, the results learned by BiLSTM
are more contrastive between two classes. The fail class shows an
extremely certain pattern due to the high contributions for a long time
period, while the pass class does not show highly contributing temporal
patterns as the contributions in most time-steps are less than ten.
Model behavior in the learning process. Figure 5 shows the tem-
poral summary changes of the BiLSTM model, with their accuracy
shown in parentheses. Same as Figure 4e, the area charts from epoch
03 to epoch 24 show zeros for all time-steps and thus omitted. We can
notice the model is gradually searching important time-steps around
all time-steps during the learning process for both classes. For the fail
class on the left column, the top edge of the bars in the contribution
indicators all connect to smooth line shapes. The contribution indicator
at the first epoch shows a more evenly distributed pattern over time,
as the learning just started. The contribution indicators become more
concentrated in certain time periods for the later process. The pass class
on the right column also shows an evenly distributed pattern at the first
epoch. At epoch 03 and 09, the pass class show very similar patterns
to the fail class. However, the pattern in the pass class becomes very
different from the fail class while the learning continues in the later
stages. This illustrates the model captures more common patterns from
the instance in the fail class to distinguish two classes at the final step.
6.2 EHR Data
The development of ViSFA is first motivated by the needs of ICU pa-
tients’ mortality analysis. We validate ViSFA with the MIMIC [12]
dataset. We train the RNN models using four categories of patients’
medical records – ICU stay, inputs, procedure and lab results. The
records contain 37 temporal features, as shown Table 1 in the supple-
mental material. The models use patients’ records in the first 48 hours
after admission to predict their mortalities after 48 hours. The analysis
task is to find what features and values among all features contribute
most to mortality predictions and what is the difference of temporal
patterns in contributing feature values between mortality prediction
classes. The preprocessed dataset contains 14K patients (instances)
including 1.2 million temporal events, where the alive/dead patient ratio
is 10:1. We train RNN models using the oversampling technique so the
interpretation is based on balanced data. Then 10% data are sampled in
the stratified sampling procedure.
The visualization results illustrate that most top-ranked features are
the “inputs” – any fluids which have been administered to the patients.
The results indicate “inputs” are more important in keep patients alive
compared to “ICU events,” “procedures,” and “lab tests.” According
to the domain scientist, the result is reasonable as fluids affect the
cardiovascular, renal, gastrointestinal, and immune systems in critical
illness treatment [23].
The features of the highest contribution are “drips, “antibiotics (Non
IV),” and “prophylaxis. Take the “antibiotics (Non IV)” as an exam-
ple, the raw data does not show any common pattern among the data
quantiles. However, the contributing temporal pattern summary in
ViSFA (Figure 2 in the supplemental material) for “Antibiotics (Non
IV)” shows contrastive temporal patterns for the “dead” and “alive
classes. From the visualization results, we notice several phenomenons.
First, the contributing temporal events for the “dead” class show higher
antibiotic levels throughout the entire time period comparing to the
alive class for the LSTM model. The BiLSTM model shows a consis-
tent result except that the BiLSTM suggests only the last two time-steps
have an extremely large contribution. According to the domain scien-
tist, combining antibiotics is a strategy often used by clinicians, but
recent research shows that such a strategy can cause body resistance [6].
Also, there is research demonstrating that deploying synergistic an-
tibiotics can, in practice, be the worst strategy if bacterial clearance
is not achieved after the first treatment phase [28], which can be the
explanation of the phenomenon. Second, the antibiotic dosage for two
classes both fluctuated throughout time, but their temporal patterns
show significant differences. For instance, the alive class feature in a
relatively more steady fluctuation compared to the dead class, which
shows more significant peaks and bumps. Specifically, the first great
drop of value happens at 4h for the alive class but happens at 8h for
the dead class. Both classes have fluctuated patterns around 24h (±2h).
However, the alive class shows a more steady change afterward while
the dead class shows two significant peaks in the next six hours, and
the dosage becomes steady afterward. The domain scientist who par-
ticipated in the case study indicates that she is highly interested in
the visualized result. She considers the comparative temporal pattern
visualization is informative in helping to understand what evidences
are used by the AI to make predictions. Although she can not verify
the cause of antibiotics dosage change on every time point without
further experiments, she states the visual summaries could potentially
reveal critical time points in the patient treatment process. Besides, she
verifies that the suddenly increased values in the last two hours for the
dead group are highly reasonable because the signal indicates previous
antibiotics were not effective enough.
7 DISCUSSION
During the exploration of feature attribution for two fundamentally
distinctive datasets, we found a mutual phenomenon that there is always
a dominant concentrate cluster. Enlarging cluster number hardly
changes the dominantion, and only small clusters appear in the bottom,
as shown in Figure 3. The NoRCE computation results also verify
this phenomenon that the estimated cluster number is one in most
experiments. We consider the mutual temporal patterns in the dominant
cluster as the important facts that contribute to distinguishing two
prediction classes. These facts can be complex, as illustrated in the
EHR data analysis where domain expert suggests more longitudinal
experiments are required to verify its reliability. And the facts can be
straightforward to understand and explain, as shown in the OULAD data
analysis. However, we can not conclude that RNN models always learn
one dominant pattern for each feature without abundant experiments in
various application domains. Therefore, we design the temporal view
so that the analysis is feasible for visualizing more large clusters.
Closed-loop training. In the OULAD example, we initially trained
an LSTM model using all 285 days. The contribution visualization
shows that only the first 180 days have a high contribution to distin-
guishing two prediction classes. We then retrained the model with
only 180 days of the data and the approach improves the accuracy by
4 percent. This demonstrates the visualization results derived from
ViSFA can help develop a closed-loop RNN model training.
Causality vs correlation. Although our approach can visualize fea-
tures and their overtime patterns contributing to class predictions, it’s
inadequate to consider top-ranked features and their overtime patterns
the cause to the predicted class. The learned attribution reflects what
features/values in the training dataset significantly correlated to the
prediction whereas causation indicates that the labeled class is the re-
sult of the features, which is a stronger statement to prove and beyond
the scope of our discussion. However, although it’s insufficient for
causal analysis, feature attribution analysis provides evidence for fur-
ther causal analysis. For example, students’ behavior learned by RNN
can not be proved to cause their course evaluation results without fur-
ther controlled experiments [27]. But our approach uncovers important
pages and students’ interactive temporal patterns that are correlated
with the course evaluation results. Similarly, the antibiotics (Non-IV)
doses applied to the patients who died after 48 hours are not necessarily
the cause of their death. But the analysis provides statistically support-
ive evidence that different doses of antibiotics (Non-IV) are correlated
with patients mortality.
The ViSFA system uses a modular design where the stratified sam-
pling module is for scalable and comparative analysis, and the NoRCE
module is for noise reduction and temporal pattern summarization.
ViSFA also provides a systematic framework containing these modules
to motivate more discussions to probe RNN classifiers behavior in the
value-level. As discussed in the related work section, the proposed
analysis can be used to a broad range of analysis scenarios and the
noise removal and the pattern summarization modules are two requisite
steps in the analysis.
8 CONCLUSION
As deep learning pervasively used in decision-making tasks for multi-
dimensional sequential data analysis, it’s essential to understand con-
tributing features and temporal patterns for predictions. In this work,
we present ViSFA, the first visual analytics system that scalably sum-
marizes value-level feature attributions with recurrent neural attention
networks. We test ViSFA with two real-world datasets, each using two
RNN models. The case study results demonstrate that ViSFA can 1)
help distill contributing patterns for different RNN models of different
prediction performances, 2) reveal gradual changes in the RNN model
learning process, and 3) help effectively reason value-level feature attri-
bution for different application domains, and the visual summaries of
temporal patterns in feature attribution provide guidelines for making
future decisions. We hope our work will motivate further research in
developing domain-user-oriented analysis systems with deep learning.
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