Surface-based representation and classification techniques are studied for hippocampal shape analysis. The goal is twofold: (1) develop a new framework of salient feature extraction and accurate classification for 3D shape data; (2) detect hippocampal abnormalities in schizophrenia using this technique. A fine-scale spherical harmonic expansion is employed to describe a closed 3D surface object. The expansion can then easily be transformed to extract only shape information (i.e., excluding translation, rotation, and scaling) and create a shape descriptor comparable across different individuals. This representation captures shape features and is flexible enough to do shape modeling, identify statistical group differences, and generate similar synthetic shapes. Principal component analysis is used to extract a small number of independent features from high dimensional shape descriptors, and Fisher's linear discriminant is applied for pattern classification. This framework is shown to be able to perform well in distinguishing clear group differences as well as small and noisy group differences using simulated shape data. In addition, the application of this technique to real data indicates that group shape differences exist in hippocampi between healthy controls and schizophrenic patients.
INTRODUCTION
Extracting knowledge about the morphological characteristics of brain structures for medical diagnosis is an important and challenging problem in medical image analysis. One approach is volumetric analysis, which is based on measuring the volume of a structure of interest or of a number of partitions of the structure. The main advantage of volumetric analysis is its simplicity; however, many structural differences may be overlooked. A newer approach, shape analysis, has the potential to provide important information above and beyond simple volume measurements and may characterize abnormalities in the absence of volume differences.
In this paper, surface-based representation and classification techniques are studied for hippocampal shape analysis. The goal is twofold: (1) develop a new approach of salient feature extraction from 3D shapes and accurate classification between 3D shape groups; (2) detect hippocampal abnormalities in schizophrenia using this technique. Object classification involves examples from distinct populations (or classes). The aim is to learn a classifier from a training set, or set of labeled examples representing different classes, and then use the classifier to predict the class of any new example with some degree of accuracy. Clearly, an accurate medical classifier has clinical value. This paper focuses on classification for 3D closed surface objects; many brain structures, such as hippocampus, belong to this category and have definable surfaces from which shape information can be extracted. In addition to pick a good classification technique, it is also an important research issue to study how to represent a 3D surface and extract salient features to help make successful classifications.
There are several related previous studies. Csernansky et al. 1 studied hippocampal morphometry using a deformation representation by mapping a template image to individuals, and achieved 80% jackknife classification accuracy through a Principal Component Analysis (PCA) and a linear discriminant classification. This approach is image-based, which may not be desirable in more general situations where a surface is not embedded in an image but defined in another way such as segmented boundaries or triangulations. Golland et al. 2 did an amygdala-hippocampus complex study, used distance transformation maps as shape descriptors, and achieved 73% accuracy using Support Vector Machine (SVM). We 3 studied hippocampal shape classification, used a symmetrical alignment model with binary image format, and achieved 96% accuracy using only the second principal component after PCA. Note that distance transformation maps and binary images are both voxel-based representations. Their manipulation often involves noisy steps like resampling. Thus, they may not be ideal to represent the shape of a 3D object that can be defined just by its surface.
The SPHARM description 4 is a parametric surface description using spherical harmonics as basis functions, with applications in model-based segmentation 5 and 3D medial shape modeling.
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It is also used by Gerig and Styner 7 and Shenton et al. 8 for shape classification of amygdala-hippocampus complex: they calculated the asymmetry between SPHARM surfaces of left and right complexes, combined it with volume, and achieved 87% accuracy using SVM. The asymmetry measure is a single and highly summarized value for characterizing a configuration of two objects, and so is not a detailed description for 3D objects. However, the SPHARM description itself is a powerful and fine-scale representation for 3D closed surfaces.
With these observations, we propose a new framework for 3D surface object classification that combines SPHARM surface description with a suitable pattern classification technique. A fine-scale spherical harmonic expansion is employed to describe a closed 3D surface object. The expansion can then easily be transformed to extract only shape information (i.e., excluding translation, rotation, and scaling) and create a shape descriptor comparable across different individuals. This representation captures shape features and is flexible enough to do shape modeling, identify statistical group differences, and generate similar synthetic shapes. Principal Component Analysis (PCA) is used to extract a small number of independent features from high dimensional shape descriptors, and Fisher's Linear Discriminant (FLD) is applied for pattern classification. This framework is shown to be able to perform well in distinguishing clear group differences as well as small and noisy group differences using simulated shape data. In addition, the application of this technique to real data indicates that there exists hippocampal shape abnormality in schizophrenia.
The rest of the paper is organized as follows. Section 2 describes the SPHARM expansion for surface shape description and its applications to shape modeling, synthetic shape generation and statistical analysis of group difference. Section 3 presents PCA for feature extraction, FLD for pattern classification, a technique of localizing significant region for better classification, and experimental results. Section 4 concludes the paper.
SURFACE-BASED REPRESENTATION
In this study, the test data used to demonstrate our techniques are hippocampus structures extracted from MR (Magnetic Resonance) scans. There are 21 healthy controls and 35 schizophrenic patients involved. The left and right hippocampi in each MR image are identified and segmented by manual tracing in each acquisition slice using the BRAINS software package.
9 A 3D binary image is reconstructed from each set of 2D hippocampus segmentation results, with isotropic voxel values corresponding to whether each voxel is excluded or included. The surface of this 3D binary image is composed of a mesh of square faces (see Figure 1<a -d>(1) for several examples of such surfaces). In this section, we present how to create a shape descriptor for such a closed 3D surface, and show that this shape representation approach is powerful enough for many applications, such as shape modeling, synthetic shape generation, and statistical shape analysis of group differences.
SPHARM shape description
We adopt SPHARM expansion technique 4 to create a shape description for 3D closed surfaces. An input object surface is assumed to be defined by a square surface mesh converted from an isotropic voxel representation, as mentioned above. Three steps are involved in converting the object surface to its SPHARM shape description: (1) surface parameterization, (2) SPHARM expansion, and (3) SPHARM normalization.
Surface parameterization aims to create a continuous and uniform mapping from the object surface to the surface of a unit sphere. The parameterization is formulated as a constrained optimization problem with the goals of topology and area preservation and distortion minimization (see Brechbhler et al. 4 for details). The result is a mapping of two spherical coordinates θ and φ to each point v(θ, φ) on a surface:
When the free variables θ and φ run over the whole sphere, v(θ, φ) runs over the whole object surface. 4 for details). The expansion takes the form:
where
The coefficients c The coefficients up to a user-desired degree can be estimated by solving a set of linear equations in a least square fashion. The object surface can be reconstructed using these coefficients, and using more coefficients leads to a more detailed reconstruction. Please see Figure 1<a ,c> for two examples. Thus, a set of coefficients actually form an object surface description.
SPHARM normalization is used to create a normalized set of SPHARM coefficients to form a shape descriptor (i.e., excluding translation, rotation, and scaling). The rotation invariance is achieved using the degree 1 reconstruction, which is always an ellipsoid. The parameter net on this ellipsoid is rotated to a canonical position such that the north pole is at one end of the longest main axis, and the crossing point of the zero meridian and the equator is at one end of the shortest main axis. In the object space, the ellipsoid is rotated to make its main axes coincide with the coordinate axes, putting the shortest axis along x and longest along z. The scaling invariance can be achieved by dividing all the coefficients by a scaling factor f . In our experiments, we choose f so that the volume of the degree 1 ellipsoid is normalized. Ignoring the degree 0 coefficient results in translation invariance. The normalization technique described here works only if a degree 1 ellipsoid is a real ellipsoid, such as with hippocampus data, but not an ellipsoid of revolution or a sphere. In the latter case, higher degree coefficients might need to be involved for the normalization.
After the above steps, a set of canonical coordinates (i.e., normalized coefficients) can be obtained to form a shape descriptor for each surface, and these shape descriptors are comparable across objects. Figure 1 shows two examples of left hippocampi before (see <a,c>) and after (see <b,d>) normalization, where both binary object surfaces and SPHARM reconstructions are presented. Note that, in each of <b,d>, the reconstruction is obtained by using the normalized coefficients (i.e., the shape descriptor), and the binary object surface is transformed accordingly based on the corresponding normalization process. Figure 2 (a) shows the normalized SPHARM reconstruction of left hippocampi of 6 controls and 6 patients using their shape descriptors.
For simplicity, normalized SPHARM coefficients are hereafter referred to as SPHARM coefficients.
SPHARM coefficients and synthetic data generation
SPHARM coefficients are complex numbers, whose real parts and imaginary parts we treat as separate elements. A vector of all these elements forms a shape descriptor for a 3D closed surface. These vectors are related to the same reference system and can be compared across individuals. We assume a normal distribution for each vector element. Given a group of shapes, the mean and standard deviation of each element can be estimated to form a shape model, which may provide some degree of understandings of a shape group. Figure 3 shows sample mean and standard deviation results for 4 different hippocampus groups: left of controls (LC), right of controls (RC), left of patients (LP), and right of patients (RP). A mean vector derives a mean shape. Figure 5 (2-5) shows mean shapes of the 4 groups (the surface color will be explained in Section 2.3, please ignore it for now).
The shape model described above can be used to create similar synthetic shapes. For example, a synthetic hippocampus can be constructed if, for each vector element, we draw a random number from its corresponding normal distribution with the estimated mean and standard deviation; see Figure 2 (b) for 3 synthetic hippocampi using LC shape model and the other 3 using LP model, which look quite similar to real ones in Figure 2 (a). Note that this is a very simple approach to synthetic shape generation, where vector elements are assumed independent. However, it is an effective one for our purpose: it can create two groups of shapes that have small and noisy group difference to evaluate our classification approach.
In fact, the SPHARM representation allows for the development of more complicated shape modeling techniques (e.g., Kelemen et al. 5 ) which can be used for synthetic data generation or even model-based segmentation.
Landmark dual representation and statistical group difference
It is not easy to intuitively understand a SPHARM coefficient, since the coefficient is usually a complex number and provides a measure of the spatial frequency constituents that compose the object. However, the points of the sampled surface (called landmarks) can be considered as a dual representation of the same object. This is a more intuitive descriptor, and so we choose to use this representation in our study. Based on a nearly uniform icosahedron subdivision of spherical surfaces (see Figure 4) , we obtain a landmark representation directly from the coefficients via a linear mapping described in Equation 2. Thus, each shape is represented by a set of n landmarks (i.e., sampling points), which are consistent from one shape to the next. In the experiments, we use icosahedron subdivision level 3, and each object has n = 642 landmarks.
Now the shape descriptor becomes a 3n element vector
Given a group of N shapes, the mean shapex can be calculated usinḡ
where x i is the landmark shape descriptor of the i-th shape. The standard deviation can also be estimated for each element in the descriptor. Thus each landmark corresponds to a vector of 3 standard deviation values. The local shape variability at each landmark location can then be measured using the magnitude of the corresponding standard deviation vector: a big magnitude indicates a large local variability. The above analysis and visualization provide us a rough shape model for each class. Direct comparison between two models may not derive interesting group differences, since the models contain only summarized information. To find statistical group differences, we do the following.
Given two groups of shapes, a two-sample t-test 10 can be performed for each vector element to obtain an associated p-value. Thus, each landmark location corresponds to a vector of 3 p-values, which represent the probabilities of no group difference along x, y and z directions at that location, respectively. A small p-value indicates a more likely group difference. It may not be good to use the magnitude of the p-value vector to measure an effect combined by all three directions because of the following scenario. Let V p = [p x , p y , p z ] be a p-value vector for a landmark. If the group difference is very obvious along x direction but not y and z directions, we will get a small p x and large p y and p z . As a result, V p won't have a small magnitude due to the large p y and p z and we won't detect actual group difference at this location.
To overcome the above problem, we define the significance value (s-value in short) as the absolute value of the logarithm of a p-value s-value =| log(p-value) | .
We use s-value to detect the group difference along individual direction, and use the magnitude of the s-value vector to measure an effect combined by all three directions. A large s-value or vector magnitude implies that group differences are more likely to exist. Figure 6 shows the mean shape of all left hippocampi and the mean shape of all right ones in two different views, where the color indicates either the magnitude of the corresponding s-value vector (in subplots labeled (1)) or the s-values along x, y and z directions (in subplots labeled (2-4) respectively). Yellow/light (green/dark) color implies that group difference is more (less) likely to exist there. By using s-values in Figure 6 , we can see that the subplot (1) becomes a good combination of the corresponding subplots (2-4) in terms of the yellow/light color area, which is the area showing significant group differences. Thus it seems enough to just use the magnitude of the s-value vector for visualizing statistical group differences. This visualization ( Figure 6 ) shows that the group difference appears in the head/anterior region as well as the tail/posterior region for both left and right hippocampi.
PATTERN CLASSIFICATION
We have shown that the SPHARM description and its dual landmark representation are powerful enough for many applications such as shape modeling, synthetic shape simulation, and statistical analysis of group differences. However, our ultimate goal is to build a model for accurate classification of new examples. This is a more difficult task, especially when we use a fine-scale representation involving many landmarks. In this section, we present techniques for dimensionality reduction and pattern classification, provide experimental results to show the effectiveness of our approach, and discuss how to localize significant area for a better classification.
Dimensionality reduction
We use a fine-scale landmark representation for classification, where each shape is described by 642 landmarks and the shape descriptor has a length of 642 * 3 = 1926. Principal Component Analysis (PCA) 11 is applied to reduce dimensionality. This involves eigenanalysis of the covariance matrix Σ of the data as follows
where the columns of P hold eigenvectors, and the diagonal matrix D holds eigenvalues of Σ. The eigenvectors in P can be ordered according to respective eigenvalues, which tell the amount of variance explained by each eigenvector. The first few eigenvectors (with greatest eigenvalues) often explain most of variance in the data. Now any shape x in the data can be obtained using
where b is a vector containing the components of x in basis P, which are called principal components. Since eigenvectors are orthogonal, b can be obtained using
Assume a dataset contains m objects and so its inherent dimensionality is ≤ m − 1. It can be shown that the first m − 1 principal components are enough to capture all the variance in the dataset. The PCA basis P can be formed by just the first m − 1 eigenvectors and then Equations 9 and 10 still hold. In this case, b becomes an m − 1 element vector, which can be thought of a new and more compact representation of the shape x in the new basis of the deformation modes. Due to this compactness, we use b as the new descriptor in the classification. In addition, the first few components in b can approximate x, if the respective eigenvectors explain a large amount of variance in the data. Hereafter, b is referred to as a feature vector , and eigenvectors as PC dimensions.
Classifier design
We use Fisher's Linear Discriminant (FLD) as our classifier. FLD is a multi-class technique for pattern classification. FLD projects a training set (consisting of c classes) onto c − 1 dimensions such that the ratio of between-class and within-class variability is maximized, which occurs when the FLD projection places different classes into distinct and tight clumps.
11
This optimal projection W opt is calculated as follows. Assume that we have a set of n d-dimensional samples x 1 , ..., x n , n i in the subset D i labeled ω i , where n = c k=1 n k and i ∈ {1, ..., c}. We define the between-class scatter matrix S B and the within-class scatter matrix S W as
where m is the mean of all samples and m i the mean of class ω i . If S W is nonsingular, the optimal projection W opt is chosen by
where {w i | i = 1, 2, . . . , m} is the set of generalized eigenvectors of S B and S W corresponding to set of decreasing generalized eigenvalues {λ i | i = 1, 2, . . . , m}, i.e.,
Note that an upper bound on m is c − 1. See Duda et al. 11 for details.
In our case, we have only two classes, and so the above FLD basis W opt becomes just a column vector w. Once this w has been found, a new feature vector can be projected onto w to classify it. The resulting scalar value can be compared to the projections of the training set on the same basis w. In this one dimensional FLD space, we propose the following Bayesian approach to perform classification.
A normal distribution N (µ i , σ 2 i ) is assumed in the FLD space for each class ω i , where its mean µ i and variance σ 2 i can be estimated from the training set. The conditional probability P (x ∈ D i | y) that a new object x belongs to class ω i (i.e., the label of D i ), conditioned on its FLD projection being y, can then be calculated by the following Bayesian model
In Equation 15, p(y | x ∈ D i ) is the state-conditional Probability Density Function (pdf) for random variable y conditioned on x belonging to class ω i , which is equivalent to pdf p(y | y ∼ N (µ i , σ 2 i )) based on our assumption of a normal distribution for y. The prior probability P (x ∈ D i ) of x belonging to class ω i are chosen as the fraction of the dataset belonging to ω i . Our approach assigns a new object to the class corresponding to the largest posterior probability computed by Equation 15. In the equal case, the new object joins the class having the closest mean. 
Experimental results
Classification is tested using a jackknife methodology (Duda et al. 11 ): each object is removed in turn as the test case, the remaining objects forms a training set for classifier learning, the resulting classifier is tested on the removed object, and the accuracy is estimated as the mean of these leave-one-out accuracies. Only the training objects are involved in creating the PCA basis P (derived by Equation 8 ) and the FLD basis W opt (derived by Equation 13). The test object is first projected to P according to Equation 10 , and then projected to W opt to get a single FLD value that can be classified using our Bayesian model.
Classification can be performed using just the first few Principal Components (PCs), which account for significant amount of data variance, based on the assumption that this information is crucial for classification and the rest noisy. To determine how many PCs to use, we simply apply a classifier to each data set m times and pick the best result: at each time i ∈ {1, 2, . . . , m}, we use the first i PCs of a feature vector for classification. Given n training objects, we can only have m = n−2 for the FLD classifier. This is because the FLD projection computed by Equation 13 requires a nonsingular S W and Equation 12 implies that the rank of S W is ≤ n − c, where n is the training set size and c the number of classes. Figure 8 shows classification results for 3 experiments, where the jackknife classification accuracy is displayed in (a) and the average variance explained by the first n PCs is plotted in (b). Each trial has its own PCA basis due to the jackknife methodology, and so the variance shown in Figure 8(b) is the average of all trials.
In the first experiment, we have two classes of surfaces (see Figure 7 ): (1) 14 cuboid surfaces; and (2) 14 cuboid-bump surfaces, each with a centered bump on one face. Although the group shape difference is clear in this example, the intra-group variabilities are also present in each group. The 100% jackknife accuracy is very consistent if we use more than two PCs (corresponding to > 98% of the variance) and this verifies our technique can effectively detect the group difference in the presence of noisy intra-group variabilities.
The second and third experiments are for synthetic left and right hippocampi respectively: between one group simulated using the control model and the other using the patient model. There are 28 synthetic hippocampi in each group. Please see Section 2.2 for the synthetic shape generation approach. In the left case, 89% ∼ 96% accuracy is achieved when 12 ∼ 48 PCs (corresponding to 80% ∼ 99% of the variance) are used; in the right case, 93% ∼ 100% accuracy is achieved when 18 ∼ 53 PCs (corresponding to 86% ∼ 100% of the variance) are used. Synthetic hippocampi generated from different groups have systematic small differences in terms of mean shape and coefficient variance (see Figures 3 and 2(b) ). Our technique seems to be able to capture these differences.
The above three experiments show that our classification framework performs pretty well in distinguishing clear group differences as well as small and noisy group differences. Figure 9 shows the classification result for the real data set, which includes 21 healthy controls and 35 schizophrenic patients. Two experiments are performed: one for left hippocampi, the other for right hippocampi, both for classification between the control group and the patient group. In most cases, better than chance accuracy can be achieved. For left hippocampi, the best accuracy is 66% when we use 2 ∼ 4 PCs (corresponding to 49% ∼ 63% of the variance); for right hippocampi, 68% ∼ 71% accuracy is achieved when 1 ∼ 2 or 29 ∼ 31 PCs (corresponding to 30% ∼ 42% or 94% ∼ 95% of the variance) are used. These results suggest that there may exist hippocampal shape difference in schizophrenia. It becomes an interesting problem to localize the difference and hopefully further improve the classification accuracy. Section 3.4 addresses this issue.
Significant region
In the landmark representation, we feel that some landmarks might be more significant than others for classification. We call a set of these landmarks a significant region. Discovery of such a region may help obtain a better classification. Work is still in progress to study this problem. Here we just present some encouraging preliminary results regarding this research issue.
Please recall that we have done some statistical analysis of group shape differences in Section 2.3 and the result is a vector of s-values for each landmark. The larger the vector magnitude is, the more likely the group difference is to appear there, see Figure 6 , and hopefully by intuition the more the corresponding landmark contributes to classification. With this observation, a simple approach to the significant region selection is just to pick the top n landmarks according to the magnitude of the corresponding s-value vector. Figure 10 shows sample significant regions determined using this approach, where 60 out of 642 landmarks are picked to form the region in each of left and right cases. (1) controls versus patients for left hippocampi using all the region, (2) controls versus patients for left hippocampi using the significant region, (3) controls versus patients for right hippocampi using all the region, (4) controls versus patients for right hippocampi using the significant region. 3D surface object is described by a fine-scale spherical harmonic expansion, which can then be transformed to extract only shape information and create a shape descriptor comparable across different individuals. We show that this shape representation is flexible enough to do shape modeling, identify statistical group differences, and generate similar synthetic shapes.
The shape representation is then combined with a suitable classification approach, which includes principal component analysis for feature extraction and Fisher's linear discriminant for pattern classification. This framework is shown to be able to perform well (achieve 96% ∼ 100% jackknife accuracy) in distinguishing clear group differences as well as small and noisy group differences using simulated shape data. In addition, the application of this technique to real data achieves 66% accuracy for the left hippocampi and 71% for the right ones and suggests that there may exist hippocampal shape abnormality in schizophrenia. We also present some encouraging preliminary result on how to identify the significant region on the surface for a better classification, and the accuracy is improved to 77% for the left hippocampi and 75% for the right ones. Work is in progress to study other approaches that locate significant regions and hopefully further improve the classification accuracy for real hippocampi.
