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Abstract
For any given complex n × n matrix A and any polynomial p with complex coefficients, methods to obtain
all complex n × n matrix solutions X of A = p(X) have been discussed from as early as 1906: however,
in practice the “solutions” obtained are only approximations (i.e. 2n2 truncated decimal expansions for the
real and imaginary parts of the n2 entries of X). The present article treats the corresponding Diophantine
problem where both A and p are defined over the rational field Q, and where, if rational solutions X exist,
they are to be found exactly. A complete solution is given when A has no repeated eigenvalue, in which
case all rational solutions X are obtained using only linear procedures and integer arithmetic. The method
generalizes at once from Q to any finite algebraic extension of Q (or of any Zp).
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1. Introduction
Throughout, given any n × n matrix A with eigenvalues λ1, . . . , λn, we shall call A simple if
and only if
(S) all the eigenvalues λj of A are simple, i.e. each λj is of algebraic
(hence also geometric) multiplicity 1.
In other words, an n × n matrix is simple if and only if it has n different eigenvalues.
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In this article, for any given simple A ∈ Mn(Q), i.e. n × n with all its entries rational, and
for any given scalar polynomial p(x) with all its coefficients in Q, we shall find necessary and
sufficient conditions on the pair (A, p) under which the matrix equation A = p(X) has at least
one solution X ∈ Mn(Q), and in this case we shall determine the number (always in fact finite)
of such solutions X, and describe every such X (surprisingly explicitly).
Before proceeding towards this objective, it may be appropriate to briefly compare and contrast
the above with the very different problem of seeking all complex solutions X. Since A is simple, it
follows at once that any solution X of A = p(X) must also be simple, and so there is an invertible
P ∈ Mn(C) which diagonalizes X, hence also A: we may suppose that
P−1AP = diag(λ1, . . . , λn) (1)
and P−1XP = diag(μ1, . . . , μn), say, where
p(μj ) = λj (j = 1, . . . , n). (2)
Thus, over C, solving the matrix equationA = p(X) reduces, first, to solving (or approximately
solving) these n scalar equations (2), after which (using any P satisfying, or even merely approxi-
mately satisfying, (1)), one can, in principle, always obtain numerical approximations X ∈ Mn(C)
to any desired accuracy. This may sometimes lead to some “apparently real and rational” apparent
solution(s) X (presumably either with “small” denominators or with denominators suggested by
continued fraction expansions), which could then be checked directly for correctness inp(X) = A.
However, in general one can hope to obtain reliable information about the rationality of solutions
X only at the cost of carrying out computations of unboundedly high precision, and so such a
numerical approach has almost no value as a systematic procedure for determining the class of
all rational solutions X: we have mentioned such “naive” approaches only to emphasize their
unreliability and impracticality as compared to the method to be presented here.
Our Diophantine (i.e. strictly rational) version of the problem is more interesting, because
requiring X to be rational leads to unexpected simplifications. Our reasons for requiring that A
be simple are perhaps less obvious, but equally crucial: first, even in the easiest non-trivial case
of our equation A = p(X), namely A = X2, the conditions under which a solution X (rational or
otherwise) exists are surprisingly unstraightforward (mainly on account of the various possibilities
for the nilpotent Jordan blocks ofA, see [3] or [10, pp. 467–473]). Secondly, it is only by combining
our rationality restriction on all of A,p,X with the requirement that A be at least nonderogatory
that we can translate the apparently highly non-linear condition A = p(X) on X into (at first
apparently only necessary) linear conditions on X over Q, of the form
XW = C1 or C2 or · · · , (3)
where W,C1, C2, . . . are finitely many “known” matrices over Q, and where C1, C2, . . . depend
on both A and p, but W = WA depends only on A. This reduction, which we call “linearization,”
is carried out in Section 2, and in Section 3 we show that WA is always invertible for simple
A, whence it follows in Section 4 that for simple A the necessary conditions (3) are in fact also
always sufficient (i.e. all X = CkW−1A do indeed satisfy p(X) = A).
Throughout, our arguments use only the most elementary ideas of linear algebra and algebraic
number theory. As noted above, our main results are developed in Sections 2–4. In Section 5 we
examine the special case A = X2 both as a representative example of our more general results
and also to illustrate some of the complications associated with dropping our assumption that
A satisfies (S). Finally, in Section 6, we note a few other generalizations and comments: in
particular, linearization may be relevant (see Sections 6.1 and 6.5) to more general problems of
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Diophantine geometry. Section 6.1, for which I am grateful to S. Donkin, gives a briefer and more
abstract alternative existence argument for most of our main result (Theorem 4.1(a)), but without
the explicitness of our (essentially algorithmic) procedures of Sections 2 and 4. While Horn and
Lopatin [11] have presented rational algorithms which answer various other rationality-related
questions about matrices, it is surprising that the problem which we consider here has apparently
not been discussed previously.
For real or complex n × n matrices A, obtaining solutions X of A = X2 was discussed as
early as 1858 by Cayley (see [2]), and this problem itself has a substantial literature (see Section
5 below for a brief summary). The more general question of solving A = p(X) for an arbitrary
polynomial p (over C) was apparently first studied in 1906 by Kreis [13] (who considered only
invertible A), and subsequently, in the period 1928–1932, by Roth [15] (who gave an excellent
survey of previous work, but himself considered, as also did Kreis, only solutions X expressible
as polynomials in A, cf. Remark 2.2 and Section 6.1 below), Franklin [6] (who on p. 302 gave a
method to find all (tacitly) complex solutions X), and Rutherford [16] (who gave a solution more
explicit than Franklin’s, again tacitly over C).
Naturally enough, these authors made crucial use of Jordan theory, which (for better or worse)
we avoid here by requiring that A be simple. Of course this restriction of the problem can be
viewed as side-stepping the deeper and more interesting aspects confronted (and conquered) by
Roth et al. However, our approach has the compensating advantages that (a) we obtain precise
information, apparently having no counterpart in any previous work, about the structure of the set
of rational solutions X, and (b) our methods extend immediately to A,p over any field F and to
solutions X over F or over any specified superfield H of F (see below). Also, for (e.g.) rational
A, although nonsimplicity is the more interesting case, it is also of course the exception rather
than the rule, and so our results for simple A do at least cover the majority of cases, and provide
the solution(s) X in a very explicit way apparently unavailable for nonsimple A.
We end this section by expanding on (b) just above. For the sake of concreteness and familiarity
(and to more closely fulfill what is promised in the title of this article) we began by introducing
our problem with A,p and X all defined over the rational field Q (and with the eigenvalues of A
implicitly regarded as lying in the complex field C). However, we can, with very little additional
effort, equally well deal with the more general situation where A and p are defined over an
arbitrarily given field F (possibly even of nonzero characteristic), where C is replaced by any
specified algebraically-closed superfield K of F , and where, for any specified intermediate field
H (i.e. with F ⊆ H ⊆ K), we seek all solutions X of A = p(X) with X having all its entries in
H . In Sections 2–4, we shall work entirely in this more general context. In these circumstances,
of course we always have A,X ∈ Mn(H) and p(x) ∈ H [x], and so, in Sections 2–4, the field F
rarely needs to be mentioned explicitly, and instead H plays the main role. In applications, one
first specifies F,A, p and K , and then considers which intermediate fields H may be relevant.
For F = Q and H = Q (or for any finite algebraic extension H of Q) our linearization procedure
yields all solutions X over H exactly (i.e. in integer arithmetic without any need for decimal
approximations) and very straightforwardly.
2. The linearization procedure
Before we narrow our focus to the context described at the end of Section 1, we state a slightly
more general lemma (on which everything else will depend) in which we assume merely that just
one specified eigenvalue λ0 of A has geometric multiplicity 1 (and is in K), and allow any A,p
and X defined over K (rather than over a smaller field such as F or H ).
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Lemma 2.1. For any given algebraically-closed field K, let A,X ∈ Mn(K), let p ∈ K[x], and
suppose that
(i) A = p(X);
(ii) A has an eigenvalue λ0 ∈ K such that rank(A − λ0In) = n − 1, i.e. whose corresponding
eigenspace Vλ0 over K is one-dimensional, say Vλ0 = Kw0 (where 0 /= w0 ∈ Kn).
Then there exists μ0 ∈ K such that p(μ0) = λ0 and Xw0 = μ0w0.
Proof. Since K is algebraically closed, we have spec(X) ⊆ K . Note first that, by (i), λ0 ∈
spec(A) = spec(p(X)), i.e. λ0 = p(μ) for at least one μ ∈ spec(X). Fix one such μ, say μ =
μ0 ∈ K , and let u ∈ Kn be any μ0-eigenvector for X over K , i.e. Xu = μ0u.
Then, by (i) again, Au = p(X)u = p(μ0)u = λ0u, and so, by (ii), 0 /= u ∈ Vλ0 = Kw0.
Hence w0 ∈ Vλ0 = Ku, so that Xw0 = μ0w0, as required. 
Of course the hypothesis dimK Vλ0 = 1 cannot be dropped (even for A = I2 and p(x) = x2).
Remark 2.2. Thus, with A,p,X as in Lemma 2.1, if A is simple with all its eigenvalues in K ,
then, over K , the set of all eigenvectors of X coincides with that of A (whence, by diagonalizing
over K , one sees that X is also a polynomial in A over K , see also Section 6.1).
For the purposes of this section, we still need not yet require that A be simple, but instead
merely nonderogatory, i.e. that every eigenvalue λj of A has geometric multiplicity 1 (equiva-
lently, each eigenvalue of A occurs in only a single Jordan block). However, it will be crucial in
Proposition 2.3 that A and p are defined (and that X is sought) over a specified subfield of K: we
suppose that A and p are defined over F , and also consider any intermediate field H , i.e. with
F ⊆ H ⊆ K .
When we now seek all solutions X of A = p(X) with X ∈ Mn(H), the fact that A and p are
defined even over F rather than H turns out not to offer any advantage over the weaker hypothesis
that A and p are defined over H , and so we can state our results for any A,p (and of course X)
defined over H . (As always, the eigenvalues of A are in K , but need not be in F or in H .)
Proposition 2.3. Let H be any field, let A,X ∈ Mn(H) and p ∈ H [x], and suppose that A is
nonderogatory and A = p(X).
Then, for each j = 1, . . . , n, the equation p(μ) = λj has at least one solution μ = μj ∈
H(λj ).
Proof. Since A is nonderogatory, for each eigenvalue λj of A the λj -eigenspace Vλj of A over
K is one-dimensional, say Vλj = Kwj , where 0 /= wj ∈ Kn (j = 1, . . . , n).
To determine such a column vector wj more explicitly, we have only to solve the homoge-
neousn × n system (A − λj In)w = 0, where the coefficient matrixB = A − λj In has rank(B) =
n − 1, and where all the entries of B (being of the form ars or arr − λj ) are obviously in the
field Hj = H(λj ). By Gaussian elimination over Hj , we thus obtain an (essentially unique)
nonzero solution w = wj ∈ Hnj (rather than just wj ∈ Kn, which would be too weak for our
present purpose). (Alternatively and perhaps still more explicitly, one may simply take wj to be
the column formed, for suitable r , by the (n − 1) × (n − 1) signed cofactors Br1, . . . , Brn.)
Since Awj = λjwj for each j , it follows from Lemma 2.1 that any solution X over H of
A = p(X) must satisfy
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Xwj = μjwj (4)
for some μj ∈ K satisfying p(μj ) = λj (j = 1, . . . , n). Since X and wj both have all their entries
in the field Hj , by considering any row of (4) in which wj has a nonzero entry, we conclude that
μj ∈ Hj = H(λj ), as required. 
For Proposition 2.4, it will be helpful to set up some notation. Over any field H , every monic
polynomial f factors uniquely as a product of monic irreducibles, any pair of which are of course
either identical or coprime. Thus, if f has positive degree n, then we can write
f = gs11 · · · gstt (5)
for suitable t ∈ {1, 2, . . . , n}, positive integers s1, . . . , st , and pairwise coprime monic irreducible
polynomials g1, . . . , gt over H , each gj having positive degree dj (so that s1d1 + · · · + stdt = n).
Note incidentally that, for any distinct gi and gj , there exist polynomials hi, hj over H such that
gihi + gjhj = 1, and so g1, . . . , gt are also pairwise coprime over the superfield K of H .
We apply this decomposition with f taken to be the characteristic polynomial fA(λ) =
det(λIn − A) of any given n × n matrix A over H . (For simple A of course s1 = · · · = st = 1,
but (5) cannot be sharpened when A is merely nonderogatory.)
We have seen in Lemma 2.1 that, for any eigenvalue λ0 of geometric multiplicity 1, the equation
A = p(X) puts n linear conditions (in the form Xw0 = μ0w0) over K on the n2 entries xrs of
the matrix X. We show next that, when all of A,p and X are defined over H , then any root λj
of gj (or, equivalently, all the dj roots of gj collectively) yields ndj linear conditions on X over
H (and it will transpire, in Sections 3 and 4, that for simple A in fact these ndj conditions are
linearly independent).
To explore this further, we must revisit the hypothesis of Proposition 2.3. For each irreducible
factor gj of fA, fix one root of gj and (with a minor abuse of notation) denote it by λj . Since λj
is a root of the polynomial gj of degree dj and since gj is defined over H , of course
λ
dj
j ∈ H + λjH + · · · + λ
dj−1
j H,
whence (by the standard inductive argument)
Hj = H(λj ) = H [λj ] = H + λjH + · · · + λdj−1j H, (6)
where, since gj is irreducible over H , the set {1, λj , . . . , λdj−1j } is a basis for Hj considered as
a vector space over H . Also λj is a root of fA (but not of any other gi), and so, as in the first part
of the proof of Proposition 2.3, we can construct a λj -eigenvector wj for A over Hj , and by (6)
we can write wj in the form
wj = wj,0 + λjwj,1 + · · · + λdj−1j wj,dj−1
= (wj,0, wj,1, . . . , wj,dj−1)
⎛
⎜⎜⎜⎝
1
λj
...
λ
dj−1
j
⎞
⎟⎟⎟⎠ (7)
for suitable column n-vectors wj,0, . . . , wj,dj−1 over H . Putting all these vectors together as
columns of a single n × dj matrix over H , we define
Wj = (wj,0, . . . , wj,dj−1).
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Also, given any λ ∈ K and any positive integer d , let us use the abbreviation
vd(λ) =
⎛
⎜⎜⎜⎝
1
λ
...
λd−1
⎞
⎟⎟⎟⎠ ∈ Kd.
Then we can rewrite (7) in the more compact form
wj = Wjvdj (λj ) (j = 1, . . . , t). (8)
As noted in Proposition 2.3 and its proof (see especially (4)), there exist vectors wj over H(λj )
such that any solution X over H of A = p(X) must satisfy
Xwj = μjwj (j = 1, . . . , t) (9)
for some t-tuple (μ1, . . . , μt ) such that p(μj ) = λj and μj ∈ H(λj ) (j = 1, . . . , t). We can
improve on (9), replacing it by an equivalent condition over H :
Proposition 2.4 (Linearization). Given any A,p,X over H with A non-derogatory, and given
(μ1, . . . , μt ) satisfying (9) as above, then we can construct corresponding n × dj matrices Cμj
over H such that XWj = Cμj (j = 1, . . . , t), whence also
X(W1, . . . ,Wt ) = (Cμ1 , . . . , Cμt ).
Proof. It suffices to consider any fixed choice of j . Since both μj and (as in (7) or (8)) wj are
defined over H(λj ), so also is their product μjwj , and so, just as we did with wj in (7) and (8),
we can decompose
μjwj = cj,0 + λj cj,1 + · · · + λdj−1j cj,dj−1 = Cμj vdj (λj ) (10)
for suitable column n-vectors cj,0, cj,1, . . . , cj,dj−1 over H and for
Cμj = (cj,0, . . . , cj,dj−1).
Now, by (8)–(10), we have
XWjvdj (λj ) = Xwj = μjwj = Cμj vdj (λj ).
Since the n × n matrix X and the n × dj matrices Wj and Cμj have all their entries in H , and
since the set {1, λj , . . . , λdj−1j } of entries of vdj (λj ) is linearly independent over H , it follows
that XWj = Cμj , as required. 
Remark 2.5. Among those roots μj of p(μ) = λj which lie in H(λj ), of course different choices
of μj will give rise to different Cμj . However, the equation p(μ) = λj may have multiple roots
(e.g. as in Example 5.3), and Cμj is undefined if μj ∈ H(λj ) (e.g. as in Example 5.2 with H = Q,
where, for λj = −1, we have Q(λj ) = Q, but there is no μ ∈ Q satisfying μ2 = λj ).
3. Invertibility of WA
For any given n × n nonderogatory A, its corresponding W = WA = (W1, . . . ,Wt ) formed
from W1, . . . ,Wt of Proposition 2.4 has size n × (d1 + · · · + dt ). Since n = s1d1 + · · · + stdt , it
follows thatWA is square (i.e.n × n) if and only if s1 = · · · = st = 1, which, for H of characteristic
zero, holds if and only if A is simple (and moreover WA is always square whenever A is simple,
even for H of nonzero characteristic).
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Theorem 3.1. For every field H and every simple n × n matrix A over H, the n × n matrix
W = WA = (W1, . . . ,Wt ) is always invertible.
Proof. Results such as this seem to be folklore, and I am grateful to Richard Hill of University
College London for the following argument which, by taking into account all the dj roots of each
gj , reduces the problem to an elementary property of eigenvectors.
For each j , the polynomial gj has degree dj and accordingly has exactly dj roots, which we
shall now denote by λ(1)j , . . . , λ
(dj )
j ; being also eigenvalues of A, these λ
(r)
j are all different.
On taking λj = λ(1)j in the construction of Wj as in Section 2, Eq. (8) becomes
w
(1)
j = Wjvdj
(
λ
(1)
j
)
. (11)
We can apply the same procedure for each of λ(2)j , . . . , λ
(dj )
j and their associated eigenvectors
w
(2)
j , . . . , w
(dj )
j , and thereby obtain for each w
(r)
j its own decomposition corresponding to (11).
Moreover, these decompositions for w(2)j , . . . , w
(dj )
j are in fact even closer to (11) than one might
at first sight expect, since, for every w(r)j , we can use the same vectors wj,0, . . . , wj,dj−1 for
w
(r)
j as occur as the columns of Wj in (11) for w(1)j (since the only property of λ(1)j used in the
determination of wj,0, . . . , wj,dj−1 was the fact that λ
(1)
j is a root of gj ). Thus we can write (11)
more generally as
w
(r)
j = Wjvdj
(
λ
(r)
j
)
(r = 1, . . . , dj ; j = 1, . . . , t). (12)
In (12), every w(r)j on the left is an eigenvector (over K) of A, one for each eigenvalue, while
the n × dj matrices Wj on the right are sub-blocks of the n × n matrix WA (over H ) whose
invertibility we wish to prove. The remaining part of the present proof consists in showing how
to express the wj,s in terms of the w(r)j .
The essence of the ensuing argument is most clearly conveyed by first considering the special
case t = 1, i.e. where fA (=g1) is itself irreducible. In this case d1 = n, and, dropping all suffixes
j from (12), we have
w(r) = w0 + λ(r)w1 + · · · +
(
λ(r)
)n−1
wn−1 = WAvn
(
λ(r)
)
(r = 1, . . . , n),
so that, over K , the n × n matrix
M = (w(1), . . . , w(n)) = W
A
(
vn
(
λ(1)
)
, . . . , vn
(
λ(n)
))
= W
A
V,
say, where, since λ(1), . . . , λ(n) are all different, the Vandermonde matrix V is invertible. Hence
WA = MV −1, where M is also invertible (since the eigenvectors w(1), . . . , w(n) of A correspond
respectively to the eigenvalues λ(1), . . . , λ(n), which are all different). Thus WA itself is indeed
invertible whenever t = 1.
The general case (i.e. t  2) is just a concatenation of (rectangular) pieces like the above (with
one piece for each j ). We now need to consider the matrix M over K whose columns are all the
eigenvectors w(r)j , listed first in order of increasing j , and, within each block for fixed j , in order
of increasing r , i.e.
M = (M1; . . . ;Mt) =
(
w
(1)
1 , . . . , w
(d1)
1 ; . . . ; w(1)t , . . . , w(dt )t
)
.
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Since A is simple, of course d1 + · · · + dt = n, and so M is n × n. For each j , much as above,
we have by (12) that
Mj =
(
w
(1)
j , . . . , w
(dj )
j
)
= Wj
(
vdj
(
λ
(1)
j
)
, . . . , vdj
(
λ
(dj )
j
))
= WjVj ,
say, where each Mj is an n × dj matrix over K , Wj is an n × dj matrix over H (as in Section 2)
and Vj is an invertible dj × dj matrix over K .
Combining all the above, we find
M=(M1, . . . ,Mt ) = (W1V1, . . . ,WtVt )
=(W1,W2, . . . ,Wt )diag(V1, . . . , Vt ) = WAV,
say, where, since V1, . . . , Vt are all invertible, so also is V .
Hence WA = MV −1, where the columns of M are eigenvectors corresponding respectively to
each of the n different eigenvalues of A, so that M also is invertible. Thus WA is invertible, as
required. 
4. Necessary and sufficient conditions
For any field H satisfying F ⊆ H ⊆ K , we can now apply the apparatus developed in Sections
2 and 3 to obtain our desired characterization of those pairs (A, p) over H for which there exists
at least one corresponding X over H satisfying A = p(X). It will also follow naturally from our
analysis precisely how many such solutions X exist, and how to obtain them all explicitly and
exactly (moreover, the procedures involved in calculating such X can, for reasonably small n, be
carried out surprisingly easily even without a computer).
Theorem 4.1. Let H,K be any fields with H ⊆ K and K algebraically closed, let A be any
simple n × n matrix over H, let p be any polynomial over H, and, for each j = 1, . . . , t and
for any root λj of gj (see (5)), let mj denote the number of different solutions μ ∈ H(λj ) of the
equation p(μ) = λj . (Note that mj is independent of which of the dj roots of gj is chosen as λj .)
Then
(i) the equation A = p(X) has exactly m1 · · ·mt solutions X over H ;
(ii) if (μ1, . . . , μt ) denotes any of the m1 · · ·mt different possible ways of selecting, for each
j, a root μj ∈ H(λj ) of the equation p(μ) = λj , then each such “admissible” t-tuple
(μ1, . . . , μt ) corresponds to a unique X ∈ Mn(H) satisfying A = p(X) and Xwj = μjwj
(j = 1, . . . , t), namely X = (Cμ1 , . . . , Cμt )W−1A .
Proof. If, for some j and some specified root λj of gj , the equation p(μ) = λj has no root
μ ∈ H(λj ), then the same is true for every other root of gj (i.e. mj = 0), and, as in Proposition
2.3, the equation A = p(X) can have no solution X over H .
In the contrary case that every mj is nonzero, then we get a non-empty set consisting of exactly
m1 · · ·mt different admissible t-tuples (μ1, . . . , μt ), and, as in Proposition 2.4, any X over H
satisfying A = p(X) and Xwj = μjwj must also satisfy
XWj = Cμj (j = 1, . . . , t), (13)
so that
XWA = X(W1, . . . ,Wt ) = (Cμ1 , . . . , Cμt ),
whence, by Theorem 3.1, X = (Cμ1 , . . . , Cμt )W−1A , as stated.
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All our arguments so far have been only from the side of proving necessity: to complete this
proof we have still to show that the solution X of (13) does indeed always satisfy p(X) = A.
Our previous work makes this now easy to verify. For, in the notation of our proof of Theorem
3.1, by Eqs. (12), (13) and (10) in turn, we have
Xw
(r)
j = XWjvdj (λ(r)j ) = Cμj vdj (λ(r)j ) = μjw(r)j ,
so that
p(X)w
(r)
j = p(μj )w(r)j = λjw(r)j = Aw(r)j ,
i.e.
(A − p(X))w(r)j = 0 (r = 1, . . . , dj ; j = 1, . . . , t).
But then, again in the notation of Theorem 3.1, we have
(A − p(X))M = (A − p(X))
(
w
(1)
1 , . . . , w
(d1)
1 ; . . . ; w(1)t , . . . , w(dt )t
)
= 0,
whence, since (as in the proof of Theorem 3.1) M is invertible, we conclude that p(X) = A, as
required. 
5. The special case A = X2
After Cayley’s first discussion of this question (only for n = 2 or 3) in [2, see Sections 31–32],
the first general treatment was by Frobenius [7], who in 1896 considered the case of complex
invertible A and (only) solutions X expressible as polynomials in A. Subsequently Baker [1] in
1925 and Dickson [4, pp. 120–122] in 1926 independently generalized this to solve A = Xm (see
also [14, 17]), to be followed shortly by the further generalization to A = p(X) by Roth et al.
(see Section 1).
In more recent times, the A = Xm problem has been treated by Gantmacher [8, vol. 1, pp.
231–239], and, for a careful and systematic discussion of all complex solutions X (if any) of
A = X2 when A is an arbitrary complex n × n matrix, see Cross and Lancaster [3] or Horn and
Johnson [10, pp. 467–473], who give necessary and sufficient conditions for existence, and also
determine the number of solutions X and show how to obtain them (all, however, in terms of the
Jordan decomposition of A, which itself can sometimes be computationally inaccessible). See
also, in a more “practical” spirit quite different from all other work cited here, Higham [9] for a
penetrating analysis of the problem of computing approximate real solutions X of A = X2 for
given real A.
From the Jordan point of view, two very simple things may be said:
(i) every invertible Jordan block has exactly two complex square roots;
(ii) a nilpotent k × k Jordan block Jk with k > 1 has no square root over any field.
(Existence in (i) follows from the binomial theorem, and that there are only two solutions follows
by an easy induction; for (ii), if Jk = X2, then one has X2k = J kk = 0 where X is k × k, whence
Xk = 0 and consequently J k−1k = (X2)k−1 = XkXk−2 = 0, a contradiction.) Thus of course
every invertible complex n × n matrix always has square roots, and, for singular A, it is not a
surprise that the existence criterion in [3, 10] is expressed in terms of the distribution of the sizes of
the nilpotent Jordan blocks of A; as an indication of the type of behavior which must be taken into
account when formulating any such existence criterion, note that although, by (ii), J2 =
(
0 1
0 0
)
has no square root, nevertheless
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diag(J2, J2) =
⎛
⎜⎜⎝
0 0 1 0
0 0 0 1
0 1 0 0
0 0 0 0
⎞
⎟⎟⎠
2
.
But, even without further consideration of existence criteria for general complex A, it is imme-
diately evident that the nature of the set of solutions X of A = X2 changes radically (from what we
found in Section 4 for simple A) when A is allowed to have repeated eigenvalues. The easiest case
of any interest is A =
(
0 0
0 0
)
, and, over any field F , one finds at once that the general solution
of X2 = 0 is X =
(
p q
r −p
)
subject only to p2 = −qr: more explicitly, either X =
(
0 q
0 0
)
for
some q ∈ F , or X =
(
p −p2/r
r −p
)
for any p, r ∈ F with r nonzero. Thus, if F has cardinal ν, then
X2 = 0 has ν + ν(ν − 1) = ν2 different solutions X over F ; in particular, if F is infinite, then
there are infinitely many different X for this A.
The criterion in [3, 10] shows important differences between singular and invertible matrices
A, but in fact the nilpotence of our trivial example A =
(
0 0
0 0
)
just above is not at all crucial to
our conclusion: e.g., for A = I2, we still have infinitely many square roots X over any infinite
field F , such as X = ±
(
1 q
0 −1
)
or
(
p (1 − p2)/r
r −p
)
for any p, q, r ∈ F with r nonzero. And of
course in both these 2 × 2 examples all Jordan blocks of A are 1 × 1, so that diagonalizability in
itself is not enough to guarantee that only finitely many solutions X exist.
We next note the simpler form taken by Theorem 4.1 when p(X) = X2, so that mj = mj(H)
means the number of solutions μ of μ2 = λj with μ ∈ H(λj ). Thus, if λj = 0, then obviously
mj(H) = 1 for all relevant H . If λj /= 0, then, provided that H and K have characteristic not
2, the equation μ2 = λj has exactly two solutions ±μj ∈ K , and either both μj and −μj lie
in H(λj ), in which case mj(H) = 2, or else neither μj nor −μj lies in H(λj ), in which case
mj(H) = 0. If the latter holds for at least one j , then A = X2 can have no solution X over H .
In the contrary case, i.e. if, for every j , the equation μ2 = λj has a solution μ = μj ∈ H(λj ),
then, if A is invertible, there are exactly 2t admissible t-tuples (±μ1,±μ2, . . . ,±μt), giving rise
to 2t different solutions X over H ; similarly, if A is singular (say with λ1 = 0), then there are
2t−1 admissible t-tuples (0,±μ2, . . . ,±μt), giving 2t−1 solutions X over H .
Finally, if H and K both have characteristic 2, then we find, by almost the same argument, that
if μ2 = λj has no solution μ ∈ H(λj ) for some j , then again A = X2 has no solution over H ,
while if μ2 = λj has a solution μ ∈ H(λj ) for every j , then (whether A is invertible or not) there
is exactly one solution X ∈ Mn(H) of A = X2. (In all the above, of course the highest value that
t = t (H) can have is always t = n, achieved whenever fA splits completely over H .)
The facts outlined just above cover many possible situations, and could be illustrated at length,
but we shall here give brief details of only a few easy examples:
Example 5.1. Consider A =
(
1 −1
−3 7
)
, with characteristic polynomial fA(λ) = λ2 − 8λ + 4
and eigenvalues 4 ± 2√3. Since fA is irreducible over Q we have t (Q) = 1 and fA = g1, so
that m(Q) = m1(Q) = 2 (since 4 + 2
√
3 = (1 + √3)2), corresponding (e.g. by the method of
Section 2) to the pair of square roots X = ± 12
(
1 1
3 −5
)
of A over Q.
However, over H = Q(√3) (or any superfield of Q(√3)), we have
fA =
(
λ − 4 − 2√3
)(
λ − 4 + 2√3
)
= g1g2,
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say, and so m(H) = m1(H)m2(H) = 22 = 4, corresponding to the previous pair of rational
solutions X together with two further square roots ±
√
3
6
(
3 −1
−3 9
)
of A over H ; and, even over
larger fields, A has no other square roots besides these four.
Example 5.2. In Example 5.1, m(H) increased from m(Q) = 2 to m(Q(√3)) = 4. For a case
where m(Q) = 0 and where {m(H) : Q ⊆ H ⊆ C, m(H) /= 0} is a singleton set (i.e. where m(H)
is “constant when nonzero”), consider A =
(
0 1
1 0
)
, for which A = X2 has no solution X over any
given field in which the equation x2 + 1 = 0 has no solution x, while, over any field H ⊇ Q(i),
we have the four solutions
X = ±1
2
(
1 + i 1 − i
1 − i 1 + i
)
, ±1
2
(
1 − i 1 + i
1 + i 1 − i
)
.
In general (in characteristic not 2), each successive extension H gives a cumulative total m(H)
of either 0 or 2t (or 2t−1 if A is singular) different X, where, as in (5), t = t (H) is a positive
integer-valued function of H (where F ⊆ H ⊆ K) with t (H) monotone non-decreasing with
respect to replacing H by any larger subfield of K .
For chains F ⊆ H1 ⊆ H2 ⊆ · · · ⊆ K of fields, one may expect that any corresponding se-
quence of the form
0  mA(F)  mA(H1)  mA(H2)  · · ·  mA(K)
which is consistent with Theorem 4.1 can indeed occur for suitable n and suitable A ∈ Mn(F).
(Here, as always, one must make appropriate minor adjustments for fields of characteristic 2, and
for the case of singular A.) Possibly similar results hold also for lattices as well as for chains.
Example 5.3. For an example with F of nonzero characteristic, consider A =
(
0 1
1 1
)
over Z2.
Then fA(λ) = λ2 + λ + 1 has distinct roots λ1, λ2, i.e. A is simple. Then, with F = H = Z2,
obviously fA is irreducible over H , and we easily find
w1 =
(
1 + λ1
1
)
=
(
1 1
1 0
)(
1
λ1
)
,
so that WA = W1 =
(
1 1
1 0
)
= A−1. Also, in Z2(λ1), the equation μ2 = λ1 has the (unique)
solution μ1 = 1 + λ1, giving
μ1w1 =
(
λ1
1 + λ1
)
, so that Cμ1 =
(
0 1
1 1
)
= A.
Thus the general result XW1 = Cμ1 here becomes XA−1 = A, i.e. X = A2 =
(
1 1
1 0
)
is the
only solution over Z2 of A = X2. Of course this conclusion could also be arrived at by squaring
all the sixteen matrices in M2(Z2), but linearization also succeeds (over any relevant H ) where
no solution exists over F . This A has no further square roots over any superfield of Z2.
6. Further comments
We conclude with a few somewhat disconnected remarks, arranged under five headings.
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6.1. An alternative formulation
S. Donkin of the University of York suggests [private communication] a more sophisticated
view of Sections 2 and 4. For simple A, (5) becomes fA = g1 · · · gt with the gj pairwise coprime
over H , so that V = Hn has a corresponding direct decomposition V = V1 ⊕ · · · ⊕ Vt , where A
stabilizes each subspace Vj and acts on Vj with characteristic polynomial gj . Hence each solution
X over H of p(X) = A corresponds to a t-tuple (X1, . . . , Xt ) of solutions Xj ∈ EndH (Vj ) with
p(Xj ) = A|Vj (j = 1, . . . , t). This gives an alternative way to arrive at Theorem 4.1 (i), and
essentially reduces the problem to the case where fA is itself irreducible over H .
In this case, let H(A) = H + HA + · · · + HAn−1 ⊆ Mn(H), an H -subalgebra of dimension
n; since fA is irreducible over H , in fact H(A) is also a field. Now, if A = p(X), then A ∈ H(X)
and so H(A) ⊆ H(X); since dimH H(X)  n, this gives H(A) = H(X). Hence the number of
solutions X over H of p(X) = A is ν = |{X ∈ H(A) : p(X) = A}|. But, for any fixed root λ1
of fA, we have a field isomorphism H(A) → H(λ1) taking A to λ1. Hence ν is also the number
of μ ∈ H(λ1) such that p(μ) = λ1 (again as in Theorem 4.1).
As a way of proving much of Theorem 4.1, this approach has the advantage of not needing
to consider W etc. explicitly. However, it is also less transparently constructive than Section 2,
and, for the purpose of actually computing solutions X, our approach via Wj and Cμj probably
remains the more natural method.
6.2. Extreme cases
Since the possibility of computing solutions X of polynomial equations p(X) = A by strictly
linear methods is somewhat unexpected (perhaps even paradoxical), it may be worth briefly
exploring two extreme cases of Theorem 4.1 which are more familiar.
Consider first the trivial case n = 1, which, while not of interest in itself, may help to clar-
ify, for general n, what Section 2 does and does not do. Here A = (a11) with a11 ∈ F , and
so obviously A is simple (hence nonderogatory), with fA(λ) = λ − a11, and so λ1 = a11 ∈ F ,
H(λ1) = H and we may take w1 = (1). Thus Proposition 2.3 tells us that A = p(X) has a
solution X over H only if p(μ) = a11 has a solution μ1 ∈ H , while W = W1 = (w1) = (1) and
μ1w1 = (μ1), i.e. Cμ1 = (μ1), so that XW1 = Cμ1 reduces here to X = (μ1). In other words,
when n = 1, Proposition 2.4 and Theorem 4.1 tell us (as we should expect) no more than is
self-evident.
For general n, before linearization can be applied over H , one must first obtain (5) and find
the solutions μj ∈ H(λj ) of p(μ) = λj , which may nor may not be straightforward; but, once
the μj are known, the linearization process is itself always routine.
One other possibly instructive extreme case is with H = K and A simple. Here fA factors
over H as fA(λ) = (λ − λ1) · · · (λ − λn) with λ1, . . . , λn all different elements of K , so that
H(λj ) = K for all j . In this case Proposition 2.3 is vacuous, while Wj = (wj,0) = (wj ); also
μjwj = cj,0, so that Cμj = (cj,0) = (μjwj ). Thus XWj = Cμj (j = 1, . . . , t) here reduces to
Xwj = μjwj (j = 1, . . . , n), which yields X = Wdiag(μ1, . . . , μn)W−1, much as in the case
of complex X discussed in the Introduction. Thus the case H = K does, formally, fit into Theorem
4.1, but linearization serves no useful purpose in this case: as mentioned at the end of Section 1,
linearization is of most value when H is either F itself or else a finite algebraic extension of F ;
and clearly H need not be taken any larger than the field obtained by adjoining to F all the roots
μ of p(μ) = λj (j = 1, . . . , t).
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6.3. Nonsimple A
While all our results in Section 2 are valid for all nonderogatory A, our applications in Sections
4 and 5 all seem to depend crucially on the invertibility of W , which requires that W be square,
and hence, when H has zero characteristic, that A be simple. As one test example which might be
useful in exploring this further, we note the 4 × 4 nonderogatory (companion) matrix
A =
⎛
⎜⎜⎝
0 1 0 0
0 0 1 0
0 0 0 1
−1 0 −2 0
⎞
⎟⎟⎠ ,
having characteristic polynomial fA(λ) = (λ2 + 1)2 = g21 and spectrum {i, i,−i,−i}. One easily
verifies that, over C, the i-eigenspace of A is Vi = C
( 1
i
−1
−i
)
, and so, with λ1 = i, we may take
w1 =
⎛
⎜⎜⎝
1
0
−1
0
⎞
⎟⎟⎠+ i
⎛
⎜⎜⎝
0
1
0
−1
⎞
⎟⎟⎠ =
(
I2
−I2
)(
1
i
)
,
giving WA = W1 =
(
I2
−I2
)
. Since (e.g.) μ2 = λ1 has no solution μ in Q(λ1), Proposition 2.3 does
still tell us that A has no square root X over Q, but, over (e.g.) Q(i), Theorem 4.1 no longer
applies since WA is non-square.
One might expect that the use of rational canonical forms could provide a good alternative
approach to some of the problems considered in this article. However, even for (simple) 3 × 3
rational companion matrices, I have not found any other way of obtaining the rational solutions
X of A = X2.
6.4. The case of infinite matrices A,X
Since Sections 2 and 6.1 depend entirely on the decomposition (into irreducible monic factors
gj ) of the characteristic polynomial fA of A, no extension of the methods above seems at all
likely to succeed for countably infinite square matrices A,X (subject to the usual restriction of
row- and/or column-finiteness), nor for operators A,X on Hilbert space.
However (although this lies far outside traditional interpretations of the scope of linear algebra),
the questions discussed in this article for A,X ∈ Mn(H) can in fact also be answered (and
in a sense more simply) for A,X ∈ M∞(R), where M∞(R) denotes the set of all countably
infinite (or equivalently, up to isomorphism, bi-infinite) square matrices over an arbitrary ring
R with unit. Of course not every product of pairs of matrices in M∞(R) is well-defined, and
associativity can fail for triple products ABC even when (AB)C and A(BC) both happen to
exist, but, by [5, p. 406, Remark (ii)(a)], not only does the equation A = X2 have infinitely many
solutions X ∈ M∞(R) for every A ∈ M∞(R), but [5, p. 409, Theorem 6], with appropriate minor
technicalities to take account of non-associativity, A = p(X) has infinitely many solutions X for
all A and p over R. The case of A = X2 was discussed earlier by Hupert and Leggett [12, p. 37,
Theorem 3].
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6.5. Connections with Diophantine geometry
Theorem 4.1 shows how to solve an infinite class of Diophantine systems over H . If we
consider the entries xrs (r, s = 1, . . . , n) of X ∈ Mn(K) as coordinates of a point in Kn2 , then
A = p(X) can be regarded as a set of n2 scalar equations each corresponding to a polynomially-
defined hypersurface in Kn2 , so that any solution X corresponds to a point of Kn2 lying in
the intersection of these n2 hypersurfaces. When A is simple and p is non-constant, A = p(X)
determines (as in the complex case) a non-empty zero-dimensional affine algebraic variety in
Kn
2
whose points over (e.g.) the ground field of K can be found by linearization. Of course the
applicability of linearization has here been established for only a very small class of varieties, but
similar approaches (e.g. using the ideas of Section 6.1 above) may have some potential for being
extendable to some larger class.
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