Despite of the many successful applications of backpropagation for training multi-layer neural networks, it has many drawbacks. For complex problems it may require a long time to train the networks, and it may not train at all. Long training time can be the result of the non-optimal parameters. It is not easy to choose appropriate value of the parameters for a particular problem. In this paper, by interconnection of fixed structure learning automata (FSLA) to the feedforward neural networks, we apply learning automata (LA) scheme for adjusting these parameters based on the observation of random response of neural networks. The main motivation in using learning automata as an adaptation algorithm is to use its capability of global optimization when dealing with multi-modal surface. The feasibility of proposed method is shown through simulations on three learning problems: exclusive-or, encoding problem, and digit recognition. The simulation results show that the adaptation of these parameters using this method not only increases the convergence rate of learning but it increases the likelihood of escaping from the local minima.
Introduction constant and E is defined as:
Error backpropagation training algorithm (BP) which is an iterative gradient descent algorithm is a simple way to train multilayer feedforward neural networks 2. The backpropagation algorithm is based on the gradient descent rule:
where Tp,j and Op,j are desired and actual outputs for pattern p at output node j and the index p varies on the training set. In the BP algorithm framework, each computational unit computes the same activation function. The computation of the sensitivity for each neuron requires the derivative of activation function, therefore this function must be continuous. The activation function is normally a sigmoid function chosen between the two functions where Wjk is the weight on the connection outgoing from the unit j and entering the unit le, a, J.L, and n are learning rate, momentum factor, and time index, respectively. In the BP framework a and J.Lare f(x) = 1+e-h and f(x) = 1+e-h' The steepness parameter A determines the active region (region in which the derivative of sigmoid function is not very small) of activation function. As the steepness parameter decreases from positive infinity to zero, the sigmoid function changes from a unit step function to constant value 0.5.
Several researchers have investigated the effect of adaptation of momentum factor and steepness parameter on the performance of BP algorithm. In 3 the steepness of every neuron is adjusted such that the average distance of the two closest data points from the dividing hyper-plane is attained and in 4 the steepness of every neuron is adjusted by gradient descent algorithm. In 5 the momentum factor is adjusted in order to cancel the introduced noise (which is as the result of misadjustment of momentum factor) and to retain the speed up as well as convergence. In 6 the momentum factor is considered as a function of gradient and in 7 the error function is divided into five regions and in every region the momentum factor and learning rate are adjusted differently. In 8 the mean square error (MSE) is considered as a function of learning rate and momentum factor and these parameters are adjusted to minimize the MSE.
Often the mean-square error surfaces for backpropagation algorithm are multi-modal. The learning automata is known to have well established mathematical foundation and global optimization capability 9. This latter capability of learning automata can be used fruitfully to search a multi-modal meansquare error surface. Variable structure learning automata (VSLA) have been used to find the appropriate value for different parameters of BP learning algorithm including learning rate 10 , steepness parameter 11, and momentum factor 12 13. In this paper, we present the application of the fixed structure learning automata (FSLA) for appropriate selection of the momentum factor and steepness parameter of BP algorithm in order to achieve higher rate of convergence and also increase the probability of escaping from the local minima. The feasibility of proposed method is shown through simulations on three learning problems: exclusive-or, encoding problem, and digit recognition. These problem are chosen because they posses different surfaces and collectively present an environment that is suitable to determine the effect of proposed method. Simulation on these problems show that the adaptation of momentum factor and steepness parameter using this method not only increases the convergence rate but it increases the likelihood of bypassing the local minima. Also simulations show that FSLA approach for adaptation of BP parameters performs much better than VSLA approach reported in 12.11.
The rest of the paper is organized as follows; The learning automata is introduced in section 2. Section 3 presents the proposed method. Simulation results and discussion are given in section 4. Section 5 concludes the paper.
Learning Automata
Learning automata can be classified into two main families, fixed and variable structure learning automata 9. Examples of the FSLA type which we use in this paper are the Tsetline, Krinsky, and Krylov automata.
A fixed structure automata is quintuple < o:,l/J, (3, is transition map and G : l/J-t 0: is the output map. F and G may be stochastic.
The selected action serves as the input to the environment which in turn emits a stochastic response the automata with the penalty probability Ci, which is the action dependent. On the basis of the response (3(n) , the state of the automaton is l/J(n)is updated and a new action chosen at (n+1). Note that the {Ci} are unknown initially and it is desired that as a result of the interaction between the automaton and the environment arrives at the action which presents it with the minimum penalty response in an expected sense.
Variable structure learning automata is represented by sextuple < (3,l/J, o:,p, G, T >, where (3 a set of inputs actions, l/Jis a set of internal states, 0: a set of outputs, p denotes the state probability vector governing the choice of the state at each stage k, G is the output mapping, and T is learning algorithm. The learning algorithm is a recurrence relation and is used to modify the state probability vector. It is evident that the crucial factor affecting the perfor-mance of the variable structure learning automata, is learning algorithm for updating the action probabilities. Various learning algorithms have been reported in the literature 14. Let G:ibe the action chosen at time k as a sample realization from distribution p(k).
The linear reward-penalty algorithm (LR-P) is one of the earliest schemes. In this scheme the recurrence equation for updating p is defined as
The parameters e and 'Yrepresent step lengths.
They determines the amount of increase (decreases) of the action probabilities.
For more information about learning automata refer to 15,16,17. if i =j (4) 3. The Proposed Method
In our proposed method, we use the fixed-structure learning automata for adjusting the momentum factor and steepness parameter. The interconnection of learning automata and neural network is shown in figure 1 . The neural network is the environment for the learning automata. The learning automata according to the amount of the error received from neural network adjusts the values of parameters of the backpropagation algorithm. The actions of the automata correspond to the values of the momentum factor (or steepness parameter) and input to the automata is some function of the error in the output of neural network.
a(n)/.
IfJ(n) At the beginning of each epoch of BP algorithm, the learning automaton selects one of its actions (in fixed structure learning automata action is selected by the means of output function G, and in variable structure learning automata, the action is selected by a sample realization of probability vector p). The value of selected action is used in BP algorithm for that epoch. The response of the environment which is given to the learning automata is a function of the mean square error as explained below. In the kth epoch, the average of mean square error in past W epochs is computed by Eq. (5). We call W the window size.
where MSE(n) and MSEw(k) denote mean square error in nth epoch, and average mean square error in the past W epoch, respectively. The MSE(k) compared with M SEw(k) and automata receives penalty from the environment if MSEw(k) -MSE(k) is less than a threshold and receives reward otherwise. Now the response of the environment (input to the learning automata) can be formulated as follows.
At the beginning of the first epoch the action of the learning automata is selected randomly from the set of allowable actions.
The algorithms given later in this paper are backpropagation algorithm in which the learning automata is responsible for the adaptation of the BP parameters. In this algorithm at each iteration one input of the training set is presented to the neural network, then the networks response is computed and the weights are corrected. The weights correction is applied at the end of each epoch. The amount of the correction is proportional to the BP parameters. Using the learning automata as an adaptation technique, the search for optimum values for the BP parameters is carried out in probability space rather than parameter space, and therefore this gives the algorithm the ability to locate the global optimum.
The simulations are carried out for two algorithms for adaptation of momentum factor and steepness parameter. In the first algorithm a single learning automaton is responsible for determination of the BP parameter for the whole network, whereas in the second algorithm a separate learning automaton has been used for each layer(hidden and output layers). Simulation results show that by using separate learning automata for each layer of the network not only the performance of the network improves over the case where we use a single automaton, but it increases the likelihood of bypassing the local minima. These two algorithms have been tested on several problems and the results are presented in section 4.
Simultaneous adaptation of momentum factor and steepness parameter
The rate of convergence and the stability of the training algorithm can be improved if both momentum factor and steepness parameter are adapted simultaneously. Two algorithms used for simultaneous adaptation of momentum factor and steepness parameter. In the first algorithm the network uses one automaton to adjust the momentum factor and another automaton to adjust the steepness parameter. Both automata work simultaneously to adjust the momentum factor and steepness parameter. In the second algorithm the network uses two pairs of automata, the first pair of automata (one for each layer) is responsible for adjusting the steepness parameter, and the second pair (one for each layer) is responsible for adjusting the momentum factor. These four automata work simultaneously to adapt steepness parameter and momentum factor. These two algorithms have been tested on several problems and the results are presented in section IV.
Simulation
In order to evaluate the performance of the proposed method simulations are carried out on three learning problems: exclusive-or, encoding problem, and digit recognition. The results are compared with results obtained from standard BP and variable structure learning automata based algorithm reported in 12,11,13 These problems are chosen because they have different error surfaces and collectively present an environment that is suitable to determine the effect of proposed method. Actions of the learning automata in these simulations are selected in interval (0,1] with equal distance. That is, the value of the ith action of learning automaton with K actions is chosen to be 1<. For the sake of convenience in presentation, we use automata (K, N) to refer to the fixed structure learning automata, an automaton with K actions and memory depth of N. For all simulations reported in this paper, the same values of BP parameters are used for all experimentations of different algorithms, except for parameters which are being adapted by the algorithm. In tables given later in this paper, the last column of each table is the number of epochs needed to reach the error of 0.01.
1-XOR
The network architecture used for solving this problem consist of 2 input units, 2 hidden units, and 1 output unit 2. Figure 2 shows the effectiveness of using FSLA and VSLA on the adaptation of momentum factor and figure 3 shows the effectiveness of FSLA and VSLA on the adaptation of steepness parameter. For automata in figure 2 
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We have ten numbers 0,...,9, and each represented by a 8 x 8 grid of black and white dot as shown in figure 6 4.
The network must learn to distinguish these classes. For this problem a network consists of 64 input units which are connected to 6 hidden units which are connected to 10 output units is used. The results obtained when a single learning automaton is assigned to the whole network for adjusting the momentum factor are presented in table 1. For all automata in this simulation the threshold of 0.01 and window size of 1 are chosen. The error of standard BP after 5000 epochs is 0.1675668 . Table 2 shows the results obtained when a single learning automaton assigned to the whole network for adjusting the steepness parameter. For all automata in this simulation the threshold of 0.01 and window size of 6 are chosen. The error of BP with constant momentum factor after 5000 epochs is 0.1017534 . Table 3 shows the performance of the network when different automata are assigned to different layers to adapt the momentum factor. Each automaton is responsible for adaptation of momentum factor for its assigned layer. For all automata in this simulation the threshold of 0.01 and window size of 1 are chosen. The error of BP with constant momentum factor after 5000 epochs is 0.1675668. Table 4 shows the results of experiments in which one automata is used by each layer of the network to adjust the steepness parameter of that layer. For all automata in this simulation the threshold of 0.01 and window size of 6 are chosen. The error of standard BP after 5000 epochs is 0.1017534. Careful inspection of Baba's method reveals the fact that this algorithm is a special case of our proposed algorithm when window size is 1 and threshold value is O. The proposed algorithm is superior to Baba's method because 1) The Baba's method does not use the advantages of the window size and threshold value. 2) Baba's method uses hierarchical automata which makes the algorithm more complicated and time consuming. 3) Baba's method is proposed for adaptation of momentum factor only. Simulation Results for simultaneous adaptation
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In another experiment whose results are given in table 5, two automata of the same kind are used to adapt momentum factor and steepness parameter simultaneously. As it can be seen in this table, best result is for the case when two Krinsky automata are used for adaptation of both steepness parameter and momentum factor. For these experiments the threshold of 0.01 and window size of 3 are chosen. The error of BP after 5000 epochs is 0.0976520. Table 6 shows the effects of association of different automata to different layers of the network for adjusting the momentum factor and steepness parameter simultaneously. A same pair of automata are used for adjusting both steepness parameter and momentum factor. It can be seen that the best pair of automata which gives the highest rate of convergence is Krylov for hidden layer and Tsetline for output layer.. Note that this pair of automata is used for adaptation of momentum factor as well as steepness parameter. For all automata in this experiment the threshold of 0.01 and window size of 3 are chosen. The error of BP with constant momentum factor after 5000 epochs is 0.0976520. Remark 2: In this remark, we examine the ability of the proposed algorithm to escape from local minima. For this propose, we chose a problem in which local minima are occurred frequently 18. The training set of this problem is given in the table 7. In each simulation, we chose same initial points for both BP (with constant momentum) and proposed algorithm when used to adapt the steepness parameter. Simulations have been carried out for 20 runs. Each run uses a random initial point near the local minima. In these simulations, the BP stuck at local minima for all 20 runs whereas the proposed algorithm escapes from local minima for 13 runs and stuck at local minima for 7 runs after 10000 epochs.
Conclusions
In this paper, we applied the fixed structure learning automata for adjusting the parameters of the BP algorithms based on the observation of the random response of neural network. We have demonstrated through simulations that the use of fixed structure learning automata for adaptation of momentum factor and steepness parameter of BP algorithm increase the rate of convergence by a large amount. By using fixed structure learning automata in BP algorithm it is possible to compute a new point that is closer to the optimum than the point computed by BP algorithm. In all problems we have studied so far, the convergence of BP which uses fixed structure learning automata or variable structure learning automata for adaptation of momentum factor or steepness parameter have been higher than the standard BP. Simulation results also indicate that speed of convergence can be improved if both momentum factor and steepness parameter are adapted simultaneously. It should be mentioned that for almost all the experiments we have conducted the FSLA ap-proach has performed better than VSLA approach when used for adaptation of steepness parameter and momentum factor. The result of this paper can be generalized to be applied to the multi-layer neural networks.
proach has performed better than VSLA approach when used for adaptation of steepness parameter and momentum factor. The result of this paper can be generalized to be applied to the multi-layer neural networks.
