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Abstract
The dynamics of small perturbations around sphaleron and black hole solutions in
the Einstein-Yang-Mills theory for the gauge group SU(2) is investigated. The perturba-
tions can be split into the two independent sectors in accordance with their parity; each
sector contains negative modes. The even-parity negative modes are shown to correspond
to the negative second variations of the height of the potential energy barrier near the
sphaleron. For the odd-parity sector, the existence of precisely n (the number of nodes
of the sphaleron solution gauge field function) negative modes is rigorously proven. The
same results hold for the Einstein-Yang-Mills black holes as well.
1 Published in Geometry and Integrable Models, Eds. P.N. Pyatov & S.N.Solodukhin, World Scientific
1996, pp. 55-77.
1 Introduction
Soon after the discovery of the Bartnik-McKinnon solitons [1] and black holes [2] in the
SU(2) Einstein-Yang-Mills (EYM) theory, it was shown that these interesting objects
are unfortunately unstable [3]. However, as has been realized later [4], the property
to be unstable is in fact fairly important in the case, since it allows for the sphaleron
interpretation [5],[6] of the regular BK objects.
Usually, sphalerons are related with the existence of non-contractible loops in the
configuration space of the theory [5], [7]. For each such a loop, one finds a maximal value
of the potential energy and then minimizes the result over all loops; this gives the energy
of a static saddle point field configuration. Notice that the configuration space has to
be compact in this approach, otherwise the existence of non-contractible loops does not
ensure the existence of saddle points of the energy [5]. The difference between the two
cases is perfectly illustrated in the two figures in famous Manton’s paper (see Fig.1 and
Fig.2 in [5]). Although for the non-compact case the saddle points may also exist (see
Fig.2 in [5]), these points have more then one directions of instability, and thus can not
be constructed in the same manner is in the compact case, such that their existence
is not directly related to the existence of non-contractible loops. The use of loops in
the non-compact case may have another meaning: for theories with vacuum periodicity,
the non-contractible loop through the saddle point (if any exists) can be transformed
into a path interpolating between distinct vacua. This shows that the saddle point field
configuration relates to the top of the potential barrier between the vacua thus justifying
the usage of the name “sphaleron”.
It is not widely understood that the EYM sphalerons correspond to the “non-
compact” case. In the EYM theory, the maximal value of energy for each non-contractible
loop can be reduced to zero by a smooth deformation of the loop [4], such that the exis-
tence of the loops does not ensure the existence of the solutions (otherwise the existence
proof for the BK solutions [8] – [10] would just follow the same line as that for the stan-
dard sphaleron [11]). Instead, in order to illustrate the sphaleron nature of the solutions,
the loops can be used as paths connecting the solutions with the neighboring vacua [12]
(see below). Manifestly, the difference between the standard Yang-Mills-Higgs (YMH)
sphaleron and the EYM sphalerons results in the different numbers of their unstable
modes. The YMH sphaleron [5] has one and only one negative mode in the odd-parity
spherically-symmetric perturbation sector. In the even-parity sector, the solution has no
negative modes, such that the energy of the solution indeed defines the minimal height
of the barrier. The EYM sphalerons have negative modes both in the odd parity and
in the even-parity sectors, which means that they do not specify the minimal possible
height of the barrier (the latter is zero) [13].
The present paper concerns with the investigation of the dynamics of spherically-
symmetric perturbation modes around EYM sphalerons and black holes. The perturba-
tions decouple into the two independent groups in accordance with their parity. The even
parity modes were studied previously in [3], it has been found numerically that the n-th
soliton or black hole solution has precisely n negative modes of this type. Here we explic-
itly show that the negative modes of this type are related to the decrease of the height of
the potential barrier around the sphaleron [13]. For the odd-parity modes, the existence
of at least one such a mode for all known SU(2) EYM solitons and black holes has been
established in [4], [14], as well as for the ”generic” solitons in the EYM theory for any
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compact gauge group [15]. For the lowest n regular BK solutions, numerical analysis has
revealed the existence of n negative modes of this type too [16]. Here we give a complete
proof of the following statement: for all known regular and black hole non-Abelian EYM
solutions there exist precisely n negative modes in the odd parity spherically-symmetric
perturbation sector [17]. For the even-parity modes the corresponding proof is unknown,
however the results of the numerical analysis suggest that there are n negative modes in
this case too, such that the total number of negative modes for the EYM solitons and
black holes is 2n.
The rest of the paper is organized as follows. In Sec.2 the basic notations and
equations are introduced. Sec.3 contains an explicit construction of vacuum-to-vacuum
paths through the EYM sphalerons. In Sec.4 the basic perturbation equations are given
for the both parity types. For the odd-parity perturbation modes, the transformation to a
one-channel Schro¨dinger problem is given in Sec.5, the regularity of the effective potential
is shown in Sec.6. A zero-energy bound state in the problem is explicitly presented in
Sec.7, the corresponding wave function has n zeros, which proves the existence of precisely
n bound states. The black hole case is considered in Sec.8, the results apply also for the
case of charged non-Abelian black holes found in the EYM theory with the SU(2)×U(1)
gauge group [18]. The second variation of the ADM mass functional for the regular BK
solutions is explicitly derived in the Appendix.
2 EYM field equations
We start from the action of the SU(2) EYM theory
S = − 1
16πG
∫
R
√−gd4x− 1
2e2
∫
trFµνF
µν
√−gd4x, (1)
where Fµν = ∂µAν − ∂νAµ − i [Aµ, Aν ] is the matrix valued gauge field tensor, e is the
gauge coupling constant, Aµ = A
a
µτ
a/2, and τa (a = 1, 2, 3) are the Pauli matrices.
In the spherically symmetric case, it is convenient to represent the spacetime metric
in the following form:
ds2 = l2e
(
(1− 2m
r
)σ2dt2 − dr
2
1− 2m/r − r
2(dϑ2 + sin2 ϑdϕ2)
)
, (2)
where m and σ depend on t and r. Here the EYM length scale le =
√
4πG/e is explicitly
displayed, after such a rescaling, all other quantities in the theory become dimensionless.
The spherically symmetric SU(2) Yang-Mills field can be parameterized by
A = W0Lˆ1 dt+W1Lˆ1 dr+{p2 Lˆ2− (1−p1) Lˆ3} dϑ+{(1−p1) Lˆ2+p2 Lˆ3} sinϑ dϕ, (3)
where W0, W1, p1, p2 are functions of t and r, Lˆ1 = n
aτa/2, Lˆ2 = ∂ϑLˆ1, sinϑLˆ3 = ∂ϕLˆ1,
and na = (sinϑ cosϕ, sinϑ sinϕ, cosϑ). The gauge transformation
A→ UAU−1 + iUdU−1, with U = exp(iΩ(t, r)Lˆ1), (4)
preserves the form of the field (3), altering the functions W0, W1, p1, p2 as
W0 → W0 + ∂tΩ, W1 → W1 + ∂rΩ, p± = p1 ± ip2 → exp(±iΩ)p±. (5)
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Consider also parity transformation: ϑ → π − ϑ, ϕ → ϕ + π. The action of this
transformation on the fields (2), (3) is equivalent to the following replacement:
m→ m, σ → σ, p1 → p1, p2 → −p2, W0 → −W0, W1 → −W1. (6)
It is convenient to introduce the complex variable f = p1 + ip2 and its covariant
derivative Dµf = (∂µ − iWµ)f , as well as the (1 + 1)-dimensional field strength Wµν =
∂µWν − ∂νWµ, (µ, ν = 0, 1). The full system of the EYM equations then reads
∂µ(r
2σW µν)− 2σ Im (fDνf)∗ = 0, (7)
DµσD
µf − σ
r2
(|f |2 − 1)f = 0, (8)
∂rm = −r
2
4
WµνW
µν +
1
Nσ2
|D0f |2 +N |D1f |2 + 1
2r2
(|f |2 − 1)2, (9)
∂tm = 2N Re D0f(D1f)
∗, (10)
∂r ln σ =
2
r
(
1
N2σ2
|D0f |2 + |D1f |2
)
, (11)
where N = 1− 2m/r, asterisk denotes complex conjugation.
In the static case, with W0 = W1 = p2 = 0 and f = Re f = p1, these equations
are known to possess regular, asymptotically flat solutions discovered by Bartnik and
McKinnon (BK) [1], as well as the EYM black hole solutions [2]. The regular solutions
form a discrete family labeled by an integer n = 1, 2, . . .. Near the origin and infinity,
these solutions, (fn(r), mn(r)σn(r)), have the following common behaviour:
f = 1− br2 +O(r4), m = 2b2r3 +O(r5), σ
σ0
= 1 + 4b2r2 +O(r4), as r → 0, (12)
and
f = (−1)n(1− a
r
+O(
1
r2
)), m =M +O(
1
r3
), σ = 1 +O(
1
r4
) as r →∞, (13)
where 0 < b, σ0 < 1, M and a are numerically known constants depending on n. In
the domain 0 < r < ∞, m(r) and σ(r) are monotone increasing functions, while f(r)
oscillates n times around zero value always staying within the stripe −1 < f(r) < 1.
The EYM black hole solutions are distinguished by the two parameters, n and rh,
where n is the number of nodes of the function f(r) in the region r > rh, and rh ∈ (0,∞)
is the event horizon size. The boundary conditions at the horizon r = rh are
f = fh +
P
F
x+O(x2), N = F x+O(x2),
σ
σh
= 1 +
2P 2
r2hF
2
x+O(x2), (14)
where
x =
r − rh
rh
, P = fh(f
2
h − 1), F = 1− (f 2h − 1)2/r2h, (15)
and 0 < fh, σh depend on (n, rh). In the domain rh < r < ∞ the behaviour of these
solutions is qualitatively similar to that for the regular case with the boundary conditions
at infinity defined by (13).
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In what follows, it will be convenient to introduce the tortoise coordinate ρ such
that dρ/dr = 1/σN . In the regular case ρ runs over the half-line [0,∞):
ρ =
r
σ0
+O(r5) as r → 0, ρ = r + 2M ln r +O(1) as r →∞. (16)
For the black hole solutions the domain of ρ is the whole line (−∞,+∞) such that near
the horizon
N = 1− 2m
r
= F exp
(
σhF
ρ
rh
)
+O
(
exp
(
2σhF
ρ
rh
))
as ρ→ −∞. (17)
3 EYM sphalerons and vacuum to vacuum paths
As was shown in Ref.[4], the odd-n BK solutions may be treated as sphalerons. This
interpretation is based on the fact that, through any such a solution, one may find a one-
parameter family of static field configurations which interpolates between topologically
distinct EYM vacua. If λ denotes the parameter of the family, the corresponding gauge
field can be chosen as follows [4]
Aµdx
µ =
i
2e
(1− fn(r))UdU−1, U = exp(iλnaτa), (18)
where λ ranges from zero to π. The metric functions m and σ in (2) are given by
σ(r) = exp{−2sin2λ
∫
∞
r
f ′2n
dr
r
},
m(r) =
sin2λ
σ(r)
∫ r
0
(f ′2n + sin
2λ
(f 2n − 1)2
2r2
)σdr. (19)
It is worth noting that, for any value of λ, the fields of this family satisfy the two
Einstein equations G00 = 8πGT
0
0 and G
r
r = 8πGT
r
r ; when λ = π/2 these equations reduce
to Eqs.(9), (11) [4]. One can check that, when λ = π/2, the fields defined by (18), (19)
coincide with the n-th BK solution field described above. When λ approaches zero or π
values, the spacetime metric becomes flat and the gauge field (18) vanishes. Thus, the
family of fields (18), (19) describes a loop (in the EYM configuration function space)
which interpolates between the trivial vacuum and the n-th BK solution when λ runs
from 0 to π/2, and returns back to the vacuum as λ changes from π/2 to π.
It is important that this loop can be transformed to a path interpolating between
neighboring EYM vacua with different winding numbers of the gauge field. To see this,
one has to pass to such a gauge, in which the gauge field potential decays faster then
1/r as r →∞. The gauge transformation
Aµ → U(Aµ + i
e
∂µ)U
−1, with U = exp(i
λ
2
(fn − 1)naτa) (20)
yields
Aµdx
µ =
i
2e
(1− fn(r))U+ dU−1+ +
i
2e
(1 + fn(r))U− dU
−1
−
,
U± = exp(iλ(fn ± 1)naτa/2), (21)
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whereas the gauge invariant metric functions (19) remain unchanged. One can see that,
when λ runs from zero to π, the field (21) interpolates between two different pure gauges.
Notice that, in the new gauge, one has Aa = O(r) when r → 0 and Aa = O(1/r2) as
r →∞, with Aa being the field component with respect to an orthonormal frame.
Let λ depend adiabatically on time, in such a way that λ(t = −∞) = 0 and
λ(t = ∞) = π. Notice that the structure of the field (21) ensures the temporal gauge
condition A0 = 0 even for time-dependent λ. Recall the Chern-Simons (CS) current and
its divergence
Kµ =
e2
8π2
tr
εµναβ√−g Aν(∇αAβ −
2ie
3
AαAβ), ∇αKα = e
2
16π2
trFµνF˜
µν , (22)
where ∇α is the covariant derivative, and F˜ µν is dual tensor. Integration leads to the
following relation:
e2
16π2
∫ t
−∞
dt
∫
d3x
√−gtrFµνF˜ µν =
∫
d3x
√−gK0
∣∣∣∣t
−∞
+
∫ t
−∞
dt
∮
~Kd~Σ. (23)
In the temporal gauge used, the field decays faster then 1/r as r → ∞, such that the
surface integral entering the right hand side vanishes, while the gauge invariant left hand
side is [4]
3
2π
∫ t
−∞
dt λ˙sin2λ
∫
∞
0
dr f ′n(f
2
n − 1) =
3
4π
(λ− sinλcosλ)(1
3
f 3n − fn)
∣∣∣∣
fn(∞)=−1
fn(0)=1
. (24)
Noting that the gauge potential (21) vanishes at λ = 0, one obtains the following value
of the CS number along the path (21) [4]:
NCS =
∫ √−gK0d3x∣∣∣∣
t
=
1
π
(λ− sinλcosλ), (25)
which changes from zero to one as λ runs from 0 to π.
Thus the fields (2), (19), (21) interpolate between two EYM vacua with different
winding numbers of the gauge field, and coincide with the (gauge transformed) field of
the n-th BK solution when λ = π/2. This allows one to treat odd-n BK solutions as
sphalerons, “lying” on the top of the potential barrier separating distinct topological
vacuum sectors of the theory. The profile of this barrier may be obtained from Eq.(19)
due to the fact that the metric function m(r) obeys the initial value constraint, which
allows one to define the ADM energy [4] [4], [13]
E[λ, f(r)] = lim
r→∞
m(r) =
= sin2λ
∫
∞
0
(f ′2 + sin2λ
(f 2 − 1)2
2r2
)exp(−2sin2λ
∫
∞
r
f ′2
dr
r
)dr, (26)
such that the sphaleron energy is given by E[π/2, fn(r)].
4 Perturbations of the equilibrium solutions
The functional E given by (26) is quite useful for a qualitative understanding of the
behaviour of the potential barrier surface in the vicinity of sphalerons [13]. The sphaleron
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configurations, λ = π/2, f(r) = fn(r), correspond to critical points of E[λ, f(r)]. One
can easily see that E[λ, f(r)] reaches its maximal value at λ = π/2, which shows that each
sphaleron possesses an unstable mode [4]; this kind of instability can be naturally called
sphaleron instability. In addition, the value of E[π/2, fn(n)] decreases under certain
deformations of another type: fn → fn+δf [13] which will be referred to as gravitational
instabilities.
To put the this into a more rigorous form, we return to the general system of the
EYM field equations (7)-(11) and consider small spherically-symmetric perturbations of
a given (regular or black hole) equilibrium solution:
m→ m+ δm, σ → σ + δσ, f → f + δf, W0 =W1 = 0→ δW0, δW1. (27)
In view of (6), these perturbations can be classified in accordance with their parity.
Observing that the background equilibrium solutions are invariant under parity, one
concludes that even–parity perturbations, (δm, δσ, δp1), and odd–parity perturbations,
(δW0, δW1, δp2), must be independent, which is confirmed by the straightforward lin-
earization of Eqs.(7)-(11). Notice that the infinitesimal gauge transformation (5) does
not alter the even-parity perturbations, while the odd-parity ones change as
δW0 → δW0 + ∂tΩ, δW1 → δW1 + ∂rΩ, δp2 → δp2 + Ωf. (28)
Perturbations in the even-parity sectors have been studied in [3]. In this case,
linearization of Eqs.(8), (10), (11) reveals that perturbations of the metric functions,
δm and δσ, can be expressed entirely in terms of δp1, the latter satisfies the following
Schro¨dinger-type equation:
− φ′′ +
(
σ2N
3f 2 − 1
r2
+ 2
(
σ′
σ
)′)
φ = ω2φ, (29)
where δp1 = exp(−iωt)φ(ρ) with ρ being the tortoise coordinate introduced above
(throughout this paper we use the following notations: y′ = dy/dρ, and y′r = dy/dr).
For the n-th background regular or black hole solution, numerical analysis has shown
the existence of n bound states in (29).
The even parity perturbations correspond to the gravitational perturbations defined
above. It is instructive to see how the perturbation equation (29) can be derived directly
from the potential barrier functional E [13]. Let us introduce a barrier height functional
ε[f(r)] = E[λ = π/2, f(r)], (30)
and consider its expansion near a critical point
ε[fn(r) + φ(r)] = ε[fn(r)] + δ
2ε+ . . . , (31)
where the first order term vanishes and dots denote higher order terms. The second
order term reads
δ2ε =
∫
∞
0
φ(− d
2
dρ2
+ V )φdρ, (32)
The effective potential V in this expression is explicitly derived in the Appendix, and
turns out to be the same as that in the Schro¨dinger equation (29). This means that any
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solution of the perturbation problem (29) with ω2 < 0 gives rise to the negative second
variation of the barrier height functional.
Let us pass now to the analysis of the odd-parity modes. The odd-parity per-
turbation sector contains the sphaleron instabilities of the equilibrium solutions. For
the odd-parity perturbations, the metric remains unperturbed, such that the perturba-
tion equations can easily be obtained via expanding the Yang-Mills equations (7), (8)
with respect to δW0, δW1, and δp2 alone. We use the gauge freedom (28) to impose
the condition δW0 = 0, and specify the time dependence as δW1 = exp(−iωt)α(r),
δp2 = exp(−iωt)ξ(r). The resulting equations read(
− d
dr
Nσ
d
dr
+
σ
r2
(f 2 − 1)
)
ξ + (f ′r +
d
dr
f)Nσα =
ω2
σN
ξ, (33)
2N
σ2
r2
(
f 2α + f ′rξ − fξ′r
)
= ω2α, (34)
where f , σ and N refer to the background equilibrium solution. There exists also an
additional equation due to the Gauss constraint (Eq.(7) with ν = 0):
ω(
(
r2
σ
α
)′
r
− 2f
Nσ
ξ) = 0. (35)
To simplify these equations we introduce the new variable χ = (r2/2σ)α and pass to
the tortoise coordinate ρ. Multiplying (33) by f and using the background Yang-Mills
equation
f ′′ =
σ2N
r2
f(f 2 − 1), (36)
one can represent Eqs.(33-35) in the following form:
(
f 2γ2χ+ f ′ξ − fξ′
)′
= ω2fξ, (37)
f 2γ2χ + f ′ξ − fξ′ = ω2χ, (38)
ω(χ′ − fξ) = 0, (39)
where γ2 = 2Nσ2/r2. One can immediately see that, as long as ω 6= 0, only two of these
equations are independent, say, (38) and (39) (one can equally say that Eqs.(37), (38)
are independent, and the Gauss constraint in the case is the differential consequence of
this equation of motion). When ω = 0, Eq.(39) disappears, and there remains only one
essential equations (38) which can be solved by any static pure gauge obtained from (28):
χ =
Ω′
γ2
, ξ = fΩ. (40)
Let ω be non-vanishing. Then one can omit the factor ω in (39) and specify the following
independent equations which are clearly equivalent to (37)-(39):
fξ′ − f ′ξ = (f 2γ2 − ω2)χ, (41)
χ′ = fξ. (42)
When ω = 0, Eq.(42) does not appear in the initial system, however we will retain this
equation at zero energy too. In this case, this equation (it is sometimes called “strong
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Gauss constraint”) plays the role of the gauge fixing condition. Imposing this condition
violates the remaining gauge invariance of equations (37)-(39) at zero energy, allowing
only for those pure gauge solutions (40) whose parameter Ω satisfies
(
Ω′
γ2
)′
= f 2Ω. (43)
5 Transformation to Schro¨dinger problem
Our aim now is to reduce Eqs.(41), (42) to a one-channel Schro¨dinger problem. The
most natural way to do this is to exclude one of the functions, either ξ or χ, from the
equations. In this case however, one obtains either singular or energy-dependent effective
potential in the resulting Schro¨dinger equation. For instance, eliminating ξ one finds
− φ′′ +

γ2(f 2 + 1) + 2
(
f ′
f
)2 φ = ω2φ, (44)
where φ = χ/f , the potential in this equation is ill-defined due to nodes of f . Another
possibility is to try to look for a certain linear combination of χ and ξ which might satisfy
a Schro¨dinger-type equation with regular, energy-independent potential. Surprisingly,
this way turns out to be successful. The key observation here is that the combination
ψ = fZχ+ ξ, (45)
where Z is a solution of the following auxiliary equation:
Z ′ = f 2Z2 − γ2, (46)
satisfies by virtue of (41), (42) and (46) the Schro¨dinger-type equation
− ψ′′ + Uψ = ω2ψ, (47)
with the energy-independent effective potential
U = σ2N
3f 2 − 1
r2
+ 2
(
f 2Z
)′
. (48)
The inverse transformation from ψ to the variables χ and ξ reads
χ =
1
ω2
(
f 3Zψ + f ′ψ − fψ′
)
, ξ = ψ − fZχ. (49)
In the new potential derived the nodes of f are no more dangerous, such that the potential
is regular provided that Z is regular. Furthermore, the investigation of the behaviour of
Z is simplified considerably due the existence of another remarkable relation allowing us
to represent solutions of Eq.(46) in terms of solutions of second-order linear differential
equation (43):
Z = −ΩΛ− Λ
2
C +
∫ ρ
0
f 2Λ2dρ
, where Λ =
γ2
Ω′
, (50)
8
with C being an integration constant. For each particular Ω(ρ), this correspondence
provides us with a family of solutions to Eq.(46) whose members are distinguished by
values of C in (50). However, not all of these solutions are well-behaved. Our aim is to
specify Ω and C in (50) such that the resulting Z(ρ) gives rise to well-defined potential
(48) and transformations (45), (49).
Before passing to the further analysis, one may wonder why it was possible to guess
the transformation presented. One might suspect the existence of some symmetry in the
problem, which could naturally explain the appearance of all the relations listed above.
It turns out that there exists indeed a regular way to proceed in the case, since the
transformation applied formally resembles the transformation between the dual partners
in supersymmetric quantum mechanics [17]. First, notice that Eq.(44) has obvious ω = 0
solutions which are just pure gauge modes (see (40)),
φ0 = Ω
′/fγ2, (51)
with Ω satisfying (43). Any such solution allows us to factorize the differential operator
in (44):
− d
2
dρ2
+

γ2(f 2 + 1) + 2
(
f ′
f
)2 = − d2
dρ2
+
φ′′0
φ0
= Q+Q−, (52)
with
Q± = ∓ d
dρ
− φ
′
0
φ0
. (53)
Using (43) we find
Q± = ∓ d
dρ
− f
′
f
− f 2Z, (54)
where
Z = −ΩΛ, Λ = γ2/Ω′. (55)
Notice that (43) is equivalent to
Λ′/Λ = f 2Z, (56)
and thus Z satisfies the nonlinear differential equation (46).
With a standard reduction, the most general solution of the second order linear
equation (43) is
Ω = c2Λ˜ + Ω˜
(
c1 + c2
∫ ρ
0
f 2Λ˜2dρ
)
, (57)
where Ω˜ is a special solution, Λ˜ = γ2/Ω˜′, and c1, c2 are real constants. This gives
immediately for Z in (55)
Z = −Ω˜Λ˜− Λ˜
2
c1/c2 +
∫ ρ
0
f 2Λ˜2dρ
, (58)
which is obviously identical to (50). Since the differential equation (44) is, for any Ω in
(57), identical to
Q+Q−φ = ω2φ, (59)
one can pass from φ to
ψ = Q−φ. (60)
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For ω 6= 0 this has the unique inverse
φ =
1
ω2
Q+ψ (61)
and by applying Q− we obtain the “dual” eigenvalue equation
Q−Q+ψ = ω2ψ. (62)
The differential operator on the left is
Q−Q+ = − d
2
dρ2
+ U, (63)
with U being given by (48), whereas transformations (60), (61) are identical to (45),
(49).
6 Structure of the potential
Now we turn to the investigation of the behaviour of Z. First, consider the case of the
regular background equilibrium solutions. It is convenient to return for a moment to the
variable r, then Eq.(43) takes the form
r2Ω′′rr + 2r(1− f ′2r )Ω′r =
2f 2
N
Ω. (64)
This differential equation has regular singular points at r = 0,∞. As is known [10],
the background solutions (12), (13) are analytic in some neighborhoods of the origin and
infinity thus ensuring analyticity of the coefficients in (64). This guarantees the existence
of the fundamental system of solutions in the vicinity of each singular point [19]. Using
(12), (13), (64) one can represent these solutions in the following form:
Ω(r) = c1 r {1 +R1(r)}+ c2 1
r2
{1 +R2(r)} as r → 0, (65)
and introducing s = 1/r,
Ω(s) = d1 s
2 {1 + S1(s)}+ d2 1
s
{
1 + S2(s) +A s3ln(s)(1 + S1(s))
}
as s→ 0, (66)
where c1,2 and d1,2 are arbitrary constants, R1,2(r) and S1,2(s) are convergent power series
vanishing at r = 0 and s = 0, respectively, the quantity A = A(a,M) is specified by the
asymptotic behaviour of the background solution.
In the domain 0 < r <∞ Eq.(64) has no singular points and the coefficients of the
equation are at least continuous functions in this region. This guarantees the existence
of an extension of the asymptotic solutions (65), (66) to the whole half-line, and this
extension is at least C2.
Now we choose a special solution Ω˜ which is regular at infinity. For this we specify
in (66) d1 = 1, d2 = 0. Then, near the origin, Ω˜ is given by (65). One can see that
the coefficient c2 in this formula does not vanish. Indeed, multiplying Eq.(43) by Ω and
integrating from ρ to infinity one obtains
0 =
∫
∞
ρ
(−Ω
(
Ω′
γ2
)′
+ f 2Ω2)dρ = −Ω
′
γ2
Ω
∣∣∣∣∣
∞
ρ
+
∫
∞
ρ
(
Ω′2
γ2
+ f 2Ω2)dρ. (67)
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Applying this relation to the particular solution Ω˜, Ω˜(∞) = Ω˜′(∞) = 0, one arrives at
(Ω˜2)′ = −2γ2
∫
∞
ρ
(
Ω˜′2
γ2
+ f 2Ω˜2)dρ < 0, (68)
so that, since Ω˜ vanishes at infinity, it can not vanish also at the origin containing
therefore the growing branch, Ω˜ ∼ 1/r2 as r → 0. From here we conclude that on the
domain 0 < r <∞ there exists a smooth (at least C2) solution Ω˜(r) with the following
behaviour near r = 0,∞:
Ω˜ =
const
r2
+O(1) as r → 0, Ω˜ = 1
r2
+O(
1
r3
) as r →∞. (69)
Next, we substitute this solution in Eq.(50), where we require the constant C to
be positive – to avoid vanishing of the denominator. Then, for each C > 0, the result-
ing solution Z(r) is smooth and differentiable in the interval (0,∞) with the following
behaviour near the origin and infinity:
Z = σ0
(
1
r
+ . . .+ p(C)r2 +O(r3)
)
as r → 0,
Z = − 2
r2
+ . . .+
q(C)
r4
+O(
ln(r)
r5
) as r →∞. (70)
Here dots denote terms specified entirely by the background solutions (12), (13), whereas
the quantities p(C) and q(C) depend on the constant C as well. Using (16) we can return
back to the tortoise coordinate ρ thus obtaining
Z =
1
ρ
+O(ρ) as ρ→ 0, and Z = − 2
ρ2
+O(
ln(ρ)
ρ3
) as ρ→∞. (71)
We therefore arrive at the one-parameter family of solutions Z(ρ), whose members are
distinguished by values of the constant C > 0 in (50), each solution satisfies boundary
condition (71). Some of the typical solutions are presented in Fig.1. All these solutions
have only one zero in the interval (0,∞) – this is because, in view of Eq.(46), the
derivative Z ′ is always negative when Z vanishes. One should stress that such a behaviour
of Z is common for all background regular equilibrium solutions.
Now, having obtained the function Z, we can determine the effective potential
U(ρ) in the Schro¨dinger equation (47). Notice that the first term in (48) contains an
unbounded piece: σ2N(3f 2 − 1)/r2 → 2/ρ2 when ρ → 0. However, in account of
condition (71), this divergency is exactly canceled by the second term in (48), such that
the resulting potential turns out to be continuous in the whole semi-axis, ρ ∈ [0,∞),
with the following behaviour near the origin and infinity:
U(ρ) = 6b(6b− 1)σ20 +O(ρ) as ρ→ 0, U(ρ) =
6
ρ2
+O(
ln(ρ)
ρ3
) as ρ→∞, (72)
where b comes from Eq.(12). We therefore find a whole family of regular potentials.
Each member of this family, U(ρ), is specified by the corresponding solutions Z(ρ) and
satisfies boundary conditions (72). A typical example of such a potential is depicted in
Fig.2.
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Figure 1: Behavior of the function Z(ρ) for n = 1 and n = 2 background BK solutions.
Instead of Z, it is convenient to display Q such that Z = σQ/r. For each n, a pair of
solutions is shown corresponding to the two different choices of the integration constant
p(C) in Eq.(70) (the higher maximums correspond to p(C) = 0).
Figure 2: Odd-parity and even-parity potentials for the n = 1 background BK solution.
The odd-parity potential is given by Eq.(48), the corresponding Z is shown in Fig.1 for
p(C) = 0. The even-parity potential is defined by Eq.(29).
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Thus the potential U in the Schro¨dinger equation (47) indeed can be chosen to be
regular everywhere in the half-line [0,∞). However, U is not uniquely defined. Our aim
now is to show that all potentials from the family specified above are equivalent as far
as the bound state problem is concerned. To this end we study the properties of the
transformations (45), (49).
Consider a solution of the initial system of equations (41), (42) corresponding to a
bound state with ω2 < 0. Then, near the origin and infinity,
ξ ∼ ρ , χ ∼ ρ2 as ρ→ 0, ξ ∼ ± 1
ω
χ ∼ exp(−|ω|ρ) as ρ→∞. (73)
Applying transformation (45) with some particular Z(ρ) and taking (71) into account
one obtains the solution of Eq.(47) with the following behaviour:
ψ ∼ ρ as ρ→ 0, ψ ∼ exp(−|ω|ρ) as ρ→∞, (74)
which ensures normalizability of ψ
〈ψ|ψ〉 =
∫
∞
0
ψ2 dρ <∞; (75)
so that ψ corresponds to the bound state solution of the Schro¨dinger equation (47) with
the same ω2 < 0. On the other hand, starting from (74) and applying the inverse
transformation (49), one arrives at (73). It is worth noting that these transformations
uniquely fix the value ψ(0) = 0 ensuring essential self-adjointness of the Schro¨dinger
operator H = −d2/dρ2 + U(ρ) (the Schro¨dinger equation by itself does not specify ψ(0)
because the potential is globally regular in the case).
Thus, for each particular U , transformations (45), (49) establish one-to-one corre-
spondence between bound states with non-zero energy for the initial system of equations
(41), (42) and those for the Schro¨dinger equation (47). Obviously, this means that the
different choices of the potential U are equivalent. Precisely, the nature of this equiv-
alency is explained by the following considerations. Let Z1 and Z2 be two different
solutions of Eq.(46) (relating of course to the same background field configuration), and
U1, U2 are the corresponding potentials. Then, given a solution of (47) for the potential
U1 and some ω
2 6= 0, ψ1, one can construct a solution for the potential U2 and the same
ω2 due to the following rule:
ψ2 = ψ1 +
1
ω2
f(Z2 − Z1)
(
f 3Z1ψ1 + f
′ψ1 − fψ′1
)
. (76)
Suppose that ψ1 is a normalizable solution corresponding to a bound state of U1, then
it satisfies (74). From (70), (16) one concludes that
Z1 − Z2 ∼ ρ2 as ρ→ 0, Z1 − Z2 ∼ 1
ρ4
as ρ→∞, (77)
which ensures that ψ2 also satisfies (74), that is, it relates to a bound state of U2 with the
same eigenvalue ω2 < 0. Thus the bound state problem for Eqs.(41), (42) is equivalent
to that for the Schro¨dinger equation (47) with any of the effective potentials from the
family specified above.
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7 Number of bound states
Our purpose now is to show that Eq.(47) admits a zero energy bound state. The simplest
way to see this is to start from Eqs.(41), (42) which are known to possess the pure
gauge solutions with zero energy. These solutions are given by Eq.(40) with the gauge
parameter Ω satisfying Eq.(43). Then, substituting (40) in (45) one obtains a zero energy
solution for Eq.(47), ψ0 = fφ, where φ = Ω+ZΩ
′/γ2. Next, observing that the function
φ obeys the following equation, φ′ = f 2Zφ, one can represent ψ0 as
ψ0 = f exp
(∫ ρ
ρ0
f 2Zdρ
)
, (78)
with some positive ρ0; the validity of this solution can also be checked directly. The
exponential factor in this expression is manifestly positive when 0 < ρ < ∞ and, on
account of the boundary conditions for Z, vanishes at ρ = 0,∞, such that
ψ0 ∼ ρ as ρ→ 0, ψ0 ∼ 1
ρ2
as ρ→∞, (79)
which ensures normalizability of ψ0. Thus ψ0, being a normalizable solution of (47) and
satisfying the right boundary condition at the origin, ψ0(0) = 0, relates in fact to zero
energy bound state. One should stress that this particular bound state occurs only for
the Schro¨dinger equation (47) and not for the initial system of equations (41), (42).
In fact, the equivalence between the initial system and the Schro¨dinger equation holds
only for non-zero energy. When ω2 = 0, transformation (49) becomes ill-defined, and
the equivalence is lost. Then, taking into account Eq.(69) one can see that the pure
gauge solutions (40) by themselves can be neither normalizable nor even just regular
both at the origin and infinity. However, their certain linear combination, ψ0, can be
normalizable. The idea is to use ψ0 to establish the existence of negative energy bound
states for the Schro¨dinger equation, and those are certainly equivalent to bound states
appearing in the initial system.
To this end we observe that, owing to the oscillating factor f in (78), ψ0 has
exactly n nodes, which clearly proves that the Schro¨dinger equation admits n bound
state solutions with negative energies. We therefore conclude that for the n-th regular BK
solution there exist precisely n negative modes in the odd-parity spherical perturbation
sector.
8 Black hole case
For black holes, the proof is essentially the same as that in the regular case. We start
again form Eq.(43) and want to specify a particular solution for this equation, Ω˜(ρ),
such that the corresponding Z(ρ) is well behaved. The variable ρ now runs over the line
−∞ < ρ <∞, such that ρ = −∞ (horizon) and ρ = +∞ are regular singular points of
the differential equation. Instead of ρ, it is convenient to use the independent variable x
defined by (15), then Eq.(64) takes the form
x(1 + x)2 Ω′′xx + 2x(1 + x)
(
1− (f ′x)2 /r2h
)
Ω′x = 2f
2 x
N
Ω. (80)
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In this equation, the coefficients are analytic functions in the vicinity of x = 0, because
the background solutions (14) are analytic in some neighborhood of the horizon [10]. This
ensures the existence of the fundamental system of solutions in the vicinity of x = 0. We
choose the particular solution Ω˜ whose regular integral vanishes at the horizon:
Ω˜(x) = x(1 +X(x)), as x→ 0, (81)
where X(x) is given by a power series convergent in the vicinity of x = 0, X(0) = 0.
Since the coefficients in (80) are at least continuous in the domain x > 0, the solution
(81) admits at a smooth extension into this region. When x tends to infinity, the solution
is given by (66) where, repeating the arguments used in Eqs.(67), (68), the coefficient
before the growing part can be shown to be non-vanishing. From here one concludes
that on the domain 0 < x <∞ there exists a smooth solution of (80) with the following
behaviour near x = 0,∞:
Ω˜ = x+O(x2) as x→ 0, and Ω˜ = const x+O(1) as x→∞. (82)
Next, using (16), (17) we express this solution in terms of ρ and substitute it into Eq.(50),
where, in order to ensure the non-vanishing of the denominator, we choose the constant
C such that
C < −
∫
∞
0
f 2Λ2dρ; (83)
the integral here exists since Eq.(82) ensures that Λ ∼ 1/ρ2 when ρ → ∞. For each
certain C we obtain from (50) a solution Z(ρ) which is continuous and differentiable in
(−∞,+∞) with the following behaviour near the horizon and infinity:
Z = − 1
f 2hρ
+O(
1
ρ2
) as ρ→ −∞, and Z → − 2
ρ2
+O(
ln(ρ)
ρ3
) as ρ→∞. (84)
The corresponding effective potential U(ρ) is smooth and bounded. The equivalency of
the different particular U can be checked with the use of (76), (84). Then, repeating the
analysis performed above for the regular case, we arrive at the zero energy solution ψ0
given by (78). In view of (84), this function satisfies the following boundary conditions:
ψ0 ∼ 1
ρ
as ρ→ −∞, ψ0 ∼ 1
ρ2
as ρ→∞ (85)
and is therefore normalizable on the whole line (−∞,+∞). Thus in the black hole case
there exists a zero energy bound state too. The function ψ0 possesses n nodes, which
shows the existence of n negative energy bound states. From here we conclude that for
each (n, rh) EYM black hole solution, rh ∈ (0,∞), there exist precisely n negative modes
in the odd-parity spherical perturbation sector. For the n = 1 EYM black holes, the
negative modes energy eigenvalues for the both parity types are presented numerically
in Tab.1.
Tab.1. The bound state energies for the n = 1 EYM black holes.
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rh ω
2 (even-parity) ω2 (odd-parity)
0 (regular case) –0.05249 –0.06190
0.1 –0.05026 –0.06182
0.5 –0.04021 –0.06000
1 –0.02683 –0.04926
5 –0.00212 –0.00298
10 –0.00054 –0.00075
Finally, we consider the case of the charged SU(2) × U(1) EYM black holes [18]
which possess the additional U(1) dyon type field. In this case, the only new thing
appears – an extra term q2/2r2 in the right hand side of Eq.(9), where q2 = q2e + q
2
m,
qe and qm being the dyon electric and magnetic charges; the odd-parity perturbation
equations remain intact. The background solutions are qualitatively the same as in the
q = 0 case, but the presence of the charge entails now that rh ≥ q. When rh > q, all
of the analysis performed above for the q = 0 case remains valid. The only difference
arises in the extreme limit, rh = q, when N has zero of second order at the horizon, and
f 2(rh) = 1. After all, the change of the boundary condition at the horizon results in the
following change in the asymptotic behaviour for ψ0 given by (78):
ψ0 ∼ 1
ρ2
as ρ→ −∞, ψ0 ∼ 1
ρ2
as ρ→∞. (86)
One can understand this as follows: for extreme black holes the geometry in the limit
ρ → −∞ is known to be conformally flat. The dynamics of the conformally invariant
Yang-Mills field then must be the same as that in the asymptotically flat region, ρ→∞
(remind that the odd-parity modes involve perturbations of the Yang-Mills field alone).
Thus ψ0 is normalizable in the case as well, and we therefore conclude that all charged
SU(2)×U(1) black holes, including extreme solutions, also possess n odd-parity spherical
negative modes.
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Appendix A Variation of the energy functional
In this Appendix second variation of the ADM mass functional presented in the main
text is explicitly derived. The analysis is carried out for the regular BK solution, the
generalization on the black hole case is straightforward.
Consider the barrier height functional defined by Eq.(30):
ε[f(r)] =
∫
∞
0
(f ′2 +
(f 2 − 1)2
2r2
)exp(−2
∫
∞
r
f ′2
dr
r
)dr. (A1)
Let f(r) be a smooth function satisfying the following conditions
f ′(r) = O(r) as r → 0; f ′(r) = O(1/r2) as r →∞. (A2)
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Define for convenience two new functions
σ(r) = exp{−2
∫
∞
r
f ′2
dr
r
}, m(r) = 1
σ(r)
∫ r
0
(f ′2 +
(f 2 − 1)2
r2
)σdr, (A3)
they satisfy the following boundary conditions
σ(∞) = 1, σ(0) 6= 0; m(∞) <∞, m(r) = O(r3) as r → 0, (A4)
and also, by definition, the following equations
σ′ = 2
f ′2
r
σ, (mσ)′ = (f ′2 +
(f 2 − 1)2
2r2
)σ. (A5)
Consider small variation
f(r) → f(r) + ϕ(r), (A6)
where
ϕ(0) = ϕ(∞) = 0. (A7)
To preserve the boundary conditions, the variation must also satisfy
ϕ′(r) = O(r) as r → 0, ϕ′(r) = O(1/r2) as r →∞. (A8)
Putting (A6) into (A1) and expanding the result over ϕ, one obtains
ε[f + ϕ] = ε[f ] + δε+ δ2ε+ . . . , (A9)
where the first variation is
δε = 2
∫
∞
0
{f ′ϕ′σ + f(f
2 − 1)
r2
σϕ− 2I(f ′2 + (f
2 − 1)2
2r2
)σ}dr, (A10)
and the second variation is
δ2ε =
∫
∞
0
{σϕ2 + σ3f
2 − 1
r2
ϕ2 − 8I(f ′ϕ′ + f(f
2 − 1)
r2
ϕ)σ+
+ (8I2 − 2J)(f ′2 + (f
2 − 1)2
2r2
)σ}dr, (A11)
dots in (A9) denote higher order terms, and the following new functions have been
introduced:
I(r) =
∫
∞
r
f ′ϕ′
dr
r
, J(r) =
∫
∞
r
ϕ′2
dr
r
. (A12)
The boundary conditions (A2),(A8) imply that
I(0) <∞, J(0) <∞, I(∞) = J(∞) = 0. (A13)
Consider the first variation (A10). Using (A5), represent δε as follows
δε = 2
∫
∞
0
{f ′ϕ′σ + f(f
2 − 1)
r2
ϕσ − 2I(mσ)′}dr. (A14)
Integrating by parts one has
δε = (2f ′σϕ− 4Imσ)|∞0 + 2
∫
∞
0
{−(f ′σ)′ϕ+ σf(f
2 − 1)
r2
ϕ+ 2mσI ′}dr. (A15)
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Note, that the boundary terms in this expression vanish. Finding I ′ from (A12) and
integrating by parts once more, one finally arrives at
δε = 2
∫
∞
0
{−((1− 2m
r
)σf ′)′ +
f(f 2 − 1)
r2
σ}ϕdr. (A16)
One can see that the vanishing of the first variation implies the Yang-Mills equation
((1− 2m
r
)σf ′)′ = σ
f(f 2 − 1)
r2
. (A17)
Assume now that the first variation vanishes and consider the second variation.
Using (A5) one obtains
δ2ε =
∫
∞
0
{σϕ′2 + σ3f
2 − 1
r2
ϕ2 − 8I(f ′ϕ′ + f(f
2 − 1)
r2
ϕ)σ+
+ 8I2(mσ)′ − 2J(mσ)′}dr. (A18)
Integrating the fourth term in the integrand by parts, and using Eq.(A12), one obtains
8
∫
∞
0
I2(mσ)′dr = 8I2mσ
∣∣∣∣∞
0
− 16
∫
∞
0
II ′mσdr = 16
∫
∞
0
Imσf ′ϕ′
dr
r
, (A19)
where the boundary terms vanish. Combining this result with the third term in Eq.(A18),
one has
− 8
∫
∞
0
I{(1− 2m
r
)σf ′ϕ′ +
f(f 2 − 1)
r2
σϕ}dr. (A20)
Using (A17),(A12),(A5), represent this expression as follows
−8
∫
∞
0
I((1− 2m
r
)σf ′ϕ)′dr = − 8I(1− 2m
r
)σf ′ϕ
∣∣∣∣
∞
0
+
+ 8
∫
∞
0
I ′(1− 2m
r
)σf ′ϕdr = −8
∫
∞
0
(1− 2m
r
)σf ′2ϕϕ′
dr
r
=
= −4
∫
∞
0
(1− 2m
r
)σ′ϕϕ′dr, (A21)
where the boundary terms vanish. The fifth term in (A18) yields
−2
∫
∞
0
J(mσ)′dr = −2Jmσ
∣∣∣∣∞
0
+ 2
∫
∞
0
J ′mσdr = −2
∫
∞
0
mσϕ′2
dr
r
=
= −2mσϕ
r
ϕ′
∣∣∣∣∞
0
+ 2
∫
∞
0
(mσ
ϕ′
r
)′ϕdr =
∫
∞
0
(
2m
r
σϕ′)′ϕdr. (A22)
The first term in (A18) is
∫
∞
0
σϕ′2dr = −
∫
∞
0
(σϕ′)′dr, (A23)
where the boundary terms are zero. Consider also the following expression
0 =
∫
∞
0
((1− 2m
r
)σ′ϕ2)′dr. (A24)
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Adding the equations (A21)-(A24) and introducing also the tortoise coordinate, ρ,
dr
dρ
= σ(1− 2m
r
), (A25)
one finally arrives at
δ2ε =
∫
∞
0
ϕ(− d
2
dρ2
+ V )ϕ dρ, (A26)
where
V = σ(1− 2m
r
){2(σ′(1− 2m
r
))′ +
3f 2 − 1
r2
σ}, (A27)
which agrees with the potential in Eq.(29) provided that Eqs.(A5), (A17) are taken into
account.
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