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a b s t r a c t
Westudy a class of singular free boundary problems for the degeneratem-Laplacian. Taking
into account the behavior of the solution in the neighborhood of the singular points, a
variable substitution is introduced, which makes the solution smooth in all the domain.
Then, a standard finite difference scheme is used to discretize the problem. The numerical
results suggest that in this way the second order convergence of the finite difference
scheme is recovered, in spite of the singularities.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, our main concern will be the numerical approximation of positive solutions of the following free boundary
problem:
∆my = −f (y), (1)
y(x) = 0, grad y(x) = 0, x ∈ ∂B, (2)
in a ball B(0,M) ⊂ RN , where N ≥ 2 is the space dimension,
∆my = div(|Dy|m−2Dy)
is the degeneratem-Laplace operator,m > 1, and f is the so-called canonical nonlinearity:
f (y) = ayq − byp, (3)
p < q and a, b > 0.
Looking for positive radial solutions of (1)–(2) is equivalent to the following problem: find a real M > 0 and a positive
solution of the equation
(|y′|m−2y′)′ + N − 1
x
|y′|m−2y′ + f (y) = 0, 0 < x < M, (4)
which belongs to C2((0,M)) ∪ C1([0,M]) and satisfies the following boundary conditions:
y′(0) = 0, y(M) = y′(M) = 0, M > 0. (5)
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Whenm = 2, Eq. (1) reduces to1y = −f (y), where∆ is the classical Laplace operator. In this case, the existence of so-
lutions, under different kinds of boundary conditions, has been investigated by several authors. The authors of [1–4], among
others, have considered the regular case, when f is smooth in some sense; for results in the case of singular f , see [5–10]
and the references therein. In [11], the authors have studied the case of the degenerate Laplacian (m > 1), discussing both
the cases of boundary value problems on the half-line and free boundary problems.
According to Corollary 1 of [11], problem (4) and (5) has a positive solution for someM > 0 provided eitherN ≤ m,−1 <
p < m− 1 or N > m,−1 < p < m− 1, q < σ, σ = (m−1)N+mN−m .
Amotivation for studying free boundary problems of the type (4) and (5) is the search for blow-up solutions of degenerate
parabolic equations. Consider the problem
∂v
∂t
(x, t) = v(x, t)α(1v(x, t)+ v(x, t)), x ∈ Ω, t > 0
v(x, t) = 0, x ∈ ∂Ω, t > 0
v(x, 0) = v0(x) ≥ 0, x ∈ Ω,
(6)
where α is a positive constant. In [12], Chen has shown that problem (6) admits a blow-up self-similar solution of the form
v(x, t) = (T − t)− 1α u(x), (7)
with blow-up time T , which describes the asymptotic behavior of the solutions of (6), when t is close to T . The function u
on the right-hand side of (7), in this case, satisfies the equation
1u+ u− u
1−α
α
= 0, (8)
which in the case of spherical symmetry leads to Eq. (4), with m = 2 and f (y) = y1−α
α
− y. In [5], the same author has
investigated the behavior of the solutions of Eq. (4) which satisfy y′(0) = 0, when 1 < α < 2.
Denoting y(0) = p and T (p) the first zero of y, the author shows that for sufficiently large p there exists a finite T (p). Then,
he denotes pc the least value of p for which T (p) is finite. Finally, he proves that there exists a unique nontrivial solution of
(4), with y′(0) = 0, which satisfies y(T (pc)) = y′(T (pc)) = 0. Obviously, this solution satisfies all the conditions on the free
boundary problem (4) and (5), withM = T (pc).
As a second application, when m = 2, q = 12 , and p = 0, problem (4) and (5) has been proposed as a simple model for
the Tokamac equilibria withmagnetic islands [13]. This particular problem, and problems of the type (4) and (5) withm = 2
and f (y) = ayq − byp, 0 ≤ p < q, a, b > 0 which are singular only at x = 0, have been treated in [14], where the authors
determined the one-parameter family of solutions satisfying y′(0) = 0 and described their behavior in the neighborhood
of the singular point. Based on this solution representation, they constructed a shooting algorithm that allowed them to
compute the solution accurately. In [15,16], the same authors have extended these results to the case where m > 1 and
−1 < p < q; they implemented, besides the shooting algorithm, a finite difference method that took into account the
behavior of the solution near the singular points. Note that in the case of negative p the problem considered is singular not
only near the origin but also in the neighborhood of x = M . This will be discussed in detail in Sections 2 and 3. In such cases,
a significant drop of the convergence order of the finite difference scheme was observed, and it is not a valid alternative to
the shooting method.
The purpose of the present paper is to introduce a numerical scheme, based on the finite difference method, which
preserves the second order of convergence, evenwhen the problemhas singularities at one or both endpoints.With this aim,
we introduce variable substitutions which take into account the asymptotic behavior of the solution near the singularities.
In the new variable, the solutions behave as smooth functions in the whole domain, and the optimal convergence order of
the finite difference scheme is recovered.
A similar approach was successfully applied in [17–19], where we have dealt with singular boundary value problems
with fixed boundary. In these cases, adequate variable substitutions have enabled us to improve the convergence of classical
numerical methods, when applied to singular problems.
The outline of this paper is as follows. In Section 2, we present asymptotic expansions of the solutions near the singular
points. In Section 3, we introduce smoothing variable substitutions which can be applied to the problem considered,
depending on the number and type of singularities. The finite difference schemes, which are used to discretize the problem,
in the case of each variable substitution, are described in Section 4. Finally, in Section 5, we present numerical results that
illustrate the performance of the described numerical schemes in different situations.
2. Behavior of the solution near the singular points
As usual, if the equation under consideration can be written as
y′′ = g(x, y, y′),
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we say that x0 is a singular point of the equation if g is not defined or is discontinuous at x = x0. Since Eq. (4) may be written
in the form
y′′ = 1
m− 1

−N − 1
x
y′ − f (y)|y′|m−2

, (9)
we can predict two singular points: the problem will be singular at the origin due to the division by x, and singular at both
endpoints, whenm > 2, due to the division by |y′|m−2. On the other hand, the problemwill be singular at x = M , whenever
p is negative, taking (3) into account. Having this in mind, we now recall some results of [15], where we have analyzed the
asymptotic behavior of the solutions of problem (4) and (5).
Theorem 2.1. Let N ≥ 2,m > 1 and−1 < p < q. For each y0 > 0, problem
(|y′|m−2y′)′ + N − 1
x
|y′|m−2y′ + ayq − byp = 0, 0 < x < +∞, (10)
y(0) = y0, y′(0) = 0, (11)
has, in the neighborhood of x = 0, a unique holomorphic solution that can be represented by
y(x, y0) = y0 − m− 1m

ayq0 − byp0
N
 1
m−1
x
m
m−1

1+
+∞
l=0,k=0,l+k≥1
gl,kxl+k
m
m−1

, 0 ≤ x ≤ δ(y0), δ(y0) ≥ 0,
where the coefficients gl,k depend on m, p, q, a, b,N, and y0.
Theorem 2.2. Let N ≥ 2,m > 1,−1 < p < q and m− 1− p > 0. For each M > 0, the problem
(|y′|m−2y′)′ + N − 1
x
|y′|m−2y′ + ayq − byp = 0, 0 < x < +∞,
y(M) = y′(M) = 0,
has, in the neighborhood of the possible singular point x = M, a unique holomorphic solution that can be represented by
y(x,M) = CM(M − x)
m
m−1−p

1+
+∞
l=0,j=0,l+j≥1
Gl,j(M − x)l+j
m(q−p)
m−1−p

, 0 ≤ x ≤ δ(M), δ(M) ≥ 0,
where CM =

b(m−1−p)m
mm−1(m−1)(p+1)
 1
m−1−p
, and the coefficients Gl,j depend on m, p, q, a, b,N, and M.
Since, by construction, any solution of the given problem is continuously differentiable on [0,M], we will say that a
solution is singular at x = 0 or x = M if its second derivative is not continuous at this point. Otherwise, we will say that it
is smooth (or regular).
According to Theorem 2.1, in the neighborhood of x = 0, the solution behaves as the function
y0 + C0xk1 ,
where k1 = mm−1 and C0 is a constant depending on y0,m,N, p, q, a, and b, and therefore it is easy to see that, near the origin,
the second derivative of the solution is bounded whenever k1 ≥ 2, which is equivalent to saying thatm ≤ 2. Note that, for
N > 1, problem (10) and (11) has a singularity at x = 0, even when m ≤ 2, due to the division by x. However, as follows
from Theorem 2.2, whenm ≤ 2, the exponent of the main term of the asymptotic expansion of the solution is greater than
or equal to 2, so in this case the solution considered will have a regular behavior in the neighborhood of x = 0.
On the other hand, according to Theorem 2.2, in the neighborhood of x = M , the solution behaves as
CM(M − x)k2 ,
where k2 = mm−1−p and CM is a constant depending on m, p, and b. Consequently, near the unknown boundary, the second
derivative of the solution is bounded whenever k2 ≥ 2, or, equivalently, whenever p ≥ m/2− 1.
In summary, concerning singularities, four different situations may arise.
• Case A. Ifm ≤ 2 and p ≥ m/2− 1, the solution is smooth at both endpoints.
• Case B. Ifm ≤ 2 and p < m/2− 1, the solution is regular at x = 0 and singular at x = M .
• Case C. Ifm > 2 and p ≥ m/2− 1, the solution is singular at x = 0 and smooth at x = M .
• Case D. Ifm > 2 and p < m/2− 1, the solution is singular at both endpoints.
In the next section, we will propose variable substitutions, which are adequate for each of the last three situations.
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3. Smoothing variable substitutions
Let us recall that, since we have a free boundary problem, to solve the problem numerically we need to approximate
not only the solution y but also the endpoint M where certain boundary conditions are imposed. Hence, if we intend to
implement a finite difference scheme, first we need to transform the given interval [0,M], where the problem is defined,
into one with fixed endpoints. In order to do that, we perform the variable substitution z = xM ; in this way, we obtain a
boundary value problem in the interval [0, 1]. In the new variable z, problem (4) and (5) can be rewritten in the form
y¨+ 1
m− 1
N − 1
z
y˙+ 1
m− 1λ
ayq − byp
|y˙|m−2 = 0, 0 < z < 1 (12)
y˙(0) = 0 (13)
y(1) = y˙(1) = 0, (14)
where λ = Mm and y˙ denotes the derivative of ywith respect to z.
3.1. Singularity at z = 1
Let us first consider the case where 1 < m ≤ 2 and −1 < p < m/2 − 1 (Case B). Then, according to the results of the
previous section, the required solution of problem (12)–(14) is regular at z = 0 and, near z = 1, behaves as C(1 − z)k2 ,
where C is a positive constant and k2 = mm−1−p . In this case, we introduce the following substitution of the independent
variable:
t = 1− (1− z) k22 . (15)
As a consequence, in the new variable, as t ≈ 1, the solution behaves as C(1− t)2, where C is a constant, and therefore the
second derivative of the solution remains bounded in the neighborhood of that point.
3.2. Singularity at the origin
Let us now consider the case where m > 2 and p ≥ m/2 − 1 (Case C); then, the only singular point of problem (4) and
(5) is the origin, and therefore the result of Theorem 2.1 suggests the variable substitution
t = z k12 , (16)
where k1 = mm−1 . In the new variable, as t ≈ 0, the solution behaves as C ′t2, where C ′ is a constant, and therefore the second
derivative of the solution remains bounded in the neighborhood of that point.
3.3. Singularities at both endpoints
Finally, let us consider the case wherem > 2 and−1 < p < m/2−1 (Case D). In this case, as follows from Theorems 2.1
and 2.2, the solution behaves as zk1 , when z is close to the origin, and as (1− z)k2 , when z ≈ 1 (where k1 and k2 are defined
as above). In this case, we apply the variable substitution
t =

1− (1− z) k22
 k1
2
. (17)
The aim of this substitution is to obtain a new solution that behaves as C1t2, when t is close to 0, and as C2(1 − t)2 in the
neighborhood of t = 1 (here C1 and C2 are certain constants). Defining the functions
a1(t) = (m− 1)

k1k2
4
m−1
t

1− 2k1

(m−1)
(1− t 2k1 )

1− 2k2

(m−1)
b1(t) = k1k24 t
1− 2k1 (1− t 2k1 )1− 2k2
c1(t) = 14 t
− 2k1 (1− t 2k1 )− 2k2

4− 2k2 +

1− t 2k1

(−4+ 4k2)

+ N − 1
(m− 1)(1− (1− t 2k1 ) 2k2 )
,
(18)
the boundary value problem (12)–(14) in the new variable t can be rewritten as
a1(t)|y′(t)|m−2

b1(t)y′′(t)+ c1(t)y′(t)
+ λ(ay(t)q − by(t)q) = 0
y′(0) = 0
y(1) = y′(1) = 0,
(19)
where, for simplicity, we use once again the notation y′, but now to denote the derivative of ywith respect to t .
Note that the variable substitutions (15) and (16) are particular cases of (17), with k1 = 2 and k2 = 2, respectively.
Hence, the differential equations resulting from these variable substitutions can be obtained as particular cases of the general
equations (19).
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4. Finite difference schemes and computational details
In the interval [0, 1], we introduce a uniform grid of constant stepsize h = 1n , defined by the (n + 1) gridpoints
ti = ih, i = 0, . . . , n. At each i = 0, . . . , n, let yi denote an approximation of y(ti). In order to approximate the first and
second derivatives of the solution at each gridpoint ti, i = 1, . . . , n− 1, we use the well-known central differences:
δyi = y(ti+1)− y(ti−1)2h ,
δ2yi = y(ti+1)− 2y(ti)+ y(ti−1)h2 ,
which if y is sufficiently smooth satisfy δyi = y′(ti)+O(h2) and δ2yi = y′′(ti)+O(h2). Additionally, in order to approximate
the boundary conditions, we use the following relations:
y′(0) = 1
2h
(−3y(0)+ 4y(h)− y(2h))+ O(h2),
y′(1) = 1
2h
(3y(1)− 4y(1− h)+ y(1− 2h))+ O(h2).
For each variable substitution, we obtain a finite difference scheme. However, as we have seen above, the first two variable
substitutions are particular cases of (17). Therefore, we give here only the finite difference scheme corresponding to this last
variable substitution:
−3y0 + 4y1 − y2 = 0
a1(ti)|(yi+1 − yi−1)/2|m−2

b1(ti)(yi+1 − 2yi + yi−1)+ h2 c1(ti)(yi+1 − yi−1)

+ λhm ayqi − bypi  = 0
yn−2 − 4yn−1 = 0,
(20)
where a1, b1, and c1 are defined by (18). Note that yn = 0, from the boundary conditions. This gives a system of n + 1
equations with n+ 1 unknowns: y0, y1, . . . , yn−1, λ.
We have used the Newton’smethod to solve the nonlinear system (20). As usual, the convergence of the iterative scheme
depends strongly on the initial approximation. In our previous works on the numerical solution of this free boundary
problem (see [14,15]), we have used certain parameter estimates as initial approximations for y0 and M . However, in the
case of the present numerical schemes, this choice of the initial approximations did not provide convergence in most of the
cases with practical interest (especially when m > 2 and/or p < 0). Using the above-mentioned initial approximations,
we succeeded in obtaining a convergent iterative process only for a small number of gridpoints (for example, h = 0.2).
Then, supposing that the approximate solution, obtained with h = 0.2, is y0.2 = (y0, y1, . . . , y4, λh), we constructed
a new vector y˜ = (y0, u0, y1, u1, . . . , y4, u4, λh), with dimension n = 11, where the new entries ui were given by
ui = (yi+ yi+1)/2, i = 1, . . . , 3, u4 = y4/2. The vector y˜was then used as an initial approximation to compute a numerical
solution with h = 0.1. In the same way, approximate solutions were obtained for h = 0.05, h = 0.025, . . . , h = 0.003125.
Thismethodwas used in the numerical examples, presented in the next section, and in all cases the Newton iterative process
satisfied the stopping criterion within the maximal number of 15 iterations.
5. Numerical results
Several numerical experiments were carried out to test the performance of the numerical schemes introduced. We
consider four test cases, which illustrate the different situations described in Sections 2 and 3, concerning the number and
types of singularities.
Test case 1. In this case, we have p = −0.5, q = 1, a = b = 1,N = 3 and 1 < m ≤ 2. Since p < m/2 − 1, the
solution of problem (12)–(14) is smooth at z = 0 and singular at z = 1 (Case B). Hence, we use the variable substitution
(15). In Table 1(a) and (b), approximate values of y0 and M are given for m = 1.8 and m = 2, respectively, as well as the
corresponding estimates of the convergence order. Since the exact solution of the problem is not known, the estimate of the
convergence order (c.o.) in this case is obtained, as usual, by the formula
c.o. = log2 |y
h
0 − yh/20 |
|yh/20 − yh/40 |
, (21)
where yh0 stands for the approximate value of y0 obtained with stepsize h. An analogous formula was used to compute the
estimate of the convergence order, in the case of the approximations of M . The presented estimates were obtained using
the three lowest values of h.
In Table 2(a), (b) we give, for comparison, the corresponding approximate values, when no variable substitution is
used.
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Table 1
Approximate values of y0 and M for Test
case 1: (a) withm = 2, (b) withm = 1.8.
(a)
h y0 M
1
20 7.4146 3.5352
1
40 7.3818 3.5434
1
80 7.3735 3.5453
1
160 7.3714 3.5458
1
320 7.3709 3.5459
c.o. 2.008 2.056
(b)
h y0 M
1
20 8.00572 3.12633
1
40 7.95576 3.13602
1
80 7.94475 3.13829
1
160 7.94234 3.13883
1
320 7.94180 3.13896
c.o. 2.18 2.04
Table 2
Approximate values of y0 and M for Test
case 1, without variable substitution: (a)
withm = 2, (b) withm = 1.8.
(a)
h y0 M
1
20 7.1058 3.5631
1
40 7.2177 3.5610
1
80 7.2793 3.5575
1
160 7.3149 3.5543
1
320 7.3362 3.5517
c.o. 0.742 0.3451
(b)
h y0 M
1
20 7.6685 3.1675
1
40 7.7876 3.1598
1
80 7.8517 3.1535
1
160 7.8878 3.1489
1
320 7.9089 3.1457
c.o. 0.7725 0.4906
Test case 2. We now consider p = 0.5, q = 1, a = b = 1,N = 3, andm = 3. Sincem = 3 and p = m/2− 1, in this case
the solution is singular at the origin and smooth at z = 1 (case C).
It is interesting to note that for this particular example the exact solution is known. It is possible to verify (just by
substitution) that problem (4) and (5) is satisfied by the function
y(x) =

2− 1√
54
x1.5
2
; (22)
therefore, for this problem, we have y0 = y(0) = 4 andM = 6 (since y(6) = y′(6) = 0). Once the exact solution is known,
we can compute the error norm of the approximations directly. We denote
∥e∥h = max
0≤i≤n−1
|y(ti)− yi|. (23)
The estimate of the convergence order in this case is given by
c.o. = log2 ∥e∥h∥e∥h/2 . (24)
In Table 3, we present the numerical results obtained using the variable substitution (16). The results obtained without
variable substitution are given, for comparison, in Table 4.
The absolute error of the numerical approximations, for h = 1/160 and h = 1/320, is plotted in Fig. 1.
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Fig. 1. The absolute error of the numerical solutions with h = 1/160 (upper line) and h = 1/320 (lower line).
Table 3
Numerical results for Test case 2.
h y0 M ∥e∥h c.o.
1
20 3.99231 5.99837 0.0080
1
40 3.99813 5.99877 0.00187 2.096
1
80 3.99953 5.99948 0.000464 2.012
1
160 3.99988 5.99982 0.000116 2.003
1
320 3.99971 5.99994 0.000029 2.000
Table 4
Numerical results for Test case 2, without variable
substitution.
h y0 M ∥e∥h c.o.
1
20 4.00065 5.9341 0.00065
1
40 4.00667 5.9821 0.00695 −3.35
1
80 4.00373 5.9952 0.00375 0.8923
1
160 4.00164 5.9987 0.00164 1.193
1
320 4.00066 5.9997 0.00066 1.319
Table 5
Numerical results for Test case 3.
h y0 M ∥e∥h c.o.
1
20 1.92358 2.09779 0.0139
1
40 1.92315 2.09512 0.00319 2.12
1
80 1.92304 2.09456 0.000734 2.08
1
160 1.92301 2.09443 0.000174 2.04
1
320 1.92300 2.09440 0.000042 2.02
Test case 3. In this case, we have p = 1− α, q = 1, a = 1, b = 1/α,N = 1, andm = 2 (with 1 < α < 2). This example
is considered in [5], where an explicit formula for its exact solution is given:
y(x) =

2
α(2− α)
 1
α
cos
α
2
x
 2
α ; (25)
therefore, y0 =

2
α(2−α)
 1
α
andM = π
α
.
Sincem = 2 and p < m/2− 1 = 0, the solution in this case is smooth at the origin and has a singularity at x = M (Case
B). Hence, we use again the variable substitution (15). In Table 5, we give the numerical results for this case, with α = 1.5;
the corresponding results, when no variable substitution is used, are displayed in Table 6.
Test case 4. Finally, we consider p = 0, q = 1, a = b = 1,N = 3, and m ≥ 2.5. In this case, we have m > 2 and
p < m/2 − 1; therefore, we are in the situation where the solution has singularities at both endpoints of the interval
(case D). In this situation, the recommended variable substitution is (17), and we have used it to obtain numerical solutions
in two examples: with m = 2.5 and m = 3. In Table 7(a), (b), numerical approximations of y0 and m are displayed for the
examples with m = 2.5 and m = 3, respectively. Since we do not have an explicit formula for the exact solution, in this
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Table 6
Numerical results for Test case 3, without variable
substitution.
h y0 M ∥e∥h c.o.
1
20 1.8909 2.1114 0.00695
1
40 1.9025 2.1086 0.00375 0.617
1
80 1.9101 2.1050 0.00164 0.654
1
160 1.9149 2.1018 0.00066 0.665
1
320 1.9179 2.0994 0.00066 0.646
Table 7
Approximate values of y0 and M for Test
case 4: (a) withm = 2.5, (b) withm = 3.
(a)
h y0 M
1
20 4.9633 4.7143
1
40 4.9896 4.7419
1
80 4.9952 4.7499
1
160 4.9965 4.7519
1
320 4.9968 4.7525
c.o. 2.019 1.999
(b)
h y0 M
1
20 4.6762 4.7489
1
40 4.7139 4.7793
1
80 4.7219 4.7880
1
160 4.7237 4.7904
1
320 4.7242 4.7910
c.o. 2.047 1.948
Table 8
Approximate values of y0 and M for Test
case 4, without variable substitution: (a)
withm = 2.5, (b) withm = 3.
(a)
h y0 M
1
20 4.9764 4.7513
1
40 4.9911 4.7546
1
80 4.9953 4.7543
1
160 4.9964 4.7537
1
320 4.9968 4.7532
c.o. 1.797 0.4907
(b)
h y0 M
1
20 4.6939 4.7836
1
40 4.7150 4.7913
1
80 4.7214 4.7924
1
160 4.7234 4.7922
1
320 4.7240 4.7918
c.o. 1.670 −0.492
case the estimates of the convergence order are obtained using the formula (21) (like in Test case 1). As in the previous
examples, we also give the corresponding values obtained when no variable substitution is used (these are displayed in
Table 8(a), (b)).
In Fig. 2(a), (b) the graphic of the numerical solution of Test case 4 (b) is displayed. In the first case, no variable substitution
is used, while in the second case the variable substitution (17) is applied. The smoothing effect of the variable substitution
is visible near both endpoints.
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(a) Without variable substitution. (b) With variable substitution.
Fig. 2. Approximate solutions of (12)–(14) for Test case 4, with h = 1/160, with and without variable substitution.
6. Conclusions and future work
In this work we propose a numerical method for the solution of problem (4) and (5), based on the use of smoothing
variable substitutions. By considering a sample of numerical examples, we have tested the proposed numerical schemes in
all possible situations: when the solution is singular at x = 0, x = M , or at both endpoints. The numerical results show that
in all these examples the variable substitutions provide a considerable improvement of the accuracy: the same convergence
order is obtained as in the case of smooth solutions. For comparison, the results obtained by a previously proposed method,
described in [15], are also given.
As a continuation of this work, we are planning to complete the numerical analysis of the introduced methods and to
obtain a priori error estimates.
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