We study the quantum efficiency () and transition energy (E t ) as a function of excitation density and temperature in ͑In,Ga͒N/GaN multiple quantum wells ͑MQWs͒ fabricated by molecular-beam epitaxy ͑MBE͒ and metal-organic chemical-vapor deposition ͑MOCVD͒, as well as in an MBE-grown GaN/͑Al,Ga͒N MQW. A method based on cathodoluminescence spectroscopy is proposed to be suitable for a reproducible measurement of the power dependence of and E t . The experimental results are fit to a recently developed model allowing for a distinction of localization and electric-field effects for and E t , as well as for the extraction of the localization energy, density of localization centers, and radiative recombination rate of localized excitons. In the ͑In,Ga͒N/GaN MQWs grown by MBE and MOCVD, we found a value of the localization energy of 34 and 100 meV, respectively. In the MBE-grown GaN/͑Al,Ga͒N MQW, the exciton recombination is dominated by quasifree excitons even at low temperatures.
I. INTRODUCTION
It is generally accepted that the quantum efficiency and the optical transition energy E t of GaN-based heterostructures such as ͑In,Ga͒N/GaN and GaN/͑Al,Ga͒N quantum wells ͑QWs͒ are reduced by piezoelectric and spontaneous polarization fields via the quantum-confined Stark effect ͑QCSE͒.
1,2 Thus, electric-field screening by free carriers originating from doping, optical generation, or electric injection can result in significant modifications of the optical properties of otherwise identical QW structures. A complete screening of the electric field is expected to be achieved only for very high-carrier densities. 3, 4 Furthermore, exciton localization within minima of the lateral QW potential leads also to a decrease of E t , but to an increase of the quantum efficiency. Localization effects are believed to play an essential role in ͑In,Ga͒N/GaN QWs, where large energy variations are caused by lateral fluctuations of the InN mole fraction. 5, 6 Since the fraction of localized excitons of a given QW structure varies with temperature and carrier density, the impact of localization effects on the optical properties depends on the excitation and doping conditions. 7, 8 Electric fields and localization act also as a combined effect on and E t , since the depths of the potential minima are enhanced by electric fields due to higher strain within regions of larger InN mole fraction. 9 The influence of either effect-QCSE or localization-on the optical properties depends on the well width, 10 growth method and conditions, temperature, as well as on the excitation conditions. In any case, both effects act simultaneously 1, 9, 11 and can hardly be disentangled by experiments. In many studies, the decay time of the luminescence intensity as a function of temperature and energy is used to obtain access to the actual origin of the complex recombination dynamics in ͑In,Ga͒N/GaN 10, [12] [13] [14] [15] [16] [17] and GaN/͑Al,Ga͒N QWs. 3,18 -20 Another approach is to investigate E t as a function of the well width and to compare the respective data with results of a self-consistent solution of the Schrödinger and Poisson equations as has been done in several studies for the ͑In,Ga͒N/GaN 11, 17, 21 and GaN/͑Al,Ga͒N system. 2, 3, [22] [23] [24] [25] The dependence of the quantum efficiency on excitation density has rarely been investigated despite its potential to provide a comprehensive picture about the contributions of carrier localization, electric-field screening, and nonradiative recombination channels. 26 The difficulties of powerdependent measurements are at least twofold. First, there is a lack of accurate knowledge about the actual density of excited carriers in photoluminescence ͑PL͒ or electroluminescence experiments. Second, GaN-based heterostructures show electrical and optical metastabilities after high-power exposure, which can significantly distort the excitation density dependence of the PL intensity. Recently, several authors reported on a pronounced persistent photoconductivity [27] [28] [29] [30] [31] [32] [33] [34] and on a so-called optical memory effect, where a change of the luminescence properties due to a high-power exposure with UV light or electrons is preserved for hours or even days. [35] [36] [37] Chang et al. 38 suggested that both effects have the same origin. Consequently, optical investigations associated with an exposure of the sample by UV light or electrons are expected to be affected by the measurement itself. a͒ Electronic mail: ujahn@pdi-berlin. de In this paper, we propose a simple method to access the power dependence of the quantum efficiency of GaN-based QWs by cathodoluminescence ͑CL͒ investigations. The basic idea behind our approach is the variation of the density of excited carriers by changing the excitation volume, while the power of the electron beam is kept constant. Since in this way the total number of excited carriers is also constant during the experiment, the recorded CL intensity is a direct measure for . Moreover, the proposed method allows for a reproducible measurement of the density dependence under well-defined conditions. In conjunction with a recently developed model describing the recombination dynamics of free and bound excitons and incorporating polarization-field screening in a realistic manner, 26 this method allows for the determination of the radiative recombination rate of free excitons, including their activation energy as well as the density of bound excitons. The power dependence of is complemented by temperature-dependent measurements. In order to investigate the different degrees of localization, we applied the method to ͑In,Ga͒N/GaN multiple quantum wells ͑MQWs͒ grown by molecular-beam epitaxy ͑MBE͒ and metal-organic chemical-vapor deposition ͑MOCVD͒, which due to the different growth temperatures exhibit different degrees of the lateral variation of the InN mole fraction. In addition, a GaN/͑Al,Ga͒N MQW structure grown by MBE is studied to remove the influence of composition fluctuations in the well layer on exciton localization. We compare the results for these three systems in order to obtain a unified picture about the impact of exciton localization, electric-field screening, and non-radiative recombination on the quantum efficiency of these material systems, which exhibit very different physical properties.
II. EXPERIMENTAL PROCEDURE
Three types of samples have been investigated: ͑In,Ga͒N/GaN and GaN/͑Al,Ga͒N multiple quantum wells ͑MQWs͒ grown by plasma-assisted and reactive MBE on 6H-SiC substrates, respectively, as well as an ͑In,Ga͒N/GaN MQW grown by MOCVD on sapphire. Details of the growth are given elsewhere. 3, 10, 39 The layer parameters are summarized in Table I . The thickness of the QWs cover a range between 2.3 and 5.9 nm.
Cathodoluminescence investigations were performed in a scanning electron microscope ͑SEM͒ equipped with an Oxford mono-CL2 and He-cooling stage operating at temperatures between Tϭ5 and 300 K. A grating monochromator and a cooled charge-coupled device array were used to disperse and detect the CL signal, respectively. In order to get access to the quantum efficiency as a function of the excitation density, the excitation volume is varied by defocusing the electron beam in reproducible steps, while the total number of generated electron-hole pairs, i.e., the energy and the current of the electron beam, are kept constant. The scanned sample area is always set to 20ϫ20 m 2 . The selected scan resolution and scan time of 512ϫ512 points and 125 ms, respectively, result in a dwell time of the electron beam per spot of about 500 ns. In this way, the actual value of the generation rate G of carriers per unit area depends only on the spot size of the electron beam, which in turn is determined by the degree of defocusing of the SEM. Figure 1 shows the spot area as a function of the degree of defocusing, where for each data point the focus button of the SEM has been changed by five steps. In the displayed range, the excitation area varies by more than two orders of magnitude. The respective spot area is measured by exposing a resist layer as used for electron-beam lithography. Five examples are shown in the inset of Fig. 1 ranging from the focused beam to a degree of defocusing, which corresponds to 65 steps. Within the sensitivity of the electron resist, the exposure dose is found to be homogeneously distributed even for a strongly defocused electron beam. The number of generated electron-hole pairs per second can be expressed as
where V determined by Monte Carlo simulations, using the commercial program MC-SET developed by E. Napchan ͑DLM Enterprise͒. Two parameters have to be carefully examined to determine whether they remain constant, while defocusing the electron beam. These are the collection efficiency of the CL mirror and the electron-beam current. The latter remains constant within a much wider range of the degree of defocusing than used in our measurements. However, the CL collection efficiency is the limiting factor. It remarkably decreases, when the area of the scanned sample region increases, as a result of a strongly defocused electron beam. We have identified the range of constant collection efficiency and restricted the defocusing to this range. Since the total number of generated electron-hole pairs is not changed, when the generation rate is varied by means of the proposed method, the acquired CL intensity is a direct measure for the quantum efficiency as a function of excitation density. The T dependence of was studied by CL and photoluminescence ͑PL͒ experiments. For the latter, we used a He-Cd-laser operating at a wavelength of 325 nm as the excitation source.
III. RESULTS AND DISCUSSION

A. Excitation density dependence of quantum efficiency
In order to estimate the actual influence of optical metastabilities on the measurements as mentioned above for all four samples, we acquired CL spectra for samples 1 to 4 as a function of electron-beam exposure time using the focused electron beam. The beam energy and current amounted to 5 keV and about 0.25 nA, respectively, which correspond to the values usually chosen for the experiments discussed below. In Figs. 2͑a͒ and 2͑b͒ , the normalized intensity of the near-band-gap CL is plotted as a function of the exposure time for Tϭ5 and 300 K, respectively. At low T, the CL intensity either remains constant ͑sample 2͒ or decreases gradually and eventually tends to saturate ͑samples 1, 3, and 4͒ with increasing electron exposure time. While the MBEgrown MQWs exhibit a maximum decrease of the CL intensity of about 10%, the CL intensity of the MOCVD-grown sample 3 is reduced by at least 20%. At 300 K, the MBEgrown samples show a negligible decrease of the CL intensity of about 5%. In the MOCVD-grown MQW, however, we observe a steep increase of the CL intensity by more than a factor of 2. The physical background of this phenomenon is not the subject of this article, but we have to take those effects into account for the interpretation of our experimental results.
Figures 3͑a͒-3͑d͒ display the CL spectra of the samples obtained at 5 K for high ͑solid line͒ and low ͑dotted line͒ generation rates corresponding to a focused and strongly defocused electron beam, respectively. The comparison of the solid and dotted spectra indicates the variation of , when the generation rate is varied by more than two orders of magnitude. Here, exposure effects can be neglected, since the two spectra have been acquired within a rather short exposure time. For the 3-nm-and 6-nm-thick ͑In,Ga͒N/GaN QWs grown by MBE ͓samples 1 and 2 in Figs. 3͑a͒ and 3͑b͒ , respectively͔, an increase of G results in a decrease of the quantum efficiency and causes a blueshift of the spectra. In the MOCVD-grown ͑In,Ga͒N/GaN MQW ͓sample 3 in Fig.   3͑c͔͒ , and E t change only very little with G. However, in the GaN/͑Al,Ga͒N MQW ͓sample 4 in Fig. 3͑d͔͒, 3͑a͒ and 3͑b͒ can only be explained by a saturation of localized exciton states and not by screening of the piezoelectric field. The dependence of on G observed in the GaN/ ͑Al,Ga͒N MQW is also not due to electric-field screening, since no spectral shift is observed with increasing generation rate. Figure 4͑a͒ displays the dependence of on the generation rate for samples 1 to 3 at 5 K. The measurements were performed with the focused electron beam ͑high generation rates͒ first and proceeded towards low values of G. Thus, the gradual increase of the quantum efficiency with decreasing G cannot be a result of degradation by electron-beam exposure, which would lead to the opposite behavior. Moreover, the 6 nm MQW ͑sample 2͒ appears to be insensitive to the exposure of the electron beam, but shows the largest increase of with a decreasing generation rate. Consequently, Fig. 4͑a͒ reflects the actual dependence of on excitation density and confirms the results shown in Figs. 3͑a͒, 3͑b͒ , and 3͑c͒. Assuming that for low excitation densities localized exciton states are exclusively occupied and nonradiative recombination channels are completely suppressed, we normalize at low values of G to unity. As has been shown in Fig. 3͑c͒, for sample 3 hardly varies within the measured range of the generation rate. The respective G dependence of the quantum efficiency ͓diamonds in Fig. 4͑a͔͒ exhibits merely a small reduction of of about 7% for GϽ10 18 cm Ϫ2 s Ϫ1 . This reduction of is rather due to a degradation caused by the electron-beam exposure than to an actual excitation density effect ͑cf. ͑sample 1͒. In sample 2, the decrease of is accompanied by a blueshift of the spectrum of about 40 meV, which is displayed in Fig. 4͑b͒ . For the thin ͑In,Ga͒N/GaN MQWs ͑samples 1 and 3͒, E t (G) is almost constant within the considered G range ͑not shown in the graph͒. A completely different behavior has been observed in the GaN/͑Al,Ga͒N MQW ͑sample 4͒, which is summarized in Fig. 5 . Here, the G dependence of exhibits-in correspondence with Fig. 3͑d͒ -a small but reproducible decrease with a decreasing generation rate, while E t (G) remains almost constant. Therefore, both results clearly differ from the ones for the ͑In,Ga͒N/GaN layer systems. The normalization of to unity is arbitrary in this case and has no physical meaning. The increase of the quantum efficiency for higher G values is obviously caused by a saturation of nonradiative recombination channels. This is a first hint that the recombination properties of the GaN/͑Al,Ga͒N MQWs are dominated by delocalized exciton states even at low temperatures.
In Ref. 26 , we recently developed a model, in which coupled-rate equations for the density of free n f and localized excitons n b together with the density N b of localized states are self-consistently solved in conjunction with the Schrödinger and Poisson equations taking into account polarization-field screening effects. The quantum efficiencies of the free f and localized excitons b are defined by
where ␥ r f and ␥ rb denote the radiative recombination rates for free and bound excitons, respectively. ␥ r f ϭaR/T, where a denotes a constant and R the overlap integral of the electron-and hole-wave functions. The total quantum efficiency is given by f ϩ b . The fit parameters of this model are a, N b , the localization energy E b and the nonradiative recombination rate of free excitons ␥ nr , while the nonradiative recombination rate of bound excitons has been neglected. The solid lines in Figs. 4͑a͒ and 4͑b͒ display the best fit of the experimental dependence of the quantum efficiency and transition energy on the excitation density at 5 K for the MBE-grown ͑In,Ga͒N/GaN samples ͑samples 1 and 2͒ to the Eqs. ͑2͒ and ͑3͒. The fits are quite satisfactory, in that they reproduce the general trends very well. For the total quantum efficiency (G), the fits result in the following values: aR ϭ90 ns Ϫ1 K and 14 ns Ϫ1 K for samples 1 and 2, respectively, at low excitation densities, while N b ϭ5ϫ10 9 cm Ϫ2 , E b ϭ34 meV, and ␥ nr ϭ2 ns Ϫ1 are the same for both samples.
The comparison of the experimental data with the simulations demonstrates the impact of free and bound exciton recombination as well as of electric-field screening on the quantum efficiency ͓cf. solid, dotted, and dashed lines for sample 2 in Fig. 4͑a͔͒ . The decrease of for GϾ2ϫ10
Ϫ1 is due to a decrease of the quantum efficiency b of the bound excitons, which is a result of the complete occupation of localized states. This is consistently linked to an increasing contribution of quasifree excitons. Those delocalized excitons can more easily find nonradiative recombination channels compared to the localized ones resulting in a decrease of the total quantum efficiency. The delocalizationrelated decrease of is accompanied by an increase of E t . An increase of and E t due to screening of the polarization fields is predicted to occur only for high generation rates exceeding 10 20 cm Ϫ2 s Ϫ1 , which could not be reached in our experiments. The shift of the onset of the efficiency decrease toward higher values of G in sample 1 compared to sample 2 is well described by our model, if N b is kept constant for both samples and the radiative recombination rate of the localized states ␥ rb ϭ1 and 0.02 ns Ϫ1 for samples 1 and 2, respectively, are used, which were determined by timeresolved PL experiments. 10 Since we can expect strong localization in the MOCVDgrown ͑In,Ga͒N/GaN MQW ͑sample 3͒, 12, 16 the experimentally attainable maximum values of G are probably not sufficiently large in order to observe any delocalization-induced reduction of . Thus, model calculations could not be performed for this sample. In the GaN/͑Al,Ga͒N ͑sample 4͒, the slight increase of the quantum efficiency with increasing excitation density is likely due to a saturation of nonradiative recombination channels ͑cf. Fig. 5͒ indicating weak localization.
In order to obtain further information about the influence of exciton localization on for our MQW structures, in particular about the difference between the weak localization in the MBE-grown GaN/͑Al,Ga͒N and strong localization in the MOCVD-grown ͑In,Ga͒N/GaN QWs, we performed T-dependent measurements of the CL and PL intensities, which are described in the following subsection. Figure 6 displays the integrated CL intensity of the samples 1, 3, and 4 with similar well width ͑cf. Table I͒ as a function of T obtained under low-generation-rate conditions ͑strongly defocused electron beam͒. Due to a temperaturerelated sample drift and variations of exposure effects, the reproducibility of these temperature dependencies is rather unsatisfactory. Nevertheless, we establish a clear trend between the samples, which is well confirmed by the corresponding PL intensity dependence depicted in Fig. 7 . The onset of the intensity degradation with increasing T is found at the lowest T for the GaN/͑Al,Ga͒N MQW and at the highest T for the MOCVD-grown ͑In,Ga͒N/GaN MQW. Moreover, for high temperatures, (T) of the MOCVD-grown sample exhibits the steepest slope indicating the largest activation energy. These data confirm that exciton localization plays a minor role in the recombination dynamics of the GaN/͑Al,Ga͒N MQWs ͑sample 4͒. However, in the MOCVD-grown ͑In,Ga͒N/GaN MQW ͑sample 3͒, (T) indicates that exciton localization plays a significant role in the recombination dynamics of this system. Consequently, the insensitivity of to variations in the generation rate shown above is most probably due to exciton localization effects, which are more effective in the MOCVD-grown ͑In,Ga͒N/ GaN MQWs compared with the ones fabricated by MBE. In order to determine the thermal activation energy of localization for samples 1 and 3, we tried to use our model to fit the experimental T dependence of the CL quantum efficiency, which is shown in Fig. 6 as the dashed and solid lines. For sample 1, we used the same fit parameters mentioned above. For sample 3, the fit results in the following fit parameters: aRϭ90 ns Ϫ1 K, N b ϭ1ϫ10 10 cm Ϫ2 , E b ϭ100 meV, and ␥ nr ϭ22 ns Ϫ1 . Clearly, N b and E b of the localized states are larger in the MOCVD-sample 3 compared with the corresponding MQW grown by MBE ͑sample 1͒.
B. Temperature dependence of the quantum efficiency
IV. CONCLUSIONS
In ͑In,Ga͒N/GaN MQWs fabricated by MOCVD and MBE as well as in GaN/͑Al,Ga͒N MQWs grown by MBE, the generation rate dependence of the quantum efficiency indicates strong, moderate, and weak exciton localization, respectively. Fitting the experimental data to a recently developed model shows that for MBE-grown ͑In,Ga͒N/GaN MQWs saturation of localized states leads to a decrease of the quantum efficiency and to a blueshift of the transition energy for generation rates on the order of 10 18 -10 19 cm Ϫ2 s Ϫ1 . Electric-field screening is expected to affect and E t only for generation rates exceeding 10 20 cm Ϫ2 s Ϫ1 . Moreover, the localization energy E b has been determined to amount to 34 meV in the ͑In,Ga͒N/GaN structures grown by MBE and to equal 100 meV in the MOCVD structure. Since the value of E b of the former is close to the calculated variation of the transition energy for a well width fluctuation of Ϯ1 monolayer, potential minima due to interface roughness can account for the observed localization phenomena in the ͑In,Ga͒N/GaN MQWs fabricated by MBE. The much larger value of E b in the MOCVD-grown ͑In,Ga͒N/GaN MQW suggests that alloy fluctuations have to be taken into account in order to explain the strong localization. The power and temperature dependence of for the GaN/͑Al,Ga͒N MQW is dominated by quasifree excitons even at low temperatures.
