Abstract. We study a.e. convergence on L p , and Lorentz spaces
Introduction
Let ρ ∈ C ∞ (R d \{0}) be a homogeneous distance function of degree β > 0, i.e. ρ satisfies ρ(t 1/β ξ) = tρ(ξ) for all t > 0 and ρ(ξ) > 0 for ξ = 0. For Schwartz functions f on R d (d ≥ 2 throughout this paper) define the Riesz means S λ t f of the Fourier integral by In order to consider almost everywhere convergence on L p one needs to be able to define S λ t f as a measurable function, for all f ∈ L p (R d ). A necessary condition for S λ t to extend as a continuous operator from L p to the space S ′ of tempered distributions is that the convolution kernel belongs to L p ′ (cf. [5] for a similar comment, and §2 below). This is the case if and only if λ > λ(p) := d( . In view of the compact support of the multiplier the distribution S λ t f is then a bounded C ∞ function; moreover the maximal function sup t>0 |S λ t f (x)| is well defined as a measurable function. Carbery, Rubio de Francia and Vega [4] studied the pointwise behavior of S λ t and showed that, for ρ(ξ) = |ξ| and λ > max{λ(p), 0}, the means S λ t f (x) converge almost everywhere to f (x). The method in [4] is based on the trace theorem for Sobolev functions and applies to the general situation considered here, see also Sato [17] . For an extension involving nonisotropic distance functions see Cladek [7] .
In this paper we investigate what happens at the critical index λ = λ(p) = d( Note that for q = 1 this covers an endpoint result for the Riesz means.
The usual approach to pointwise convergence results for functions in L p,q (R d ) is to prove an L p,q → L p,∞ bound for the associated maximal function S λ,γ * f = sup t>0 |S λ,γ t f |. By Stein's theorem [21] such an estimate is necessary for p ≤ 2, see Tao [22] for what is currently known for the maximal Bochner-Riesz operator in that range. For p > 2 complete L pboundedness results for the maximal Bochner-Riesz operator (λ > λ(p)) are known in two dimensions ( [3] ) and partial results have been proved in higher dimensions ([6] , [18] , [13] , [15] ). For the endpoint λ = λ(p) sharp results were recently observed in [14] , for the case ρ(ξ) = |ξ|, in the restricted range
We note that the sharp L p,1 → L p endpoint bounds for the maximal operator are not known in the range
d−1 , even in two dimensions. Still less is known for general ρ. Thus we opt for a variant of the approach by Carbery, Rubio de Francia and Vega [4] , who used weighted L 2 (|x| −a dx) spaces. Annoni [1] followed this approach and introduced logarithmic modifications of the weight function, working with |x| −a (log(2 + |x|)) −µ for suitable µ > 0. We prefer to preserve the homogeneity of the weight and use the observation that for p > 2 the space L p,2 is embedded in L 2 (|x| −d(1−2/p) dx). We are able to sharpen the analysis in [4] to prove boundedness in this space for maximal operators defined by sup t>0 |F −1 [h(
. This will be a special case of Theorem 1.2 below and can also be deduced from the square-function estimate in Theorem 1.5. In particular for the range γ > 1/2 the maximal operator S
this implies the q = 2 case of Theorem 1.1.
In order to get a complete result for all q (in particular q = p) it is convenient to work with the homogeneous Herz spacesK γ,r r , in the special case r = 2. For fixed r these are real interpolation spaces of the L r (|x| rγ dx) spaces, see Gilbert [11] . The definition (following the terminology in [2] ) is as follows. Let, for l ∈ Z, A l := {x : 2 l ≤ |x| < 2 l+1 }. ThenK γ,q r is the space of all functions which are r-integrable on compact subsets of R d \ {0} and for which
is finite. It is easy to see that for γ > −d/r every function inK
In what follows we use the notation for an inequality which involves an implicit constant.
, (cf. Lemma 3.1 below). By a standard approximation argument we will show
If χ ∈ C ∞ 0 (R) is compactly supported away from the origin then χh λ,γ ∈ B 2 α,s for α = λ + 1/2 and γ > 1/s, and γ ≥ 0 if s = ∞, see e.g. [23] . Thus one can deduce Theorem 1.1 from Corollary 1.3.
The proof of Theorem 1.2 for q = 2 also gives a characterization of boundedness convolution operators with quasiradial multipliers on weighted L 2 -spaces with power weights (i.e. on the spacesK 2 ±α,2 ). The result is in the spirit of (but in some sense complementary to) the results by Muckenhoupt, Wheeden and Young [16] . In what follows let ϕ ∈ C ∞ 0 ( 
Finally we prove a sharp bound for Stein's square-function associated with the Riesz means,
which can also be used to prove Theorem 1.4.
This paper. In §2 we discuss the definition of our multiplier transformations and associated maximal functions on Lebesgue and Lorentz spaces, and then prove a convenient characterization of quasiradial multipliers to be Fourier transforms of functions in these spaces (see Theorem 2.2). In the preliminary section §3 we consider embeddings for Lorentz and Herz spaces which are needed to deduce Theorem 1.1 from Corollary 1.3. We also review the Fourier restriction estimate in weighted L 2 spaces, use it to prove a basic maximal function estimate, and discuss other basic preliminaries. The main section §4 contains the proof of Theorem 1.2. The proofs of Theorem 1.4 and Corollary 1.3 are given in §5, and Theorem 1.5 is proved in §6.
is well defined as a bounded continuous function. This shows (i). Since the supremum of continuous functions is Borel measurable we get (ii).
Quasiradial functions in FL u,s . We consider m = h • ρ where ρ is a homogeneous distance function of degree β, and ρ ∈ C ∞ (R d \ {0}). It is useful to express the condition (ii) in Lemma 2.1 in terms of the onedimensional Fourier transform of h β (t) = h(t β ). The following theorem sharpens a result in [19] for the class of distance functions considered here; the radial analogue, for ρ(ξ) = |ξ|, is already in [9] . Note that here we make no curvature assumption on the ρ-unit sphere
The following result may be interesting in its own right but we shall use it only to demonstrate sharpness of our results; it is not needed in the proofs of Theorems 1.2-1.5.
Theorem 2.2. Let h be supported in a compact subinterval J of (0, ∞) and let
Let 1 < u < 2, 1 ≤ s ≤ ∞ and µ d be the measure on R given by
.
For u = s this equivalence becomes
In the proof of Theorem 2.2 we shall use an elementary convolution inequality in weighted spaces.
Proof. The straightforward proof is left to the reader. Real interpolation reduces this to the case u = s for which one can consult Lemma 2.2 in [9] .
Proof of Theorem 2.2. Since ρ 1/β is homogeneous of degree 1 the statement follows immediately from the special case β = 1, which we will henceforth assume. We shall write κ for
which follows from
We show the corresponding inequalities with L u,s replaced by L 1 and by L 2 .
For the L 1 inequality we use that
which is a rescaled inequality from [20] . Here it is crucial that ρ is homogeneous of degree one. By Minkowski's inequality the displayed estimate yields
For the L 2 inequality we use polar coordinates and Plancherel's theorem in R d and R, to get
The asserted inequality (4) follows from (5) and (6) by real interpolation.
Proof of in (3)
. We shall work with smooth h which allows to assume that the L u,s (µ d ) norm of (1 + |r|)
is a priori finite. With this assumption we have to prove the inequality (7) (1 + | · |)
If (7) holds for all smooth h supported in J then the general case can be derived by an approximation argument.
Pick ξ 0 ∈ Σ ρ so that |ξ| has a maximum at ξ 0 . Then the Gauss map is injective in a small neighborhood U on the surface Σ ρ and the curvature is bounded below on U . Let γ be homogeneous of degree zero, γ(ξ 0 ) = 0 and supported on the closure of the cone generated by U . Clearly
Now use ρ polar coordinates to write
Let n(ξ 0 ) the outer normal at ξ 0 , let Γ = {x ∈ R d :
x |x| − n(ξ 0 ) ≤ ε}, with ε small and let, for large R ≫ 1, Γ R = {x ∈ Γ : |x| ≥ R}. By choosing ε small enough we may assume that for each x ∈ Γ there is a unique ξ = Ξ(x) ∈ Σ ρ , so that γ(Ξ(x)) = 0 and so that x is normal to Σ ρ at Ξ(x). Clearly x → Ξ(x) is homogeneous of degree zero on Γ. By the method of stationary phase we have for
where
) is the curvature of Σ ρ at Ξ(x). There are similar formulas for the higher order terms II j (x) with the main term (ρ Ξ(x), x )
We also have, for some C 0 ≥ 1,
which is a consequence of Euler's homogeneity relation ρ(ξ) = ξ, ∇ρ(ξ) and the positivity assumption on ρ. Let
A variant of this argument also yields the upper bound
and similarly, taking into account the additional decay in the terms II j ,
Here, for the second inequality, we have used Lemma 2.3 and the fact that κ j = κ * ς j for some Schwartz function ς j . We also have the trivial inequalities which use the support properties of h
This argument also gives
since the left hand side is estimated by
We now combine the estimates to show (7). By (10) and (13) we get (9), (12) and (11)
Hence, combining these two estimates and choosing R ≫ 1 sufficiently large we get (1 + | · |)
Finally observe that κ = κ 0 * ς 0 for some Schwartz function ς 0 and thus by Lemma 2.3
The desired estimate (7) follows.
Quasiradial functions in Besov spaces. If 1 < u < 2 we have the embeddingK
. This holds for u = 1, s = 1 by using the Cauchy-Schwarz inequality on each annulus A l , and it trivially holds for u = s = 2. We use interpolation ( [11] ) together with the reiteration theorem for real interpolation to deduce that the embedding holds for 1 < u < 2 and all s > 0.
Next observe that the homogeneous Besov spaceḂ 2 α,s is the image ofK
under the Fourier transform. If h is supported in a compact subinterval J of (0, ∞) then for α > 0,
here the implicit constants depend on J. Hence we see that if p > 2 and
Multipliers of Bochner-Riesz type. Now let {η j } be a family of C ∞ -functions supported on (1/4, 1/2) so that the C 10d norms are uniformly bounded. Define, for sequences a = {a j } ∞ j=2 (14) h
Then it is easy to see that for λ > −1/2
Now consider h λ,γ in (1) and let χ ∈ C ∞ be supported in (9/10, 11/10) and equal to 1 near 1. It is well known that [(1 − χ)h λ,γ ] • ρ is the Fourier transform of an L 1 function and that the associated maximal operator is of weak type (1, 1) . The function χh λ,γ can be written as in (14) Finally to show lower bounds we consider the one dimensional inverse Fourier transform κ λ,γ of χh λ,γ , i.e.
here χ 0 is supported in (−10 −1 , 10 −1 ). By a standard asymptotic expansion ( [8] , ch. 2.9.), we can estimate the expression that we get by freezing the logarithmic term at t = r −1 , namely we have for |r| ≫ 1
Straightforward estimation (using integration for the parts where t ≈ r −1 2 m with m > 0) shows
The details are left to the reader. In view of the additional logarithmic gain in the last display we obtain for |r| ≫ 1
From this it is easy to see that the condition κ λ,γ 
Preliminaries and basic estimates
An embedding result. Recall the notation A l = {2 l ≤ |x| < 2 l+1 }.
Proof. Let f be measurable so that |f (x)| ≤ χ E (x) for some set E of finite Lebesgue measure. Let ̟ d be the surface measure of the unit sphere in R d and let B(E) be the ball centered at the origin, with radius R(E) = (d̟
; then E and B(E) have the same Lebesgue measure and
This implies the inequality
We apply this inequality with two choices (p 0 , a 0 ) and (p 1 , a 1 ) satisfying 
, by Gilbert's result [11] , the assertion follows by interpolation.
Fourier restriction based on traces of Sobolev spaces.
In what follows we let σ be the surface measure on the ρ-unit sphere Σ ρ . The following result is standard, but we include the proof for completeness.
Proof. We split g = g 0 + g 1 where g 0 (x) = 0 for |x| > 1 and g 1 (x) = 0 for |x| ≤ 1. Then
where we have used b < d. Now the trace theorem says that for b > 1 the restriction to Σ ρ of functions in the Sobolev space
. We apply the corresponding inequality to g 1 and combine it with Plancherel's theorem to see that
In view of the support of g 1 we may replace the weight (1 + |x| 2 ) b/2 with |x| b and then g 1 with g. Finally, combine the estimates for g 0 and g 1 .
Estimates for maximal functions. We use Lemma 3.2 to bound a maximal operator associated with h • ρ. Then
Proof. This follows from the dual inequality (16)
. Using Plancherel's theorem and generalized polar coordinates ξ = ρξ ′ , ρ > 0, ξ ′ ∈ Σ ρ , we can write the left hand side of (16) as
Since |∇ρ| is bounded below we can drop this term and use Lemma 3.2 to get
We change variables and the last expression becomes
The assertion follows.
In the proof of Theorem 1.5 we shall use Proposition 3.4. Let 1 < b < d and ρ as in Proposition 3.3. Let η ∈ C ∞ be supported in (
Proof. The inequality is equivalent with
. Using Plancherel's theorem and generalized polar coordinates we see that the square of the left hand side is bounded by
where we have used Lemma 3.2. By a change of variables the last expression is
where the last inequality holds by Plancherel's theorem in the first variable. Now (18) follows.
Littlewood-Paley inequalities. Let A be a compact subset of R d \ {0} and let {ζ k } be a bounded family in C ∞ , so that all ζ k are supported in A.
and for all ℓ 2 valued functions
Proof. Since |x| −2γ is an A 2 weight for −d/2 < γ < d/2 the LittlewoodPaley inequalities hold for the weighted L 2 (|x| 2γ dx) spaces, i.e. forK γ,2
2 . The case for general q follows by real interpolation.
Reduction to the case of homogeneity β = 1. In the proof of our main theorems we may assume β = 1. This follows from writing h(ρ(ξ)) = h β (ρ(ξ) 1/β ) with h β (s) = h(s β ) and the following lemma.
for k = 0, 1, 2, . . . , by straightforward computation. The corresponding inequality for Besov spaces B 2 α,q for all α > 0 follows by real interpolation.
Proof of Theorem 1.2
In what follows we shall assume β = 1, as we may by the last subsection in §3.
The basic decompositions. Let h ∈ B 2 α,q ′ (R) be supported in (1/2, 2) and let η be a C ∞ function, supported on (1/8, 8) 
Let ζ 0 ∈ C ∞ (R) be supported in (−1, 1) such that ζ 0 (r) = 1 for |r| ≤ 1/2 and let, for j ≥ 1, ζ j (r) = ζ 0 (2 −j r) − ζ 0 (2 −j+1 r). Define
. . , and
. We first note that for large j the Fourier transform of η(ρ(·))V j h(ρ(·)) is concentrated on an annulus of width ≈ 2 j . By assumption, there is c 0 ∈ N so that
Lemma 4.1. Let K j,s be defined by K j,s (ξ) = η(ρ(ξ))V j h(ρ(ξ)/s). Then for j = 0, 1, 2, . . . , and 1/2 ≤ s ≤ 2,
Proof. First observe that V j h 1 2 j h ∞ . We write
and observe that, for ξ ∈ supp(η • ρ),
Multiple integration by parts in ξ yields the asserted estimate.
Let χ l be the indicator function of the annulus A l . The above lemma suggests to estimate the maximal square-function (19) 
For the second term we can reduce to straightforward L 2 estimates for which the weight plays little role. The first term requires the condition h ∈ B 2 α,s but we get a bound even for
We prove these propositions in the following two subsections.
Estimates for M 1 . We localize both on the function and the operator sides. The basic estimate is Lemma 4.4. Let 1 < b < d and 1/2 < α < d/2. Let V j be as in (20) and
For k ∈ Z, m ∈ Z, and n ≥ −c 0 ,
Proof. On the support of χ m−k we have |x| −2α ≈ 2 (k−m)(2α−b) |x| −b and by Minkowski's inequality
where we have applied Proposition 3.3. The last displayed quantity is equal to
dy) and the asserted inequality follows if we use this in (26).
Then the corresponding estimate with Λ 
By integration by parts, the inner integral is ≤ C N 2 −jN |ρ − u| −N −1 and since h is supported in [ 
Proof of Proposition 4.2 for
Then, by Minkowski's inequality,
We use the estimate
which holds for all q ≥ 1 and all α ∈ R and is obvious from the definition of theK −α,q 2 spaces. We now choose b 1 , b 2 such that 1 < b 1 < 2α and 2α < b 2 < d. From (28), (29) and Lemma 4.4 we get
Now the proof is concluded by Lemma 4.5 and estimating (with
Proof of Proposition 4.2 for q ≤ 2. Again we work with (27), use (28), (29) for q = 2 and Lemma 4.4 to get
, with E b,n,k as in (30), and b 1 ∈ (1, 2α) and b 2 ∈ (2α, d). Again we apply Hölder's inequality and get, for fixed m, n,
and since now q ≤ 2 we may use Minkowski's inequality and estimate this by
For the estimation of (
we use a standard imbedding estimate.
Proof. By scaling it suffices to prove this for k = 0. For g supported in (1/2, 2) and I = [1/2, 2],
as one can see by applying the fundamental theorem of calculus to g 2 . Since
, the assertion follows.
Proof of Proposition 4.3.
From Lemma 4.6 we get, considering the supports of the functions χ −k+l and χ −k+l ,
From Lemma 4.1 we get
and since |x| −2α is an A 2 weight for |α| < d/2 the estimate
follows from standard results (see ch. IV in [10] ). Proposition 4.3 follows by combining the estimates for { M k 2,j } and {N k j }.
Proof of Theorem 1.2. By (19), the decomposition described in §4 and Propositions 4.2 and 4.3 we have the estimates
where the P k are suitable Littlewood-Paley operators as used in Lemma 3.5, satisfying L k P k = L k . We conclude by an application of the first inequality in Lemma 3.5.
Conclusion of other proofs
Proof of Theorem 1.4. (i) and (ii) are equivalent by duality.
2 , with operator norm independent of t, by the homogeneity of ρ and scale invariance. Test T t on Schwartz functions of the form ϕ • ρ to derive the condition (iii).
Finally if (iii) holds, let χ ∈ C ∞ (R) be supported in (1/2, 2) so that 
We finish by applying both Littlewood-Paley inequalities in Lemma 3.5.
Proof of Corollary 1.3. Given Theorem 1.2 this is a standard argument. De-
We need to show lim t→∞ S t f (x) = 0 a.e. on U R = {x : R −1 ≤ |x| ≤ R}, for every R > 2. For this it suffices to show that for every r > 0, ε > 0 we have
It is easy to see that for any Schwartz function g we have lim t→∞ S t g(x) = 0 uniformly on compact sets. Let σ = max{q, 2}. Given any Schwartz function g the left hand side of (32) can now be estimated by meas{x ∈ U R : lim sup
If we combine Theorem 1.2 with Lemma 3.1 we get
The implicit constants in these estimates are independent of g. Since S is dense in L p,q we may find g ∈ S to make the last expression as small as we wish, and (32) follows.
Proof of Theorem 1.1. Let χ ∈ C ∞ 0 supported in (1/2, 2) and equal to 1 in a neighborhood of 1. We have h λ,γ (ρ/t) f (ξ) = T t f (ξ) + S t f (ξ) where T t is defined by by T t f (ξ) = (1 − χ(ρ(ξ)/t))h λ,γ (ρ(ξ)/t) f (ξ). The maximal function sup t |T t f | is controlled by the Hardy-Littlewood maximal function and it is standard that lim
α,∞ . By Corollary 1.3, S t f (x) → 0 a.e. for f ∈ L p,q . This proves the theorem.
The square-function estimate
We now give a proof of Theorem 1.5. Let ρ ∈ C ∞ 0 (R d ) be homogeneous of degree 1, with ρ(ξ) > 0 for ξ = 0. We aim to prove, for 1/2 < α < d/2,
A change of variables shows that (33) implies Theorem 1.5. Let η 0 ∈ C ∞ 0 be supported on (−5/6, 5/6) and equal to 1 on (−3/4, 3/4). By standard weighted norm estimates for vector-valued singular integrals we have
for all α > 0, β > 0 and −d < b < d. Thus it suffices to prove
for η 1 ∈ C ∞ supported in (3/4, 5/4). By Littlewood-Paley theory for the spaces L 2 (|x| −2α dx) and scaling it suffices to prove the analogous inequality in the t-localized case for which in the last display the integral over R + is replaced by the integral over [1, 2] . We observe also that, with η 2 ∈ C ∞ c (0, ∞),
where g α ∈ L 2 β for all α > 0, β > 0. Thus, by an elementary inequality for vector valued operators it suffices to prove that for 1/2 < α < d/2 F −1 η(ρ)ς(t)(t − ρ)
here ς is a compactly supported C ∞ function. By applying Plancherel's theorem in t the preceding inequality follows from (34)
with A τ as in (17) 
f L 2 (|x| −2α dx) . Since |x| −2α is an A 2 weight, it is immediate that
f L 2 (|x| −2α dx) .
For the main term we use α > 1/2 and estimate Thus (36) is proved.
