We tabulate prime knots up to four crossings and propose a tabulation up to five crossings in the infinite family of lens spaces L(p, q). As a side product we tabulate knots in the solid torus up to four crossings and propose a tabulation up to five crossings. For the solid torus we also establish which prime knots are amphichiral.
Introduction and preliminaries
So far knots have been tabulated up to a certain number of crossings only for a handful of spaces: the 3-dimensional Euclidean space R 3 [1] , the projective space RP 3 [6] , and the solid torus T [3] , the latter being tabulated only up to a so-called flip. In the following sections we append the infinite family of lens spaces L(p, q), 0 < q < p, GCD(p, q) = 1 to this modest list.
By the standard inclusion i : T → L(p, q) (see Section 2) each knot k : K → T defines a knot i • k : K → L(p, q). Thus, for each L(p, q) a subset of prime knots in T yields the knot table in the lens space. The method of providing the knot tables is straightforward: for the given space we generate all knot diagrams up to n crossings and classify them by ambient isotopy. The minimal diagram of each class represents an entry in the knot table. The classification itself has been made by computer [2] , the algorithm is presented in Section 4, the final results are presented in Section 5.
We start of by defining knot diagrams used in the knot tables and overview knot invariants used to detect inequivalent knots, namely the Kauffman bracket skein module and the HOMFLYPT skein module. B. Gabrovšek: FME, University of Ljubljana, Aškerčeva 6, 1000 Ljubljana, Slovenia; e-mail: bostjan.gabrovsek@fs.uni-lj.si
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Let K be a knot in the solid torus T = A × I, with A being an annulus (Figure 1(a) ). A punctured disk diagram of a knot K is the regular projection of K on A, keeping the information of over-and undercrossings (Figure 1(b) ).
We resolve the inconvenience of drawing the annulus by making a dot (a puncture) in the region of R 2 ⊃ A that bounds the inner component of ∂A and assume that the outer component of ∂A lies in the unbounded region of R 2 ( Figure 1(c) ). We call the dotted region the 0-region and the unbounded region the ∞-region. The Reidemeister moves of a punctured disk diagram correspond to the classical Reidemeister moves Ω 1 , Ω 2 , and Ω 3 (Figure 2 ), except that we cannot perform any move through the puncture. 
Knots in L(p, q)
The lens space L(p, q), 0 < q < p, GCD(p, q) = 1 is the glueing of two solid tori T 1 and T 2 together by their boundary via the homeomorphism h p,q : ∂T 1 → ∂T 2 that takes the meridian of ∂T 1 to the (p, q)-curve on ∂T 2 (see Figure 3 as an example). To construct a diagram of a knot K in L(p, q) we first isotope K into the first component T 1 and project it to the annulus A of T 1 = A × I. Such a diagram corresponds to the punctured disk diagram of a knot in T 1 3 .
We equip these diagrams with an additional Reidemeister move SL p,q also known as the slide move [4] or the band move [5, 10] . This move arises from the gluing of h p,q and is presented in Figure 4 . One can visualize the move by sliding an arc of the knot over the meridional disk of T 1 glued to T 2 . Proposition 2.1 (Hoste, Przytycki [9] ). Two punctured disk diagrams represent the same link in L(p, q) if and only if one can be transformed into the other by a finite sequence of Reidemeister moves Ω 1 , Ω 2 , Ω 3 , and SL p,q .
In the classification skein modules are used to distinguish inequivalent knots. Our primary invariant is the Kauffman bracket skein module (KBSM). For pairs of knots where the KBSM fails to detect inequivalences, we use a stronger invariant, the HOMFLYPT skein module (HSM).
Let M be an oriented 3-manifold and let L fr be the set of isotopy classes of unoriented framed links in M . Let R = Z[A ±1 ] be the ring of Laurent polynomials in A and let RL fr be the free R-module generated by L fr . Let S 2,∞ be generated by the expressions: (framing relator) where , , and are classes of links with representatives that are identical outside a small 3-ball but look like the indicated diagrams inside it, here blackboard framing is assumed.
The Kauffman bracket skein module S 2,∞ (M ) is RL fr modulo S 2,∞ . Proposition 2.2 (Turaev [20] ). S 2,∞ (T ) is freely generated by an infinite set of generators
, where x n , n ≤ q is a parallel copy of n longitudes of T and x 0 is the affine unknot. Proposition 2.3 (Hoste, Przytycki [9] ). S 2,∞ (L(p, q)) is freely generated by {x n } p/2 n=0 , where x n , n > 0 is a parallel copy of n longitudes of T ⊂ L(p, q) and x 0 is the affine unknot.
If, for a given manifold M , the basis of the KBSM is known, we denote by KBSM M (K) the expression of [K] ∈ S 2,∞ (M ) written in terms of a fixed basis.
Let K be the mirror of the knot K. It follows directly from the Kauffman relator that
is the knot obtained from K by twisting the framing of K by a full positive twist, it follows from the framing relation that
The HSM is a much stronger invariant than the KBSM and much more difficult to compute. The HSM has been calculated for the solid torus and recently for the family of lens spaces L(p, 1) [4] 4 .
Let M again be an oriented 3-manifold and let L or be the set of isotopy classes of oriented links in M to which we also add the empty knot ∅.
] be the ring of Laurent polynomials in variables v and z, and let RL or be the free R-module generated by L or . Let S 3 be generated by the expression:
We also add to S 3 the expression involving the empty knot:
The HOMFLYPT skein module S 3 (M ) is RL or modulo S 3 . 4 In contrast to the HSM, the KBSM has been a widely studied knot invariant, see for example [17, 13, 14] . Proposition 2.4 (Turaev [20] ). S 3 (T ) is freely generated by an infinite set of generators B = {t
. . , i s ∈ N} ∪ {∅}, where ∅ is the empty knot. For k > 0, t k is the oriented knot in T representing k in π 1 (T ) ∼ = Z that has an ascending diagram with k − 1 positive crossings. For k < 0, t k is t |k| with reversed orientation.
For example, t 3 and t 3 t −1 are presented in Figure 5 .
Figure 5: Two generators of S 3 (T ).
is freely generated by an infinite set of generators B p = {t
, i 1 , . . . , i s ∈ N} ∪ {∅}, where ∅ is the empty knot and t k are knots with diagrams equal to those in Proposition 2.4.
Empirical evidence suggests that S 3 (L(p, 2)) is also free with the same basis as L(p, 1)
5 . We state the following conjecture. Conjecture 2.1. S 3 (L(p, q)) is freely generated by an infinite set of generators B p = {t
Having fixed a basis of S 3 (M ) and having a knot K ⊂ M we denote by HSM M (K) the expression of [K] ∈ S 3 (M ) written terms of the basis.
Gauss codes
This section will prepare us for Section 4: we describe the computer data structure for storing knot diagrams and take a closer on how these diagrams are manipulated.
Knot notation
Knot notations have been developed to describe knot diagrams in a way that the knot can be reconstructed from the notation up to isotopy. Out of various notations, the Gauss code is perhaps the most uninvolved one and is therefore one of the most suitable notations for storing and processing knots by computer.
A Gauss word of length n is a word on the alphabet {±1, ±2, . . . ± n}, where each letter appears exactly once.
Let D be a diagram of a knot in S 3 with n crossings. The Gauss word of length n associated with D is obtained by the following steps [7] :
1. Enumerate the crossings of D from 1 to n. 3. Starting with an empty word, travel from the initial point back to it according to the orientation, appending the letter k to the end of the word when passing through an overcrossing and the letter −k when passing through an undercrossing.
In general we can reconstruct a knot from its associated Gauss word only up to its mirror image, but having the knowledge of the knot's crossing signs enables us to reconstruct the knot completely. Each crossing of a diagram D can be assigned its corresponding crossing sign according to the right-hand rule illustrated in Figure 6 . The Gauss code of a diagram D is the Gauss word of D followed by the sequence of crossings signs in the order of the enumeration, see Figure 7 as an example. A Gauss code that does not realize a knot is called nonrealizable [12] .
We extend the Gauss code to a code of a knot in T . Let D be a punctured disk diagram of a knot K ⊂ T . We specify a region by a subset of arcs enumerated in the direction of the orientation, starting with arc 0 positioned right after the first crossing.
An extended Gauss code is a Gauss code followed by two sequences: the arcs bounding the 0-region and the arcs bounding the ∞-region, see Figure 8 . We will omit the word "extended" if the variant of the Gauss code will be evident from the context. We introduce a total order on the set of (extended) Gauss codes. The order is the lexicographical order obtained by considering in turn:
1. the length of the Gauss code n, 2. the lexicographical ordering 1 < −1 < 2 < −2 < . . . < n < −n of the Gauss word, 3. the lexicographical ordering + < − of signs, 4. the lexicographical ordering 0 < 1 < 2 < . . . < 2n − 1 of the arcs bounding the 0-region, 5. the lexicographical ordering 0 < 1 < 2 < . . . < 2n − 1 of the arcs bounding the ∞-region.
If W and W are two Gauss codes that represent the same knot and W < W , we say that W is a reduction of W . A Gauss code that allows a reduction is called reducible.
For example, the Gauss code calculated in Example 8 is reducible, since, if we choose the initial point on arc 1, the Gauss code of the diagram becomes 1 -2 3 -4 2 -1 4 -3, ++--, 1 3 6, 2 5 7.
Reidemeister moves
The classification algorithm uses Reidemeister moves to determine the equivalences of knots. We overview how a Reidemeister move is performed by computer, that is, how a Reidemeister transformation on the diagram changes the Gauss word. All equivalences below are considered up to cyclic shifts. Gauss subwords are denoted by A, B, and C, individual letters are denoted by i, j, and k.
An Ω 1 move is a creation or removal of a kink:
An Ω 2 move creates or removes two adjacent crossings and has one of the following forms:
An Ω 3 move permutes the crossings involved in the move and has one of the following forms:
In order to optimize the number of moves needed to find equivalent knots, we also add the flype in our collection of moves. A flype is a local transformation of a knot diagram where we flip a 2-tangle as depicted in Figure 9 . We only consider flypes where the strand enters and exits the same side of the 2-tangle U involved in the flype, since such a move is relatively easy to perform on the Gauss code, but otherwise involves a large sequence of Reidemeister moves. U ∼ U Figure 9 : A flype.
Let the Gauss code W be W where all the letters multiplied by −1 and keeping the same crossings signs. A flype has the following effect on the Gauss word:
where W and W are subwords such that W W consists only of double letters (up to signs). The letters in W W correspond to crossings inside the flipped tangle U and i is the crossing at which the flype is performed.
A meridional rotation of T is the isotopy obtained by rotating each meridional disk in T by π. We also add this operation to our collection of moves. Applying a meridional rotation on a diagram has the effect of multiplying each letter in the Gauss word by −1:
Note that the meridional rotation also switches the 0-region and the ∞-region.
The classification algorithm
In this section we first describe the algorithm that enables us to classify knots in the solid torus up to n crossings and then describe the steps needed to classify knots in L(p, q). The classifications will provide us with the desired knot tables.
We call a knot K ⊂ M affine if it lies inside a 3-ball B 3 ⊂ M . We will classify nonaffine knots, since affine knots agree with those in S 3 and have already been classified in various knot tables such as [1] . A knot that can be expressed as a connected sum of non-trivial knots is called prime. We also only classify prime knots, since the connected sum decomposition is unique [19] .
Classifying knots in the solid torus
In order to classify knots in the solid torus T with at most n crossings, we use the following steps:
1. Find all possible realizable Gauss codes having length at most n.
Partition the codes by a common, strong enough knot invariant (the KBSM).
3. Remove Gauss codes that realize connected sums. 4 . Consider the first knot in each partition as prime.
5. For all knots not marked as prime systematically perform Reidemeister moves, flypes and meridional rotations until they are reduced.
We describe the steps in more detail.
Step 1. Finding all realizable Gauss codes.
Since there is a large number of Gauss codes of knot diagrams in T with at most five crossings (see Table 1 ), we can generate only the Gauss codes that will produce all unique knot diagrams.
A Gauss code is in its canonical form if it cannot be reduced by any combination of the following operations:
• renaming the letters of the Gauss code (this corresponds to renaming the crossings in D),
• a cyclic shift of the Gauss code (this corresponds to choosing an initial point in D),
• reversing the Gauss code (this corresponds to reversing the orientation of D),
Note that a knot diagram can be uniquely represented by the canonical form of its Gauss code.
We start off by generating all Gauss codes in the lexicographical order. If, in this process, a Gauss code W is not in its canonical form, we can eliminate W as a Gauss code of a prime knot candidate, since the reduction of W already exists in the list of candidates generated beforehand. At this step we also eliminate not-realizable codes by using, for example, methods described in [11, 12] .
The number of Gauss codes up to a length of 7 is presented in Table 1 : the first row of the table is given by the formula N = (2n)! · 2 n , other rows are determined experimentally. At this step we also eliminate diagrams that:
• the 0-region and the ∞-region coincide (affine knot),
• the 0-region and the ∞-region are adjacent (the sum of an affine knot and the nonaffine unknot). An exception is the non-affine unknot which we must count.
Step 2. Partitioning the knots that share the KBSM. Let W be the set of all Gauss codes (i.e. diagrams of knot candidates) calculated in Step 1. We partition W into partitions P 0 , P 1 , . . . , P m , so that all codes in P i share the same KBSM (i.e. are in the same equivalence class in S 2,∞ (T )).
Step 3. Removing Gauss codes that represent connected sums. The KBSM detects connected sums in the sense that
Let K be the realization of W , if KBSM M (K) is divisible by the KBSM of any affine knot with at most n crossings, where n is the length of W , then K is a candidate for a connected sum. In our case it turns out that all such "divisible" Gauss codes represent connected sums -this is verified by printing out all of the connected sum candidates and verifying that they are indeed composites by hand.
Step 4 is trivial, so we continue with Step 5.
Step 5. Finding isotopic knot diagrams. A brute-force algorithm for performing all possible Reidemeister moves up to a certain depth would need a lot of computer power to finish, thus we describe the steps made to optimize this part of the algorithm.
The key observation was already made in Step 1: we can eliminate Gauss codes that allow a reduction. Take each Gauss code in W not marked as prime by Step 4 and systematically perform Reidemeister moves, flypes, and meridional rotations up to a depth d ∈ N. We do this using a breadth-first search algorithm using d + 1 binary search trees B, B 0 , B 1 , . . . , B d (a BST is a computer data structure that realizes an ordered set). In B we store all knots after performing Reidemeister moves and in B i we store the knots after Reidemeister moves, and put them into their canonical form. Insert all these new Gauss codes into B, if an insertion of a code is successful, insert it also into B i . A successful insertion of an element into a BST means that it is a new element in the set.
3. If W = min(B), W has been reduced and is therefore not considered as prime.
The advantage of using a breadth-fist algorithm is obvious: if less than d Reidemeister moves are required to reduce a code, the algorithm will finish before reaching the depth of d (as opposed to a depth-first algorithm that could perform d Reidemeister moves even if less than d moves are needed). We use binary search trees for two reasons:
1. Binary search trees realize sets, so two equal codes will never be processed simultaneously. Since B stores all the codes that appear during the process, an unsuccessful insertion means that the code has already been encountered in the past.
2. We only use the operations of inserting elements, retrieving elements in order and retrieving the minimal element of a BST. The time complexities of these operations lie in our favor: insertion of an element into s BST is logarithmic time O(ln n), retrieving elements in order and finding the minimal element are both constant time O(1).
The other observation that improves the performance of the algorithm lies in the fact that most of the moves Ω 1 and Ω 2 are redundant. For example, creating d kinks in a row would be pointless. Also, for a given diagram, there are in general considerably more crossing-increasing Ω 1 and Ω 2 moves than there are crossing-decreasing Ω 1 and Ω 2 moves, Ω 3 moves, flypes and meridional rotations, together. An experimentation process on a small portion of the table determined that the best ratio of non-increasing Reidemeister moves and (increasing or non-increasing) Reidemeister moves is 2:1. The best results (speed vs. successful reductions) are achieved by making an arbitrary Reidemeister move only every third step 6 , at depth d ≡ 1 (mod 3).
Since there is a well defined mirror operation in T (i.e. reflection through A × { } of T = A × I), we can also establish which knots in T are amphichiral. Detecting amphichirality is easy: a knot K is amphichiral if the mirror K belongs to the same partition as K.
The above process works for all knots up to four crossings. For five crossings there are a few partitions left with two elements. We deal with these exceptions in Section 5.
Classifying knots in L(p, q)
As seen in Section 2, a punctured disk diagram of a knot in L(p, q) can be thought of as a punctured disk diagram in T accompanied by the additional slide move SL p,q .
The algorithm for classifying knots in L(p, q) is therefore the same as the one for T , except that we add the SL p,q move to the set of Reidemeister moves and we only search for prime knots within the set of prime knots of T .
Again the algorithm works only for knots up to four crossings. We deal with the exceptions with five crossings in the following section.
5 The results
Solid torus
The number of non-affine prime knots in the solid torus up to n ≤ 5 crossings is presented in Table 2 . The knot table is presented in Appendix A. The KBSMs are calculated in Appendix C. It is evident from the Gauss codes that the diagrams of 5 26 and 5 27 differ only by switching the 0-region with the ∞-region, i.e. they are flips of each other in the language of [3] .
Let us consider the pair 5 26 , 5 27 in more detail. An oriented knot K ⊂ T naturally corresponds to a two-component oriented link L(K) ⊂ S 3 with one trivial component, the extra trivial component being the meridian of ∂T [8, 5] . The knot 5 26 and its corresponding link L(5 26 ) are presented in Figure 10 . Since 5 26 and 5 27 are flips, the links L(5 26 ) and L(5 27 ) differ by reversing orientations of both components of the link, i.e. it holds that L(5 26 ) = −L(5 27 ). A link with the property that reversing both components yields the same link is called an invertible link. We therefore transfer the question of the inequivalence of knots 5 26 and 5 27 to the question of non-invertibility of L(5 26 ). Non-invertibility is a very difficult question in knot theory and only few examples of such links have been found so far [21, 22] . • A breadth-first search with up to 50 non-crossing-increasing Reidemeister moves mixed with up to six crossing-increasing Reidemeister moves.
• A two-direction breadth-first search of the above, i.e. making the Reidemister moves of 5 27 and 5 26 simultaneously and checking if there is a non-empty intersection.
• Making up to 30.000 random Reidemeister moves of the diagram 5 26 and 5 27 , reducing the resulting diagrams to a diagram with 5 crossings; this process was repeated several thousand times with the knots not turning out to be equal,
• If we denote the knotted component of L(5 26 ) by K 1 and the trivial component by K 2 , the inversion φ :
−1 exists, so we cannot conclude anything about the non-invertibiliy of L(5 26 ) using methods of Whitten.
Considering the arguments above, we state the following conjecture: Conjecture 5.1. Knots 5 26 and 5 27 are not equivalent in the solid torus.
Note that Conjecture 5.1 also implies 5 26 = 5 27 .
Lens spaces
We tabulate non-affine prime knots in the lens spaces L(p, q), p ≤ 12 and argue that for p > 12 the table agrees with that of the solid torus. Up to homeomorphism there are exactly 19 lens spaces with p ≤ 12:
The winding number wind (K) of a knot in K ⊂ T is the integer [K] ∈ π 1 (T ) ∼ = Z, or equivalently, the integer [D] ∈ π 1 (R 2 \ {·}) ∼ = Z where D is a diagram of K lying in the punctured plane. Proposition 5.1. Let i : T → L(p, q) be the standard inclusion of the solid torus T in the lens space L(p, q). If two knots K 1 and K 2 with at most n crossings have distinct KBSMs in T , then the knots i(K 1 ) and i(K 2 ) have distinct KBSMs in L(p, q), p ≥ 2(n + 1).
Proof. Since a knot K ⊂ T that allows a diagram D with n crossings has the winding number bounded by |wind (K)| ≤ n + 1 (D can go up to (n + 1) times around the puncture and thus needs n crossings to complete the circle), it holds that KBSM T (K) = n+1 i=0 A i x i , for some A i ∈ R. Since p ≥ 2(n + 1) ⇒ p/2 ≥ n + 1 and the generators
That is, the knots K and i(K), although lying in different spaces, have an equal KBSM expression.
A similar proposition can be made for the HSM. Proof. Since the generators {t , 1) ) are induced by the inclusion of the generators of S 3 (T ), by the same arguments used in Proposition 5.1 and by the fact that p > 2(n + 1) ⇒ p 2 > n, we conclude that the expression HSM T (K) is equal to the expression HSM L(p,1) (i(K)).
Using the same argument as above we get from Conjecture 2.1 the following corollary: Conjecture 5.2. Let i : T → L(p, q) be the standard inclusion of the solid torus T in the lens space L(p, q), q > 1. If two knots K 1 and K 2 with at most n crossings have distinct HSMs in T , then i(K 1 ) and i(K 2 ) have distinct HSMs in L(p, q), p > 2(n + 1), q > 1.
The number of non-affine prime knots up to five crossings in L(p, q) is presented in Table 3 . The subset of knots from the knot table of the solid torus in Appendix A that are either reducible, affine, or composites in L(p, q) are tabulated in Appendix B. Note that we also tabulate the mirrors, since there is no well-defined mirror operation in L(p, q). The KBSMs of the knots can be calculated by substitutions described in the second part of Appendix C.
Since the KBSMs are unique for all knots up to four crossings in T and all knots up to four crossings in L(p, q), p < 10, we conclude by Proposition 5.1 that the KBSM distinguishes these knots in all lens spaces L(p, q). Remark 5.1. There are several irreducible knots that are excluded from the knot tables of the lens spaces: Table 3 : Number of non-affine prime knots in L(p, q) with up ot 5 crossings. • In L(2, 1): the knot 1 1 is the affine unknot, the knot 5 24 is the affine trefoil, and the knot 5 77 is a connected sum with the affine trefoil.
• In L(3, 1): the knot 2 3 is the affine unknot.
• In L(4, 1): the knot 3 6 is the affine unknot.
• In L(5, 1): the knot 4 24 is the affine unknot.
• In L(6, 1): the knot 5 85 is the affine unknot.
In Table 4 we present inequivalent knots that are not distinguished by the KBSM; for p = 1 all but the pairs 5 26 , 5 27 and 5 26 , We point out that Conjecture 5.3 is a corollary of Conjecture 2.1.
We also point out that Conjecture 5.3 also applies to the case of L(5, 2) since 3 6 is a reduction of 4 23 and 5 75 is a reduction of 5 76 (see Appendix B).
Summary
For the solid torus T the knot table up to 4 crossings is constructed. For knots with 5 crossings we conject that 5 26 = 5 27 and propose the knot table up to 5 crossings in Appendix A.
For lens spaces L(p, q), 0 < q < p, GCD(p, q) = 1 the knot tables are presented as the knot table for T minus the knots on the left-hand side of the equivalences in Appendix B. We have shown that the tables hold for knots with 4 crossings and have conjected about the unresolved knots with 5 crossings, which are evident from Legend: * -amphichiral knot -conjecture
Appendix B: Equivalences of knots in lens spaces 
