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Abstract

Ferroelectric materials are a type of multifunctional material that exhibit spontaneous polarization
reversable by the application of an electric field. They are used in many technologies such as ferroelectric
RAM (FeRAM), piezoelectric devices, RFID chips, and capacitors. However, the most commonly used
ferroelectrics are often made with rare, expensive elements and are not environmentally friendly. For
example, many prototypical ferroelectrics contain elements such as lead, zirconium, and titanium. As
technology grows more advanced, there is a need to discover or manufacture cheaper ferroelectrics and to
make them less impactful on human health and the earth as a whole. We set out to determine some
potential alternatives to inorganic ferroelectric perovskites and to predict their structural, electronic,
electric, and energy converting properties. Addtionally, we address some issues with computational
methodologies that are used to study inorganic ferroelectrics before they can be applied to hybrid
organic-inorganic ferroelectric perovskites.
First, we investigate the energy converting property of the antiferroelectric PbZrO3 . Specifically, we
investigate its electrocaloric effect, which is the the reversible change in temperature under adiabatic
application of an electric field. We begin by applying the direct and indirect methods to predict the
electrocaloric effect for lead zirconate for a range of temperatures. The direct method is an NVE simulation
which allows the temperature to change under the application of an electric field, and therefore, the
electrocaloric effect can be directly measured by this change temperature. We use the direct method to
predict the electrocaloric effect in antiferroelectrics with the phase competition. We predict a large
electrocaloric effect in the region of the ferroelectric-antiferroelectric phase transition, as well as the
coexistence of positive and negative electrocaloric effect that is tunable by the application of an electric
field. Additionally, we predict a large electrocaloric effect in the vicinity of lossless polar-antipolar phase
transition. We also find that phase switching with hysteretic losses causes irreversible heating and is
explained via thermodynamics. The indirect method is used in experiment and numerically integrates the
Maxwell equation to calculate the electrocaloric effect. To simulate these conditions, we use adiabatic and
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isothermal Monte Carlo computations, which use a weighted random walk method within the Monte Carlo
technique and statistical mechanics to solve for the equilibrium properties of a system. However, there are
various controversies associated with it such as the inability to identify the true value of the electrocaloric
effect which is different for the polar and antipolar states which we aim to address. Finally, we determine
the potential of antiferroelectric lead zirconate for its ability to be used successfully in solid-state
refrigeration cycles. We test a refrigeration cycle using direct simulations that tames the irreversible
heating and is shown to outperform convention cycles that are based on only fully reversible regions.
We notice however that in these simulations the coercive field is overestimated and we had to rescale
our results by a factor of 4.2 in order to bring our results in line with experiment. An effective Hamiltonian
is a model of the energy of a ferroic and which reproduces the static and dynamical properties of a
perovskite ferroelectric, including accurately capturing the phase transitions in a material. However,
computations often overestimate the coercive electric field for inorganic ferroelectrics. This is primarily
due to the fact that defects are neglected in computations but are inherent within experiment. We
investigate various potential causes of this overestimation using the lead titanate and determine what may
be added to computations that would bring our predictions in line with experimental findings without
greatly increasing computation time and cost. In fact, we find that the depolarizing field and the
development of polar domains are the main reason for the mismatch.
Another issue with the effective Hamiltonian is that the Curie temperature is often underestimated. It
is believed that the issue originates in density functional theory computations which are used to
parameterize the effective Hamiltonian. Density functional theory solves the time-independent Schödinger
equation using the Kohn-Sham approximation and the Hohenberg-Kohn theorems. The Kohn-Sham
equation includes the kinetic energy, potential energy from the electron-nuclei interactions, Hartree
potential which is the energy from the Coulombic interactions between electrons, and the
exchange-correlation potential whose exact solution is unknown. We know that effective Hamiltonians that
are parameterized using different exchange-correlation potentials can yield different predictions of the
Curie temperature. From this knowledge, we screen ten relatively new functionals from the Minnesota
suite that, for the most part, have not been used previously to predict the structural properties and
polarization of inorganic ferroelectric perovskites; specifically, we test them on lead and barium titanate.
We had hoped to find one functional that would predict the energy well and polarization similar to the
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values obtained in experiment. However, we find that the results of the functionals are material dependent
but we find a few that predict these better than the popular functionals.
The first half of this work is dedicated to the study of conventional ferroelectrics, including their
energy converting and electrical properties, and using them with the aim to find solutions to some failings
of our computational methodologies. However, the previous studies all include the material PbTiO3 which,
due to it inclusion of lead, is toxic and is relatively expensive due to its inclusion of titanium. Thus, we
investigate emerging alternative to these conventional inorganic ferroelectrics. Recently, there have been
theoretical predictions showing that inverse-hybrid perovskites (IHP) may be a promising new
ferroelectric. These novel materials may hold the key to cheap, environmentally friendly ferroelectric
technologies. Since IHPs have just been predicted, their properties are mostly unknown. Computations
provide a fast, reliable, and inexpensive way to study their properties. However, there needs to be a
methodological framework developed to investigate them computationally in order to address their unique
problems. We investigate one IHP, specifically (CH3 NH3 )3 OI, using density functional theory and was
predicted to have a large spontaneous polarization from recent first-principles computations. We propose a
route to predict the structural and electrical properties, including the polarization, polarization reversibility,
and the associated coercive field for hybrid organic-inorganic perovskites. Within this route, a polarization
reversal path is constructed which models experimental approaches. Along this polarization reversal path,
we identify competing ground state structures. We also predict the piezoelectric stress and strain constants
and elastic moduli, as well as the polarization response to epitaxial strain.
In the last study, we investigate another emerging alternative for conventional ferroelectrics, hybrid
inorganic-organic perovskites, which have the same chemical formula ABX3 but contain one or more
organic molecules which can be placed on any of the sites. Unlike IHPs, hybrid perovskites are found in
nature and have been synthenized succesfully for over a decade. They are of interest because of the large
variety of organic molecules that can be placed in the perovskite framework. The formate family of
hybrids, where a formate molecule is placed on the X-site, need further investigation. However, there are a
large number of formate hybrids that need further investigation. We choose formate perovskites that have
been grown experimentally to investigate further using density functional theory. We predict the structural
parameters and polarization of nearly 20 hybrid perovskites. We also compute the piezoelectric coefficients
for a few of them. To our knowledge, we do not know of any predictions of the piezoelectric constants for
the selected hybrids, allowing our study to fill in this gap.
x

This work aims to develop and employ computational techniques in order to study conventional and
emerging ferroelectrics. We aim to achieve a fundamental atomistic understanding of conventional and
emerging ferroelectrics, as well as to predict their structural, electrical, electronic, and energy converting
properties. Finally, we use computations to explore and propose novel functionalities of conventional and
emergent ferroelectrics.
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Chapter 1
Introduction

1.1

Ferroelectrics and Antiferroelectrics
Ferroelectric (FE) materials are materials that exhibit spontaneous polarization which is reversible

by the application of an external electric field [1]. When no electric field is applied, ferroelectrics often
have non-zero polarization due to the alignment of electric dipoles [1]. Ferroelectrics also must have
reversible polarization under the application of an electric field which can be switched from a positive to a
negative orientation [1]. Without reversibility, a material cannot be classified as a ferroelectric [1]. When
the polarization is graphed as a function of applied electric field E(P), ferroelectrics in their ferroelectric
state generally exhibit a characteristic electric hysteresis loop [1]. Without an observed hysteresis,
ferroelectricity cannot be verified [1].
(a)

(b)
Psat

Psat

Pr

Ec
Ec

Ec

O

O
Ec

Ec
Ec

Psat
Psat

Pr

Figure 1-1. Example of a) ferroelectric hysteresis loop and b) antiferroelectric double hysteresis loop. The
saturation polarization Psat , remnant polarization Pr , and coercive electric field Ec are indicated.
If an applied electric field yields a single hysteresis loop, it is indicative of ferroelectric behavior.
This is shown in Figure 1-1a. Note that if a ferroelectric material changes to a state which no longer
exhibits a hysteresis, it implies that the material is in its paraelectric state. The electric field at which the
polarization reverses its sign is called the coercive electric field, Ec , and is indicated in Figure 1-1a. This is
an important characteristic in ferroelectrics because it quantifies the ease of polarization reversal. For
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example, prototypical PbTiO3 has a Ec in the range of 0.053 – 0.250 MV/cm [2, 3]. In Figure 1-1, the
saturated polarization, Psat , and remnant polarization, Pr , are indicated. The saturated polarization is when
all the dipoles in the sample are aligned and the polarization within the sample can no longer increase. The
remnant polarization is when there is no longer an electric field being applied to the sample but the
polarization still persists. A ferroelectric material will have both a positive and negative value for Psat and
Pr and typically, the values have the same magnitude but with a different sign.
There is a known difference between the experimentally determined Ec and the computational one.
This is due to natural defects found in a sample that are not taken into account in simulations. In fact, the
Ec in theory and computations often overestimates the experimental values [4–7]. For example, a coercive
field of approximately 2 MV/cm was predicted for the ferroelectric phase of PbZrO3 thin films in
computationals [4]. However, the Ec measured in experiment for the ferroelectric phase of PbZrO3 films is
0.25 MV/cm [8]. In Ref. [5], a coercive field of 5 MV/cm was predicted for the ferroelectric phase of
Bi0.85 Nd0.15 FeO3 from computations. Experimentally, 0.033 MV/cm was reported for the ferroelectric
phase of Bi0.9 Nd0.1 Fe0.98 Ti0.05 O3 [9]. The computationally estimated value is more than 100 times larger
than the experimentally reported value. Ref. [6] computationally predicted the coercive field to be
0.158 MV/cm, 0.4 MV/cm, and 0.161 MV/cm for bulk BaTiO3 , PbTiO3 , and KNbO3 , respectively. For
comparison, the coercive field for BaTiO3 reported from experiment is 0.005 MV/cm [10]. Experimentally,
PbTiO3 has a Ec in the range of 0.053 – 0.250 MV/cm [2, 3]. The coercive field measured for KNbO3 is
0.016 MV/cm from experiment [11]. Note that the computational values are two orders of magnitude
greater than the experimental value for BaTiO3 , one order of magnitude or double with respect to
experiment for PbTiO3 , and an order of magnitude greater than experimental findings for KNbO3 . In
Ref. [7], a coercive field of 8 MV/cm was computationally predicted for bulk BiFeO3 . In experiment, the
coercive field is reported to be 0.015-0.019 MV/cm [12]. The computations predicted the coercive field to
be two orders of magnitude greater than the experimental value.
The two coercive fields have been termed the intrinsic Ec and extrinsic Ec . The intrinsic Ec is the
value predicted by Landau theory in a defect-free sample [13] and the extrinsic Ec is value obtained in the
presence of defects, which is typically is found to be much smaller [14]. Computaionally, the intrinsic Ec is
found from homogenous reversal of the polarization [7, 10, 15, 16]. However, in reality, domains and
defects drive the polarization switching [7, 13, 17]. For example, 90◦ polarization switching without
domain-wall motion in a BaTiO3 crystal exhibits a coercive field of 500 V/mm, as opposed to a Ec of 80
2

V/mm via 90◦ domain-wall motion [10]. Defects that effect the coercive field include the material, sample
type (ceramics or single crystal), grain size, sample thickness, temperature, orientation, and other similar
external factors [13, 18].
Not surprisingly, this difference and the mechanism of polarization reversal itself has garnered much
attention for decades [19–24]. For example, Ref. [19] experimentally investigated the polarization reversal
mechanism in (Pb0.92 La0.08 )(Zr0.60 Ti0.40 )O3 and attributed it to the alignment of domains with the applied
electric field and the 180◦ domain wall switching. Ref. [20] hypothesizes that the polarization reversal is
due to domain wall motion for BaTiO3 . In Ref. [21], the 90◦ charged domain wall motion creates charged
nanodomains at the domain boundary which reduce local polarization in Pb(Zr0.2 Ti0.8 )O3 thin film. This
study used a combination of both experiment and computational findings [21]. Similarly, Ref. [22] uses
both experiment and computations to investigate the polarization switching in PbZr0.2 Ti0.8 O3 thin films for
different film growth directions. The authors report that the switching is due to a combination of domain
wall switching, elastic strain, and domain size [22]. Ref. [23] investigated the thickness dependence of the
coercive field for PbZr0.2 Ti0.8 O3 thin films for three different growth directions which showed that as the
films became thinner, the coercive field was reduced. They also determined that the polarization reversal
mechanism in these films to be from the reduction in domain-wall energy due to the reduced tetragonality
as the thickness of the films decreased [23]. In Ref. [24], the authors reported that the formation of
nanodomains was the mechanism for polarization reversal for Pb(Mg1/3 Nb2/3 )O3 -38%PbTiO3.
The open questions are: i.) How does the polarization reversal evolve from its intrinsic limit
associated with high Ec to the extrinsic one associated with drastically lower Ec ? ii.) Is there a specific
defect that may be included in computations that will bring the predicted coercive field in line with
experimental findings? iii.) Does the extrinsic polarization reversal require domains, and does the intrinsic
one exclude them? These questions are answered in Chapter 4.
Unlike ferroelectrics, antiferroelectrics (AFEs) exhibit zero marcoscopic polarization in the absence
of the electric field due to adjacent electric dipoles pointing in opposite directions, which is called the
antipolar phase [25]. Antiferroelectrics exhibit double hysteresis loops as shown in Figure 1-1b. At zero
field, they have an antipolar phase and transition into a polar phase at one coercive electric field.

3

1.2

Perovskites
The most common ferroelectric structure is the perovskite. Perovskites were first discovered in 1839

and its structure was described in the 1930s. Since then, various other materials have been identified as
perovskites. They have the chemical formula ABX3 where A and B are cations and X is the anion.
Typically, A is a mono- or divalent metal and B is a metal with four or five valence electrons. Some
examples of prototypical ferroelectric perovskites are BaTiO3 , PbTiO3 , and SrTiO3 . Figure 1-2 shows a
schematic example of BaTiO3 .

Figure 1-2. 1 Schematic of BaTiO3 in its cubic perovskite phase showing how the atoms distort during
polarization. a) undistorted cubic perovskite structure; b) distortion of cubic perovskite when
the polarization is pointing upwards; c) the distortion of the cubic perovskite when the
polarization is pointing downward. [26]
In their undistorted (cubic) structure, perovskites are found to be paraelectric due to their
centrosymmetric structure, and thus, they do not exhibit spontaneous polarization and double well energy
landscapes. However, upon distortion of the B-X bonds, the structure becomes polar, as is seen in Figure
1-2b-c, and is in a ferroelectric phase [26]. In an ideal case, the magnitude of the distortion will be
symmetric in the up and down polarization states. Table 1-1 gives some properties of the prototypical
ferroelectric PbTiO3 in its tetragonal phase. These properties include the Curie temperature(s) Tc (K),
spontaneous polarization P (µC/cm2 ) , piezoelectric stress constants ei j (C/m2 ), piezoelectric strain
constants di j (pC/N), elastic moduli Ci j (GPa), and dielectric constants εi j /ε0 . Additionally, the table
includes the properties of PbZrO3 in its antiferroelectric orthorhombic phase.
Traditionally, these perovskites have single atoms on each site. However, by replacing either the
A-site and/or X-site atom with an organic molecules leads to the hybrid organic-inorganic perovskite.
1 From C. H. Ahn, K. M. Rabe, and J.-M. Triscone, “Ferroelectricity at the nanoscale: Local polarization in oxide thin films and
heterostructures,” Science, vol. 303, p. 488, 2004. Reprinted with permission from AAAS
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Table 1-1. The Curie temperature Tc (K), spontaneous polarization P (µC/cm2 ) , piezoelectric stress
constants ei j (C/m2 ), piezoelectric strain constants di j (pC/N), elastic moduli Ci j (GPa), and
dielectric constants εi j /ε0 for the prototypical ferroelectric PbTiO3 and antiferroelectric
PbZrO3 . Note that these values are for PbTiO3 in its tetragonal (ferroelectric) phase and for
PbZrO3 in its orthorhombic (antiferroelectric) phase. References given in the superscripts.
PbTiO3
PbZrO3
Tc (K)
760[1]
503[27]
P (µC/cm2 ) 0.57[28] , 0.75[1] , 0.9-1.00[29]
–
e15 (C/m2 )
3.9 – 4.8[30, 31]
–
2
[30,
31]
e31 (C/m )
-0.7 – 2.1
–
e33 (C/m2 )
3.4 – 5.0[30, 31]
–
d15 (pC/N)
63.8 – 69.6[30, 31]
–
[30,
31]
d31 (pC/N)
-49.9 – -22.8
–
d33 (pC/N)
136.6 – 156.4[30, 31]
–
C11 (GPa)
235.0 – 237.0[30, 31]
180.3 – 212.3[32]
C12 (GPa)
90.0 – 101.0[30, 31]
42.3 – 83[32, 33]
[30,
31]
C13 (GPa)
70.0 – 100.0
53[33]
C22 (GPa)
–
264[33]
C23 (GPa)
–
85[33]
[30,
31]
C33 (GPa)
60.0 – 105.0
158[33]
C44 (GPa)
65.1 – 69.0[30, 31]
62.6 – 75[32, 33]
C55 (GPa)
–
55[33]
C66 (GPa)
104.0[30, 31]
67[33]
[30,
31]
ε11 /ε0
101 – 130
–
ε33 /ε0
28.6 – 80[30, 31]
–
These perovskites have the same chemical formula ABX3 , but their space groups can vary widely from the
differing symmetries of organic molecules. When the A-site is replaced, the main difference between
hybrid perovskites and traditional perovskites is the existence of a metal framework which contains the
organic atom. When the X-site is replaced, the organic ligand connects the B-site atoms such that they
align along the edges of the perovskite. An example of a hybrid perovskite is shown in Figure 1-3. Since
there are a vast number of organic molecules that can be placed in either or both of the sites, there are many
compounds to explore. The advantage of computations is that we can quickly explore these materials in
search for properties such as structure, elasticity, electronic tunability, piezoelectricity, and ferroelectricity
which can help guide future experiments. Ref. [34] gives an in-depth review of research on nine different
families of hybrid perovskites where a family is classified by the molecules on the X-site. To the best of
our knowledge, there are no studies which investigate the piezoelectricity of hybrid formate perovskites. In
this work, we investigate hybrid formate perovskite, AB(HCOO)3 where formate sits on the X-site, in
Chapter 7.
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Figure 1-3. An example of a hybrid organic-inorganic perovskite whose chemical formula is
(CH3 NH3 )Zn(HCOO)3 with the space group Pnma. The carbon (brown), hydrogen (pink),
nitrogen (light blue), zinc (gray), and oxygen (red) are the atoms (color).
1.3

Inverse-Hybrid Perovskites
Inverse-hybrid perovskites (IHPs), also known as hybrid anti-perovskites, were first proposed in a

theoretical, computational paper by Andrew Rappe’s group [35]. In Ref. [35], the structural properties,
band gap energy, and polarization for those polar materials were computationally predicted for five IHPs.
In fact, one material (CH3 NH3 )3 FTe was predicted to have a polarization of 44 µC/cm2 which is almost
double the polarization of BaTiO3 . IHPs have the chemical formula X3 AB where the A and B anions to
switched to cations and the X site is now the anion. In this configuration, X is an organic molecule and A
and B can be organic molecules or inorganic (metals) atoms. An example of its structure is given in Figure
1-4.
IHPs do not occur naturally [36]. Shortly after the initial computational publication, an IHP was first
synthesized [37]. Specifically, Ref. [37] synthesized the IHP [(CH3 )3 NH]3 (MnBr3 )(MnBr4 ). The authors
reported a structural phase transition at 453 K and a polarization of 0.45 µC/cm2 at 343 K [37]. This IHP
was also reported to have photoluminescence [37]. Since then, other papers have been published on the
synthesis of other inverse-hybrid perovskites [38, 39]. In Ref. [38], the IHP [(CH3 )3 NH]3 (MnCl3 )(MnCl4 )
was synthesized and was reported to have photoluminescence. This IHP was reported to have a phase
transition at 481 K and a polarization of 0.4 µC/cm2 at 333 K [38]. Ref. [39] reported the successful
6
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Figure 1-4. An example of an inverse-hybrid perovskite whose chemical formula is (CH3 NH3 )3 OI with the
space group P4mm.
synthesis of [(CH3 )2 (F-CH2 CH2 )NH]3 (CdCl3 )(CdCl4 ). This material was reported to have a ferroelectric
phase transition at 333 K and a spontaneous polarization of 4 µC/cm2 [39]. Similar to the hybrid
perovskite, IHPs show promise for property tunability thanks to the large chemical diversity [35, 38–42].
1.4

Phase Transitions in the Framework of Landau Theory
Ferroelectric phase transitions are often described by Landau theory which takes into account

symmetry of the transition at equilibrium [1, 43]. It should be noted that Landau Theory is a macroscopic
approach [43]. In Landau Theory [44, 45], the system is described by an order parameter which is chosen
to be polarization, P, for ferroelectrics. The free energy of the system can then be expanded via a power
series as a function of the order parameter where only symmetry-allowed terms are retained. The
expansion is written as [43],
1
1
1
F = −E · P + a(T − Tc )P2 + bP4 + cP6 + ...
2
4
6

(1.1)

where E, P, and T are the electric field, polarization, temperature, and a, b, and c are coefficients where a
and c are positive for all known ferroelectrics and the sign of b dictates whether a first- or second-order
transition occurs. Figure 1-5a shows the free energy as a function of polarization for the paraelectric phase
which is above the Curie temperature. Figure 1-5b shows F(P) in the ferroelectric phase which is below
7

the Curie temperature. The free energy then is able to transform between these two phases based on the
sign of b which also will determine the order of the ferroelectric-paraelectric phase transition [43].

Figure 1-5. 2 Free energy as a function of polarization for a) a paraelectric material, and for b) a
ferroelectric material [43].
1.4.1

Landau-Devonshire Theory
The main goal of Landu-Devonshire theory is to formulate an expression for free energy that uses

temperature T , polarization P, and external electric field E. In the region of a phase transition, the free
energy can be approximated via Taylor expansion with respect to the order parameter. Again, this is
polarization for ferroelectrics. Due to the symmetry of perovskites and the fact that polarization sign does
not affect the free energy in the absence of an external electric field, only the even order parameters are
kept. This expansion is given in equation 1.1. The expansion is taken to the sixth order.
Landau-Devonshire theory assumes that the first coefficient is dependent on temperature and the other
coefficients are temperature independent. Currently, both a and c are found to be positive for all known
ferroelectrics [17, 43, 46]. However, b may be positive or negative and its sign changes how the
transformation between the ferroelectric and paraelectric state is described. The equilibrium state is found
by obtaining the minimum of the free energy
∂F
=0
∂P

(1.2)

Evaluating this using eq. 1.1 for free energy, we have
− E + a(T − Tc )P + bP3 + cP5 = 0

(1.3)

E = a(T − Tc )P + bP3 + cP5

(1.4)

This gives the equation of state

2 Reprinted

by permission from Springer eBooks: P. Chandra and P. B. Littlewood, A Landau primer for ferroelectrics. Berlin,
Heidelberg: Springer, 2007
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From this equation, the electric susceptibility χ above the transition can be calculated when P = 0
χ=

1
∂P
|P=0 =
∂E
a(T − Tc )

(1.5)

When T > Tc , this equation accurately captures the Curie-Weiss behavior that is seen in most ferroelectrics
[43].
Returning to eq. 1.1, when T >> Tc , the energy landscape is given in Figure 1-6a. When T << Tc ,
the energy landscape is shown in Figure 1-6b.
1.4.2

Second-Order Phase Transition
When the free energy evolves continuously with respect to temperature, a second order phase

transition (also referred to as a continuous phase transition) occurs [43]. The spontaneous polarization can
be calculated from equation 1.4 by evaluating for E = 0 which yields
0 = a(T − Tc )P + bP3

(1.6)

Note that only the two lowest-order terms are necessary [43]. Solving for P, we find
r
P=

a
(Tc − T )
b

(1.7)

Thus, as T decreases from Tc , the spontaneous polarization will increase [43]. Conversely, as T increases
from Tc , the value under the square root is negative, meaning an imaginary polarization value; therefore,
polarization must be zero [43]. This is shown in Figure 1-6b. Additionally, below the Curie temperature,
the dielectric stiffness is [43]
κ=

1
2a(Tc − T )

(1.8)

When T = Tc , κ goes to zero. Additionally, the electric susceptibility χ is given by the equation ∂ P/∂ E|P0 ,
where P0 is obtained from equation 1.7, and is shown in Figure 1-6c.
1.4.3

First-Order Phase Transition
When the fourth-order coefficient b is negative and the second-order coefficient a is positive, the free

energy must have a minimum with a non-zero polarization even if the temperature is higher than the curie
temperature. The free energy has meta-stable states which are local minima with non-zero polarization (see
Figure 1-7a. This is true even above the Curie temperature. There is a discontinuous jump in the
3 Reprinted by permission from Springer eBooks: P. Chandra and P. B. Littlewood, A Landau primer for ferroelectrics. Berlin,
Heidelberg: Springer, 2007
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Figure 1-6. 3 Second order phase transition. a) Free energy as a function of the polarization at T > T0 , T =
T0 , and T < T0 ; b) Spontaneous polarization P0 (T) as a function of temperature c) The
susceptibility χ and its inverse, where χ = ∂ P/∂ E|P0 is evaluated at the equilibrium
polarization P0 (T) [43].
polarization when the Curie temperature is reached such that the polarization immediately drops to zero
from a finite value. This results in a thermal hysteresis which occurs in many first-order ferroelectrics such
as BaTiO3 [43]. Figure 1-7 shows the free energy as a function of polarization for this type of transition, as
well as the polarization and electric susceptibility as a function of temperature.

Figure 1-7. 4 First-order phase transition. a) Free energy as a function of the polarization at T > TC , T = TC
and T = T0 < TC ; b) Spontaneous polarization P0 (T) as a function of temperature; c)
Susceptibility χ and its inverse evaluated at equilibrium polarization P0 (T) [43].
1.5

Piezoelectric Effect
Ferroelectric materials also exhibit a piezoelectric effect. Piezoelectricity occurs when a material

becomes charged when compressed, twisted, or distorted through stress or strain [47]. Note that a material
does not necessarily need to be ferroelectric in order to be piezoelectric, but the inverse is always true.
4 Reprinted by permission from Springer eBooks: P. Chandra and P. B. Littlewood, A Landau primer for ferroelectrics. Berlin,
Heidelberg: Springer, 2007
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Specifically, there are two classifications of the piezoelectric effect. The first is the direct piezoelectric
effect which describes the coupling between mechanical stress and the polarization [47] such that
Pi = di j σ j

(1.9)

where Pi is the polarization along the i-direction, di j is the piezoelectric stress constant, and σ j is the stress
in the j-direction [47]. The second is the converse piezoelectric effect which describes the relationship
between mechanical strain and the applied electric field [47] which is described by
ηi = di j E j

(1.10)

where ηi is the strain in the i-direction and E j is the electric field in the j-direction [47]. The components
of the piezoelectric constant matrix are determined by the symmetry of the unit cell [47]. For example,
tetragonal BaTiO3 has the dielectric constants d31 = -34.5, d33 = 85.6, and d15 = 392 [47]. We can also
obtain the piezoelectric stress constants ei j which is characterized by
Pi = ei j η j .

(1.11)

The piezoelectric stress and strain constants can transform into one another from
eik = C jk di j

(1.12)

where C jk is the elastic modulus. Piezoelectricity has many uses in sensors and actuators [48].
Additionally, piezoelectric materials can be used in energy harvesting devices that extract electrical energy
from mechanical or thermal sources [49] and store it in a device such that the device is wireless and
autonomous [48].
1.6

Depolarizing Field
A depolarizing electric field is present when there is an uncompensated surface charge in the

material [43]. From electrostatics, we know that
D = εε0 E + P

(1.13)

where the polarization P is the total polarization with contributions from the spontaneous polarization and
the polarization from the external electric field, and ε is the dielectric susceptibility of the material. D must
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still satisfy Poisson’s equation
∇ ·D = ρ

(1.14)

where ρ is the free charge density. Substitiuting equation 1.13 into 1.14, we have
∇ ·E =

1
(ρ − ∇ · P)
εε0

(1.15)

The depolarizing field points in the opposite direction of the polarization. It also can result in the formation
of ferroelectric domains and are usually present in real material samples because of their finite size and
natural defects [43]. In thin films, it is inversely proportional to thickness [43]. The contributions from the
residual depolarizing field are usually ignored in computational polarization reversal studies since it is
assumed that the free charge from the electrodes screen this field completely [18]. We aim to investigate
the role of the depolarizion on the coercive electric field in Chapter 4.
1.7

Electrocaloric Effect
The electrocaloric effect (ECE) is the adiabatic change in temperature under the application of an

electric field [50]. It was first discovered in 1930s in rochele salt [50]. Since then, it has been researched to
varying degrees [51]. In recent years, the electrocaloric effect has received a large amount of attention
[50, 52–57]. A review of electrocaloric materials can be found in Refs. [50, 52]. Ref. [53] described how
materials with large dielectric constants are expected to have a large ECE due to the change in polarization
from the applied electric field and the change in entropy from the change in polarization. In Ref. [54],
cooling processes for solid state refrigeration using ferroics are discussed. Ref. [55] describes the efficiency
of different caloric materials and what would be needed to create a refrigeration cycle. Ref. [56] reported
an ECE of 12 K for thin-film PbZr0.95 Ti0.05 O3 under an applied electric field of 480 kV/cm and at an initial
temperature of 499 K. Ref. [57] measured an ECE of approximately 12 K in ferroelectric poly(vinylidene
fluoride-trifluoroethylene) for an initial temperature of 353 K and under an applied field of 2090 kV/cm.
The ECE can be used in solid-state refrigeration [51, 58]. Ferroics exhibit large ECE, especially in
the vicinity of phase transitions [52, 58]. Large ECE has been reported in most ferroics that undergo one or
more phase transitions [52, 59–62]. For example, Ref. [60] reported the largest ECE for the phase
transitions in 0.72Pb(Mg1/3 Nb2/3 )O3 -0.28PbTiO3 was 0.53◦ C with an applied electric field of 9 kV/cm.
Ref. [61] simulated Ba0.5 Sr0.5 TiO3 , reporting an ECE of 12 K at its ferroelectric to paraelectric phase
transition under a field of 1000 kV/cm. Ref. [62] predicted an ECE of approximately 33 K, 13 K, and 20 K
12

for bulk PbTiO3 , BaTiO3 , and KNbO3 under an applied electric field 900 kV/cm at their
ferroelectric-paraelectric phase transitions.
The ECE can be calculated two ways from computational results – the direct and indirect methods.
In the direct method, the change in temperature is measured directly under the adiabatic application of an
electric field. The change in temperature and the polarization with respect to the changing applied electric
field can be seen easily. Next, we will discuss the indirect method which uses the Maxwell differential
relations with isothermal measurements of polarization as a function of initial temperature and applied
electric field. First, let us derive how we may find the change in temperature from the Maxwell relations.
The Gibbs free energy is
G = U − T S − σi j ηi j − Di Pi

(1.16)

where U is the internal energy, T is the temperature, S is the entropy, σi j is the component of stress, ηi j is
the component of strain, Ei is the electric field in the i-direction, and Di is the electric displacement in the
i-direction [50]. The differential form is [50]
dG = −SdT − ηi j dσi j − Di dEi .

(1.17)

Assuming that the solid is isolated from the environment, we get the relations [50]


∂G
S=−
∂T





∂G
, ηi j = −
∂ σi j
σ ,E





∂G
, Di = −
∂ Ei
E,T


.

(1.18)

σi j ,T

Differentiating equation 1.18 one more time, we get [50]
∂ 2G
−
∂ Ei ∂ T






∂ Di
∂T

=
σ




=

σ ,E

∂S
∂ Ei


= pi

(1.19)

σ ,T






∂ ηi j
∂ 2G
∂ Dk
−
=
=
= di jk
∂ σi j ∂ Ek T
∂ Ek σ ,T
∂ σi j E,T
 2





∂ ηi j
∂ G
∂S
−
=
=
= αi j
∂ σi j ∂ T E
∂ T σ ,E
∂ σi j E,T


(1.20)
(1.21)

where pi is the pyroelectric coefficient, di jk is the converse piezoelectric effect, and αi j is the thermal
expansion coefficient [50]. The Maxwell relation from equation 1.19 is [17]


∂S
∂ Ei




=

T,σ
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∂ Pi
∂T


(1.22)
E,σ

which for the condition of T =constant and σ =constant, gives

dS =

∂ Di
∂T


(1.23)

dE j
σ ,E

yielding an isothermal entropy change
∆S =


Z E2 
∂ Di
∂T

E1

dE j

(1.24)

σ ,E

where E1 and E2 are the applied electric fields [50]. The heat capacity is [50]

C=T

∂S
∂T


(1.25)
E

so we can write the adiabatic temperature change as
T
dT = −
C



∂ Di
∂T


dE j

(1.26)

σ ,E

Thus, the electrocaloric effect can be evaluated by the integral
∆T = −


Z E2 
T ∂ Di
E1

C

∂T

dE j .

(1.27)

σ ,E

We can approximate Di as Pi for ferroelectrics since the electric susceptibility is much greater than 1.
The ECE near the antiferroelectric-ferroelectric phase transition remains relatively unknown
[63, 64]. Specifically, Ref. [63] reports the ECE for the antiferroelectric and ferroelectric phases, while
avoiding the region of the antiferroelectric-ferroelectric phase transition in particular. In Ref. [64], the
vicinity of the antiferroelectric-ferroelectric phase transition is examined, but is done so using the indirect
method, leaving many questions unanswered regarding the true nature of this region. In Chapter 3, we
explore the ECE in antiferroelectric PbZrO3 thin film.
1.8

Applications
There are many applications of ferroelectric materials thanks to their wide range of properties. To

begin, ferroelectric random access memory (FeRAM) is considered a highly sought after type of computer
RAM, using one or more transistors and ferroelectric films as capacitors for data storage [65–67]. This is
due to the characteristic polarization reversal of ferroelectrics. Additionally, it is non-volatile and can save
data even if it’s powered off due to the nature of spontaneous polarization and is considered to be faster
then other types of RAM [17, 65–68]. Because of their uses in data storage, ferroelectrics also are used in
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radio-frequency identification (RFID) chips [66, 69]. Data is encoded on the chip’s nonvolatile memory
and when a reading device sends out an electricmagnetic pulse, the chip transmits its information back to
the reader. Additionally, ferroelectric materials have high dielectric permittivity and therefore are ideal
candidates for high permittivity capacitors and field-effect transistors (FETs) [17, 68]. Ferroelectrics and
anti-ferroelectrics can be used in solid-state refrigeration because they exhibit an electrocaloric effect
[51, 58] and are promising for its miniaturization. Finally, most ferroics and perovskites have
electro-optical properties which can be used in solar panel [70]. Inverse-hybrid perovskites also have been
shown to have fair electro-optical properties [37–39]. Because of these aforementioned applications,
ferroelectrics are of much interest for further computational investigation. This highlights the need for
accurate modeling and predictions of both traditional inorganic and up-and-coming inorganic-organic
hybrid ferroelectric perovskites.
1.9

Motivation and Objectives
In this work, we aim to address several questions. What could be alternatives to current

state-of-the-art functional ferroics? What are their structural and energy converting properties? Can
computational methodology be developed to accurately predict emergent functionalities (including energy
converting properties) of these materials? What are appropriate methods to study these alternatives? The
goal of this work is to develop and use computational methodologies to:
1. Achieve fundamental atomistic understanding of traditional and emergent ferroelectrics
2. Predict their structural, electric, electronic, and energy converting properties
3. Explore and propose novel functionalities of traditional and emergent ferroelectrics

15

Chapter 2
Methodology

There are two main computational methodologies used to study ferroelectrics. The first method is
density functional theory. It successfully predicts the cell parameters [28, 71–77], polarization
[28, 74, 75, 77, 78], phonon frequencies [28], elastic moduli [76, 77, 79], piezoelectric constants [77, 80],
and dielectric constants [77, 80] of ferroelectric materials. However, density functional theory (DFT) is
computationally expensive for predicting properties at non-zero finite temperatures nor for large supercells
with anything greater than a couple hundred atoms [81]. The second method are classical simulations such
as the effective Hamiltonian [73, 82, 83], shell [84–86], and bond-valence models [85]. The effective
Hamiltonian, which is parameterized from density functional theory, allows us to extend simulations to
finite temperatures and realistic sizes and timescales [73, 82, 83]. It can be used to predict the Curie
temperature(s), polarization, and coercive electric field of ferroelectrics [18, 73, 74, 87].
2.1

Density Functional Theory
Density functional theory is a quantum mechanical approach. It’s foundation is the time-dependent

non-relativistic Schrödinger equation which is Ĥψ = Eψ where Ĥ is the Hamiltonian operator,
ψ = ψ(r1 , r2 , ..., rN ) is the eigenfunction, and E is the associated eigenvalue. In an many-body system,
Schrödinger’s equation becomes
#
"
n
h2 n 2 n
∑ ∇i + ∑ V (ri ) + ∑ ∑ U(ri , r j ) ψ = Eψ
2m i=1
i=1
i=1 j<i

(2.1)

where the first term is the kinetic energies the electrons and m is the mass of an electron. The second term
is the potential energy for the electron-nucleus interaction. The third term in the Coulombic interaction
between electrons in the system. Note that ψ is the wave function of the system which depends on spin and
positions of the electrons. Note that this can be solved analytically for a one- or two-body system like the
Hydrogen atom. In equation 2.1, the Born-Oppenheimer approximation is used which states that the
nucleus can be considered stationary due to the fact that a nucleus weighs nearly 1800 times greater than
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the mass of an electron [81]. This allows us to neglect the kinetic energy of the nucleus; thus, reducing the
number of terms in the Hamiltonian. The Hartree product also is applied which estimates the wave
functions, allowing the wave function to be approximated by the product of its individual electron wave
functions [81]. Note that this assumes that the electrons do not interact with one another.
The wave function is not physically observable, but |ψ|2 give the probability that a set of N electrons
in any order have coordinates r1 , ..., rN [81]. This is written as
n(r) = 2 ∑ ψi∗ (r)ψi (r)

(2.2)

i

Here, n(r) is the probability of finding an electron at a particular position r. The factor of 2 is due to the
Pauli exclusion principle which states that multiple identical Fermions, electrons in this case, of the same
spin cannot occupy the same space.
The fundamental equations of DFT rest upon two theorems proven by Kohn and Hohenberg [81].
First, the ground-state energy from the Schrödinger equation is a unique functional of the electron density
[81]. This can be written as E[n(r)] where E is the ground state energy and n(r) is the density of electrons.
It implies that the ground state electron density determines all of the properties of the ground state [81].
Due this, we can recast the problem stated in 3N variables to the problem with 3 spatial variables from the
electron density [81]. Second, the electron density that minimizes the energy of the overall functional is the
true electron density corresponding to the full solution of the Schrödinger equation [81].
From the Hohenberg-Kohn theorems, the ground state energy equation can be re-written as
h2
E[n(r)] = −
2m ∑
i
e2
+
2

Z Z

Z

ψi∗ ∇2 ψi dr +

Z

V (r)n(r)dr

n(r)n(r0 )
drdr0 + Eion + EXC [n(r)]
|r − r0 |

(2.3)

where the terms on the right side of the equation are the kinetic energy, potential energy from the
electron-nuclei interactions, potential energy from the electron-electron interactions, energy from the
nuclei-nuclei interactions Eion , and the exchange-correlation energy EXC which includes other quantum
mechanical energy contributions that do not have a simple analytical form. Because we only need to solve
for the 3 spatial variables of the electron density, we can eliminate the summations from equation 2.3. The
ground state can be found via the Kohn-Sham equations, which is


h2 2
− ∇ +V (r) +VH (r) +VXC (r) ψi (r) = εi ψi (r)
2m
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(2.4)

Here, ψi (r) is the wave function of a single electron. The first two terms on the left side of equation 2.4 are
the known parts of the total energy which include the first two terms on the right hand side of equation 2.3.
The Hartree potential VH contains the Coulombic repulsion of the one electron considered in one of the
Kohn-Sham equation and the total electron density of all electrons in the entire system which is written as
[81]
VH (r) = e

2

n(r0 ) 3 0
d r
|r − r0 |

Z

(2.5)

This includes the unphysical self-interaction energy of the electron with itself that is contained in the total
electron density. The exchange-correlation potential VXC includes the correction for the self-interaction
energy and the exchange and correlation contributions to the single electron equations. It is defined as the
functional derivative of the of the exchange-correlation energy [81] and is given as
VXC (r) =

δ EXC (r)
δ n(r)

De ne initial electron
density n(r)

Solve Kohn-Sham using
initial n(r) to get ψi for a
single particle

Calculate electron density
nks(r) using ψi in eq. 2.3

Compare nks(r) and n(r)

If nks(r) = n(r), then
ground state

If nks(r) ≠ n(r), then
iterate

Compute Energy

Figure 2-1. Schematic diagram of the self-consistent iterative algorithm that solves the Kohn-Sham
equation.
fi
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(2.6)

The Kohn-Sham equation can be solved using a self-consistent iterative method in order to find the
ground state electron density [81]. A schematic of the algorithm is shown in Figure 2-1. First, a trial
electron density n(r) is selected to initial the loop. Next, equation 2.4 is solved using this trial n(r) in order
to find the wave functions ψi (r) for a single particle. Using this ψi (r), we solve equation 2.2 for electron
density nKS (r). Finally, nKS (r) and n(r) are compared. If they are equal, then this is the ground state
electron density, and the total energy and forces are calculated for the system [81]. If they are not equal,
then nKS (r) becomes n(r) and it loops back to step 2, which solves the Kohn-Sham equation for the
single-particle wave functions [81]. In practice, we choose some tolerance factor for our comparison of
nKS (r) and n(r) that breaks the loop when the two values are close enough, rather than requiring the two
values to match exactly [81].
2.1.1

Exchange-Correlation Functional

4

Hybrid (meta-)GGA/(meta-)NGA

3

meta-GGA/meta-NGA

2

Generalized Gradient
Approximation (GGA) and
Non-separable Gradient
Approximation (NGA)

1

Local Density Approximation
(LDA)

Figure 2-2. Perdew’s Metaphorical Jacob’s Ladder showing the hierarchy of exchange-correlation
functionals.
The exact form of the exchange-correlation function is not known, except for that of a uniform
electron gas [81]. A fairly robust review of various density functionals can be found in Ref. [88]. There are
various approaches to approximating the exchange-correlation functional which can be visualized via the
Perdew’s Metaphorical Jacob’s Ladder [88]. This is given in Figure 2-2. In the first rung, the simplest
exchange-correlation functional, the local density approximation (LDA), is found [88]. LDA estimates the
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electron density as a uniform electron gas at a specific point [81]. Thus, it depends only on the electron
density itself [88]. The second rung contains the generalized gradient approximation (GGA) and
non-separable gradient approximation (NGA) functionals. GGA improves upon the systematic errors in
LDA by accounting for inhomogeneities in the density through the incorporation of a density gradient [81].
The most popular GGA functional, Perdew–Burke–Ernzerhof (PBE), is found in this rung. The
nonseparable gradient approximation (NGA) is similar to GGA except it contains one additional variable
that depends only on the density [88]. The third rung contains the meta-GGA (or meta-NGA) functionals.
These are functionals meant increase accuracy by adding the second derivative information which can be
included through the Laplacian of the density or the kinetic energy density [88]. The final rung contains the
hybrid functionals. These functionals were created with the intent of fixing some limitations of the
exchange-correlation functionals that cannot be remedied by the inclusion of local ingredients as was done
for the previous rungs [88]. An example of such a limitation is the self-interaction error. One way to
overcome this error is to combine the exact exchange and density functionals [88]. Notably, the hybrid
(meta-)GGA and hybrid (meta-)NGA functionals use (meta-)GGA and (meta-)NGA bases but also include
the Hartree-Fock exchange values. The Hartree-Fock exchange is simply the addition of the Slater
determinant, which is solved by finding a basis set of individual spin orbitals, to the exchange-correlation
potential in equation 2.4 [81]. This addition satisfies the Pauli exclusion principle by allowing for the
change of sign when exchanging two electrons which is caused by the antisymmetric nature of fermions
[81]. This is not captured by the previously discussed Hartree product. Of course, this type of functional
yields a more accurate solution to the Schrödinger equation but comes at a greater computational cost [81].
These different types of functionals and the accuracy of their predictions of properties are explored more in
Chapter 5.
2.1.2

Uses and Limitations
DFT is an important tool for studying materials (including ferroelectrics) because it can accurately

predict various material properties. In terms of ferroelectrics, DFT is used to predict properties, such as
polarization, piezoelectric constants, and dielectric constants [89]. It is routinely used to calculate phonon
modes [89] and can also be used to investigate domain structures [90]. Additionally, DFT is the basis for
the development of classical or semi-classical potentials for ferroelectrics [82, 83]. This allows
computations to be extended to the investigation of properties at finite temperatures and for realistic sizes.
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There are a few main limitations of DFT. One such limitation is that it is quite computationally expensive
for large supercells. For supercells involving tens or a couple of hundred atoms, DFT calculations are
reasonable [81]. However, a supercell of more than a few hundred atoms is often too computationally
prohibitive to be run with DFT [81]. Another large limitation is that fact that DFT at non-zero temperatures
are computationally expensive, and therefore, it is typically limited a few picoseconds. In this work, we use
DFT to attempt to resolve inaccuracies in predicting the Curie temperature in simulations using DFT-based
parameterizations, which can be found in Chapter 5. We also use DFT to investigate the structural, electric,
and electronic properties of emerging (inverse-)hybrid inorganic-organic ferroelectrics in Chapters 6 and 7.
2.2

Effective Hamiltonian
The effective Hamiltonian approach is a first-principles-based computational method that employs

results from first-principles methods, such as DFT, to determine the interaction parameters in the system
and was first applied to ferroelectric perovskites in 1994 [82, 83]. Specifically, it was first constructed for
BaTiO3 [82, 83]. Since then, the effective Hamiltonian method has become common in computational
studies due to its ability to extend simulations to finite temperatures and sizes [82, 91, 92]. The effective
Hamiltonian is used in Molecular Dynamics and Monte Carlo simulations, both of which will be discussed
in future sections. By developing and applying an appropriate energy approximation, it can overcome some
of the aforementioned limitations that exists within the DFT approach.
Ferroelectric phase transitions only involves small structural distortions, through the displacement of
atoms, away from the centrosymmetric phase which is the cubic phase for most inorganic perovskites
[82, 83]. This allows for a Taylor expansion approximation with respect to this phase up to the fourth order
[82, 83]. As energy increases, its contribution to the partition function decreases, where the partition
function Z is given by
∞

Z = ∑e

Ei
BT

−k

(2.7)

i=1

where Ei is the energy level of the system, T is the temperature, and kb is the Boltzmann constant. Thus,
only the long-wavelength acoustic modes, which are strain variable, and the transverse optical modes, or
soft modes, need to be considered to accurately represent the energy of the system [82, 83]. By including
only these two modes, the number degrees of freedom in a unit cell of BaTiO3 is decreased from the
original 15 to a more manageable 6 [82, 83].
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Figure 2-3. Schematic of the soft mode as a collection of the local modes where the center of the local
mode is the B site [93].
In this methodology, the soft mode described as the collective motion of local modes over the whole
Brillouin zone [82, 83]. The soft mode and local mode relationship is shown in Figure 2-3. In the
Hamiltonian, the degrees of freedom are the local modes ui which are proportional to the dipole moment of
the unit cell [82, 83]. For a perovskite, this is chosen to be either the A or B site [82, 83]. The local mode is
defined via ionic displacements v such that vi = ui ξ . Here, ξ contains the soft mode eigenvector of the A
site atom ξA , B site atom ξB , oxygen atoms parallel to the surface of the cube ξOk , and the two oxygen
atoms perpendicular to the surface of the cube ξO⊥ . These values are obtained from first-principles
calculations [82, 83]. As a ferroelectric phase transition is also a structural phase transition, the strain
variables tensors ηi , which are responsible for the mechanical deformations of the unit cell, must be
included in the Hamiltonian as well. The energy of the Hamiltonian as described in Ref. [82, 83] is
E tot = E sel f ({ui }) + E d pl ({ui }) + E short ({ui }) + E elas ({ηl }) + E int ({ui , }{ηl })

(2.8)

where E sel f is local mode self-energy, E d pl contains the long range dipole-dipole interactions, E short is the
short-range dipole-dipole corrections, E elas is the elastic energy associated with the unit cell deformations,
and E int is from the coupling of local mode and strain [82, 83].
The first term in equation 2.8 gives the sum of the energies of the isolated local modes that have the
amplitude ui with respect to the undistorted cubic structure. Taking a Taylor series expansion of this to the
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fourth order terms [82, 83], we have
E({ui }) = κ2 u2i + αu4i + γ(u2ix u2iy + u2iy u2iz + u2iz u2ix ).

(2.9)

Note that only the even terms are kept due to the symmetry of the cubic structure [82, 83]. Both anharmonic
and harmonic terms are included in the expansion because the anharmonic terms are necessary to describe
ferroelectricity. The coefficients κ2 , α, and γ are obtained from first-principles computations [82, 83].
The next term E d pl describes the long-range dipole-dipole interactions between local modes. The
dipole moment for the unit cell i is di = Z ∗ ui , where Z ∗ is the Born effective charge [82, 83]. The Born
effective charge can be calculated by
∗
∗
Z ∗ = ξA ZA∗ + ξB ZB∗ + ξOk ZOk
+ 2ξO⊥ ZO⊥

(2.10)

∗ , and Z ∗ are the Born effective charges for each atom and are obtained from
where ZA∗ , ZB∗ , ZOk
O⊥

first-principles calculations [82, 83]. The exact form of this dipole-dipole interaction term is
E d pl ({ui }) =

ui · u j − 3(R̂i j · ui )(R̂i j · u j )
Z ∗2
∑
ε∞ i< j
R3i j

(2.11)

where ε∞ is the material’s optical dielectric constant and is obtained from first principles [82, 83]. Note that
this construction is not practical for three-dimensional systems with periodic boundary conditions [82, 83].
Instead, Ewald construction is used [82, 83].
The third term E short ({ui }) gives the short-range interactions between the neighboring local modes,
excluding dipole-dipole interactions [82, 83]. This is from the differences between the short-range
repulsion and electronic hybridization between two adjacent and two isolated local modes within the unit
cell [82, 83]. Taking a second order expansion, this term is written as
E short ({ui }) =

1
∑ Ji j,αβ uiα u jβ
2 i6∑
= j αβ

(2.12)

where Ji j,αβ is the matrix that describes the nearest-neighbor interactions which are considered up to the
third nearest-neighbor [82, 83]. The nearest-neighbor expressions for a cubic structure are
Ji j,αβ = ( j1 + ( j2 − j1 )|R̂i j,α |)δαβ

(2.13)

√
Ji j,αβ = ( j4 + 2( j3 − j4 )|R̂i j,α |)δαβ + 2 j5 R̂i j,α R̂i j,β (1 − δαβ )

(2.14)
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Ji j,αβ = j6 δαβ + 3 j7 R̂i j,α R̂i j,β (1 − δαβ )

(2.15)

where equation 2.13 is the first nearest-neighbor interaction, equation 2.14 is the second nearest-neighbor
interaction, and equation 2.15 is the third nearest-neighbor interaction [82, 83]. The values jk for k = 1 − 7
are obtained from first-principles calculations [82, 83]. A schematic of these jk interactions between local
modes is shown in Figure 2-4. Note that j1 and j2 are the first nearest-neighbor interactions; j3 , j4 , and j5
are the second nearest-neighbor interactions; and j6 and j7 are the third nearest-neighbor interactions.

Figure 2-4. 5 Schematic of the nearest-neighbor interactions of local modes up to the third nearest
neighbor [83]
The fourth term E elas ({ηl }) gives the energies from the strains in the structure and is written as
E elas ({ηl }) = EIelas ({ηI,l }) + EHelas ({ηH,l })

(2.16)

where the subscripts I and H represent the elastic energy of the inhomogenous and homogeneous strain,
respectively, and the subscript l is the description of the strains in Voigt notation with respect to the B site
[82, 83]. The homogenous component allows the supercell to change shape throughout the simulation. The
expression for EHelas ({ηH,l }) is taken up to the second order
EHelas ({ηH,l }) =

N
2
2
2
B11 (ηH,1
+ ηH,2
+ ηH,3
) + NB12 (ηH,1 ηH,2 + ηH,2 ηH,3 + ηH,3 ηH,4 )
2
N
2
2
2
+ B44 (ηH,4
+ ηH,5
+ ηH,6
)
2

(2.17)

where B11 , B12 , and B44 are the elastic constants in energy units such that Bi j = a3Ci j , such that Ci j is the
elastic modulus and a is the cubic lattice constant, and N is the number of unit cells within the supercell
5 Reprinted

Figure 2-4 with permission from W. Zhong, D. Vanderbilt, and K. M. Rabe, “First-principles theory of ferroelectric
phase transitions for perovskites: The case of BaTiO3 ,” Physical Review B, vol. 52, p. 6301, 1995. Copyright 2022 by the American
Physical Society.
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[82, 83]. In order to keep the Brillouin zone acoustic phonons well behaved throughout, the inhomogenous
strain is written as the atomic displacements from the cubic equilibrium structure v(Ri ) rather than strain
components ηl [82, 83]. This is [82, 83]
EIelas = ∑{γ11 [vx (Ri ) − vx (Ri ± x)]2 + γ12 [vx (Ri ) − vx (Ri ± x)][vy (Ri ) − vy (Ri ± y)]
i

(2.18)
2

+ γ44 [vx (Ri ) − vx (Ri ± y) + vy (Ri ) − vy (Ri ± x)] + cyclic permutations}
The first component in the sum corresponds to bond stretching, the second describes bond correlation, and
the third is for bond bending [82, 83]. Note that γ11 = B11 /4, γ12 = B12 /8, and γ44 = B44 /8 [82, 83]. Here,
the elastic constants are obtained through first principles calculations [82, 83].
The final term E int ({ui , }{ηl } describes the interactions between the local modes and the strain
[82, 83]. It is given by
E int ({ui , }{ηl } =

1
∑ Blαβ ηl (Ri )uα (Ri )uβ (Ri )
2∑
i lαβ

(2.19)

where Biαβ are the independent coupling constants [82, 83]. By cubic symmetry, these are reduced to three
constants as follows
B1xx = B2yy = B3zz
B1yy = B1zz = B2xx = B2zz = B3xx = B3yy

(2.20)

B4yz = B4zy = B5xz = B5zx = B6xy = B6yx
and are obtained via first-principles calculations [82, 83]
In this work, we use an effective Hamiltonian for PbTiO3 . For our effective Hamiltonian for PbTiO3 ,
the interatomic interactions are modeled via the first-principles-based effective Hamiltonian from [91].
This Hamiltonian provides a good description of the static and dynamic properties of this material [91]. In
particular, it predicts the paraelectric to ferroelectric phase transition at 625 K, which slightly
underestimates the experimental value of 760 K [94–96]. It also accurately describes soft-mode
frequencies in a wide temperature range [91]. Additionally, periodic boundary conditions are applied in a
three cartesian directions to simulate bulk samples [18]. For films, periodic boundary conditions are
applied in the plane and the other direction is a vacuum space.
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We also will use the effective Hamiltonian for antiferroelectric PbZrO3 [27]. The effective
Hamiltonian differs from the one described before by The effective Hamiltonian is
E tot = E AFE (ui ) + E AFD (ωi ) + E elas (ηi ) + E AFE−elas (ui , ηi )
(2.21)
+ E AFD−elas (ωi , ηi ) + E AFE−AFD (ui , ωi )
where ui is the local mode, ωi is the antiferrodistortive (AFD) mode which describes the oxygen octahedra
tilting about the Cartesian directions, and ηi is the strain in the unit cell [27]. Briefly, E AFE (ui ) is the
energy contribution from the antiferroelectric Σ2 mode, the dipole-dipole interactions, short range
interactions, and self energy [27]. The second term E AFD (ωi ) gives the energy contribution from the
antiferrodistortive mode and is similar to E AFE but does not include dipole-dipole interactions because
AFD modes are non-polar [27]. E elas (ηi ) is the energy from the elastic deformation of the unit cell. The
last three terms E AFE−elas (ui , ηi ), E AFD−elas (ωi , ηi ), and E AFE−AFD (ui , ωi ) are the contributions from the
interactions between the antiferroelectric modes and strain, the AFD modes and strain, and the
antiferroelectric and AFD modes, respectively [27]. Our simulations constructed with this effective
Hamiltonian have been shown to correctly reproduce the phase transition sequence, electrical properties,
and the behavior under pressure for PbZrO3 (PZO) [27]. In order to simulate thin films, effective
Hamiltonian for bulk PbZrO3 (PZO) was modified so that the periodic boundary conditions are applied
along the in-plane directions only and a screening factor was introduced to account for the macroscopic
depolarizing field [97]. It should be noted that the parameters of the effective Hamiltonian used for PZO
are derived from the local-density-approximation-based density functional theory calculations and is found
to predict a Curie temperature of 946 K which overestimates the experimental TC of 503 K [27].
2.2.1

Molecular Dynamics
The effective Hamiltonian can be used in the framework of classical Molecular Dynamics (MD) to

solve Newton’s equations of motion to describe the time evolution of each degree of freedom [98].
Classical MD simulations solve Newton’s equations of motion
F(u,t) = M

d2u
dt 2

(2.22)

where u is the local mode. The second order differential equations are integrated numerically. In our work,
we use the predictor-corrector method to integrate to find u, and u̇ from a fourth order Taylor expansion
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[98]. The equations are
k−1

u(t + dt) = u(t) + u̇(t)dt + dt 2 ∑ αi f (t + [1 − i]dt)
i=1
k−1

dt u̇(t + dt) = u(t + dt) − u̇(t) + dt

(2.23)
0

∑ αi f (t + [1 − i]dt)

i=1
0

where αi and αi are known values from the Adams-Boshford method [98] and k is the order of the Taylor
expansion. In equation 2.22, the forces are computed from the effective Hamiltonian with the new local
mode in order to then compare with the accelerations computed via the Taylor expansions in equation 2.23.
The corrected values then are obtained by
k−1

u(t + dt) = u(t) + u̇(t)dt + dt 2 ∑ βi f (t + [2 − i]dt)
i=1
k−1

dt u̇(t + dt) = u(t + dt) − u̇(t) + dt

(2.24)
0

∑ βi f (t + [2 − i]dt)

i=1
0

where βi and βi are known values from the Adams-Boshford method [98] and k, again, is the order of the
Taylor series expansion. In this work, classical MD is used in Chapter 4 to investigate the coercive electric
field.
2.2.1.1

Thermostat

The introduction of a thermostat is necessary to control the temperature in MD simulations. There
are a few different methods of thermostats, but in this study, we use the Evans-Hoover thermostat [98]. The
kinetic energy is constrained in the equations of motion such that temperature remains fixed [98]. We start
with Gauss’ principle of least constraint which states
fi

∑ mi (ai − mi )2

(2.25)

i

is minimized under constrained motion where fi is the friction force [98]. Specifically, we have 3N degrees
of freedom so we constrain our kinetic energy with the equation
NEK =

1 N
∑ mi v2i .
2 i=1

(2.26)

The equation of motion is also constrained by
ai =

1
fi + αvi
mi
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(2.27)

where α is the Lagrange multiplier defined by
α =−

∑i vi · fi
m ∑i v2i

(2.28)

since the kinetic energy is constant over time [98]. Essentially, we add a friction force to our equation of
motion. In addition, numerical drift in temperature is eliminated through periodic velocity rescaling [98].
In this work, we use a thermostat in Chapter 4 to enforce constant temperature simulations.
2.2.2

Monte Carlo Simulations

2.2.2.1

Metropolis Monte Carlo

The Metropolis MC method simulates an NVT ensemble [99]. In this method, we simulate states
with properties of NVT which is e

−He f f
kb T

[99]. We attempt to make changes to the positions of the particles

[99]. After the particle is displaced, the change in energy of the system ∆E is calculated. If the energy of
the system is lower with a tested change, the change is accepted and so the particle is moved. If the energy
−∆E

is higher, then the change is given the probability e kb T and is only accepted if this probability is smaller
than the defined probability of acceptance [99]. Finally, we compute the ensemble average of our property
X such that
< X >=

1 M
∑ Xi
M i=1

(2.29)

where Xi is the value of the property X in the system after the ith move is performed [99]. In this work, we
use this technique to simulate the polarization for various equilibrium structures under an applied electric
field.
2.2.2.2

Adiabatic Monte Carlo

For the adiabatic MC method which simulates and NVE ensemble, let’s start with the first law of
thermodynamics
dU = T dS + Xi dxi + Ei dDi

(2.30)

where U is the internal energy, T is the temperature, S is the entropy, Xi is the stress tensor component, xi is
the strain tensor component, Ei is the electric field, and Di is the electric displacement [61]. It can also be
written in terms of enthalpy H such that
dH = dQ + xi dXi + Di dEi
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(2.31)

We set dQ = 0 because it is an adiabatic process. We can also consider it to be isoenthalpic, H=const, since
the changes occur slowly [61]. We also add additional degrees of freedom, termed “demons” in order to
simulate adiabatic conditions which follows the approach from Ref. [100]. These demons redistribute
energy throughout the system. In our simulations, we define our enthalpy as
H=

nsites
1 pot ndemons demons
(U + ∑ Ei
−V Xi xi − Z ∗ E ∑ u j )
V
i=1
j=1

(2.32)

Here, V is the volume, U pot is the energy given by the effective Hamiltonian, ndemons is the number of
demons in the supercell, and Eidemons is the energy carried by the ith demon [61]. The number of demons
necessary to reproduce the Dulong-Petit heat capacity at zero electric field is determined by the
equipartition theorem such that ndemons = integer(3natoms /2) which equals 8 in our case per perovskite unit
cell. At each MC step, the demons try to change a degree of freedom in the system [100]. Then, the energy
of the original degree of freedom value is compared with the energy of a chosen demon within the system,
which is chosen either randomly or sequentially. If the energy of the chosen demon greater than the
original energy, then the change is rejected and the demon moves to the next site [100]. If it is greater than
zero, then the change is accepted [100]. The temperature is calculated from
ndemons

T=

∑

i=1

Eidemon
.
kB ndemons

(2.33)

Note that this method is considered a semi-classical approach because it incorporates the quantum
mechanical heat capacity to account for ferroelectrics with a Debye temperature exceeding the Curie point
[92]. In this work, we use semi-classical adiabatic MC to simulate the change in temperature under an
applied electric field for some initial temperature (see Chapter 3).
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Chapter 3
Electrocaloric Effect in Antiferroelectrics6

To begin, we look at the energy converting property, specifically the electrocaloric effect, of a
conventional antiferroelectric perovskite. The electrocaloric effect (ECE) is the is the reversible change in
temperature under adiabatic application of an electric field. It has garnered attention recently due to the
recent discovery of giant ECE in thin films [50, 52–57]. The ECE has applications in solid-state
refrigeration which also sparked interest for further investigations [51, 58]. Ferroelectrics and
antiferroelectrics exhibit a large ECE, especially in the vicinity of phase transitions [52, 58]. Ref. [58]
provides the mathematical description behind the ECE in ferroelectrics and in the vicinity of their phase
transition(s). Specifically, it describes that in the vicinity of the phase transition there is a large change in
entropy, and therefore, it allows to a large change in temperature [58]. Ref. [52] gives an overview of
materials that were previously investigated for the electrocaloric effect. For example, the effect of 12 K and
45 K was reported for PbZr0.95 Ti0.05 O3 and Pb0.8 Ba0.2 ZrO3 thin films, respectively [52]. The reference as
gives the ECE for bulk materials such as BaTiO3 which was reported to have an ECE of 0.9 K [52]. A large
ECE has been reported in most ferroics which undergo one or more phase transitions [52, 59–62], where
this large ECE is reported in the vicinity of each of them.
Of the different phase transitions, the paraelectric-ferroelectric transition was reported to induce
larger ECE than the ferroelectric-ferroelectric phase transition [60–62]. For example, in
0.72Pb(Mg1/3 Nb2/3 )O3 -0.28PbTiO3 , the paraelectric-ferroelectric phase transition is reported to exhibit an
ECE of 0.53◦ C under an applied electric field of 1.8 kV/cm, as compared to the maximum ECE of
approximately 0.30◦ C for the same applied field at one of the ferroelectric-ferroelectric phase transitions
[60]. In Ref. [61], Ba0.5 Sr0.5 TiO3 was computationally predicted to exhibit an ECE of around 10 K at the
paraelectric-ferroelectric phase transition under an applied field of 1000 kV/cm and an ECE of about 4.5 K
6 This chapter was reproduced from my publication in Advanced Theory and Simulations. Republished with permission of John
Wiley & Sons - Books, from M. Kingsland, S. Lisenkov, and I. Ponomareva, “Unveiling electrocaloric potential of antiferroelectrics
with phase competition,” Advanced Theory and Simulations, vol. 1, p. 1800096, 2018; permission conveyed through the Copyright
Clearance Center, Inc.
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at its tetragonal ferroelectric to orthorhombic ferroelectric phase transition under the same field. Ref. [62]
reported the ECE of BaTiO3 computationally and predicted an ECE of approximately 4 K and 13 K at its
ferroelectric-ferroelectric and paraelectric-ferroelectric phase transitions, respectively, for an applied
electric field of 900 kV/cm. However, the electrocaloric potential near the antiferroelectric-ferroelectric
(AFE-FE) phase transition remains poorly understood [63, 64]. Specifically, Ref. [63] reports the ECE for
the AFE and FE phases, while avoiding the region of the AFE-FE phase transition in particular. In Ref.
[64], the vicinity of the AFE-FE phase transition is examined, but is done so using the indirect method.
To assess the potential of a material to exhibit an ECE, we turn to the Maxwell relations (equations
1.23 and 1.26) which are given in Chapter 1.7. A large change in polarization implies a large ECE, as
indicated in a recent work [101]. This leads to the expectation of large ECE in the vicinity of the AFE-FE
transition from equation 1.26. Recent research has also indicated a large ECE around the AFE-FE
transition for Pb(Nb,Zr,Sn,Ti)O3 using the indirect method [102]. As was discussed in Chapter 1.7, there
are different methods for determining the ECE – the direct and indirect approaches. Because there has
been much debate surrounding the indirect method [50, 103], we aim to find out when the indirect
approach is or is not valid.
We use the direct semi-classical first-principles-based simulations in order address these issues. The
goals of this project are i) to predict a strong enhancement and the unusual features of the ECE in the
vicinity the AFE-FE phase transition; ii) to resolve the controversy regarding the application of the indirect
approach to the case of AFEs, and ferroics in general; and iii) to propose and test, using direct
simulations, a refrigeration cycle for AFEs.
3.1

Methodology
Using Monte Carlo (MC) computations, the ECE in PbZrO3 (PZO) films was investigated. This

material was chosen due to the fact that it exhibits an AFE-FE phase transition when cooled below 60 K
[104]. We simulated 5.0 nm thick film along [001] pseudocubic direction using a supercell of 12x12x12
perovskite unit cells. Such films were synthesized recently [105]. The Hamiltonian used the in MC
simulations is similar to the one detailed in Chapter 2.2, but with the addition of the antiferrodistortive
local modes and the AFE Σ2 mode. For isothermal processes, the effective Hamiltonian is used within the
framework of Metropolis MC, while the adiabatic simulations are achieved using the adiabatic
semi-classical MC [92].
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As was mentioned in Chapter 1.1, there is a difference between the experimental and the
computational coercive electric field. Thus, in order to compare these results to experiment, the electric
field is rescaled. A rescaling factor of 4.2 allows the coercive electric field in the antipolar-polar phase
transition to match the experimental value of 600 kV/cm for bulk PZO [106]. To model realistic surface
charge competition in films, the surface charge is screened by 97.5%. This was motivated further by
previous results which show the AFE-FE phase transition to be around 300 kV/cm for PZO films with
surface charge competition [64].
Temperatures in the range of 100 to 1000 K in steps of 50 K were investigated. For each temperature
within this range, isothermal hysteresis loops were obtained. For both the isothermal and adiabatic
simulations, the electric field was applied along the [111] direction in the range of -1190 to 1190 kV/cm.
For the isothermal simulations, the electric field was applied in steps of ± 75 kV/cm followed by full
equilibration of 20,000 Metropolis MC sweeps. The rate of the electric field application was set to 9.1
V/cm per MC sweep. Pre-poled dipole configurations were obtained from these isothermal simulations
which were used as the initial configurations in the adiabatic (direct) ECE computations [92]. The
semi-classical approach allows variations in temperatures in the heat capacity which is rooted in quantum
mechanical effects [92]. The Debye model for the heat capacity was parameterized to fit the experimental
value in PZO [107]. The Debye temperature found from this parametrization is 301.1 K, which indicates
that quantum mechanical effects contribute to the heat capacity below the room temperature.
3.2

Temperature Evolution
First, we will discuss the results for the isothermal hysteresis loops. A few representative isothermal

and adiabatic hysteresis loops and the associated temperature evolution are given in the top and bottom
rows, respectively, of Figure 3-1. The lowest temperature presented is at 200 K where a mixed AFE-FE
behavior is seen, which is in line with previous computational [4, 108] and experimental [104] results. This
is shown in Figure 3-1a where we see a double hysteresis loop that it still has remnant polarization at zero
applied electric field. The next representative temperature is at 450 K and is shown in Figure 3-1c. At this
temperature, the material exhibits AFE behavior with a characteristic double hysteresis loop with zero
polarization at zero applied electric field. At 750 K, AFE behavior is observed also, but here it shows no
hysteretic losses which is promising for the ECE (see Figure 3-1e). By this, we mean that the area of the
hysteresis loop is very small. The highest temperature presented is 1000 K (Figure 3-1g) where paraelectric
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behavior predicted. The mixed FE-AFE to pure AFE phase transition was calculated to be at 300 ± 50 K.
A Curie point of 1000 ± 50 K was estimated from the temperature evolution of the AFE order parameter in
the absence of an applied electric field. These are qualitatively similar to the phase transitions found via
experiment for epitaxial PZO films, where it was found that the Curie temperature is greater than 400 K
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while the transition into the ferroelectric phase is estimated to be at 16 K [104].
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Figure 3-1. a, c, e, g) Dependence of the polarization on the applied electric field for different temperatures
from either isothermal or adiabatic simulations. The yellow data is from the adiabatic
simulations and the purple data is from isothermal simulations. b, d, f, h) Dependence of the
electrocaloric ∆ T on the electric field applied under adiabatic conditions for different
temperatures. Temperatures are given in the titles. Schematization in c) gives the potential
energy profiles [87].
The adiabatic data (yellow) also are shown in the top row of Figure 3-1 and are superimposed over
the isothermal results (purple). From this, we can see no significant differences between results. The
temperature evolution due to the adiabatic application and removal of the electric field is reported in the
bottom row of Figure 3-1. At 200 K, the sample remains polar throughout the simulation (see Figure 3-1a).
In Figure 3-1b, we see a temperature increase and decrease while the field is being applied and removed,
respectively, yielding a positive ECE. This behavior is similar to those seen in experimental measurements
[101]. The largest applied field (1190 kV/cm) results in a change in temperature ∆T of 4.9 K.
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At 450 K (Figure 3-1d), the applied electric field from 0 to 500 kV/cm triggers a decrease in
temperature of 3.3 K due to the destabilization of the antipolar phase. This decrease in temperature is a
negative ECE and is consistent with results from previous direct measurements [109] and simulations [110]
for bulk PZO. It is also consistent with results from La-doped PZO films via the indirect method [111]. At
500 kV/cm, the film undergoes a field-induced phase transition, leading to a sudden increase in polarization
(Figure 3-1c), as well as an increase in temperature of 9.2 K. From 500 kV/cm to 1190 kV/cm, the film is
in its polar phase and exhibits a positive ECE of approximately 6 K. Upon removing the applied field
(1190 kV/cm to 214 kV/cm), the polar phase is destablized, resulting in a decrease in temperature and
polarization. At 214 kV/cm, an antipolar-polar transition occurs in the film, resulting in another
temperature jump. During the AFE phase, the temperature’s response to the adiabatic application and
removal of the electric field is qualitatively similar to in both PZO films and bulk [110].
Here, we see significant irreversible heating associated with the polar-antipolar phase transitions as
the temperature does not return to its original value. This would present challenges for the use in a
refrigeration cycle. To determine the reason behind this, we turn to the energy profile around these
transitions. This is shown as a schematization in Figure 3-1c. At point 1 on the schematic, the antipolar
phase (A) is metastable but the energy barrier confines the system to this phase. At point 2, the energy
barrier is lowered enough that the system is able to transition in the stable polar phase (P). This transition
between points 1 and 2 causes the energy difference, EP − EA , to be released. Under adiabatic conditions,
this is what causes the temperature increase. Similarly, between points 3 and 4, the system switches from
the metastable polar phase to the stable antipolar phase, releasing EA − EP , and once again, causing the
temperature increase. Thus, the presence of an energy barrier is the origin of the irreversible heating, just as
it is the origin of the electric hysteresis. We, therefore, should expect irreversible heating wherever we find
an electric hysteresis. The heat released during these polar-antipolar (or anti-polar polar) phase transitions
can be estimated roughly by the change in potential energy ∆Ec P/2 where ∆Ec is the difference in the
coercive fields between the two transitions. This equation assumes that the energies of the polar and
antipolar phases are equal in the middle of the loop. In ferroelectrics, the heat due to the electric hysteresis
is approximately 2Ec P which means that the irreversible heating is proportional to the width of the electric
hysteresis. This is in agreement with experimental measurements on AFE (Pb,Nb)(Zr,Sn,Ti)O3 [102]. We
also notice that the polar-antipolar phase transition occurs at 223-260 kV/cm as we remove the electric field
in the range of which can be seen from the yellow data points in Figure 3-1c in this applied electric field
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range. This models the gradual extrinsic phase switching observed in experiments which is typically
domain driven. During this switching, there is a large increase in configurational entropy which causes a
dramatic increase in ∆T.
To confirm this explanation of irreversible heating, we look at our data at 750 K (Figure 3-1e, f). At
this temperature, there is a very small electric hysteresis present (Figure 3-1e) but no irreversible heating
(Figure 3-1f) so the temperature returns to its original value. This confirms that irreversible heating only
occurs when there is a transition from a metastable to stable phase. Additionally, Figure 3-1f shows the ∆T
for an antipolar-polar phase transition at 238 kV/cm, which has a large negative ECE of -5.5 K and has no
hysteretic losses. The same ECE and field is found for the reverse polar-antipolar transition. Thus, the
electric-field induced antipolar-polar phase transition is associated with a large negative ECE. This data
also predicts that there is sign tunability of the ECE from applying an electric field for AFE thin films
[110], which is shown in Figure 3-1c-f. This is in agreement with experimental results that were obtained
via the indirect method [56, 111].
The computational data near the Curie temperature is given in Figures 3-1g-h, where the free
energies of the AFE and paraelectric phases are close. A small, negative ECE is found up to 405 kV/cm for
1000 K which we attribute to the presence of a minority antipolar phase that has a small AFE order
parameter. After 405 kV/cm, there is a large, positive ECE from the onset of paraelectric behavior. Here,
the electrocaloric temperature change is fully reversible and was found to be a maximum of 22.7 K at the
maximum applied field.
Next, we investigated the ECE in the vicinity of the FE-AFE phase transition. Figure 3-2a shows the
dependence of polarization on temperature for a few representative subcoercive electric fields which was
constructed from hysteresis loops obtained for different temperatures. At 300 K, there is a dramatic change
in polarization. The Maxwell relations (discussed in Chapter 1.7 and earlier in this chapter) predict a large
ECE at such a transition. To find the ECE for a specific starting temperature ∆T (T0 ), direct simulation
results were fitted with a quadratic equation up until the coercive field. Figure 3-2b gives this data for a few
subcoercive fields which shows that, indeed, a large ECE is found at the FE-AFE phase transition. We
found a change in temperature of 1.1 K at 250 K under an applied electric field of 143 kV/cm which is in
good qualitative agreement with previous experiments for subcoercive fields [102]. Thus, we predict a large
ECE for materials that undergo AFE-FE phase transitions. Note that we find an ECE of zero at the FE-AFE
and AFE-paraelectric phase transitions due to the sign difference in the ECE for the different phases.
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We also report the change in temperature for the full range of investigated temperatures and electric
fields, ∆T (T0 , E) (see Figure 3-3a). Below 300 K, the film is in the ferroelectric phase and has a positive
ECE under all values of the applied electric field. We find a maximum ∆T in the FE phase of 6.1 K for an
intital temperature of 250 K and an electric field of 1190 kV/cm. From 300-700 K, the ECE is negative in
the antipolar phase and is destroyed above the coercive field due to the antipolar-polar phase transition.
This destruction is shown by the gray area within the Figure. Above 750 K, the antipolar-polar phase
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transition has no hysteretic losses and, thus, ∆T is fully reversible. Here, the ECE is negative in the
antipolar phase and becomes positive in the polar phase. In the paraelectric region (950-1000 K), the ECE
reaches a maximum of 22.7 K at the maximum applied electric field. Additionally, we can see that the
polar region in the AFE phase exhibits a large ECE. We report this in Figure 3-3b such that we plotted
∆T = T − T (Emax ) as function of the removed electric field ∆E, which is the difference between the
electric field and the maximum applied electric field (E − Emax ). For each temperature in the investigated
range, a negative ECE with a magnitude of at least 2.6 K can be achieved.
3.3

Direct vs. Indirect Approach
Using our insight from the data collected using the direct approach, we address some controversies

surrounding the applicability of the indirect approach with regards to AFEs and ferroics in general. We will
do so by first looking at the data for 450 K in Figure 3-1c-d. The area in the region associated with the
electric hysteresis (214-500 kV/cm) yields a negative ECE for the lower loop and positive ECE for the
upper loop which is in qualitative agreement with experimental results [101]. However, regions without
hysteresis yield unique ECE values. Let us look at the Maxwell relations again. The electric hysteresis is
associated with the transition between the metastable and stable phases (see the schematic in Figure 3-1c
and the discussion in the previous section). These have different Gibbs free energies GM and GS for the
metastable and stable phases, respectively. The basis of the indirect approach is the Maxwell relation
∂ 2G
∂ E∂ T

=

∂ 2G
∂T∂E .

However, this is only true if both sides have the same value of G and no longer holds if G

changes abruptly, as is the case for metastable-stable phase transitions. Therefore, the parts of P(E)
associated with the phase switching must be disregarded, and the indirect approach cannot be used in such
a scenario. However, the indirect approach can be used for parts of the loops where the system is confined
to either the metastable or stable phase. Of course, these phases will have different electrocaloric responses
(see Figure 3-1d). If no hysteresis is present, the metastable phase no longer exists and the phase switching
is associated with a gradual evolution of the Gibbs free energy; thus, the indirect approach can be used.
Sometimes, the electric hysteresis can be avoided based on the choice of the electric field that is applied.
For example, in ferroelectrics, using a pre-poled sample will bypass the losses which was done in our
simulations for 200 K (Figure 3-1a-b). In this case, agreement between the direct and indirect approach
was found in experiment [112]. In the AFE phase, the hysteresis can be avoided by using subcoercive
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electric fields which would keep the material in either the polar or antipolar phase [56]. Thus, the indirect
approach can be used for either the upper or lower branches of the hysteresis loops in this case.
There is also debate regarding which branch of the loop (upper or lower) to use with the indirect
approach [103]. We conclude that the critical factor is not which branch to keep but rather which parts of
the loop should be omitted. Again, so long as the parts of P(E) that are associated with hysteretic losses are
excluded, the indirect approach can be safely used on the rest of the loop. Because upper and lower
branches predict different ECE, as they are associated with different phases, the best practice is to obtain
lossless P(E) from the electric fields that are being used. Previous studies have taken the upper loop to
predict the ECE in AFEs [63, 111]. One such study reported an ECE of -5 K under an electric field ranging
from 77-338 kV/cm in La-doped PZO films [111]. The negative sign indicates that the antipolar phase
made a dominant contribution to the ECE. On the other hand, the upper limit of the field is larger than the
coercive field of the antipolar-polar phase transition. This suggests that the phase switching part of the P(E)
loop was not eliminated from the estimations. Based on our findings, this giant negative effect is unlikely
to be measured in direct experiments on such films.
3.4

Potential Application to Solid State Refrigeration
An interesting property of the ECE in AFEs is that the sign of the ECE can be tuned by the electric

field that is applied. The coexistence of both negative and positive ECE in a material has been proposed to
enhance a refrigeration cycle previously [61, 113, 114]. Experiment showed an approximately 150%
enhancement during direct measurements [113]. However, the ECE has two major challenges when
proposing a refrigeration cycle using the AFE region. First, irreversible heating exists for most practical
temperatures since they are usually in their AFE phase in that temperature range. Second, the alternating
signs of the ECE causes a reduction in the overall ∆T which can be seen in Figure 3-1d,f. For example, in
Figure 3-1f, the ∆T goes to zero for an applied field of 500 kV/cm. We propose a refrigeration cycle to
overcome these challenges.
The inset of Figure 3-4b presents our proposed refrigeration cycle. In this cycle, we not only
overcome these issues but we also take advantage of the antipolar-polar phase transition. We use a thermal
bath of 450 K so that the cycle can be illustrated using our data from Figure 3-1d. We begin the cycle with
an adiabatic application of an electric field (steps 1-2). This is terminated at the coercive field for the
antipolar-polar phase transition. Just before the coercive field is reached, the working body, which is a film

38

in this example, is brought into thermal contact with the heat bath as is shown in steps 2-3. Then, the
electric field is increased to its maximum under isothermal conditions (steps 3-4). Once at its maximum,
the working body is removed from thermal contact with the heat bath and the field is decreased
adiabatically, as shown in steps 4-5. This causes the temperature to decrease due to the ECE. Once again,
before the coercive field of the polar-antipolar phase transition is reached, the film is again put in thermal
contact with the heat bath (steps 5-6). To complete the cycle, the field is removed isothermally in steps 6-1.
This cycle tames the first-order phase transition which generally is detrimental to the ECE. Additionally,
the heat extracted from the system per cycle is Q = C(∆T1 + ∆T2 ) which is greater than the heat that could
be extracted from a conventional solid state refrigeration cycle. In a standard cycle, the heat extracted is
C∆T1 or C∆T2 due to the use of only the reversible parts of T (E).
We tested this cycle in simulations using the direct method. The results can be found in Figure 3-4
which shows the quasi-static evolution of both the polarization (upper panel of the figure) and temperature
change (lower panel of the figure) over the cycle. We start at 452.2 K with an adiabatic electric field
application with a rate that is the same as for the direct ECE simulations. When the field reaches
500 kV/cm, we switch to isothermal simulations since Ec =500 kV/cm corresponds to the antipolar-polar
phase transition. The field is applied isothermally from 500 kV/cm until the maximum electric field of
1190 kV/cm is reached. At this point, we switch back to adiabatic simulations and remove the field until it
reaches 357 kV/cm since Ec =214 kV/cm and is associated with the polar-antipolar phase transition.
Finally, the cycle is completed with the remainder of electric field being removed under isothermal
conditions. From the simulation, we see that the heat removed per cycle is indeed Q = C(∆T1 + ∆T2 ) where
∆T1 = −1.2 K and ∆T2 = −7.1 K. If cycles are operated at higher temperatures which show a larger ECE
(see Figure 3-1f for an example), the cycle can result in higher ∆T1 and ∆T2 . This is promising for potential
applications.
3.5

Conclusion
Direct semi-classical first-principles-based simulations were employed to unveil the electrocaloric

potential of antiferroelectrics with phase competition. Our simulations predict that ECE is negative in the
AFE phase and positive in the FE phase under the application of subcoercive fields. In the vicinity of the
FE-AFE phase transition, the ECE is greatly enhanced. A maximum ECE of 1.1K under a subcoercive
electric field of 143kV/cm is achieved. At an initial temperature of 1000 K, a maximum ECE of 22 K can
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be achieved under the maximum applied electric field. In the AFE phase, we find a negative ECE in its
antipolar phase and a positive ECE in its polar phase. If the electric field induced antipolar-polar (or
polar-antipolar) phase transition exhibits an electric hysteresis, then irreversible heating occurs. However,
if there are no hysteretic losses during this transition, a very large ECE is achieved. To take advantage of
the large ECE found in the phase transitions, we propose a refrigeration cycle for AFEs that operates across
the irreversible phase switching. We have predicted that such a cycle would outperform conventional
cycles that only use reversible processes. Finally, our data reveal critical misconceptions regarding the
application of the indirect method for ferroics with hysteretic losses. Using thermodynamics, we showed
that the P(E) dependencies associated with the phase switching must be omitted when using the indirect
approach. With these findings in mind, we proposed guidelines for using the indirect approach.
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Chapter 4
Polarization Reversal in Bulk Ferroelectrics7

From the previous Chapter, it is apparent that the coercive field is overestimated in computations.
Recall that we had to rescale the field by a factor of 4.2 in order to match the coercive field at the
polar-antipolar phase transitions to the experimental values. Because of this, it is important to look for
ways to bring the computational values in line with experiment such that rescaling would be unnecessary.
As discussed in Chapter 1.1, the coercive electric field Ec is the value at which the polarization’s sign
reverses. Technically, it is the field where polarization equals zero as shown at points c and f in the
hysteresis loop in Figure 1-1. The magnitude of Ec is found to be very different between computation and
experiment. The values obtained from by Landau theory in a defect-free sample are termed the intrinsic Ec
[13] due to the fact that these are the ideal values and often neglect material defects or experimental
parameters which may reduce the field [13, 14]. The extrinsic Ec are measured in the presence of
unavoidable material defects exist inherently during growth or processing of a material.
It is well known that polarization reversal can occur due to the nucleation of a domain with a
polarization direction opposite that of the rest of the sample [13, 17]. The energy change for such
nucleation is described by the equation ∆W = σ A +WE − PEV [17]. The first term σ A gives the domain
wall’s energy [17]. The second term WE is the depolarizing energy [17]. The last term −PEV is the energy
contribution from the applied electric field, where P is the polarization, E is the applied electric field, and V
is the volume of the nucleus [17]. The nucleation rate of the domains is proportional to e−∆W /kB T . The
probability that nucleation occurs via thermal fluctuations is small compared to that of ∆W , which is
approximately 108 kB T , mostly due to the large contribution from the depolarizing energy. At crystal
surfaces, inhomogeneities, or existing domains, it is reasonable to expect that ∆W is much smaller [14, 17].
Thus, we can expect that the polarization reversal due to domains will occur in the extrinsic regime. As the
electric field increases, ∆W decreases so that when the applied field is sufficiently high, homogeneous
7 This

chapter was reproduced from my publication in Physical Review B. Republished with permission from M. Kingsland,
Z. G. Fthenakis, and I. Ponomareva, “Role of depolarization in the polarization reversal in ferroelectrics,” Physical Review B,
vol. 100, p. 024114, 2019. Copyright 2022 by the American Physical Society
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polarization reversal occurs. This can be thought of as nearly simultaneous nucleation of many tiny
domains with antiparallel polarization direction due to the increase in entropy.
In experiments, the extrinsic contributions are unavoidable and can be rarely quantified.
Simultaneously, it is difficult to incorporate realistic extrinsic contributions to computations, meaning that
most simulations use defect-free and/or surfaceless samples. An important question arises here; is there a
way to introduce a universal and realistic defect into simulations in order to allow for computational
predictions to match experimental values of Ec ? There recently was an analytical first-principles-based
model developed that accurately predicted ferroelectric hysteresis loops at realistic sizes and long
timescales [115]. However it is limited to domain-driven polarization reversal. One atomistic study
examined the dynamics of preexisting domains in BaTiO3 [116]. Another atomistic study on BiFeO3 found
an inhomogeneous switching mechanism in tetragonal phases and a homogeneous switching for the
rhombohedral phases [7]. Previously, domain-driven polarization reversal was predicted in
Pb(Ti1−x ,Zrx )O3 nanowires for small applied electric fields, while homogeneous polarization reversal was
found for larger fields [15].
The objective of this study is to address important questions about polarization reversal such as
1. How does the polarization reversal evolve from its intrinsic limit associated with high Ec to the
extrinsic one associated with drastically lower Ec ?
2. Is there a specific defect that may be included in computations that will bring the predicted coercive
field in line with experimental findings?
3. Does the extrinsic polarization reversal require domains, and does the intrinsic one exclude them?
In order to do this, first-principles-based molecular dynamics simulations were carried out on bulk
PbTiO3 . We used an effective Hamiltonian similar to the one discussed in depth in Chapter 2.2. Bulk
samples were simulated by applying periodic boundary conditions in all three cartesian directions. The
isothermal simulations were run at 300 K, using an Evans-Hoover thermostat [98] to maintain the
temperature. An MD step of 1.0 fs was used.
4.1

Intrinsic Regime Effects
To begin, we examine the polarization reversal in the intrinsic regime, that is, in defect-free bulk

samples. The simulation’s supercell size was investigated to see its effect on the coercive electric field Ec .
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It may affect Ec because larger supercells allow for larger fluctuations from the average values. In
principle, this could lead to the formation of a critical size nucleus. The supercell sizes of N x N x N unit
cells were considered where N is in the range of 12 to 92 and incrementally increased in steps of 4. For
sizes up to N = 60, 10 periods of electric field with a frequency of 10 GHz was simulated. However, for
larger sizes, computational limitations allowed for only 4 periods to be simulated. This data is presented in
Figure 4-1. It shows that the coercive field is not size dependent within the investigation range. The shaded
region in Figure 4-1 shows the experimental range of Ec for PbTiO3 (PTO) and lead zirconate titanate
(PZT) [2, 3, 117]. The results show an average value of Ec to be 1.1 ± 0.01 MV/cm2 which overestimates
the experimental findings of 0.14–0.30 MV/cm in PTO and PZT [2, 3, 117].
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Figure 4-1. Dependence of the coercive field on the supercell size from simulations [18]. The shaded area
indicates the range of experimental coercive fields from the literature for PTO and PZT
[2, 3, 117].
Next, we investigated the dependence of the coercive field on the frequency of the applied electric
field. From experiment, we know that the coercive field decreases as the frequency of the applied field
decreases [3, 117]. In the simulations, we applied an ac electric field with a frequency in the range of 0.01
to 10 GHz for a supercell containing of 40 x 40 x 40 unit cells. Frequencies higher than 10 GHz will
already overlap with the intrinsic soft-mode dynamics range and are avoided here. Frequencies below 0.01
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GHz are computationally prohibitive. This data is given by the green diamonds in Figure 4-4c. The Ec
shows a weak frequency dependence within the investigated range. At zero Hz, an Ec of 0.97 MV/cm is
predicted after extrapolation and overestimates experimental findings. Based on these investigations, we
conclude that the intrinsic coercive field in PTO is around 1 MV/cm. We conclude that neither the supercell
size nor the frequency of the applied electric field were found to have a significant effect on the coercive
field.
4.2

Extrinsic Regime Effects
We now investigate the Ec in the extrinsic regime. First, we examine the effect of the applied electric

field direction’s on the coercive field. This may be an influencing factor because many ferroelectric
samples are grown as polycrystalline ceramics which have randomly-oriented, small crystallites [68]. In
this case, the domain reorientation in each grain and the entire polycrystalline state should be considered
when investigating the polarization reversal. These domains and randomly oriented crystals results in a
nearly 83% decrease in the spontaneous polarization in ceramics as compared to single crystals [68].
Therefore, we expect a decrease in the coercive field due to this as well. A polycrystalline sample was
modeled by subjecting a simulated supercell of 40 x 40 x 40 to an electric field that was applied along
different crystallographic directions. The frequency of the applied electric field was 10 GHz. More
explicitly, 50 different directions of the applied field were selected by a uniform distribution over the
surface of a unit sphere. Figure 4-2a shows the distribution of the coercive field obtained from these 50
simulations. The Ec for these simulations range from 0.60 to 0.84 MV/cm, as compared to the average
value of 0.90 ± 0.05 MV/cm for this supercell under the electric field applied along the polar direction. In
order to model ceramics, the hysteresis loops obtained for each of the 50 directions of the field were
averaged to obtain a single loop. From this averaged loop, the decrease in spontaneous polarization is 2.7%
and a decrease in Ec of only 10.9%. Figure 4-2b shows this in comparison with the single-crystalline
computational data. Even though there is a decrease in Ec for a polycrystalline sample as compared with a
single-crystal sample, it still significantly overestimates experimental values [2, 3, 117]. Thus, we conclude
that the overestimation of the Ec in computations is not accounted for by a sample’s polycrystallinity.
Next, the effect of epitaxial strain η on the coercive field is investigated. This strain arises from the
mismatching lattice parameters of a ferroelectric film and the substrate on which it is grown [118]. The
simulated range of η is from -0.95 to 0.95 % and is applied in the [001] plane which is perpendicular to the
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Figure 4-2. a) Distribution of Ec obtained for different directions of the applied electric field and b)
comparison between the hysteresis loops simulating a ceramic and single-crystalline sample
[18]. For the latter, the field is applied along the polar direction.
direction of the applied electric field. These computations used four periods of the electric field with a
frequency of 10 GHz. A supercell size of 40 x 40 x 40 was used. Figure 4-3a shows a few representative
loops from these simulations. We can see that epitaxial strain has a pronounced effect on the coercive field.
Specifically, compressive strain broadens the loops, while tensile strain slims them. For tensile strains with
a magnitude greater than 0.65%, no spontaneous polarization appears along the direction of the field. This
dependence is given in Figure 4-3b and can be fitted with the linear function -1.2η + 0.8 MV/cm. Thus,
under tensile strain, this may account for the reduction of the extrinsic Ec with respect to its intrinsic value.
Additionally, under compressive strain, the coercive field is enhanced. However, compressive strain
enhancement of the Ec has not been observed experimentally, to the best of our knowledge.
Another hypothesis for the difference between experimental and computational coercive fields is that
there are variations in the microstructure, which are inevitable in experiments, giving rise to local
variations in the ferroelectric strength. In simulations, these variations are expected to promote an
inhomogeneous distribution among local dipoles which may create regions that could serve as nucleation
sites. We modeled this by introducing local variation in the κ2 on-site interaction parameter of the effective
Hamiltonian; this parameter controls the depth of the local ferroelectric energy well. For each site, the κ2
values were chosen randomly from a standard Gaussian distribution where the distribution width ∆ was
1%, 2%, 5%, 10%, 20%, or 80% of the first-principles value. Here, an electric field with a frequency of
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dependence of Ec on the epitaxial strain [18]. The shaded area indicates the range of
experimental coercive fields from the literature [2, 3, 117].
10 GHz was applied to a supercell size of 40 x 40 x 40. Figure 4-1 shows these results. It is clear that there
is no trend in the dependence of Ec on the the local variations of the ferroelectric strength.
4.2.1

Residual Depolarizing Field
Finally, we investigate the residual depolarizing field’s effect on the coercive field. As previously

mentioned, depolarizing fields are always present in experimental samples because of their finite sizes and
presence of inhomogeneities in the sample. They are responsible for the multidomain phase in grown
ferroelectric samples, as well. Experimentally, free carriers are able to screen most of this depolarizing
field during the poling of macroscopic samples. The screening carriers could be internal (e.g., vacancies
within the sample) or external (from electrodes) [119]. We know from macroscopic electrostatics that as
the thickness of the sample and the amount of the internal screening charge decrease, the dead layer
becomes crucial. Ultrathin films tend to remain in nanodomain phases [120]. Typically, it is assumed that
the free charge from the electrodes screen a depolarizing field entirely. Thus, the effects of this field usually
are ignored in polarization reversal studies. For example, statistical switching kinetics-based modeling
predicted that the switching time in polycrystalline thin films goes to infinity when the applied electric field
is less than the maximum depolarizing field in the sample [121]. In the followup study of a
two-dimensional case, it was shown that switching starts earlier supported by the depolarization fields
formed in the initial opposite polarization state [122]. Because of this, we propose that the imperfect
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screening of the residual depolarizing field may have an effect on the coercive field and its associated
polarization reversal.
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Figure 4-4. The effect of the residual depolarizing field on the Ec [18]. a) Schematic representation of
different types of defects; b) some representative computational hysteresis loops obtained for a
36 x 36 x 36 supercell under 1 GHz electric field (solid lines) and experimental one for
epitaxial PbTiO3 film measured at 10 kHz [2]; c) the dependence of Ec on the frequency of
applied field from computations and experiments of Ref. [3] (black solid squares) and [117]
(black solid circles); d) the dependence of Ec on the defected volume ratio Vde f /V , for
different types of defects; simulation supercell size is 36 x 36 x 36.
To investigate this, we use four different defect types, which are weakly or non-polarizable regions
in the simulated sample, to determine which ones, if any, affect the coercive field. These defects are
incorporated into our simulations by introducing a vacuum layer to represent the non-polarizable region. In
the first type, we investigate the case where there is an extended nonpolarizable (or weakly polarizable)
region in the supercell. This is shown in Figure 4-4a as the type-I defect. The associated hysteresis loop for
this type of defect is show in Figure 4-4b. Interestingly, the simulation yields a double-hysteresis loop
which is similar to those found in antiferroelectrics. In the absence of an applied field, the multidomains,
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which cause the double hysteresis, are stable due to a strong depolarizing field. If an electric field with a
magnitude similar to that of the intrinsic coercive field is applied, the polar phase can be induced. It is
important to note that double-loop structures have been reported previously [17, 123, 124].
We next introduce an island in the defect region that connects the ferroelectric regions with each
other between the periodic cells (see Figure 4-4a, type-II defect). This partially screens the depolarizing
field. As the island size increases, the polarization response to the applied electric field returns to a
single-loop hysteresis. This indicates that the depolarizing field decreased enough to allow to the supercell
to become poled. A representative response of the film, specifically with 1.54% defect content, is given in
Figure 4-4b. The data shows that the depolarizing field has a drastic effect on the Ec , reducing it by more
than a half, bringing it into agreement with experimental findings. The saturation and remnant polarization
are decreased by 8.68% and 14.9%, respectively, for this particular defect percentage.
Additionally, we included investigations using a layered defect (see 4-4(a), type-III defect) and
defects of one unit cell distributed randomly throughout the supercell (see Figure 4-4a, type-IV defect). It
should be noted that defect types II and III (or defects of similar types that allow for poling), which we will
call extended types, are efficient ways to incorporate a residual depolarizing field in simulations. Note that
they do not need to be correlated with actual structures found in samples. Ref. [125] shows other shapes of
similar extended-type defects which allow for poling and are shown to have similar effects on Ec . Even the
smallest nonpolar defects have a significant effect on the coercive field [126], but not as strong as the
extended types. Figure 4-4d shows the effect of the relative volume of defects for the different types,
Vde f /V , on the Ec . This slope is dependent heavily on the defect type where the smallest slope is found to
be for type-IV defects which we attribute to this type of defect having the smallest depolarizing field
present. The largest slopes are for the extended defect types. A transition into a double-loop response at the
critical defect volume is associated with zero value of Ec . We should note that this type of transition was
not found for type-IV defects; instead, the zero value of the coercive field occurs at Vde f /V = 25% at which
the supercell exhibits paraelectric behavior.
For the defect types II, III, and IV, different frequencies of the applied electric field are investigated,
specifically 0.5, 1, and 10 GHz. However, we only focus on the data that yields realistic, single-loop
structures. Figure 4-4c and 4-4d give the coercive field as a function of frequency. The depolarizing field
has a profound effect on the Ec at all frequencies investigated.
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Most significantly, the residual depolaring field in ferroelectrics creates competition between
monodomain and multidomain phases which has a large effect on the polarization reversal and its
associated coercive field. The depolarizing field makes a positive contribution to the free energy of the
material, causing the ferroelectric phase to destabilize. When the critical nucleus of antiparallel
polarization with some volume is formed, roughly twice of that volume has zero net polarization and no
longer contributes the destabilizing depolarizing energy to the free energy where we have the equation.
Alternatively, this could be considered as an additional stabilizing energy for the critical nucleus. A
significant reduction in the ∆W is expected, since the depolarizing field can become very large.
Counterintuitively, the depolarization cooperates with the applied electric field in order to reverse the
polarization.
The investigated extended defects simulate a realistic scenario where the depolarizing field
originates from the discontinuity in polarization at the surface, grain boundaries, or other inhomogeneities
of the sample. Interestingly, residual stresses have been found to affect the kinetics of polarization reversal
in polycrystalline samples as well [127]. It should be noted that the sample’s conductivity increases with
temperature; thus, the contribution of the depolarization will diminish significantly, or potentially disappear
all together, as the sample is heated to the Curie point [17]. Therefore, we do not expect the depolarization
effects to change the Curie temperature significantly. Some of these depolarizing field calculations were
repeated for barium titanate, using the interatomic potential from Ref. [62]. Similar behavior was found for
barium titanate as for PTO, including the reduction of the coercive field by half or more with respect to the
intrinsic value. This provides additional evidence that the residual depolarizing field has a large impact on
the predicted Ec .
4.2.2

Polarization Reversal Mechanisms
Finally, we investigated the polarization reversal mechanism in some of our calculations. In some

cases, we detected domain formations that were relatively large. However, under our simulation conditions,
the appearance of domains during polarization reversal seem to be random and infrequent. We propose that
well-defined and large domains appear when the domain-wall area is minimized but makes relatively small
energy contribution as compared to the effects of the residual depolarizing field or ferroelasticity. This is
based on the rather infrequent appearance of domain-driven polarization reversal in our simulation. Electric
field frequencies of similar magnitude as those used in experiment allow for larger fluctuations which
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causes the system to follow the lowest free-energy path which is associated with domain formation. Higher
frequencies, like the ones simulated in this paper, often do not allow for fluctuations that cause domain
nucleation. This explains the sporadic appearance of domains during polarization reversal. Additionally,
domains may take longer time to form than the simulation time. As reported in experiment, domain size
decreases as the pulse width of the applied field decreases and saturates at about a 20 nm radius for pulse
width below 10 µs [128]. Because of this, it is expected that as the frequency of the applied electric field
decreases the domain-driven polarization reversal will occur more frequently and eventually, become the
primary polarization reversal mechanism.
4.3

Conclusion
In summary, we investigated the intrinsic and extrinsic regimes of the reversal of polarization and

associated coercive electric field for bulk PbTiO3 . The intrinsic value of Ec is 1 MV/cm for frequencies
above 0.1 GHz which is nearly double the experimentally reported value. In the extrinsic regime, the Ec for
ceramics is lower than that of single-crystalline solids. However, this reduction is too small to account for
the discrepancy with experimental data. Epitaxial strain had a large effect on the coercive electric field,
showing a reduction in Ec under tensile strain and an increase in Ec under compressive strain. It should be
noted that, to the best of our knowledge, there have been no previous experimental reports of an increased
Ec in compressed samples under the intrinsic regime. This means it is unlikely that the epitaxial strain is
the primary reason behind the reduction of the coercive field in the extrinsic regime. Microstructure
variation was also found to have no significant effect on the coercive field. Additionally, the residual
depolarizing field was investigated and found to have a significant effect on the polarization reversal and
associated Ec . This depolarizing field is often neglected in polarization studies. In PbTiO3 and BaTiO3 , it
causes competition between the monodomain and polydomain phases which reduces the coercive field by
more than half and brings its value into experimental ranges. Finally, we proposed a way to take the
residual depolarizing field into account that can be used in any atomistic simulation, thereby improving
computational accuracy.
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Chapter 5
Minnesota Density Functionals8

As discussed in Chapter 2.1, DFT can be used to predict material properties of ferroelectrics. It is
also used as the basis for developing classical potentials which extend computations to finite temperatures
and realistic sizes. However, one of the limitations of DFT is that the classical potentials based upon it often
fail. One failure is that DFT parameterization of classical potentials may predict the Curie temperature TC
inaccurately. For example, in Chapter 3, the effective Hamiltonian that was used predicts a TC of 946 K, but
the experimental value is 503 K for bulk PZO [27, 87]. This is nearly a 200% error. Additionally, the
effective Hamiltonian used in Chapter 4 predicts the TC of PTO to be 625 K [18, 91]; however, the
experimental TC is 760 K [1]. Given these inaccuracies in predicting the Curie temperature, it is important
to find out whether the choice of exchange-correlation functional can help to eliminate the problem.
In general, LDA-based parameterizations of classical potentials underestimate TC
[27, 28, 71, 73, 83, 129–134], while GGA PBE overestimates it [28, 71, 73, 131–134]. For example,
BaTiO3 has the transition temperature for its cubic to tetragonal phase at 393 K [1], but Ref. [83], which
reports an LDA-based parameterization, predicts this to be around 296 K. Ref. [133] estimates this same
cubic to tetragonal phase transition in BaTiO3 to be at approximately 467 K from PBE simulations and at
approximately 134 K from LDA simluations. PTO has a Curie temperature of 760 K [1], but Ref. [133]
predicted TC at 2883 K using PBE and at 378 K using LDA. Similar values were also reported in Ref. [28].
Thus, there is an open question of which functional(s) is(are) suitable to study the structural, electric, and
energetic properties of ferroelectrics and with which to develop accurate classical force fields. Specifically,
the exchange-correlation portion of a functional can greatly affect the accuracy of its predictions. In Table
5-1, all the acronyms for the exchange-correlation functionals used in this chapter can be found.
8 This chapter was reproduced from my publication in Physical Review Materials.

Republished with permission from M. Kingsland, K. A. Lynch, S. Lisenkov, X. He, and I. Ponomareva, “Comparative study of Minnesota functionals performance on ferroelectric BaTiO3 and PbTiO3 ,” Physical Review Materials, vol. 4, p. 073802, 2020. Copyright 2022 by the American Physical
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Table 5-1. Acronyms for exchange-correlation functionals
Functional
Full name
LDA
Local Density Approximation
PBE
Perdew-Burke-Ernzerhof GGA
PBEsol
PBE for solids
AM05
Armiento-Mattsson 2005
B1WC
hybrid exchange-correlation functional by Bilc et al.
B1WC(PP)
B1WC using pseudopotentials
SCAN
StronglyConstrained and Appropriately Normed
HSE06
Heyd-Scuseria-Ernzerhofhybrid functional 2006
HSEsol
HSE for solids
TM
Tao-Mo meta GGA
TPSS
Tao-Perdew-Staroverov-Scuseria meta-GGA
TPSS+U
TPSS with local correlation potential
GAM
Gradient Approximation for Molecules
HLE17
High Local Exchange 2017
M06-L
Minnesota 2006 local functional
revM06-L
revised M06-L
MN12-L
meta-NGA parameterized exchange-correlation functional 2012
MN15-L
meta-NGA parameterized exchange-correlation functional 2015
N12
NGA parameterized exchange-correlation functional 2012
N12-SX
N12 with short range Hartree-Fock exchanges
SOGGA
Second-Order Generalized Gradient Approximation
SOGGA11
Second-Order Generalized Gradient Approximation 2011
SOGGA11-X
global hybrid form of SOGGA11
Recently, a study addressed this question for LDA, GGA, and SCAN meta-GGA [135]. It showed
that SCAN performed better than the traditional LDA and GGA functionals in terms of structural, electric,
and energetic properties in diversely bonded ferroelectric materials. Another study assessed the
performance of LDA, PBE, HSE, SCAN and B1WC on BaTiO3 (BTO), PTO, and BiFeO3 [71]. In
particular, the authors studied the prediction of the electrical, structural, and energetic properties of these
materials [71]. It was concluded that SCAN predicts these properties well, and it does so with the closest
agreement to the B1WC hybrid functional [133] which was developed for ferroelectrics specifically. In a
different study, the van der Walls density functional with C09 exchange demonstrated superior
performance on PTO, BTO, and KNbO3 as compared to LDA, PBE, and PBEsol [136]. Additionally, Ref.
[134] discussed the role of the exchange-correlation functional in interatomic interactions accuracy as well
as in the effective Hamiltonian for predicting ferroelectric phase transitions in perovskite oxides, where
they investigated eight perovskite oxides, including PTO and BTO. They concluded that SCAN offers a
significant improvement in the prediction of lattice constants as compared to earlier LDA results.
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Consequently, the prediction of Curie temperatures from the effective Hamiltonian derived using the
SCAN functional is improved and outperforms LDA-based ones. However, it was found that the TC is
underestimated for PTO, KNbO3 , and significantly so for BTO. In Ref. [137], strained and stress-free
tetragonal BTO was investigated using a variety of exchange-correlation functionals. For unstrained BTO,
the study showed that the spontaneous polarization and tetragonality are estimated best by PBEsol, TPSS,
TPSS+U, HSEsol, and B1-WC(PP).
Recently, the so-called Minnesota functionals (GAM, HLE17, revM06-L, MN12-L, MN15-L, N12,
N12-SX, SOGGA, SOGGA11, SOGGA11-X) have been introduced [138]. These functionals are
implemented in VASP package [139–142]. However, only a few of them have been used to study
ferroelectrics. Namely, Ref. [143] reported the cubic and tetragonal lattice constants of PTO using
SOGGA, M06-L, PBEsol, TPSS, and PBE. SOGGA was shown to predict the lattice constants better than
the others. Ref. [144] showed that the SOGGA functional predicted the structural and vibrational
properties of PTO and PZO well in comparison to experiment. Finally, Ref. [145] reported PTO’s cubic
and tetragonal lattice constants for LDA, PBE, PBEsol, TPSS, SOGGA, M06L, SCAN, and TM. This
study concluded that TM is the most accurate in terms of its predictions of the lattice constants and bulk
moduli [145]. It should be noted however that the focus of this study was the performance of the TM
functional as compared with the others. In this work, our goal is to assess the performance of these
Minnesota functionals on prototypical ferroelectrics PTO and BTO by comparing their predictions to a few
traditional functionals (LDA, PBE, PBEsol, AM05, SCAN, HSE06).
5.1

Basic Description of Functionals
As we discussed briefly in Chapter 2.1.1, there exists numerous exchange-correlation functions

which are reviewed in Ref. [88]. Here, we provide a brief summary of the functionals used in our study. As
in Chapter 2.1.1, we adapt the Perdew’s Metaphorical Jacob’s Ladder [88] to visualize how each functional
used in this study is connected to one another. It can be found in Figure 5-1. In the first rung, the simplest
exchange-correlation functional, LDA, is found. The second rung contains the GGA and NGA functionals.
For this class, the particular representatives considered here are the N12 and GAM functionals. The third
rung contains the meta-GGA (or meta-NGA) functionals. The five representatives of this class that are
considered here are shown in Figure 5-1. The fourth and final rung contains they hybrid meta-GGA (or
hybrid meta-NGA) functionals. The representative hybrid Minnesota functionals are SOGGA11-X and
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N12-SX. For comparison within the hybrid rung, HSE06 [146] is included also. However, it should be
noted that HSE differs from (meta-)GGA/NGA functionals due to its inclusion of fractional Hartree-Fock
exchange parameters which describe nonlocality [146–148].

* SOGGA11-X
HSE06

N12-SX

Hybrid
(meta)GGA/(meta)NGA

* SCAN
revM06-L

meta
GGA/NGA

MN12-L *
MN15-L

HLE17
PBE
* * PBEsol

N12
GGA/NGA
GAM

AM05
* * SOGGA
* SOGGA11
* * LDA

Figure 5-1. Jacob’s Ladder diagram describing the functionals that are investigated in this work. The
functionals in diamonds are the standard representative(s) in each rung, while those in ovals are
the Minnesota ones. Yellow highlights indicate the ones that have been previously used on
ferroelectrics while blue highlights indicate the ones that have not. Blue and red asterisks
denote the best performing functionals found in this study for the case of BTO and PTO,
respectively.
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Next, we provide a brief description of the Minnesota functionals [138] which were chosen for this
investigation. They are described in the following sections in order of where they are located on the Jacob’s
ladder. Additionally, Table 5-2 compiles some references available from previous works on the studies of
prototypical ferroelectric perovskites using these Minnesota functionals. It shows that many of them have
not been previously studied on ferroelectrics; thus, our study fills these gaps.
Table 5-2. References to some previous studies of prototypical ferroelectric perovskites using different
functionals.
Functional
Tested on FE
LDA [149, 150]
BTO [28, 71], PTO [28, 71]
PBE [151, 152]
BTO [28, 71], PTO [28, 71]
PBEsol [153]
BTO [136, 137, 154], PTO [136, 143, 145, 154, 155]
AM05 [156, 157]
PTO [155]
SCAN [28, 71, 135]
BTO [28, 71], PTO [28, 71]
HSE06 [146–148]
BTO [28, 71], PTO [28, 71]
GAM [158]
not tested on FEs
HLE17 [159, 160]
SrTiO3 , CaTiO3 [160]
revM06-L [161]
not tested on FEs
MN12-L [162]
not tested on FEs
MN15-L [163]
not tested on FEs
N12 [164]
not tested on FEs
N12-SX [165]
not tested on FEs
SOGGA [143]
PTO [143–145]
SOGGA11 [166]
not tested on FEs
SOGGA11-X [167]
not tested on FEs

5.1.1

GGA/NGA Functionals
To begin, we have the GGA/NGA Minnesota functionals, which are found in the second rung of the

Jacob’s ladder of Figure 5-1. The commonly used functionals in this category that are not part of the
Minnesota suite are PBE, PBEsol, and AM05. Expanding upon GGA, the second-order generalized
gradient approximation (SOGGA) is exact through the gradient expansion’s second order (standard GGAs
are exact through the first order) for the exchange and correlation energies [143]. Originally, it was
developed to fix the exchange and correlation potentials that are neglected in GGAs [143]. In its
introductory paper, SOGGA was shown to better estimate the lattice constants than other GGAs, such as
PBE [143]. Additionally, there have been recent studies that indicate that SOGGA estimates the cubic
lattice constant, tetragonality, and ferroelectric properties of PTO well [143–145]. Particularly, Ref. [143]
reports that SOGGA’s estimation of lattice constants for both the cubic and tetragonal phases of PTO are
closer to experimental results than the lattice constants found by PBE. In Ref. [144], SOGGA was shown
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to have potential in describing the vibrational frequencies of PZO and PTO correctly. Also, the authors
found that the non-zero temperature lattice vectors are well predicted by SOGGA [144].
In addition to SOGGA, the Minnesota suite also includes an updated version of this functional,
SOGGA11. SOGGA11 was created to improve the accuracy for predicting molecular energies [166]. It
also was shown to be accurate when predicting molecular bond lengths [166]. To our knowledge, there
have been no previous publications regarding SOGGA11’s performance on ferroelectrics.
The next functional from the Minnesota suite in this section is the parameterized
exchange-correlation functional N12. It is an NGA functional and is dependent on the spin-labeled electron
densities and their reduced gradient [164]. N12 was developed to more accurately predict lattice constants
and bond lengths without losing the accuracy of cohesive and atomization energies [164]. When tested
using various databases, N12 was shown to be better at estimating cohesive energy, atomization energy,
lattice constants, and bond lengths than other similar functionals [164]. We are not aware of any previous
works that directly test this functional on PTO or BTO.
Another NGA functional included is the the gradient approximation for molecules (GAM) which
was developed to be excellent at estimating barrier heights at the expense of less accurate lattice constants
[158]. In general, the lattice constants predicted by GAM are approximately twice as incorrect as PBE and
roughly three times as inaccurate as HSE06. However, GAM still estimated reasonable results of the lattice
constants for semiconductors [158], meaning it is worth while to investigate its performance on
ferroelectrics which, to our knowledge, has not been done previously.
5.1.2

Meta-GGA/NGA Functionals
By adding a term for the Laplacian of the density or the kinetic energy density, the accuracy of

GGA/NGA functionals is further improved, yielding the meta-GGA/NGA functionals found in the third
rung of the Jacob’s ladder in Figure 5-1. The popular functional from this rung is SCAN.
The first functional in this section from the Minnesota suite is the local exchange-correlation
functional MN12-L. It is based on N12 such that it is an NGA but also includes the kinetic energy density
contribution, which is not found in N12 [162]. It was shown to be more accurate than other local
functionals in terms of cohesive energies and other similar properties but was only average at estimating
semiconductor lattice constants [162]. There have been no previous reports of the performance of MN12-L
on ferroelectrics, to our knowledge.
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Similarly, the MN15-L is the same mathematical construction as MN12-L but is optimized using a
larger database [163]. It was shown to give reasonably accurate results across the board when tested on a
large variety of databases when compared to other functionals [163]. We are not aware of previous studies
with respect to the performance of MN15-L on ferroelectrics.
The next functional in this rung is the High Local Exchange 2017 (HLE17) functional. It was
developed recently [159] with the goal to better predict band gap energies for semiconductors and
molecular excitation energies [159]. In its introductory paper, it was noted that HLE17 tends to
underestimate the lattice constants, worse so than HSE06 but still better than PBE and GAM [159]. A
previous study investigated HLE17’s performance on five perovskites, including SrTiO3 and CaTiO3 . It
showed that HLE17 gave a better estimation of band gaps than PBE functionals, almost comparable to
those predicted by HSE06 [160]. We have no knowledge of any previous publications on BTO or PTO
using HLE17.
The final functional from this category is the revised M06 (revM06-L) functional which is an
improved version of the Minnesota 2006 local functional (M06-L). M06-L is a local meta-GGA that has
proven to be accurate for a broad range of chemical properties, such as noncovalent interactions, bond
lengths, and vibrational frequencies [161]. It was revised and trained against a larger set of databases in
order to enhance its accuracy [161]. The revM06-L functional was shown to better predict band gap
energies when compared to MN15-L, GAM, and PBE but worse than HSE06 [161]. This functional
appears promising for testing on ferroelectrics and has not been investigated to our knowledge.
5.1.3

Hybrid Functionals
Finally, we will discuss the hybrid functionals which are found in the final rung of the Jacob’s ladder

in Figure 5-1. As a reminder, the hybrid functional was developed to overcome errors that cannot be solved
by the inclusion of local ingredients. The common functional from this category is HSE06. It is important
to remember that hybrid functionals come at a much greater computational cost than non-hybrid ones.
One hybrid functional from the Minnesota suite that was investigated in this paper is SOGGA11-X.
This functional is the global hybrid functional extension of SOGGA11 and was reported to have better
overall performance than other global hybrid GGAs when it was introduced [167]. In particular, it was
shown to better estimate barrier heights, alkyl-bond dissociation energies, and noncovalent interactions
[167]. We are not aware of any previous studies regarding SOGGA11-X’s performance on ferroelectrics.
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The other hybrid functional investigated here is the N12-SX functional. It is an extension of the N12
functional such that it depends on depends on the density and density gradient but also now contains a
percentage of the short-range Hartree-Fock (HF) exchange and is screened in long-range HF exchange
[165]. N12-SX was shown to estimate solid-state physical properties more accurately than HSE06 when
tested on various semiconductor databases in addition to other databases [165]. To our knowledge, there
have been no previous studies of the performance of N12-SX on ferroelectrics.
5.2

Methodology
To reiterate, the goal is to find which functional(s), if any, better predict the properties of

ferroelectrics. Therefore, we tested the selected Minnesota functionals (GAM, HLE17, revM06-L,
MN12-L, MN15-L, N12, N12-SX, SOGGA, SOGGA11, SOGGA11-X) [138] on the prototypical
ferroelectrics BTO and PTO. The tetragonal and cubic phases of these materials were focused on, as these
are the common phases of both materials. The DFT simulations were carried out using VASP with the
projector-augmented wave method [139–142]. The semicore s-states are taken as valence states for Ba and
Ti. For Pb, the semicore d-states are taken as valence states. A Γ-centered 8 × 8 × 8 k-point mesh and an
energy cutoff of 900 eV were used for all calculations. The initial structures for both cubic and tetragonal
phases of both BaTiO3 and PbTiO3 were downloaded from the Materials Project [168, 169]. The
downloaded phases were subjected to full ionic and supercell relaxations using each functional until the
forces on the atoms were less than 1 meV/Å. These computational parameters are in line with Ref. [170]
and have been shown to provide accurate results.
After full relaxation was completed, the ISOTROPY software [171, 172] was used to construct the
distortion path between the cubic and the tetragonal phases, where the distortion parameter λ is equal to
zero for the cubic phase and equal to 0.9 for the teragonal phase. The entire path consists of 14 steps along
the distortion between λ =0 and λ =1.3. Along this path, the energy and polarization were calculated at
each step. We also computed the band gaps for the BTO and PTO structures using the post-processing
utility VASPKIT [173].
5.3

Results
First, the computational data for BTO is listed in Table 5-3 and for PTO in Table 5-4. In these tables,

the calculated cubic lattice constant ac , tetragonality c/a, absolute value of spontaneous polarization Ps ,
and difference in the energy, ∆E, between the cubic and tetragonal phases are reported. These properties
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are paramount for describing ferroelectrics. Additionally, the band gap energies are included in the tables.
For each property, we calculate the error with respect to the experimental value listed in the last row and
report this in percentage in the error column of the property on the table. Based on this error, we rank the
functionals for each property and add the rank to the rank columns of the associated property.
While our simulations were conducted at zero Kelvin, most of the experimental values are reported
for room temperature. It should also be noted that there are no experimental measurements for ∆E, but it is
customary to use the transition temperature to estimate it [1, 28]. At the transition temperature, the free
energies of the cubic and tetragonal phases are equal, and, thus, the difference of the energies is
proportional to the entropy difference between the two phases. This entropy difference is estimated based
on the two-state spin model where each perovskite unit cell has a “spin,” which is the dipole moment of the

cell in this analogy. Within the model, a completely disordered paraelectric phase will have kB T ln 2N
entropic term in the free energy, where N is the total number of spins, which is the total number of unit
cells in this case. On the other hand, a completely ordered tetragonal phase has this term equal to zero due
to its single possible configuration. Strictly speaking, there are two configurations to account for two
possible direction of polarization, but this can be neglected in comparison with the 2N contribution. Thus,
∆E = kB TC ln(2) per unit cell estimates the depth of the tetragonal well. It should be noted that for BTO the
ground state is rhombohedral. Nevertheless, we still use the same expression to estimate TC , as at this
temperature the ferroelectric undergoes the transition from tetragonal to cubic phase.
Next, the distortion path between the cubic and tetragonal phases generated for each functional is
reported in Figure 5-2. Figures 5-2a-c show this path for BTO, and Figures 5-2d-f show it for PTO.
Specifically, Figures 5-2a, b, d, e show the potential well profiles where a, d are shallow wells and b, e are
the deep wells. Figures 5-2 c, f are the paths of the corresponding polarization evolution. For PTO, a local
minimum in the cubic phase is predicted by PBE, HLE17, N12, GAM, SOGGA11-X, and AM05. This was
investigated further using HLE17 such that a search of the tetragonal phase was initiated by distorting the
cubic structure along the eigenvector of an unstable phonon. The relaxation from these simulations yielded
a different tetragonal phase which is mearly 31 meV/f.u. higher in energy than the original one, but it is
quite different from the original tetragonal phase. Therefore, we attribute the issue of multiple minima for
HLE17 to the shortcomings of the functional itself. In this case, we use the lowest-energy structure for
further analysis. Additionally, it should be noted that positive cohesive energies were obtained for PTO and
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Table 5-3. Computational data for BTO: the cubic lattice constant ac , tetragonality c/a, spontaneous polarization Ps , the energy difference between
the tetragonal and cubic phase ∆E, and the band gap Eg in the tetragonal phase. The experimental values for the same properties are given
in the last row. For each property, we list the computed value, percent error with respect to experimental value, and the rank of the
functional. The reported experimental band gap energy is an average of the experimental values.

PBEsol
SOGGA
SOGGA11X
LDA
SCAN
SOGGA11
AM05
HSE06
MN12-L
N12
N12-SX
HLE17
MN15-L
revM06-L
PBE
GAM
Exp.

ac (Å)
value error rank
3.98
-0.1
2
3.98
-0.3
4
3.97
-0.5
7
3.95
-0.9
11
4.00
0.4
6
3.96
-0.7
8-9
3.99
0.1
1
3.99
0.2
3
4.01
0.7
8-9
3.97
-0.3
5
4.10
2.9
16
3.89
-2.5
15
4.07
2.0
14
4.02
0.9
10
4.03
1.2
12
4.06
1.7
13
3.986 (294)[175]

c/a
value error rank
1.026
1.6
6
1.021
1.1
4
1.024
1.4
5
1.013
0.3
1-2
1.031
2.1
7
1.007 -0.3
1-2
1.036
2.6
9
1.043
3.3
12
1.033
2.3
8
1.046
3.6
14
1.000 -1.0
3
1.040
3.0
11
1.040
3.0
10
1.043
3.3
13
1.058
4.7
15
1.152 14.0
16
1.010 (294)[175]

µC
Ps ( cm
2)
value error rank
35.0
34.5
5
32.7
25.8
3
31.2
19.9
2
26.6
2.1
1
36.8
41.5
7
17.1 -34.2
4
40.2
54.5
8
40.2
54.6
9
36.6
40.9
6
44.6
71.5
11
3.0
-88.3
15
44.7
72.0
12
40.9
57.4
10
45.0
73.2
13
47.1
81.3
14
71.2 173.9
16
26 (298 K)[28, 176]
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∆E ( meV
f .u. )
value error rank
22.3
-5.2
1
17.6
-25.1
4
20.5
-12.6
3
7.9
-66.2
6
22.0
-6.4
2
2.3
-90.1
9
36.1
53.7
5
39.1
66.2
7
49.5 110.8
12
49.2 109.4
11
0.1
-99.7
10
42.8
82.3
8
79.5 238.1
14
129.1 449.5
15
61.9 163.6
13
198.3 744.0
16
23.5 (393 K)[1]

Eg (eV)
value error
rank
2.0
-38.9
7-9
2.0
-38.9
7-9
5.2
57.5
16
2.0
-39.2
10
2.0
-38.6
6
2.0
-41.4 14-15
2.0
-38.9
7-9
3.0
-8.8
2
2.4
-27.5
3
2.0
-40.2
12
3.6
-7.3
1
2.0
-41.4 14-15
2.3
-31.4
4
2.1
-35.6
5
2.0
-39.8
11
2.0
-40.5
13
3.325 (294)[177]

Rank
1
2
3
4
5
6-7
6-7
8
9
10
11
12
13
14
15
16
-

Table 5-4. Computational data for PTO: the cubic lattice constant ac , tetragonality c/a, spontaneous polarization Ps , the energy difference between
the tetragonal and cubic phase ∆E, and the band gap Eg in the tetragonal phase. The experimental values for the same properties are given
in the last row. For each property, we list the computed value, percent error with respect to experimental value, and the rank of the
functional.

LDA
SOGGA11
SOGGA
PBEsol
MN12-L
MN15-L
revM06-L
SCAN
SOGGA11-X
N12-SX
AM05
N12
HSE06
PBE
HLE17
GAM
Exp.

ac (Å)
value error rank
3.89
0.2
1
3.90
0.4
2
3.91
0.8
5
3.92
1.1
6-7
3.94
1.6
14
3.99
2.9
14
3.95
1.8
12
3.93
1.4
9
3.90
0.5
3
4.04
4.2
16
3.92
1.1
8
3.91
0.8
4
3.92
1.1
6-7
3.97
2.3
13
3.82
-1.5
10
3.99
2.9
15
3.88 (0 K)[28, 178]

c/a
value error rank
1.044 -2.5
5
1.036 -3.3
6
1.058 -1.2
2
1.085
1.3
3
1.029 -3.9
7
1.049 -2.0
4
1.069 -0.2
1
1.142
6.7
9
1.175
9.7
10
1.013 -5.4
8
1.177
9.9
11
1.200 12.1
12
1.212 13.2
13
1.230 14.9
14
1.252 16.9
15
1.285 20.0
16
1.071 (0 K)[28, 178]

µC
Ps ( cm
2)
value error rank
77.5
3.4
1
69.6
-7.2
3
83.2
10.9
4
93.5
24.7
7
59.1 -21.2
6
78.0
4.0
2
86.1
14.8
5
104.2 39.0
8
113.9 51.9
11
40.5 -46.1
9
110.4 47.2
10
114.2 52.3
12
119.5 59.4
14
115.8 54.4
13
129.8 73.1
16
125.3 67.0
15
57 (297 K)[28]
75(293 K)[1]
90-100 (293 K)[29]
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∆E ( meV
f .u. )
value error rank
56.7
24.9
3
38.7
-14.7
1
66.2
45.7
4
84.1
85.2
6
36.0
-20.8
2
89.9
97.9
7
181.3 299.4
13
120.8 166.1
8
134.3 195.8
10
6.8
-85.1
5
130.7 187.8
9
144.9 219.2
11
169.5 273.4
12
210.5 363.7
14
241.4 431.7
15
456.1 904.6
16
45.4 (760 K)[1]

Eg (eV)
value error
rank
1.9
-48.3
16
1.9
-47.8 14-15
1.9
-46.1
13
2.0
-44.7
12
2.4
-32.8
3
2.3
-35.3
4
2.0
-43.9
11
2.1
-41.9
7
5.2
43.2
10
3.2
-10.7
1
2.1
-42.5
8-9
2.1
-42.5
8-9
2.9
-20.0
2
2.2
-38.9
6
1.9
-47.8 14-15
2.3
-36.4
5
3.6 (294 K)[179]

Rank
1
2
3
4
5
6
7
8-9
8-9
10-11
10-11
12
13
14
15
16
-

BTO using GAM, MN12-L, and N12-SX, as well as for PTO using N12. These positive cohesive energies
are most likely due to the implementation of the functionals themselves.
Figure 5-2 also reveals that deeper energy wells result in larger spontaneous polarization values. We
∑ni (xi −x)(yi −y)
∑ni (xi −x)2 ∑ni (yi −y)2

use a correlation coefficient [174] rxy = √

to quantify this relationship between ∆E and Ps .

Here, n is the sample size, xi and yi are the sample points, and x and y are the mean values. Additionally,
the correlation coefficients amongst the remaining properties (ac , c/a, ∆E and Ps ) were calculated. These
are given in the title of each panel in Figures 5-3 and 5-4, which correspond to BTO and PTO, respectively.
The correlations between the properties are also shown in these figures. Strong correlations are found
between ∆E, c/a, and Ps . This implies that it is indeed the functional itself which defines its ability of to
capture ferroelectric properties accurately. A previous work also has reported the correlation between Pc
and c/a for other functionals [137]. Note that little correlation is found with the cubic lattice constant and
any other property. Along the correlation lines, the functionals which yield values closest to the
experimental findings are LDA, SOGGA, and SOGGA11-X for BTO and PBEsol, SOGGA, and MN12-L
for PTO.
We wish to further assess the performance of functionals in describing ac , Ps , c/a, Eg , and ∆E.
Therefore, we propose two unique approaches to rank them. The first approach ranks the functionals (1
through 16) in each category against each other, where a category is defined by the respective property such
that we have a total of five categories. The rank is determined by sorting the functionals from the lowest
percentage error to highest. Finally, an overall rank is obtained by averaging the rank from the 4 most
relevant categories (ac , Ps , c/a, ∆E) for each functional and sorted from best to worst. This overall rank is
reported in the last column of Tables 5-3 and 5-4. In the second approach, we compute the relative error as
|e/emax |, where emax is the largest error in the given category. This is done for the categories ac , Ps , c/a, and
∆E. These relative errors are reported in Tables 5-5 and 5-6. Like before, the relative errors are averaged
over the 4 categories, yielding the average error which reported in the last column of Tables 5-5 and 5-6.
Lastly, we address the computational burden of different functionals. It is expected that the total
CPU time increases going up the Jacob’s Ladder. LDA and GGA exhibit roughly comparable CPU times.
However, for meta-GGA/NGA functionals, the total CPU time is about three times as much as the previous
two rungs. Finally, hybrid functionals are known to be much more expensive than LDA and GGA. We
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Figure 5-2. Energy a, b, d, e) and polarization c, f) along the distortion path for BTO and PTO,
respectively. Panels a) and d) show the shallow energy wells, while b) and e) show the deeper
ones. Experimental data for BTO are taken from Refs. [1, 28, 71, 176]. Experimental data for
PTO are taken from from Refs. [1, 28, 29, 179]. Note, GAM data outside of plotting range.
found that the computational cost of hybrids could be up to two orders of magnitude higher than the other
types.
5.4

Discussion
In order to truly assess the performance of any functional on ferroelectrics, there must a benchmark

against which to measure them. However, there is a distinct lack of reliable benchmarks when it comes to
the assessment of exchange-correlation functionals. Notably, properties that can be obtained easily through
computations cannot be compared directly to experimental results. Some examples include 0 K cohesive
energies, polarization, and structural parameters. In terms of the cohesive energies of different phases or the
difference in their energies, experiments cannot measure them directly. Similarly, the structural and electric
properties are measured at much higher temperatures in experiment and sometimes exhibit variations.
Thus, the assessment of performance the exchange-correlation functional may be done only with
respect to chosen metrics. We chose experimental data from the literature to serve as the benchmarks for
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Figure 5-3. Correlation plots for BTO. Correlation coefficient r is given in the title of each graph.
Experimental data are taken from Refs. [1, 28, 71, 176]. Note, GAM data outside of plotting
range.
this study. Because we find strong correlation between the tetragonality, spontaneous polarization, and the
difference in energy of the cubic and tetragonal phases, it is possible to identify the best performing
functionals by their position on the correlation line with respect to the target values. As was discussed in
the previous section, Figures 5-3 and 5-4 show that the best performers for BTO are LDA, PBEsol,
SOGGA, and SOGGA11-X and are LDA, PBEsol, SOGGA, and SOGGA11 for PTO. This is corroborated
by the rankings of these functionals in Tables 5-3, 5-4, 5-5 and 5-6, where they occupy the top positions.
These top performers are marked by the asterisks in Figure 5-1 where the blue asterisks show the top
performers for BTO and red show them for PTO. From this, the functionals that perform well for both
materials are PBEsol, SOGGA, and LDA.
Furthermore, this data reveals that performance of functionals is dependent on the material. This is
evident from the inspection of the correlation data in Figures 5-3 and 5-4, where the relative position of the
functional on the curve differs between the materials. For example, revM06-L overestimates properties for
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Figure 5-4. Correlation plots for PTO. Correlation coefficient r is given in the title of each graph.
Experimental data are taken from Refs. [28, 71, 151, 152].
Table 5-5. Relative error for properties of BTO computed as Ξ = |e/emax |, where e is the percent error for
the specific functional and emax is the largest percent error in the category.
Ξac
Ξc/a
ΞPs
Ξ∆E
<Ξ>
PBEsol
0.026 0.113 0.198 0.007 0.086
SOGGA
0.095 0.081 0.148 0.034 0.089
SOGGA11-X 0.155 0.100 0.115 0.017 0.097
LDA
0.310 0.021 0.012 0.089 0.108
SCAN
0.129 0.149 0.239 0.009 0.131
SOGGA11
0.233 0.021 0.197 0.121 0.143
AM05
0.017 0.186 0.313 0.072 0.147
HSE06
0.060 0.232 0.314 0.089 0.174
MN12-L
0.233 0.161 0.235 0.149 0.194
N12
0.103 0.257 0.412 0.147 0.230
PBE
0.397 0.336 0.467 0.220 0.355
MN15-L
0.681 0.214 0.330 0.320 0.386
revM06-L
0.293 0.235 0.421 0.604 0.388
HLE17
0.862 0.214 0.414 0.111 0.400
N12-SX
1.000 0.069 0.508 0.134 0.428
GAM
0.595 1.000 1.000 1.000 0.899
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Table 5-6. Relative error for properties of PTO computed as Ξ = |e/emax |, where e is the percent error for
the specific functional and emax is the largest percent error in the category.
Ξac
Ξc/a
ΞPs
Ξ∆E
<Ξ>
LDA
0.049 0.127 0.046 0.027 0.063
SOGGA11
0.104 0.164 0.099 0.016 0.096
SOGGA
0.195 0.062 0.150 0.051 0.114
PBEsol
0.250 0.065 0.338 0.094 0.187
MN12-L
0.373 0.197 0.290 0.023 0.221
MN15-L
0.684 0.101 0.054 0.108 0.237
revM06-L
0.415 0.009 0.202 0.331 0.239
SCAN
0.324 0.333 0.533 0.184 0.343
SOGGA11-X 0.122 0.484 0.709 0.216 0.383
AM05
0.269 0.494 0.646 0.208 0.404
N12
0.189 0.605 0.716 0.242 0.438
N12-SX
1.000 0.269 0.630 0.094 0.498
HSE06
0.250 0.659 0.812 0.302 0.506
PBE
0.538 0.745 0.745 0.402 0.607
HLE17
0.348 0.845 1.000 0.477 0.668
GAM
0.690 1.000 0.917 1.000 0.902
BTO and underestimates them for PTO. While this is may be discouraging, the availability of a range of
functionals, like the Minnesota suite, could mitigate the problem. Fortunately, the computations carried out
in this project are inexpensive and could be done for any ferroelectric to produce correlation graphs and
rankings. Then, the top performing functional(s) can be used for further investigations.
Another motivation of this study was to determine the best functionals to be used in parametrization
of force-fields and effective Hamiltonians for ferroelectrics [27, 73, 91, 134, 180]. While there is no unique
answer to this, our study proposes an efficient recipe for the selection of the best functional. Moreover, this
demonstrates that most of the functionals investigated here produce reasonable predictions and, therefore,
can be used for preliminary investigations. The exclusions to this are GAM from the Minnesota suite which
produces consistently poor predictions, and the hybrid functionals since they do not offer a significant
enough improvement to justify the increased computational cost. Additionally, SOGGA and SOGGA11
emerge as strong competitors to LDA in predicting ∆E, Ps and c/a for ferroelectrics. As discussed at the
beginning of this chapter, the current classical potentials parametrized from DFT are unable to accurately
predict the Curie temperature where those created using LDA significantly underestimate and GGA
significantly overestimate TC . Our data reveals that the predictions of many of the functionals fall in
between these two (see Figure 5-2a,b for BTO and Figure 5-2d,e for PTO) and, therefore, are likely to
produce more accurate force-fields. With respect to the band gap predictions (see Tables 5-3 and 5-4), the
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hybrid functionals perform the best, except for SOGGA11-X. For BTO, we found that MN15-L and
MN12-L give surprisingly good predictions despite the fact that they are not hybrid functionals.
Interestingly, it does not appear that moving up the Jacob’s ladder guarantees improved predictions,
at least for ferroelectrics. As we suggested a possible reason for this may be the absence of absolute metrics
comparison. Another is that ferroelectricity is affected significantly by the nature of the bonding present in
the material. As the exchange-correlation functional has a different effect on various types of bonding, it is
not surprising that upward movement along the Jacob’s Ladder can produce different effects on different
ferroelectrics. For example, in BTO, the distortion is dominated by the motion of the Ti ion (B-site), while
in PTO it is dominated by the Pb ion (A-site). In the former case, it is primarily driven by the hybridization
between O-2p and Ti-3d orbitals, while in the latter case, the hybridization between the stereochemically
active lone-pair on Pb and O-2p electrons plays an important role. An excellent discussion on the physics
of capturing bonding in ferroelectrics by different functionals is available in Ref. [28]. Following the
argument presented in that work, we expect an improvement in description across the diversely bonded
ferroelectrics rather than for each individual one as we move up the Jacob’s Ladder. In fact, it was found
that SCAN improves on LDA and GGA predictions for diversely bonded ferroelectrics [28].
5.5

Conclusion
In summary, we assess the performance of some recently introduced Minnesota functionals in

comparison to traditional (LDA and PBE) and newer ones (AM05 and PBEsol) on the prototypical
ferroelectrics BTO and PTO. The structural, electric, and energetic properties that are most critical for the
parametrization of classical force fields and Hamiltonians are investigated using them. Our calculations for
∆E, c/a, and Ps show a strong correlation with one another for various functionals. However, none of these
show correlation with ac . Additionally, the relative position of a functional’s prediction along the
correlation line is material dependent, suggesting that the performance of functionals is also material
dependent. We present two ranking systems to assess a functionals’ performance against given
benchmarks. It should be noted that there is a shortage of reliable benchmarks for ferroelectric properties,
making the rankings dependent on the chosen set of benchmarks. Within the chosen benchmarks, we rank
the 16 investigated functionals using both of the suggested ranking systems. From the ranking systems, we
see that the performance of the functional is indeed material dependent. Of the investigated functionals,
there is not one that predicts all of the ferroelectric properties better than the others. Due to this, we advise
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that prior to usage the performance of the functionals should be assessed based on their ability to accurately
predict a given property. Since the calculations and analysis carried out in this study are inexpensive with
the exception of the hybrid functionals, they can be used to “screen” functionals prior to their employment.
The value of the Minnesota functionals for such screening is that they significantly expand the number of
exchange-correlation functionals suitable for ferroelectrics. In many cases, the tested Minnesota
functionals predict values between LDA and PBE, which are known to be on the far ends of the spectrum
in terms of accuracy, and were found to perform well on ferroelectrics overall.
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Chapter 6
Properties of an Inverse Hybrid Perovskite9

So far we have focused on inorganic ferroelectric and antiferroelectric perovskites, many are
prototypical. Recently, inverse-hybrid perovskites (IHP) have emerged. Recent publications explored these
new types of perovskites computationally [35, 40, 41], which predicted that inverse-hybrid perovskites
could have spontaneous polarization values close to those of BaTiO3 . This means that this class of
materials may have the potential to compete with traditional inorganic ferroelectrics. Additionally, they can
be sythensized at low temperatures, do not require toxic elements (such as lead), and are cheaper to
produce due to the abundance of organic molecules. IHPs have just been successfully synthesized [37–39].
Therefore, it is timely to investigate the electrical, electromechanical properties, and the mechanical
tunability of IHPs with large Ps .
The objectives of this study are to investigate (CH3 NH3 )3 OI (MA3OI) in order to (i) deepen the
understanding of its structural properties, (ii) predict its potential to exhibit ferroelectricity, (iii) predict its
electromechanical response and tunability of the electrical properties by the epitaxial strain, and (iv)
revisit computational strategies for investigations of this kind. We chose this material because it was
predicted to have both negative formation energy and large polarization [40].
6.1

Methodology
We used DFT with the PBE generalized gradient approximation [151, 152] in Quantum Espresso

[181], as described in Chapter 2.1 and 5. Core electrons were modeled by the scalar relativistic ultrasoft
pseudopotential (USPP) with nonlinear core correction (RRKJUS version generated in PS Library) [182].
A plane wave cutoff energy of 50 Ry (680 eV) was used. To sample the Brillouin zone, a 6 × 6 × 6
non-Gamma centered k-point mesh is utilized. For structural optimization, we used the energy and force
convergence thresholds of 10−7 Ry/cell (10−6 eV/f.u.) and 0.0002 Ry/a.u. (0.005 eV/Å), respectively. The
9 This chapter was reproduced from my publication in The Journal of Physical Chemistry C. Reprinted (adapted) with permission

from M. Kingsland, P. S. Ghosh, S. Lisenkov, and I. Ponomareva, “Structural, electrical, and electromechanical properties of inverse
hybrid perovskites from first-principles: The case of (CH3 NH3 )3 OI,” Journal of Physical Chemistry C, vol. 125, p. 8794, 2021.
Copyright 2022 American Chemical Society
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supercell volume and ions were relaxed until the stresses were less than 0.1 GPa. Additionally, we carried
out two other levels of calculations with dispersion corrections of D2 [183] and zero-damping D3 [184].
These three levels, or settings, will be denoted as PWSCF, PWSCF-D2, and PWSCF-D3. The polarization
is obtained using the Berry phase formalism [185], as implemented in Quantum Espresso [181].
Additionally, we used DFT with PBE as implemented in VASP [139–142]. The core electrons are
treated with the projected augmented wave potentials (PAW) [186]. Like with the Quantum Espresso
calculations, we considered the dispersion corrections D2 and zero-damping D3 to be referred to as VASP,
VASP-D2, and VASP-D3. We used the plane wave cutoff energy of 600 eV. As before, we used a
non-Gamma centered 6×6×6 Monkhorst-Pack k-point mesh to sample the Brillouin zone. We used an
energy convergence of 10−6 eV/f.u. for structural optimizations. Unit cell parameters and atomic positions
were relaxed until the stress was less than 0.05 GPa and forces were less than 2 meV/Å. The polarizations
were obtained using the Berry phase formalism [185] as implemented in VASP. Single crystal elastic and
piezoelectric constants were calculated using finite difference method [187] as implemented in VASP.
Note that the convergence criteria between VASP and PWSCF calculations are slightly different
because we aimed to use the same criteria for our PWSCF calculations as were used in Ref. [40]. We
cross-checked some of the results of PWSCF with the the same criteria as for VASP and found no
significant differences in the output. For example, for two representative structures the difference in
energies was 0.416 meV/f.u. and 0.172 meV/f.u. which would not alter any of our conclusions.
The MA3OI structure (see Figure 1-4) was downloaded from Ref. [40] and subjected to full
structural optimization with the six aforementioned computational settings (PWSCF, PWSCF-D2,
PWSCF-D3, VASP, VASP-D2, and VASP-D3). Table 6-1 reports structural parameters obtained in these
calculations and compares them with those reported in Ref. [40]. From these results, we observe that the
incorporation of dispersion corrections significantly shrinks the supercell by as much as 16%. To put this in
perspective, the inclusion of dispersion corrections in the prototypical ferroelectric PTO, which we use
throughout this study for comparison purposes, decreases the supercell volume by only 3%. Additonally,
we see that for the same level (no dispersion corrections, D2, or D3) the structural parameters are in
remarkable agreement between the two simulation packages (PWSCF and VASP) which helps validate
computational predictions in the absence of experimental data. Finally, our results for both PWSCF-D2 and
VASP-D2 are in excellent agreement with the ones published in Ref. [40].
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Table 6-1. Structural parameters obtained by optimizing MA3OI structure reported in Ref. [40] using
different computational settings.
setting
a, b, c (Å)
α, β , γ
Volume (Å3 /u.c.)
VASP
6.30, 6.85, 6.79 96.11, 94.34, 90.22
290.72
VASP-D2
5.89, 6.58, 6.11 91.71, 93.60, 91.37
236.22
VASP-D3
6.01, 6.62, 6.30 93.16, 93.14, 90.97
249.94
PWSCF
6.27, 6.83, 6.72 95.01, 93.88, 90.37
285.94
PWSCF-D2
5.90, 6.57, 6.21 92.79, 92.92, 91.04
240.39
PWSCF-D3
6.03, 6.64, 6.36 93.60, 92.89, 90.76
253.78

6.2

PWSCF-D2 [40]

5.95, 6.56, 6.16

92.08, 93.39, 91.35

239.98

Ground State
PWSCF-D2

6.05, 6.69, 5.91

93.04, 90.94, 92.31

238.33

Polarization Reversal Path
We next turn to calculating the polarization of MA3OI. Due to the multivalued nature of the

polarization lattice, which is separated by a polarization quantum value Pq , it is required to calculate the
polarization along a path from a reference centrosymmetric structure to the polar one. This ensures that the
polarization values belong to the same branch. For inorganic perovskites, this path typically is generated
from the centrosymmetric structure to the distorted polar phase. However, for hybrid perovskites, a
rotational(roto)-distortion path must be constructed.
Another challenge with hybrid perovskites is that the construction of a centrosymmetric structure
which is non-trivial. Previously, Hu, et al., proposed a method for the creation of such structures [188].
Unfortunately, a centrosymmetric for MA3OI would require eight unit cells which is 208 atoms. Since this
reaches the computational limit for first-principles calculations, we look for a different route to obtaining a
polarization reversal path. Experimentally, the measurements are done by reversing the direction of
polarization by the application of the electric field and measuring the associated current in the circuit. We
model the experimental approach and create a polarization reversal path. Technically, we generated the
inverted MA3OI structure with its inversion center at the origin of the supercell, such that r0 = −r and then
translating by r00 = R − r0 to minimize distortions for the O and I ions, and the MA center of masses
between the two structures. A roto-distortion path consists of the rotation of the methylammonium
molecules and the distortion of the oxygen and iodine atoms. We generated a path between the structures
consisting of ten steps. Note that the lattice vectors remain constant along this path and the space group of
these hypothetical structures is P1. A somewhat similar approach was used to predict polarization in
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metal-organic-frameworks [189] but only includes distortions and disregards the rotational degrees of
freedom of the organic molecule.
After the construction of the roto-distortion path for MA3OI, we attempted polarization calculations
at each point along the path. However, many of the structures along the path became metallic which was a
possibility mentioned in Ref. [188]. We tried two different methods to overcome this issue. The first way is
to allow full ionic and supercell relaxations for structures along the path. Unfortunately, this method did
not yield a smooth enough polarization evolution to allow us to identify unique branches. At the same time,
the calculations produced important output for the energy evolution along the path which is presented in
Figure 6-2 and will be discussed in a latter section.
The next method that we used to create a polarization reversal path evolved from an evaluation of the
MA3OI structure which revealed that some of the N-H bonds in the MA molecules were 64% longer than
others due to it forming a hydrogen bond with the nearby O ion. When the MA molecule underwent rigid
rotation, this long N-H bond created unfavorable configurations leading to a disappearance of the band gap.
In order to resolve this, we removed all the H ions and then repassivate them in the way that keeps the bond
lengths and angles at their ideal values. This was done using the Avogadro software [190]. We also tried
another approach which was to adjust the longest N-H bond length to the same value as the others. Both
approaches resolved the metallicity issue. The polarization branches produced using the repassivation and
N-H bond adjustment are given in Figure 6-1.
Since the structures along the paths differ for the two approaches, we use letter s to label structures
from repassivation method (Figure 6-1a) and t for structures from N-H bond adjustment method (Figure
6-1b). Note that both paths were augmented at either ends with the original (also termed as reference)
structure and its inversion to eliminate the effect of the structural manipulations, and were labeled “ref” and
“inv”, respectively. From this, the polarization can be obtained from the difference in the values between
the inverted and original structure and dividing by two. We find that the polarization is (16.0, -8.7,
-7.9) µC/cm2 with the magnitude of 19.9 µC/cm2 . This is smaller than the value of 38.0 µC/cm2 reported
in Ref. [40]. The difference in values could be from either a small structural difference between our
optimized structure and the one used in Ref. [40], or from a difference in polarization branch identification.
To determine the origin of the difference between these values, we computed the polarization for the
structure downloaded from Ref. [40]. If we take the polarization output from PWSCF-D2, which is the
same software and dispersion corrections used in the reference, we obtain a polarization value of (16.1,
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Figure 6-1. Polarization branches along the roto-distortion path obtained with the a) repassivation method
and b) N-H bond adjustment method. Structures labeled “ref” and “inv” correspond to the
original and inverted structures, respectively [80].
34.9, -7.9) µC/cm2 whose magnitude is 39.2 µC/cm2 . This agrees with the value reported in Ref. [40].
After creating a roto-distortion path, we obtain a polarization of (-16.1, 8.8, 8.0) µC/cm2 , which has a
magnitude of 20.0 µC/cm2 . This is in close agreement with the value that we calculated. Therefore, the
difference in the polarization values can be attributed to a difference in polarization branch identification.
6.3

Ground State and Structural Variations
As was mentioned in the previous section, the creation of a distortion path between the original and

inverted structure showed many different minimum energy structures when full ionic and supercell
relaxation was allowed for each point along the path. This data can be seen in Figure 6-2. Note that a single
path was created between the original and inverted structures and each point along the path was allowed to
relax using the different settings discussed in the methods section of the chapter. Note that the hydrogens
were not repassivated nor were the N-H bonds were adjusted in any of these computations. There are a few
things that can be learned from this data. First, the data shows that there is a structure lower in energy than
the reference one, regardless of computational approach. This lower energy structure is indicated with the
red arrow in Figure 6-2. Next, the choice of functional and the inclusion of different types of dispersion
corrections changes the predictions of the lowest energy structure. Specifically, computations without
dispersion corrections predict that structure 4 or 5 are the most energetically favorable, but the inclusion of
dispersion corrections predicts structure 8 is lowest in energy. The one exception here is PWSCF-D2 which
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predicts structure 3 to be the most favorable. Finally, for any given approach the difference in energies
between all the structures is 120 meV/f.u. at most, indicating that these structures could be competitive at
higher temperatures, since 30 meV is room temperature. For example, within the PWSCF-D2 path, we
have structures with six unique orientations of the MA molecules that have an energy difference of
118 meV/f.u. We can estimate the coexistence temperature from ∆E = kB Tcoex ln 6, yielding a Tcoex =766 K
as an upper estimate for the onset of structural disorder. Note that this estimate may be higher than the
decomposition temperature, meaning the material would decompose before reaching this disordered phase.
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Figure 6-2. Relative cohesive energy along the roto-distortion path calculated using different settings. Red
arrows point to the lowest energy structure along the given path. Dashed horizontal line
indicates zero level, while solid line indicates the energy of the lowest energy structure
obtained from cross-calculations.
Further investigation into these structures is required due to the existence of several local minima
with a relatively small energy difference. To do this, the lowest energy structure for each setting was
allowed to fully relax using all other settings. This is done in order to determine if any of the structures are
lower in energy than those found in Figure 6-2 which would allow for more accurate predictions of the
ground state. Table 6-2 shows the results for these relaxations, where the rows give the energy with respect
to the reference structure after the relaxations were performed with the settings in the row titles. The
columns are the initial guess structures for these relaxations, with the second row detailing which approach
from which the initial guess was obtained originally. For nearly every approach, a lower energy structure
was obtained through these cross-computation relaxations. This is indicated by the bold in Table 6-2 and
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by the horizontal line in Figure 6-2. Therefore, multiple local minima with differences in energy that are
small are most likely exist within the energy landscape of this material.
Table 6-2. Energies (in meV/u.c.) obtained after cross-calculations relaxation. Note that the energies are
reported relative to the reference structure. For a given setting, the lowest energy structure along
the path in Figure 6-2 is identified and listed in the top row. The associated setting is indicated in
the row below. The structure is then subjected to full relaxation using the setting listed in the
first column. The resulting energy is reported in the cells. The bolded values indicate the lowest
energy structure.
Initial Guess
Str 4
Str 8
Str 8
Str 4
Str 8
Str 8
Setting
(VASP) (VASP-D2) (VASP-D3) (PWSCF) (PWSCF-D2) (PWSCF-D3)
VASP
-71.0
-24.0
-24.0
-77.0
-25.0
-33.0
VASP-D2
33.0
-50.0
-45.0
33.0
14.0
-4.0
VASP-D3
42.0
-59.0
-53.0
41.0
13.0
-8.0
PWSCF
-83.0
-7.0
-23.0
-83.0
-8.0
-23.0
PWSCF-D2
39.0
-50.0
-50.0
38.0
-2.0
-3.0
PWSCF-D3
40.0
-33.0
-33.0
21.0
-2.0
-3.0
For the rest of the study, we will use PWSCF-D2 setting as per Ref. [40] using the ground state
found via the cross-calculations and whose structural parameters are reported in the last row of Table 6-1.
Next, we investigate possible energy reduction due to octahedra tilting. To do this, we allow the ground
state to ionically and structurally relax using a 2 x 2 x 2 supercell (208 atoms) and 3 x 3 x 3 k-point mesh.
Our PWSCF-D2 computations yield a 3.4 µeV/f.u. reduction in energy, while VASP-D2 predicted 44
µeV/f.u. These numbers are calculated by comparing the energy difference between the first and last ionic
and supercell optimization steps in the 2 x 2 x 2 supercell calculations.
Next, we investigate the structural evolution between the reference and ground state structures. To
do so, a distortion path was created between the structures using ISOTROPY software [191]; a few
representatives of which are shown in Figure 6-3c-f. We find that the evolution is associated with the
exchange of hydrogen atoms between the oxygen ions and the MA molecules. The energy evolution along
the path confirms that the structural transformation results in the lower energy structure within the chosen
computational approach. This is shown in Figure 6-3a. One such reason for this transformation is the
stabilization of the structure due to the strengthening of the hydrogen bonds by a shrinking of the H-O
bond length by 0.7% in the ground state with respect to the reference one. Additionally, we report the
polarization along this path in Figure 6-3b. Due to the small energy difference and large change in
polarization between the two structures, there is possible tunability of the polarization under application of
an external electric field or via stress. This also may yield enhanced dielectric or piezoelectric responses.
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Figure 6-3. The energy a) and polarization b) evolution along the distortion path from the reference
structure (Step 1) to the ground state (Step 10) computed using PWSCF-D2. The structural
snapshots for different Steps along the path are given in c-f). Green arrows illustrate motion of
the hydrogen [80]. The first and last steps along the path correspond to the reference structure
[40] and the ground state, respectively.
6.4

Electrical Properties
Next, we focus on the polarization prediction for the new ground state structure. As previously

stated, the polarization results are only reliable if verified by a path between the ground state structure to
the polar structure. Thus, we constructed a roto-distortion path between the ground state and the inverted
ground state structures using two methods. From this, we are able to predict the energy barrier and
hysteresis loop, including the coercive field. The first method is the repassivation method explained in a
previous section. The associated polarization reversal path is given in Figure 6-4a where the end states are
the ground state (grn) and the inverted ground state structures (ginv). The difference in polarization
between these is (19.8, 3.5, 15.3) µC/cm2 with a magnitude of 25.3 µC/cm2 . From here, we can determine
the possibility to reverse the polarization with the application of an external electric field by comparing the
energy as a function of polarization along the path (shown in Figure 6-4b). The energy barrier is
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approximately 7 eV which is too high to allow for polarization reversal. This is expected due to the absense
of any structural relaxations and the rigid rotations of the MA molecules along the path.
Therefore, we turn to the second method which allows for atomic relaxations of the hydrogen ions,
as well as supercell relaxation. This is a more realistic structural evolution. The associated polarization
path and energy as a function of polarization are given in Figures 6-4c and d, respectively. We find that the
energy barrier is significantly lowered to about 1.7 eV. Thus, we can approximate the upper value of the
coercive field for homogeneous polarization reversal. To do so, we know that at zero Kelvin the free energy
is F = U(P)/V − EP, such that U(P) is the energy reported in Figure 6-4d, V is the unit cell volume, and E
is the electric field. At equilibrium, the free energy is minimized with respect to polarization to give the
P 2
P 4
equation of state E = V1 ∂U
∂ P . Technically, we interpolate U(P) = Umin (2( Pmin ) − ( Pmin ) ), where Umin and

Pmin are the values of the energy and polarization at the minima. Then, we use U(P) to analytically
compute the derivative, resulting in an equation for the dependence of electric field on polarization which is
the hysteresis loop. We estimate the coercive field to be 6.9 GV/m at zero Kelvin. The associated hysteresis
loop is shown in the inset of Figure 6-4d. It should be noted that this is the intrinsic value of Ec and
therefore an overestimation of the experimental one. As was discussed in Chapter 4, we know that the
intrinsic value assumes homogenous polarization reversal while in reality it has a domain-driven
component. Most importantly, however, is that this estimate shows that the polarization is reversible, even
if the applied field must be large, which indicates that this material is ferroelectric. Note that the
ferroelectric phase occurs when all dipoles are aligned. Conversely, the paraelectric phase is expected to
occur when the CH3 NH3 molecules become disordered, causing the net dipole moment, and thereby
polarization, to be zero.
Finally, we can estimate the polarization in the vicinity of the phase transition between the two
structures in Figure 6-3. The electric field associated with phase coexistence can be calculated following
the method outlined in Ref. [74]. As before, we start with the zero Kelvin equation for the free energy of
the supercell F = U(P)/V − EP where the variables are the same as in the previous paragraph. Again, at
equilibrium, the free energy is at a minimum with respect to polarization such that E = V1 ∂U
∂ P . Now, our two
phases will have a common tangent between them. Note that this is methodologically similar to the
common tangent approach used to find the coexistence pressure as discussed in Ref. [81]. If the two phases
coexist, then their free energies are equal such that U1 /V − P1 Ecoex = U2 /V − P2 Ecoex where (P1 ,U1 ) and
(P2 ,U2 ) are the points on the common tangent on the U(P) curves. After solving for Ecoex , we have
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1
Ecoex = V1 UP22 −U
−P1 . If applied in the c-direction, the electric field would need to be 658 MV/m in order to

stabilize the reference phase. A change in polarization of ∆P =(7.4, 3.7, 5.2) µC/cm2 would be achieved
from this field.
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Figure 6-4. Polarization along the roto-distortion path for the ground state a) and associated dependence of
the energy on the polarization b). P gives the polarization along the polar axis. The data
obtained for partially relaxed structures along the path are given in c, d). The inset to d) shows
the hysteresis loop associated with the given U(P).

In principle, using the nudged-elastic band method [192, 193] could further lower the energy barrier
and thereby, the associated coercive field. However, its present implementation within Quantum Espresso
does not allow for volume relaxation which is included in our present simulations. Additionally,
nudged-elastic band method still predicts the barrier associated with homogeneous polarization reversal,
again yielding an overestimate of the coercive field. Therefore, we do not expect that nudged-elastic band
method would offer significant advances in this case. Nevertheless, we did apply it to the path presented in
Figure 6-4d, but it failed to offer an improvement on U(P).
6.5

Electromechanical Properties and Epitaxial Strain Response
Next, we investigate the electromechanical properties for MA3OI and compare these with the

tetragonal phase of PTO, a prototypical ferroelectric. We report the electromechanical stress and strain
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constants, ei j and di j , respectively, that is ei j = (∂ Pi /∂ ηi j )E and di j = (∂ Pi /∂ σi j )E where Pi is the
polarization, E is the electric field, ηi j is the strain tensor, and σi j is the stress tensor. We use VASP-D2
because Quantum Espresso currently does not have linear response calculations to obtain the piezoelectric
constants. However, both VASP-D2 and PWSCF-D2 have the same ground state so we expect that our
predictions are reliable. VASP outputs ei j and the elastic constants Ci j directly. To obtain di j , we use
di j = eikCk−1
j where eik and Ci j are the tensors obtained from VASP. Tables 6-3, 6-4, and 6-5 report the
elastic, piezoelectric stress, and piezoelectric stain coefficients for MA3OI and the tetragonal phase of
PTO. By comparing the values of the two materials, we can see that the values for MA3OI are an order of
magnitude smaller than those of PTO. However, due to difference in symmetry between the two materials,
MA3OI has non-zero values in all components of the piezoelectric strain tensor which may be
advantageous for certain applications.
Table 6-3. Elastic moduli Ci j (in GPa) computed using VASP-D2 for MA3OI and tetragonal PTO.
Experimental values also given for tetragonal PTO.
C11
C12
C13
C14
C15
C16
17.5
8.3
9.5
0.6
-0.2
1.5
C22
C23
C24
C25
C26
C33
20.4
8.9
-0.9
-0.3
-0.6
23.1
MA3OI
VASP-D2
C34
C35
C36
C44
C45
C46
-0.4
-0.6
1.2
4.2
2.7
0.4
C55
C56
C66
5.4
0.4
5.0
C11
C12
C13
C33
C44
C66
PTO
VASP-D2
245.9
106.3
87.1
69.9
63.1
96.1
Exp. [30, 31] 235.0 – 237.0 90.0 – 101.0 70.0 – 100.0 60.0 – 105.0 65.1 – 69.0 104.0
Table 6-4. Piezoelectric stress tensor ei j (in C/m2 ) computed using VASP-D2 for MA3OI and tetragonal
PTO. Experimental values also given for tetragonal PTO.

MA3OI

PTO

VASP-D2

VASP-D2
Exp. [30, 31]

e11
0.1
e21
0.0
e31
-0.1
e15
6.7
3.9 – 4.8

e12
0.1
e22
-0.1
e32
0.0
e31
1.4
-0.7 – 2.1
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e13
0.0
e23
0.0
e33
-0.1
e33
3.1
3.4 – 5.0

e14
0.0
e24
0.0
e34
0.0

e15
0.0
e25
0.0
e35
0.1

e16
0.0
e26
0.0
e36
-0.1

Table 6-5. Piezoelectric strain tensor di j (in pC/N) computed using VASP-D2 for MA3OI and tetragonal
PTO. Experimental values also given for tetragonal PTO.
d11
d12
d13
d14
d15
d16
7.6
2.0
-3.5
-6.0
4.6
4.6
d21
d22
d23
d24
d25
d26
MA3OI
VASP-D2
1.7
-3.5
-0.4
0.1
2.4
5.2
d31
d32
d33
d34
d35
d36
0.2
2.2
-5.7
-10.7
15.2
-8.5
d15
d31
d33
PTO
VASP-D2
105.9
-18.6
90.6
Exp. [30, 31] 63.8 – 69.6 -49.9 – -22.8 136.6 – 156.4
We also assessed the phase switching mechanism in MA3OI which is similar to that of the hybrid
material from Ref. [194]. This mechanism is the switching between the metastable and stable phases under
the application of external stress. This has been proposed in order to explain the large piezoelectric
constants in hybrid perovskites [195]. As mentioned in the section 6.4, we predicted a large change in
polarization in the vicinity of the phase transition for MA3OI. Because the b lattice constant is
0.1 Å smaller in the reference structure than in the ground state, we expect that the reference structure
could be stabilized with the application of compressive stress. Therefore, the phase coexistence stress can
be estimated using the common tangent approach as was done in Ref. [194]. Using the energy data
reported in Figure 6-3a, we compute the phase coexistence stress to be -2.0 GPa. From this, we also
calculate the extrinsic piezoelectric constants where dextrinsic,i j = ∆Pi /σ coex
. Here, ∆Pi is the difference in
j
polarization between the reference and the ground state, and σ coex
is the phase coexistence stress along the
j
j-direction. We find d12 =-37.7, d22 =18.8, and d32 =26.5 pC/N which far exceed the intrinsic values reported
in Table 6-4 and are comparable to those reported for other hybrid perovskites [195].
Lastly, we computed the epitaxial strain response of MA3OI in comparison with PTO. The epitaxial
strain was applied in the bc-plane such that the bc-plane is considered to be constrained to a cubic
substrate. This allows for the manipulation of the polarization in the a-direction. For the ground state of
√
MA3OI, the equivalent cubic lattice constant is ac = 3 V ≈6.2 Å, where V is the volume of the unit cell. In
our simulations for all values of strain, we allow full ionic relaxation in all directions. The supercell was
allowed to relax only in the a-direction. Our results for the polarization as a function of epitaxial strain is
given Figure 6-5. We can see that for both the inorganic PTO and for the hybrid MA3OI, the compressive
in-plane epitaxial strain enhances out-of-plane and supresses in-plane polarization components, and tensile
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Figure 6-5. Epitaxial strain applied a) in the ab-plane for PTO and b) in the bc-plane for MA3OI.
in-plane epitaxial strain has the inverse effect. We also see that the tunability of polarization of MA3OI is
less than PTO.
6.6

Conclusion
In summary, we investigated the structural, electrical, and electromechanical properties of MA3OI, a

representative of the inverse-hybrid perovskite class [35, 40, 41], using first-principles calculations. We
proposed and implemented a method to create a polarization reversal path that can be applied to other
hybrid perovskites. The advantage of this method is that it does not require the construction of a
centrosymmetric structure, as these can be large supercells and, therefore, are computationally prohibitive.
We find the magnitude of polarization to be 25.3 µC/cm2 which is smaller than the previously predicted
value but still shows a significant improvement over known hybrid perovskites which are often an order of
magnitude less. Additionally, the structures along this reversal path were allowed to relax, which yielded a
more accurate ground state for each respective computational setting. This revealed multiple energetically
competitive local minima, implying the onset of structural disorder at higher temperatures. We estimate the
onset temperature of this disorder to be 766 K at a maximum.
The polarization reversal path also enabled us to estimate the coercive field for homogeneous
polarization reversal, which is found to be 6.9 GV/m for MA3OI. This is the zero Kelvin intrinsic value of
the coercive field, which is likely to overestimate the experimental coercive field. However, it does show
that the polarization is reversible in MA3OI. Therefore, MA3OI can be classified as a ferroelectric. The
intrinsic piezoelectric coefficients were computed for MA3OI and were found to be an order of magnitude
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less than the tetragonal phase of the prototypical ferroelectric PTO. The polarization as a function of
epitaxial strain is also reported. We find that the polarization in MA3OI is less tunable than PTO under the
application of epitaxial strain. Under 5% epitaxial strain, the average change in polarization for MA3OI is
11%, or 2.3 µC/cm2 . However, under the same strain, the change in polarization for PTO is 18%, or
19.9 µC/cm2 . We expect our study to stimulate further research into IHPs.
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Chapter 7
Survey of Hybrid Formate Perovskites

In Chapters 3, 4, and 5, our studies focused on inorganic (anti)ferroelectric perovskites which have
been studied extensively in the past 50 years, both computationally and experimentally. They have been
successfully applied in many technologies, including computers, RFID chips, solid-state refrigeration, and
so forth. However, there are a few emerging alternatives that show promise for their replacement. In
Chapter 6, we discussed the potential of one such alternative, the inverse-hybrid perovskites counterpart.
Now, we turn our attention to its cousin, the hybrid organic-inorganic perovskite, whose structure was
discussed in Chapter 1.2. Figure 7-1 shows an example of a hybrid perovskite in the polar space group
Pna21 .

b

c

a

Figure 7-1. An example of a hybrid organic-inorganic perovskite whose chemical formula is
(C2 H5 NH3 )Mg(HCOO)3 with the space group Pna21 . The carbon (brown), hydrogen (pink),
nitrogen (light blue), magnesium (orange), and oxygen (red) are the atoms (color). The thin
gray lines between atoms show the hydrogen bonds.
For the most part, organic and hybrid ferroelectrics have spontaneous polarization ten times smaller
than their inorganic counterparts [75, 77, 78, 196], low Curie temperatures, and small dielectric constants
as compared to their inorganic counterparts [197, 198]. For example, the magnitude of polarization for
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trimethyl-chloromethyl-ammonium (TMCM)-CdCl3 was computationally predicted to be 3.8 µC/cm2
under zero pressure in its low temperature phase [75, 77, 78]. Ref. [196] reported that
(pyrrolidinium)MnCl3 has a transition temperature of 376 K and a magnitude of spontaneous polarization
of 6.2 µC/cm2 . Recently, hybrid ferroelectrics have been reported to have a large piezoelectric strain
coefficient d33 on the order of 100 pC/N [77, 199, 200], which is the same magnitude as for PTO [30, 31].
One even was reported to have a d33 coefficient of 1540 pC/N [201]. Hybrid perovskites are a class of
material that is known for its flexibility and photoluminescence [196] which makes them good candidates
for use in solar cells. Additionally, they have shown potential for negative compressibility [76, 202] which
is when one or more of a material’s cell parameters expand under the application of isotropic pressure
[203]. Finally, due to the large number of molecules or atoms that can occupy any site in a hybrid
perovskite, this allows us to easily tune the properties of the material for a given application.
To the best of our knowledge, many formate family hybrid perovskites where the chemical formula
is AB(HCOO)3 have not been investigated for their piezoelectric responses as of yet. Numerous previous
studies have explored their structures, (anti)magnetic properties, (anti)magnetic transition temperature,
dielectric constants, (anti)ferroelectricity, and/or elasticity [204–217]. The materials tested in this study
have been experimentally synthesized. Table 7-1 lists 19 of them along with the corresponding
experimental paper that reports their structures. We have also listed the space group of the low temperature
structures of those materials. Of these, only four have a polar space group in their low temperature phase.
The advantage of computational investigations is that we can quickly screen these materials for different
properties. The goal of this project is to predict the ground state structures, and polarization for the
materials listed in Table 7-1 and predict the piezoelectric response for a few of them in order to reveal their
potential.
Table 7-1. List of hybrid formate perovskites of interest, including space group and references from which
the initial structures were obtained. All structures taken are from experimental reports.
Material
Space Group Experimental Ref.
C(NH2 )3 M(HCOO)3 (M=Co, Fe, Mn, Ni, Zn)
Pnna
[204]
C(NH2 )3 Cu(HCOO)3
Pna21
[204, 218]
C2 H5 NH3 Mg(HCOO)3
Pna21
[219, 220]
CH3 NH3 Zn(HCOO)3
Pnma
[208]
HONH3 M(HCOO)3 (M=Co, Mg, Mn, Ni, Zn)
P21 21 21
[211]
NH2 NH3 M(HCOO)3 (M=Mn, Mg, Zn)
Pna21
[213]
NH2 CHNH2 Mn(HCOO)3
C2/c
[212]
NH4 M(HCOO)3 (M=Mn, Zn)
P63
[214]
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Table 7-2. Literature corresponding to different studies on the hybrid formate perovskite investigated in this study. The property investigated in the
previous studies are the title of each column.
Material
Structural
Pressure
Elasticity/ Decomposition
IR/UV
Thermal
Polarization
Hardness
Expansion
C(NH2 )3 Co
[204, 221]
[221]
[204]
[204]
C(NH2 )3 Mn
[204, 221, 222]
[221, 222]
[222]
[204]
[204]
[222, 223]
C(NH2 )3 Fe
[204, 221]
[204]
[204]
C(NH2 )3 Ni
[204, 221]
[204]
[204]
C(NH2 )3 Zn
[189, 204, 221, 224]
[224]
[224]
[204]
[204]
C(NH2 )3 Cu
[204, 218, 224, 225]
[224]
[224]
[204]
[204]
[218, 225]
C2 H5 NH3 Mg
[219, 220]
[220]
[219]
CH3 NH3 Zn
[208]
[208]
[208]
HONH3 Co
[211]
[211]
[211]
HONH3 Mg
[211]
[211]
[211]
HONH3 Mn
[211]
[211]
[211]
HONH3 Ni
[211]
[211]
[211]
HONH3 Zn
[211]
[211]
[211]
NH2 NH3 Mn
[213, 226, 227]
[227]
[213, 227]
[213]
[213]
NH2 NH3 Mg
[213]
[213]
[213]
[213]
[213]
NH2 NH3 Zn
[189, 213, 227–229] [227, 229] [227, 229] [189, 213, 228]
[213]
[189, 213]
[189, 213]
NH2 CHNH2 Mn
[212]
[212]
NH4 Mn
[214, 230–232]
[230]
[232]
[231]
[214, 233]
NH4 Zn
[202, 214, 234–236] [235, 237] [202, 237]
[214, 233, 234, 237]

85

7.1

Literature Survey
Next, we will briefly review the properties of the compounds listed in Table 7-1. Table 7-2 lists the

property investigated in the previous studies and summarizes the following subsections.
7.1.1

C(NH2 )3
First, we will discuss the formates which have guanidinium (C(NH2 )3 or Gua) on the A-site. We will

abbreviate this to Gua for the rest of this chapter. When Co, Mn, Fe, Ni, or Zn occupy the B-site (referred
to as GuaCo, GuaMn, GuaFe, GuaNi, or GuaZn), the materials have the non-polar space group Pnna
[204, 221, 222, 224]. However, a B-site containing Cu (referred to as GuaCu) has the polar space group
Pna21 due to the fact that the bonds are more elongated from the larger atom size which displaced the NH2
molecules [204, 218, 224, 225]. A previous computational study investigated GuaZn using density
functional theory (DFT) with the PBEsol exchange-correlation functional and incorporating D3
zero-damping dispersion corrections [189]. The authors also performed ab initio molecular dynamics at
150, 300, and 450 K for GuaZn where they find no molecular rotations [189]. In contrast, it has been
reported experimentally that there is rotation in the methylammonium molcules of (CH3 NH3 )PbI3 between
140-370 K [238]. Both GuaMn and GuaCo undergo pressure-induced phase transitions into the
rhombohedral phase R3̄c at 1.2 GPa and 2.0 GPa, respectively [221]. Pressure studies were also performed
for GuaMn, GuaZn, and GuaCu and the Young’s modulus and hardness were reported as well [222, 224].
For example, GuaMn has the elastic modulus of 28.6, 24.5, and 23.5 GPa in the (010), (101), and (101̄)
planes, respectively [222]. Additionally, the hardness of GuaMn is 1.25, 1.18, and 1.11 GPa in the (010),
(101), and (101̄) planes, respectively [222]. Ref. [224] reported a Young’s moduli between 24.1-29.3 GPa
and a hardness between 0.97-1.45 GPa for GuaZn depending on the plane. The authors also measured a
Young’s moduli and hardness between 16.2-21.3 GPa and 0.8-1.28 GPa, respectively, for GuaCu depending
on the plane [224]. The elastic modulus of GuaMn was found to be a order of magnitude less than BaTiO3
[222]. To the best of our knowledge, we are not aware of previous reports of the elastic constants for
GuaCo, GuaFe, or GuaNi. The structures were reported to decompose at 523 K for GuaFe, 553 K for
GuaMn and GuaCo, and 603 K for GuaNi [204]. For GuaZn, they begin to decompose at 443 K [204].
The IR spectra and UV reflectance were also reported for all six of these compounds [204]. The
thermal expansion of all three lattice directions was studied [222]. Additionally, previous studies
investigated GuaCu doped with Mn, Zn, and Mg on the B-site [223, 239]. The computational study showed
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that a 50:50 ratio of GuaCu:GuaMn increased the polarization with respect to the pure GuaCu sample
[239]. In fact, this mixture of GuaCu:GuaMn showed a polarization magnitude of 9.9 µ C/cm2 [239].
GuaCu’s polarization and potential ferroelectricity have also been investigated. The dielectric
constant was measured and showed a peak at 277 K, indicating a ferroelectric phase transition at that
temperature [218]. A small polarization magnitude of 0.11 µ C/cm2 was predicted by DFT for the
ferroelectric phase [218]. The authors report the polarization contribution from the A-, B-, and X-sites and
found that the A- and B-sites positively contributed to the overall polarization, while the X-site provides a
negative contribution [218]. They also indicated that the polarization may be coupled with the magnetic
phase of the sample [218]. Two other computational studies also reported ferroelectricity and polarization
on the same order of magnitude using DFT [225, 240]. To the best of our knowledge, the piezoelectric
constants have not been investigated yet for GuaCu.
7.1.2

C2 H5 NH3
Next, we will discuss ethylammonium (C2 H5 NH3 , or EtA) on the A-site molecule. The only B-site

ion we will discuss is Mg for this material group and will be referred to as EtAMg. The low temperature
phase has the space group Pna21 [219, 220]. The polarization in this phase was estimated to be around
3.43 µC/cm2 at 93 K [219]. The thermal hysteresis showed two phase transitions, one around 370 K and
the other around 420 K [219]. The phase between 378-420 K belongs to the R3̄ space group, while the
above 430 K is in the Imma space group [219, 220]. Additionally, the dielectric constant was measured as a
function of temperature from around 100 K to 450 K, showing peaks at both of the phase transitions [219].
The peaks were dependent on the frequency of the applied electric field which indicated a first-order
ferroelectric to paraelectric phase transition [219]. Finally, the Raman spectra and IR absorbance were
reported previously as a function of temperature for EAMtg which also indicated the first-order nature of
the phase transitions [220]. We are not aware of previous publications reporting the piezoelectric constants
for any of the phases of this material.
7.1.3

CH3 NH3
Now, we will move onto materials with methylamine (CH3 NH3 or MA) occupying the A-site. We

will only discuss the material with a B-site containing Zn (referred to here as MAZn). MAZn has the space
group Pnma [208]. The onset of thermal instability began at 463 K [208]. Additionally, the IR absorbance
was measured as well [208]. Finally, a solid solution of varying ratios of Zn-Mn molecules
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(MAMnx Zn1−x ) have also been investigated [208]. To the best of our knowledge, there have been no
previous studies that report the piezoelectric constants of MAZn, nor have there been any reports on the
material’s response to stress or strain.
7.1.4

HONH3
We turn our attention to materials with an A-site of hydroxylammonium (HONH3 or HyA) and with

the B-sites Co, Mg, Mn, Ni, and Zn which will be referred to as HyACo, HyAMg, HyAMn, HyANi, and
HyAZn, respectively. All of these crystallize in the space group P21 21 21 [211]. HyACo and HyAMg were
found to decompose at 453 K, while HyAMn, HyANi, and HyAZn began to decompose at 413 K, 473 K,
and 403 K, respectively [211]. The dielectric constant was measured to be less than 8 for all five materials
[211]. Additionally, no phase transition was observed during these measurements [211]. The IR spectra
was reported for these five materials and it was noted that this spectra was similar across all of them [211].
We are not aware of any studies that report the piezoelectric constants of these five materials.
7.1.5

NH2 NH3
Next, we will move to hydrazinium (NH2 NH3 or Hyd) on the A-site with Mn, Mg, or Zn occupying

the B-site. We will refer to these as HydMn, HydMg, and HydZn. It has been reported that HydMn,
HydMg and HydZn can crystallize in both the polar space group Pna21 and the non-polar space group
P21 21 21 [189, 213, 226–229]. The high temperature phase of these materials is Pnma for the Pna21 low
temperature structure and is P63 for the P21 21 21 low temperature phase [213, 226, 227]. Additionally, the
elastic moduli, hardness, and bulk modulus has been reported for HydZn and is similar to the values
reported for GauMn [229]. The room-temperature IR spectra and temperature-dependent Raman spectra
were also reported for all three of these Hyd materials [227]. The Raman spectra shows the respective
phase transition at 355 K for HydMn, 349 K for HydZn, and 348 K for HydMg [213, 227]. The
temperature-dependent dielectric constant was measured as well which also indicated phase transitions at
these temperatures [213, 226]. Finally, the phase transition for HydMn also was confirmed by heat capacity
measurements which indicated a second-order phase transition [226]. These phase transitions are expected
to be ferroelectric since the material transforms from a polar space group to a centrosymmetric one [213].
The pressure-dependent Raman spectroscopy was performed for HydZn and shows a phase
transitions at 4.1 GPa and 5.2 GPa for the Pna21 structure and at 1.4 GPa and 2.0 GPa for the P21 21 21
structure where the P21 21 21 structure amorphizes at higher pressures [227]. Additionally, the anisotropic
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coefficient of thermal expansion was reported for these three materials for temperature ranges between
110 K and 400 K [213]. The polarization values measured at 110 K are 3.58 µC/cm2 for HydMn,
3.48 µC/cm2 for HydZn, and 3.44 µC/cm2 for HydMg [213]. It should be noted that antiferroelectric
behavior has been speculated for the P21 21 21 structures [226]. To our knowledge, the piezoelectric
constants of these three Hyd materials have not been measured experimentally or predicted by
computations.
A previous computational study was performed for HydMg and HydZn using DFT with D3
zero-damping dispersion corrections and concluded that the Pna21 structures of these materials is
energetically favorable at 0 K [228]. However, the energies are within 70 meV of each other, implying that
they may be equally favorable at room temperature or above [228]. Both the P21 21 21 and the Pna21 were
successfully grown at room temperature [228]. In another computational study, the authors used DFT with
the PBEsol exchange-correlation functional and D3 zero-damping dispersion corrections to find the high
temperature structure of HydZn, which is in the space group Pnma, and appears due to the the non-zero
dynamics of the system [189]. Additionally, the authors reported that the structure relaxed into the P1
space group, showing that the symmetry of the system was destroyed. While investigating the structure
using ab initio molecular dynamics as 375 K, the authors find rotations in the NH2 molecule, but no
rotations of the NH3 molecule [189]. The polarization calculated to be 2.6 µC/cm2 at zero Kelvin via a
distortion path between negatively and positively polarized structures and is reported to decrease as
temperature increases [189].
7.1.6

NH2 CHNH2
The next material we will review is one in which formamidinium (NH2 CHNH2 or FMD) sits on the

A-site. The only B-site atom that we will consider here is Mn and will refer to it as FMDMn. This material
has the space group C2/c with a phase transition at 340 K into the R3̄c space group [212]. The phase
transition was identified through measurement of the heat capacity which showed a clear peak at that
temperature [212]. Additionally, the dielectric constants were measured with respect to both temperature
and frequency of the applied electric field with no visible peaks in the real part [212]. The vibrational
modes of FMDMn were investigated and it was found to have 18 internal modes [212]. Finally, the Raman
and IR spectra were reported for this material in the temperature range 5 to 450 K [212]. We are not aware
of any previous study that reported the piezoelectric constants for FMDMn.
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7.1.7

NH4
Finally, we will discuss materials with ammonium (NH4 or Am) on the A-site and Mn and Zn on the

B-site which will be referred to as AmMn and AmZn here. AmZn belongs to the P63 22 space group under
ambient conditions [202, 214, 234–236] and undergoes a phase transition into the P63 space group at
around 190 K [214, 234–236]. AmMn has the space group P63 22 [214, 230–232] and undergoes a phase
transition at 254 K into the P63 space group [214, 230, 231]. The P63 phase occurs due to the ordering of
the ammonium molecules in both materials [230, 234]. The dielectric permittivity was measured for AmZn
which also indicated the phase transition at this temperature [234, 235]. The electric hysteresis loops of
AmZn and AmMn were also reported, which confirms that they are ferroelectric materials [214, 234]. A
coercive field of 2.8 kV/cm and a spontaneous polarization of 1.03 µC/cm2 at 163 K was reported for
AmZn [214, 234]. For AmMn, a coercive field of 5.1 kV/cm2 and a spontaneous polarization of
0.97 µC/cm2 at 140 K were reported [214]. Additionally, a computational study using DFT, specifically
PBE, reported polarization values of 2.38 µC/cm2 for AmMn and 2.30 µC/cm2 for AmZn, where the
polarization contributions from the A- and X-sites are positive and from the B-site is zero [233]. Ref. [233]
also reports the density of states for both of these materials. Specific heat measurements also confirmed
this ferroelectric to paraelectric phase transition at 191 K [234].
In addition to these properties, measurements were performed for both of these materials for a
variety of other properties. The thermal expansion coefficients were reported for AmMn along the a- and
c-directions in the temperature range from 100 to 250 K [231]. The elastic moduli was reported previously
for AmZn, and it was shown to have negative linear compressibility along the c-direction between 0 to
1 GPa [202]. The compressibility constants and bulk modulus were found for AmZn as well [237]. A
pressure study found two phase transitions for AmMn where the first is from the P63 to the P21 space group
at 0.31 GPa, and the second doubles the unit cell parameters in the c-direction at 1.17 GPa [230]. Another
pressure study reported a phase transition for AmZn from the P63 to the P21 space group between 1.22 and
1.44 GPa [237]. The polarization around the P21 phase transition was found to be 4 µC/cm2 [237]. Also,
temperature-dependent and pressure-dependent Raman spectroscopy between 5-295 K and 0-6 GPa was
performed for AmZn [235]. This study showed a pressure-induced phase transition between 0.94-1.34 GPa
for AmZn [235]. Additionally, the IR and UV-visible spectra were measured for AmMn [232]. To the best
of our knowledge, the piezoelectric constants have not been reported for either AmMn nor AmZn.
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7.2

Methodology
All calculations used DFT with Perdew-Burke-Ernzerhof (PBE) version of the generalized gradient

approximation [151, 152] as implemented in Quantum Espresso [181] with the projector-augmented wave
(PAW) pseudopotentials [186]. The PAW pseudopotentials were obtained from the corresponding Quantum
Espresso library (kjpaw). Additionally, we also did calculations using PBE with dispersion corrections of
zero-damping D3 [183, 184] in order to account for hydrogen bonding which is known to greatly affect the
properties of hybrid perovskites [75–78, 80]. The initial structure for each material was the one measured
in experiment at the lowest temperature and was obtained from the respective references reported in the last
column of Table 7-1. The space group of the experimental structure is found in the middle column of the
same Table. The structures were subjected to full ionic and supercell relaxation to obtain the minimum
energy structure within our chosen computational approaches (PBE and PBE+D3).
For relaxation calculations, a 4 x 4 x 2 k-point mesh and a wave function cutoff energy of 100 Ry
was used. The energy convergence threshold of 0.1 µRy and a force convergence threshold of
2.5 meV/Å were used for all calculations. Non-magnetic ions used non-spin polarized calculations while
spin-polarized calculations were used for magnetic ions. It should be noted that for magnetic ions the low
energy structure was found after calculating for the ferromagnetic and antiferromagnetic configurations.
However, only the lowest energy configuration is reported. The ground state structures can be found on
github [241].
For the ground state structures, the polarization was computed using the Berry phase formalism
[185] as implemented in VASP for the structures. Note that we did not create a polarization reversal path.
The piezoelectric constants were computed by applying uniaxial strain from −10 % to 10 % in steps of 1%
in all three lattice directions using PBE+D3. The ions and lattice constants along the strained direction are
held constant while the ions and lattice constants in the other two directions and the volume are allowed to
relax. In other words, the ions were allowed to and cell were allowed to relax in both of the unstrained
directions. Then, the polarization for each strained structure was calculated. The data were fitted by a
linear equation. The resulting slope is the piezoelectric constant for the given polarization and strain
direction such that Pi = ei j σ j .
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7.3

Structural Properties, Polarization, and Piezoelectric Constants
We will begin by discussing structural properties. Table 7-3 reports the space group, lattice

constants, beta angles, volume, and polarization for all tested formates for both PBE and PBE+D3 settings,
as well as experimental findings. The materials are sectioned in the Table based on their A-site molecule
where each section has different B-site ion but the same A-site and X-site molecule. The percent error with
respect to the experimental value is given in column following each property.
We find that PBE+D3 calculations predict all structural properties more accurately as can be found
from the percentage error. For the lattice parameters, the error largest percent error was 9.75% for
PBE+D3, while most values were less than 4%. The largest percent error for volume using PBE+D3 was
5.7% for HONH3 Ni(HCOO)3 . However, most of these values were between 1-2% for the three lattice
constants and volume. We do find a difference in space group in our computations than is reported in
experiment for NH4 Mn(HCOO)3 and C(NH2 )3 Cu(HCOO)3 . These two materials had the same space
group for PBE and PBE+D3, but they had lower symmetry structures in our computations than in
experiment. Overall, our findings are in good agreement with experiments.
Next, let us discuss the polarization. Of the materials tested, only seven have polar space groups.
The magnitudes of polarization are all in the range 1.29 to 6.91 µC/cm2 which is in line with the values of
other hybrid ferroelectrics. Our data for polarization is in agreement with the experimental values.
We predict a polarization of 6.91 µC/cm2 for GuaCu when experiment has measured only
0.11 µC/cm2 [218] . This could mean that perhaps the quantum of polarization has caused the calculated
polarization to be along a different branch than the true value. To determine the root of this discrepancy, a
polarization reversal path or a path between the centrosymmetric structure and this structure should be
generated which needs to include both the rotations of the molecule and structural distortions. Similarly, a
roto-distortion path should be created for EtAMg structure to confirm that the polarization is truly half of
what was previously reported. Finally, for AmMn, we find the ground state to be the high pressure phase
P21 rather than the P63 phase which makes it non-polar. This may be due to the rotations of the Am
molecules which would cause this state to be more favorable at 0 K. Further investigations are required to
elucidate the reason, however.
Finally, we computed the piezoelectric constants for a few of the hybrid perovskites. These hybrid
perovskites were chosen for piezoelectric calculations because they are guaranteed to have non-zero
piezoelectric constants since they are polar materials. Interestingly, we found that the polarization is
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Table 7-3. Space group (SG), lattice constants, beta angle (in degrees o ), volume, and polarization (in µC/cm2 ) for all tested hybrid formates for both
PBE and PBE+D3 settings and experimental findings. Percent error with respect to the experimental value is given in parenthesis
following each property.
Material
setting
SG
a(Å)
b(Å)
c(Å)
β (o )
V (Å3 )
Pz (µC/cm2 )
value error value error value error
value error
C(NH2 )3 Co
PBE
Pnna
8.46 1.56 11.86 0.94
8.93
0.22
90
896
2.63
non-polar
PBE+D3
Pnna
8.28 -0.60 11.67 -0.68 8.92
0.11
90
862 -1.26
non-polar
Exp. [204] Pnna
8.33
–
11.75
–
8.91
–
90
873
–
–
C(NH2 )3 Fe
PBE
Pnna
8.61 2.26 12.04 1.60
8.99 -9.64
90
932
4.48
non-polar
PBE+D3
Pnna
8.36 -0.71 11.78 -0.59 8.98 -9.75
90
884 -0.90
non-polar
Exp. [204] Pnna
8.42
–
11.85
–
9.95
–
90
892
–
–
C(NH2 )3 Mn
PBE
Pnna
8.70 2.11 12.13 1.25
9.11
0.55
90
962
4.0
non-polar
PBE+D3
Pnna
8.44 -0.94 11.91 -0.58 9.11
0.55
90
915 -1.08
non-polar
Exp. [204] Pnna
8.52
–
11.98
–
9.06
–
90
925
–
–
C(NH2 )3 Ni
PBE
Pnna
8.40 1.69 11.70 0.52
8.90
0.79
90
876
3.06
non-polar
PBE+D3
Pnna
8.24 -0.24 11.62 -0.17 8.90
0.79
90
853
0.35
non-polar
Exp. [204] Pnna
8.26
–
11.64
–
8.83
–
90
850
–
–
C(NH2 )3 Zn
PBE
Pnna
8.54 2.28 11.91 1.53
9.00
1.01
90
915
4.93
non-polar
PBE+D3
Pnna
8.35
0.0
11.72 -0.09 9.00
1.01
90
880
0.92
non-polar
Exp. [204] Pnna
8.35
–
11.73
–
8.91
–
90
872
–
–
C(NH2 )3 Cu
PBE
Pna21 9.00 5.63
9.21
1.99 11.45 0.88
90
949
8.58
–
PBE+D3 Pna21 8.18 -3.99 9.25
2.44 11.23 -1.06
90
850 -2.75
6.91
Exp. [204] Pna21 8.52
–
9.03
–
11.35
–
90
874
–
–
Exp. [218] Pna21
–
–
–
–
–
–
–
–
–
0.11
C2 H5 NH3 Mg
PBE
Pna21 9.00 1.93
8.22
1.48 11.93 1.62
90
884
5.24
–
PBE+D3 Pna21 8.87 0.45
8.14
0.49 11.78 0.34
90
849
1.07
1.39
Exp. [219] Pna21 8.83
–
8.10
–
11.74
–
90
840
–
3.34
CH3 NH3 Zn
PBE
Pnma 8.49 0.95 11.87 1.37
8.29
2.35
90
836
4.76
non-polar
PBE+D3
Pnma 8.30 -1.31 11.72 0.09
8.23
1.60
90
801
0.38
non-polar
Exp. [208] Pnma 8.41
–
11.71
–
8.10
–
90
798
–
–
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Table 7-3(cont.). Space group (SG), lattice constants, beta angle (in degrees o ), volume, and polarization (in µC/cm2 ) for all tested hybrid formates
for both PBE and PBE+D3 settings and experimental findings. Percent error with respect to the experimental value is given in parenthesis following
each property.
Material
setting
SG
a(Å)
b(Å)
c(Å)
β (o )
V (Å3 )
Pz (µC/cm2 )
value error value error value error
value error
HONH3 Co
PBE
P21 21 21 7.69 0.13
7.88
1.55 13.17 1.15
90
797
2.71
non-polar
PBE+D3 P21 21 21 7.66 -0.26 7.82
0.77 13.00 -0.15
90
779
0.39
non-polar
Exp. [211] P21 21 21 7.68
–
7.76
–
13.02
–
90
776
–
–
HONH3 Mg
PBE
P21 21 21 7.74 0.65
7.97
2.31 13.07 1.63
90
806
4.68
non-polar
PBE+D3 P21 21 21 7.67 -0.26 7.89
1.28 12.78 -0.62
90
773
0.39
non-polar
Exp. [211] P21 21 21 7.69
–
7.79
–
12.86
–
90
770
–
–
HONH3 Mn
PBE
P21 21 21 7.85 0.51
8.13
2.14 13.38 1.59
90
854
4.27
non-polar
PBE+D3 P21 21 21 7.79 -0.26 8.05
1.13 13.09 -0.61
90
820
0.12
non-polar
Exp. [211] P21 21 21 7.81
–
7.96
–
13.17
–
90
819
–
–
HONH3 Ni
PBE
P21 21 21 7.65 0.39
7.91
1.67 12.94 1.65
90
782
3.58
non-polar
PBE+D3 P21 21 21 7.64 0.26
7.60 -2.31 12.25 -3.77
90
712 -5.70
non-polar
Exp. [211] P21 21 21 7.62
–
7.78
–
12.73
–
90
755
–
–
HONH3 Zn
PBE
P21 21 21 7.74 0.65
7.90
2.07 13.39 2.84
90
819
5.68
non-polar
PBE+D3 P21 21 21 7.66 -0.39 7.85
1.42 13.22 1.54
90
794
2.45
non-polar
Exp. [211] P21 21 21 7.69
–
7.74
–
13.02
–
90
775
–
–
NH2 NH3 Mn
PBE
Pna21
9.27 3.81
7.80 -0.13 11.86 1.45
90
857
5.02
–
PBE+D3
Pna21
9.11 2.02
7.81
0.00 11.71 0.17
90
833
2.08
2.28
Exp. [213]
Pna21
8.93
–
7.81
–
11.69
–
90
816
–
3.58
NH2 NH3 Zn
PBE
Pna21
8.99 3.81
7.74
0.26 11.68 1.74
90
813
6.00
–
PBE+D3
Pna21
8.78 1.39
7.72
0.00 11.53 0.44
90
781
1.83
2.52
Exp. [213]
Pna21
8.66
–
7.72
–
11.48
–
90
767
–
3.48
NH2 NH3 Mg
PBE
Pna21
8.04 1.77 14.02 1.96
7.45
0.95
90
839
4.61
–
PBE+D3
Pna21
7.95 0.63 13.89 1.02
7.41
0.41
90
818
2.00
2.76
Exp. [213]
Pna21
7.90
–
13.75
–
7.38
–
90
802
–
3.44
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Table 7-3(cont.). Space group (SG), lattice constants, beta angle (in degrees o ), volume, and polarization (in µC/cm2 ) for all tested hybrid formates
for both PBE and PBE+D3 settings and experimental findings. Percent error with respect to the experimental value is given in parenthesis following
each property.
Material
setting
SG
a(Å)
b(Å)
c(Å)
β (o )
V (Å3 )
Pz (µC/cm2 )
value error value error value error
value error
NH2 CHNH2 -Mn
PBE
C2/c 14.45 7.51
8.75
0.81 8.65 2.85 121.6 932
7.75
non-polar
PBE+D3
C2/c 13.35 -0.67 8.84
1.84 8.30 -1.31 117.1 872
0.81
non-polar
Exp. [242]
C2/c 13.44
–
8.68
–
8.41
–
118.2 865
–
–
NH4 Mn
PBE
P21 12.86 1.50 12.86 1.50 8.63 1.05
90
1237 4.21
–
PBE+D3
P21 12.58 -0.71 12.58 -0.71 8.68 1.64
90
1190 0.25
–
Exp. [242]
P63 12.67
–
12.67
–
8.54
–
90
1187
–
–
Prev. PBE [233] P63 12.90
–
12.90
–
8.69
–
–
–
–
2.38
NH4 Zn
PBE
P63 12.79 1.59 12.79 1.59 8.34 1.71
90
1182 4.97
–
PBE+D3
P63 12.58 -0.08 12.58 0.08 8.37 2.07
90
1147 1.87
3.37
Exp. [242]
P63 12.59
–
12.59
–
8.20
–
90
1126
–
–
Prev. PBE [233] P63 12.82
–
12.82
–
8.35
–
–
–
–
2.3
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tunable by uniaxial strain for C2 H5 NH3 Mg(HCOO)3 . This is encouraging for applications that require
such a response. All of the values are less than 10 µC/cm2 which is 100 times smaller than those reported
for PTO [30, 31]. Further investigations are needed to determine the elastic constants and therefore the
piezoelectric constants ei j .
Table 7-4. Piezoelectric constants ei j for the polar hybrid perovskites. Computed by applying uniaxial
strain, keeping this lattice direction fixed, and allowing the ions and cell to relax in the other two
directions. The results are fitted by Pi = ei j η j to obtain ei j whose units are µC/cm2 .
Material
e11
e22
e33
C(NH2 )3 Cu(HCOO)3
3.13
5.6
-4.6
C2 H5 NH3 Mg(HCOO)3 -0.06 -0.05 -0.04
NH2 NH3 Zn(HCOO)3 -4.03 6.40 -9.78
NH2 NH3 Co(HCOO)3 -6.20 0.84 -5.78
NH4 Zn(HCOO)3
-0.01 -0.01 0.03
7.4

Conclusion
In summary, we predicted the ground states and polarization for nearly 20 different hybrid

perovskites. The predicted structural parameters of the chosen materials are in good agreement with those
reported in experiment. The PBE+D3 calculations produces accurate results where most of them within 5%
of experiment. The polarization values were predicted to be between 1.29 - 2.76µC/cm2 with the exception
of GuaCu which requires further investigation. These polarizations are of the same order of magnitude as
other organic and hybrid perovskites [75, 77, 78, 196]. Future investigations should include creation of a
polarization reversal path is necessary in order to be sure that the values are not along different polarization
branches caused by the quantum of polarization. We computed the piezoelectric constants for five of the
hybrid perovskites. The largest magnitude obtained is e33 = 9.78 µC/cm2 for NH2 NH3 Zn(HCOO)3 .
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Chapter 8
Concluding Remarks

In conclusion, we investigated the energy converting properties of conventional ferroelectrics. We
predicted the structural, electric, and electromechanical properties of emerging ferroelectrics such as hybrid
and inverse-hybrid perovskites. We proposed improvements for different computational techniques that are
used with conventional ferroelectrics. We implemented computational strategies to predict the polarization
of emerging ferroelectrics.
We used Monte Carlo simulations to predict the electrocaloric effect in lead zirconate. We predicted
the electrocaloric effect in the temperature range of 100 – 1000 K. We also addressed the applicability of
the indirect method of estimating the electrocaloric effect and provided guidelines for when the use of the
indirect method should be avoided. Finally, we proposed a potential refrigeration cycle that would take
advantage of the antiferroelectric phase transition while avoiding the irreversibility and demonstrated that it
may outperform conventional cycles [87].
It should also be noted that in order to bring the coercive field in line with experimental values we
rescaled it by a factor of 4.2. We investigated the origin of the mismatch between coercive electric field
values between experiment and simulations. The role of depolarization was investigated in lead titanate
using molecular dynamics. We found that the residual depolarizing field is responsible for a significant
decrease of the coercive field in experiment. In fact, incorporation of the depolarizing field allowed us to
bring the coercive field in line with experiment. A way to incorporate such a field in computations was
proposed in Ref. [18].
It is noted that the effective Hamiltonians used in the aforementioned studies does not always predict
the Curie temperature accurately. It is parameterized by density functional theory calculations whose
exchange-correlation potential is unknown. We investigated the roles of the exchange-correlation
functionals in predicting the structural properties, polarization, and change in energy between the cubic and
tetragonal states which determines the Curie temperature in effective Hamiltonian parameterizations. We
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investigated ten new functionals that are contained within the Minnesota suite [138] that may be
alternatives to the traditional functionals and could provide a basis for more accurate effective
Hamiltonians. These functionals had been relatively untested on ferroelectric perovskites. We found a few
potential functionals that performed well, but this performance was found to be material dependent [72].
The first half of this work investigated the properties of conventional ferroelectrics. Next, we turned
to the investigation of emerging ferroelectrics. First, we investigated a recently predicted inverse-hybrid
perovskite, (CH3 NH3 )3 OI. We confirmed that this inverse-hybrid perovskite had polarization on the same
order of magnitude as inorganic barium titanate, a prototypical ferroelectric perovskite, and is ten times
greater than typical hybrid perovskite values. This means that it could be a candidate to substitute for
inorganic perovskites. We also predicted its elastic constants, piezoelectric stress and strain constants, and
response to epitaxial strain and compared these values to lead titanate [80]. All-in-all, this material has
shown much potential and should be investigated experimentally.
Finally, we predicted the ground state structural parameters for nearly 20 different hybrid
inorganic-organic perovskites within the formate family. By adding corrections to account for hydrogen
bonding, we were able to predict the low energy structure more accurately than without it. We computed
the polarization for the materials in polar space groups. We also presented the piezoelectric constants for
some which have not been previously predicted or measured to the best of our knowledge. Overall, many
of these materials show promise and should be part of future investigations.
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#$$D)5>%#A%(;.<4)/)%<&=.)*/%A;-%/")%4#()*$)%#$%*;/%-)()#Z)5%;*%&%/#.)4=%0&$#$%)#/")-%A-;.%8$)-%5#-)(/4=%;/"-;D,"%&%<&=.)*/%&,)*/>%$D("%&$%&%(-)5#/%(&-5%(;.<&*=@
L@L@ 8*4)$$%;/")-1#$)%<-;Z#5)5%#*%/")%I-5)-%:;*C-.&/#;*>%&*=%,-&*/%;A%-#,"/$%/;%8$)-%6#9%#$%7;*)N/#.)7%6#*(4D5#*,
/")%)5#/#;*$%&*5%<-;5D(/%A&.#4=%$<)(#C)5%#*%/")%4#()*$)9>%6##9%#$%*;*N)j(4D$#Z)%&*5%*;*N/-&*$A)-&04)%&*5%6###9
#$%$D0i)(/%/;%&*=%&*5%&44%4#.#/&/#;*$%&*5%-)$/-#(/#;*$%6$D("%&$>%0D/%*;/%4#.#/)5%/;>%4#.#/&/#;*$%;*%5D-&/#;*%;A
D$)%;-%(#-(D4&/#;*9%#*(4D5)5%#*%/")%I-5)-%:;*C-.&/#;*%;-%#*Z;#()%&*5U;-%#*%/")$)%/)-.$%&*5%(;*5#/#;*$@
8<;*%(;.<4)/#;*%;A%/")%4#()*$)5%D$)>%8$)-%$"&44%)#/")-%$)(D-)%&%*)1%<)-.#$$#;*%A;-%AD-/")-%D$)%;A%/")
K;-]6$9%;-%#..)5#&/)4=%()&$)%&*=%*)1%D$)%;A%/")%K;-]6$9%&*5%$"&44%-)*5)-%#*&(()$$#04)%6$D("%&$%0=
5)4)/#*,%;-%0=%-).;Z#*,%;-%$)Z)-#*,%4#*]$%;-%;/")-%4;(&/;-$9%&*=%AD-/")-%(;<#)$%;A%/")%K;-]%6)j()</%A;(;<#)$%<-#*/)5%;*%<&<)-%#*%&((;-5&*()%1#/"%/"#$%4#()*$)%&*5%$/#44%#*%8$)-d$%$/;(]%&/%/")%)*5%;A%$D("%<)-#;59@
L@f@ ?*%/")%)Z)*/%/"&/%/")%.&/)-#&4%A;-%1"#("%&%-)<D04#(&/#;*%4#()*$)%#$%$;D,"/%#*(4D5)$%/"#-5%<&-/=%.&/)-#&4$
6$D("%&$%<";/;,-&<"$>%#44D$/-&/#;*$>%,-&<"$>%#*$)-/$%&*5%$#.#4&-%.&/)-#&4$9%1"#("%&-)%#5)*/#C)5%#*%$D("
.&/)-#&4%&$%"&Z#*,%0))*%D$)5%0=%<)-.#$$#;*>%8$)-%#$%-)$<;*$#04)%A;-%#5)*/#A=#*,>%&*5%$))]#*,%$)<&-&/)
4#()*$)$%6D*5)-%/"#$%G)-Z#()%;-%;/")-1#$)9%A;->%&*=%;A%$D("%/"#-5%<&-/=%.&/)-#&4$g%1#/";D/%&%$)<&-&/)%4#()*$)>
$D("%/"#-5%<&-/=%.&/)-#&4$%.&=%*;/%0)%D$)5@
L@T@ 8$)%;A%<-;<)-%(;<=-#,"/%*;/#()%A;-%&%K;-]%#$%-)`D#-)5%&$%&%(;*5#/#;*%;A%&*=%4#()*$)%,-&*/)5%D*5)-%/")
G)-Z#()@%8*4)$$%;/")-1#$)%<-;Z#5)5%#*%/")%I-5)-%:;*C-.&/#;*>%&%<-;<)-%(;<=-#,"/%*;/#()%1#44%-)&5
$D0$/&*/#&44=%&$%A;44;1$e%7B)<D04#$")5%1#/"%<)-.#$$#;*%;A%kB#,"/$";45)-d$%*&.)l>%A-;.%kK;-]d$%/#/4)>%&D/";->
Z;4D.)>%)5#/#;*%*D.0)-%&*5%=)&-%;A%(;<=-#,"/lg%<)-.#$$#;*%(;*Z)=)5%/"-;D,"%:;<=-#,"/%:4)&-&*()%:)*/)->
?*(@%7%GD("%*;/#()%.D$/%0)%<-;Z#5)5%#*%&%-)&$;*&04=%4),#04)%A;*/%$#h)%&*5%.D$/%0)%<4&()5%)#/")#..)5#&/)4=%&5i&()*/%/;%/")%K;-]%&$%D$)5%6A;-%)j&.<4)>%&$%<&-/%;A%&%0=N4#*)%;-%A;;/*;/)%0D/%*;/%&$%&
$)<&-&/)%)4)(/-;*#(%4#*]9%;-%#*%/")%<4&()%1")-)%$D0$/&*/#&44=%&44%;/")-%(-)5#/$%;-%*;/#()$%A;-%/")%*)1%1;-]
(;*/&#*#*,%/")%-)<D04#$")5%K;-]%&-)%4;(&/)5@%a&#4D-)%/;%#*(4D5)%/")%-)`D#-)5%*;/#()%-)$D4/$%#*%4;$$%/;%/")
B#,"/$";45)-%&*5%:::>%&*5%/")%8$)-%$"&44%0)%4#&04)%/;%<&=%4#`D#5&/)5%5&.&,)$%A;-%)&("%$D("%A&#4D-)%)`D&4%/;
/1#()%/")%D$)%A))%$<)(#C)5%#*%/")%I-5)-%:;*C-.&/#;*>%#*%&55#/#;*%/;%/")%D$)%A))%#/$)4A%&*5%&*=%;/")-%A))$
&*5%("&-,)$%$<)(#C)5@
L@^@ 8$)-%.&=%;*4=%.&])%&4/)-&/#;*$%/;%/")%K;-]%#A%&*5%&$%)j<-)$$4=%$)/%A;-/"%#*%/")%I-5)-%:;*C-.&/#;*@%F;
K;-]%.&=%0)%D$)5%#*%&*=%1&=%/"&/%#$%5)A&.&/;-=>%Z#;4&/)$%/")%-#,"/$%;A%/"#-5%<&-/#)$%6#*(4D5#*,%$D("%/"#-5
<&-/#)$d%-#,"/$%;A%(;<=-#,"/>%<-#Z&(=>%<D04#(#/=>%;-%;/")-%/&*,#04)%;-%#*/&*,#04)%<-;<)-/=9>%;-%#$%;/")-1#$)
#44),&4>%$)jD&44=%)j<4#(#/%;-%;0$()*)@%?*%&55#/#;*>%8$)-%.&=%*;/%(;*i;#*%&%K;-]%1#/"%&*=%;/")-%.&/)-#&4%/"&/
.&=%-)$D4/%#*%5&.&,)%/;%/")%-)<D/&/#;*%;A%/")%B#,"/$";45)-@%8$)-%&,-))$%/;%#*A;-.%:::%#A%#/%0)(;.)$%&1&-)
;A%&*=%#*A-#*,).)*/%;A%&*=%-#,"/$%#*%&%K;-]%&*5%/;%(;;<)-&/)%1#/"%&*=%-)&$;*&04)%-)`D)$/%;A%:::%;-%/")
B#,"/$";45)-%#*%(;**)(/#;*%/")-)1#/"@

f@ ?*5).*#/=@%8$)-%")-)0=%#*5).*#C)$%&*5%&,-))$%/;%5)A)*5%/")%B#,"/$";45)-%&*5%:::>%&*5%/")#-%-)$<)(/#Z)
).<4;=))$%&*5%5#-)(/;-$>%&,&#*$/%&44%(4&#.$>%4#&0#4#/=>%5&.&,)$>%(;$/$%&*5%)j<)*$)$>%#*(4D5#*,%4),&4%A))$%&*5
)j<)*$)$>%&-#$#*,%;D/%;A%&*=%D$)%;A%&%K;-]%0)=;*5%/")%$(;<)%;A%/")%-#,"/$%,-&*/)5%")-)#*>%;-%&*=%D$)%;A%&%K;-]
1"#("%"&$%0))*%&4/)-)5%#*%&*=%D*&D/";-#h)5%1&=%0=%8$)->%#*(4D5#*,%(4&#.$%;A%5)A&.&/#;*%;-%#*A-#*,).)*/%;A%-#,"/$
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;A%(;<=-#,"/>%<D04#(#/=>%<-#Z&(=%;-%;/")-%/&*,#04)%;-%#*/&*,#04)%<-;<)-/=@
T@ '#.#/&/#;*%;A%'#&0#4#/=@%8FHEB%FI%:?B:82G!+F:EG%K?''%:::%IB%!XE%B?bX!GXI'HEB%\E%'?+\'E%aIB%+FY%H?BE:!>
?FH?BE:!>%:IFGEJ8EF!?+'%IB%?F:?HEF!+'%H+2+bEG%6?F:'8H?Fb%K?!XI8!%'?2?!+!?IF%H+2+bEG%aIB%'IGG%Ia
\8G?FEGG%[BIa?!G%IB%?FaIB2+!?IF>%IB%aIB%\8G?FEGG%?F!EBB8[!?IF9%+B?G?Fb%I8!%Ia%!XE%8GE%IB%?F+\?'?!Y
!I%8GE%+%KIB3>%EWEF%?a%IFE%Ia%!XE2%X+G%\EEF%+HW?GEH%Ia%!XE%[IGG?\?'?!Y%Ia%G8:X%H+2+bEG@%?*%&*=%)Z)*/>
/")%/;/&4%4#&0#4#/=%;A%/")%B#,"/$";45)-%&*5%:::%6#*(4D5#*,%/")#-%-)$<)(/#Z)%).<4;=))$%&*5%5#-)(/;-$9%$"&44%*;/%)j())5
/")%/;/&4%&.;D*/%&(/D&44=%<&#5%0=%8$)-%A;-%/"#$%4#()*$)@%8$)-%&$$D.)$%AD44%4#&0#4#/=%A;-%/")%&(/#;*$%&*5%;.#$$#;*$%;A%#/$
<-#*(#<&4$>%).<4;=))$>%&,)*/$>%&m4#&/)$>%$D(()$$;-$%&*5%&$$#,*$@
^@ '#.#/)5%K&--&*/#)$@%!XE%KIB36G9%+FH%B?bX!6G9%+BE%[BIW?HEH%7+G%?G7@%:::%X+G%!XE%B?bX!%!I%bB+F!%!I%8GEB
!XE%B?bX!G%bB+F!EH%?F%!XE%IBHEB%:IFa?B2+!?IF%HI:82EF!@%:::%+FH%!XE%B?bX!GXI'HEB%H?G:'+?2%+''
I!XEB%K+BB+F!?EG%BE'+!?Fb%!I%!XE%KIB36G9%+FH%B?bX!6G9>%E?!XEB%En[BEGG%IB%?2['?EH>%?F:'8H?Fb
K?!XI8!%'?2?!+!?IF%?2['?EH%K+BB+F!?EG%Ia%2EB:X+F!+\?'?!Y%IB%a?!FEGG%aIB%+%[+B!?:8'+B%[8B[IGE@
+HH?!?IF+'%B?bX!G%2+Y%\E%BEJ8?BEH%!I%8GE%?''8G!B+!?IFG>%bB+[XG>%[XI!IbB+[XG>%+\G!B+:!G>%?FGEB!G
IB%I!XEB%[IB!?IFG%Ia%!XE%KIB3%6+G%I[[IGEH%!I%!XE%EF!?BE%KIB39%?F%+%2+FFEB%:IF!E2['+!EH%\Y%8GEBg
8GEB%8FHEBG!+FHG%+FH%+bBEEG%!X+!%FE?!XEB%:::%FIB%!XE%B?bX!GXI'HEB%2+Y%X+WE%G8:X%+HH?!?IF+'
B?bX!G%!I%bB+F!@
_@ Eo)(/%;A%\-)&("@%+*=%A&#4D-)%0=%8$)-%/;%<&=%&*=%&.;D*/%1")*%5D)>%;-%&*=%D$)%0=%8$)-%;A%&%K;-]%0)=;*5%/")%$(;<)
;A%/")%4#()*$)%$)/%A;-/"%#*%/")%I-5)-%:;*C-.&/#;*%&*5U;-%/")$)%/)-.$%&*5%(;*5#/#;*$>%$"&44%0)%&%.&/)-#&4%0-)&("%;A
/")%4#()*$)%(-)&/)5%0=%/")%I-5)-%:;*C-.&/#;*%&*5%/")$)%/)-.$%&*5%(;*5#/#;*$@%+*=%0-)&("%*;/%(D-)5%1#/"#*%LQ
5&=$%;A%1-#//)*%*;/#()%/")-);A%$"&44%-)$D4/%#*%#..)5#&/)%/)-.#*&/#;*%;A%$D("%4#()*$)%1#/";D/%AD-/")-%*;/#()@%+*=
D*&D/";-#h)5%60D/%4#()*$&04)9%D$)%;A%&%K;-]%/"&/%#$%/)-.#*&/)5%#..)5#&/)4=%D<;*%*;/#()%/")-);A%.&=%0)%4#`D#5&/)5
0=%<&=.)*/%;A%/")%B#,"/$";45)-d$%;-5#*&-=%4#()*$)%<-#()%/")-)A;-g%&*=%D*&D/";-#h)5%6&*5%D*4#()*$&04)9%D$)%/"&/%#$
*;/%/)-.#*&/)5%#..)5#&/)4=%A;-%&*=%-)&$;*%6#*(4D5#*,>%A;-%)j&.<4)>%0)(&D$)%.&/)-#&4$%(;*/&#*#*,%/")%K;-]%(&**;/
-)&$;*&04=%0)%-)(&44)59%1#44%0)%$D0i)(/%/;%&44%-).)5#)$%&Z&#4&04)%&/%4&1%;-%#*%)`D#/=>%0D/%#*%*;%)Z)*/%/;%&%<&=.)*/%;A
4)$$%/"&*%/"-))%/#.)$%/")%B#,"/$";45)-d$%;-5#*&-=%4#()*$)%<-#()%A;-%/")%.;$/%(4;$)4=%&*&4;,;D$%4#()*$&04)%D$)%<4D$
B#,"/$";45)-d$%&*5U;-%:::d$%(;$/$%&*5%)j<)*$)$%#*(D--)5%#*%(;44)(/#*,%$D("%<&=.)*/@
R@ 2#$()44&*);D$@
R@M@ 8$)-%&(]*;14)5,)$%/"&/%:::%.&=>%A-;.%/#.)%/;%/#.)>%.&])%("&*,)$%;-%&55#/#;*$%/;%/")%G)-Z#()%;-%/;%/")$)
/)-.$%&*5%(;*5#/#;*$>%&*5%:::%-)$)-Z)$%/")%-#,"/%/;%$)*5%*;/#()%/;%/")%8$)-%0=%)4)(/-;*#(%.&#4%;;/")-1#$)%A;-%/")%<D-<;$)$%;A%*;/#A=#*,%8$)-%;A%$D("%("&*,)$%;-%&55#/#;*$g%<-;Z#5)5%/"&/%&*=%$D("%("&*,)$
;-%&55#/#;*$%$"&44%*;/%&<<4=%/;%<)-.#$$#;*$%&4-)&5=%$)(D-)5%&*5%<&#5%A;-@
R@P@ 8$)%;A%8$)-N-)4&/)5%#*A;-.&/#;*%(;44)(/)5%/"-;D,"%/")%G)-Z#()%#$%,;Z)-*)5%0=%:::d$%<-#Z&(=%<;4#(=>%&Z&#4&04)
;*4#*)%")-)e"//<$eUU.&-])/<4&()@(;<=-#,"/@(;.U-$ND#N1)0U.<U<-#Z&(=N<;4#(=
R@L@ !")%4#()*$#*,%/-&*$&(/#;*%5)$(-#0)5%#*%/")%I-5)-%:;*C-.&/#;*%#$%<)-$;*&4%/;%8$)-@%!")-)A;-)>%8$)-%.&=%*;/
&$$#,*%;-%/-&*$A)-%/;%&*=%;/")-%<)-$;*%61")/")-%&%*&/D-&4%<)-$;*%;-%&*%;-,&*#h&/#;*%;A%&*=%]#*59%/")
4#()*$)%(-)&/)5%0=%/")%I-5)-%:;*C-.&/#;*%&*5%/")$)%/)-.$%&*5%(;*5#/#;*$%;-%&*=%-#,"/$%,-&*/)5
")-)D*5)-g%<-;Z#5)5>%";1)Z)->%/"&/%8$)-%.&=%&$$#,*%$D("%4#()*$)%#*%#/$%)*/#-)/=%;*%1-#//)*%*;/#()%/;%:::%#*
/")%)Z)*/%;A%&%/-&*$A)-%;A%&44%;-%$D0$/&*/#&44=%&44%;A%8$)-d$%-#,"/$%#*%/")%*)1%.&/)-#&4%1"#("%#*(4D5)$%/")
K;-]6$9%4#()*$)5%D*5)-%/"#$%G)-Z#()@
R@f@ F;%&.)*5.)*/%;-%1&#Z)-%;A%&*=%/)-.$%#$%0#*5#*,%D*4)$$%$)/%A;-/"%#*%1-#/#*,%&*5%$#,*)5%0=%/")%<&-/#)$@%!")
B#,"/$";45)-%&*5%:::%")-)0=%;0i)(/%/;%&*=%/)-.$%(;*/&#*)5%#*%&*=%1-#/#*,%<-)<&-)5%0=%/")%8$)-%;-%#/$
<-#*(#<&4$>%).<4;=))$>%&,)*/$%;-%&m4#&/)$%&*5%<D-<;-/#*,%/;%,;Z)-*%;-%;/")-1#$)%-)4&/)%/;%/")%4#()*$#*,
/-&*$&(/#;*%5)$(-#0)5%#*%/")%I-5)-%:;*C-.&/#;*>%1"#("%/)-.$%&-)%#*%&*=%1&=%#*(;*$#$/)*/%1#/"%&*=%/)-.$
$)/%A;-/"%#*%/")%I-5)-%:;*C-.&/#;*%&*5U;-%#*%/")$)%/)-.$%&*5%(;*5#/#;*$%;-%:::d$%$/&*5&-5%;<)-&/#*,
<-;()5D-)$>%1")/")-%$D("%1-#/#*,%#$%<-)<&-)5%<-#;-%/;>%$#.D4/&*);D$4=%1#/"%;-%$D0$)`D)*/%/;%/")%I-5):;*C-.&/#;*>%&*5%1")/")-%$D("%1-#/#*,%&<<)&-$%;*%&%(;<=%;A%/")%I-5)-%:;*C-.&/#;*%;-%#*%&%$)<&-&/)
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#*$/-D.)*/@
R@T@ !")%4#()*$#*,%/-&*$&(/#;*%5)$(-#0)5%#*%/")%I-5)-%:;*C-.&/#;*%5;(D.)*/%$"&44%0)%,;Z)-*)5%0=%&*5
(;*$/-D)5%D*5)-%/")%4&1%;A%/")%G/&/)%;A%F)1%Y;-]>%8G+>%1#/";D/%-),&-5%/;%/")%<-#*(#<4)$%/")-);A%;A%(;*p#(/$
;A%4&1@%+*=%(&$)>%(;*/-;Z)-$=>%$D#/>%&(/#;*>%;-%<-;())5#*,%&-#$#*,%;D/%;A>%#*%(;**)(/#;*%1#/">%;-%-)4&/)5%/;
$D("%4#()*$#*,%/-&*$&(/#;*%$"&44%0)%0-;D,"/>%&/%:::d$%$;4)%5#$(-)/#;*>%#*%&*=%A)5)-&4%;-%$/&/)%(;D-/%4;(&/)5%#*
/")%:;D*/=%;A%F)1%Y;-]>%G/&/)%;A%F)1%Y;-]>%8G+>%;-%#*%&*=%A)5)-&4%;-%$/&/)%(;D-/%1";$)%,);,-&<"#(&4
iD-#$5#(/#;*%(;Z)-$%/")%4;(&/#;*%;A%/")%B#,"/$";45)-%$)/%A;-/"%#*%/")%I-5)-%:;*C-.&/#;*@%!")%<&-/#)$
)j<-)$$4=%$D0.#/%/;%/")%<)-$;*&4%iD-#$5#(/#;*%&*5%Z)*D)%;A%)&("%$D("%A)5)-&4%;-%$/&/)%(;D-/@?A%=;D%"&Z)%&*=
(;..)*/$%;-%`D)$/#;*$%&0;D/%/")%G)-Z#()%;-%:;<=-#,"/%:4)&-&*()%:)*/)->%<4)&$)%(;*/&(/%D$%&/%S_RN_TQN
RfQQ%;-%$)*5%&*%)N.&#4%/;%$D<<;-/q(;<=-#,"/@(;.@
Z%M@M
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