Averaging techniques for self-adjoint matrix equations on a measure chain  by Erbe, Lynn & Peterson, Allan
J. Math. Anal. Appl. 271 (2002) 31–58
www.academicpress.com
Averaging techniques for self-adjoint matrix
equations on a measure chain ✩
Lynn Erbe and Allan Peterson ∗
Department of Mathematics and Statistics, University of Nebraska-Lincoln, Lincoln,
NE 68588-0323, USA
Received 5 January 2001
Submitted by J. Henderson
Abstract
We apply averaging techniques to establish oscillation and nonoscillation criteria for
the self-adjoint matrix dynamic equation LX(t) := [P(t)X∆(t)]∆ +Q(t)Xσ (t) = 0 on
a measure chain T. These results extend and unify earlier results for the differential and
difference equation case.  2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper we shall study the self-adjoint second-order matrix dynamic
equation
LX(t) := [P(t)X∆(t)]∆ +Q(t)Xσ (t)= 0 (1)
on a measure chain (time scale) T, by which we mean a nonempty closed subset
of R.
Further we will assume throughout that
supT=∞,
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since we shall be primarily interested in extending oscillation and nonoscillation
criteria for the corresponding continuous and discrete cases; namely[
P(t)X′(t)
]′ +Q(t)X(t)= 0, (2)
where T is the real interval [a,∞), and
∆(Pn∆Xn)+QnXn+1 = 0, (3)
where T is the set of nonnegative integers N0.
For completeness, we introduce the following concepts related to the notion of
time scales.
Definition. Let T be a time scale and define the forward jump operator σ(t) at t ,
for t ∈ T, by
σ(t) := inf{τ > t: τ ∈ T},
and the backward jump operator ρ(t) at t , for t ∈ T, by
ρ(t) := sup{r < t: τ ∈ T}.
We assume throughout that T has the topology that it inherits from the standard
topology on the real numbers R. If σ(t) > t , we say t is right-scattered, while
if ρ(t) < t we say t is left-scattered. If σ(t) = t , we say t is right-dense, while
if ρ(t)= t we say t is left-dense. A function f :T→ R is said to be right-dense
continuous provided f is continuous at right-dense points in T and at left-dense
points in T, left-hand limits exist and are finite. We shall also use the notation
µ(t) := σ(t)− t which is called the graininess function.
Our main concern is to extend to time scales some of the well-known averaging
techniques which have been applied to the study of (2) and (3) and see explicitly
how the graininess function µ(t) enters the picture.
Definition. Throughout this paper we make the blanket assumption that a ∈ T and
we define the interval in T
[a,∞) := {t ∈ T such that t  a}.
The notion of a measure chain was introduced by Hilger [1]. Related work
on the calculus of measure chains may be found in Agarwal and Bohner [2],
Agarwal et al. [3], Erbe and Hilger [4], Erbe and Peterson [5,6], and Bohner and
Peterson [7]. We also refer to [6,8–11] for oscillation and nonoscillation criteria
for the continuous and discrete cases.
Definition. Assume x :T → R and fix t ∈ T; then we define x∆(t) to be the
number (provided it exists) with the property that given any ε > 0, there is a
neighborhood U of t such that∣∣[x(σ(t))− x(s)]− x∆(t)[σ(t)− s]∣∣ ε∣∣σ(t)− s∣∣,
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for all s ∈ U . We call x∆(t) the delta derivative of x(t) at t .
It can be shown that if x :T→R is continuous at t ∈ T and t is right-scattered,
then
x∆(t)= x(σ(t))− x(t)
σ (t)− t .
Note that if T=N0, then
x∆(t)=∆x(t) := x(t + 1)− x(t).
If t is right-dense, then
x∆(t)= lim
s→t
x(t)− x(s)
t − s .
In particular, if T is the real interval [a,∞), then x∆(t)= x ′(t).
We assume throughout that the coefficient matrices in the equationLX = 0 sat-
isfy P(t) > 0 (positive definite) for t ∈ T and Q(t)=Q∗(t) (Q(t) is Hermitian)
for t ∈ T and P and Q are right-dense continuous. If a matrix function X(t) is
differentiable, then a formula that we will use frequently is
Xσ (t)=X(t)+µ(t)X∆(t) (4)
for t ∈ T.
Definition. LetD denote the set of all n×n matrix functionsX defined on T such
that X(t) is delta differentiable on T and (P (t)X∆(t))∆ is right-dense continuous
on T. We say X(t) is a solution of LX = 0 on T provided X ∈D and LX(t)= 0
for t ∈ T.
2. Preliminaries
In what follows we shall denote byM the set of all n× n Hermitian matrices
and we let C denote the set of all n× n Hermitian matrix-valued functions F(t)
defined for t ∈ T with the property that the integral
lim
t→∞, t∈T
t∫
t0
F(s)∆s =
∞∫
t0
F(s)∆s exists (finite).
The assumption that F ∈ C implies that
∞∫
t
F (s)∆s ∈M
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for all t ∈ T, t  t0. Moreover, if F ∈M and F(t)  0 (positive semidefinite),
then F ∈ C iff ∫∞t0 trF(s)∆s <∞ iff ∫∞t0 λ1(F (s))∆s <∞ iff ∫∞t0 ‖F(s)‖∆s
<∞. Here, and in what follows, we denote by
λ1(A) λ2(A) · · · λn(A)
the real eigenvalues of the matrix A ∈M and we will let the matrix norm ‖ · ‖
be the matrix norm induced by the Euclidean vector norm on Rn. We will use the
result that the trace of A is given by tr(A)=∑ni=1 λi(A).
We shall assume throughout that the set of right-scattered points denoted by
T̂ := {t ∈ T: µ(t) > 0}
satisfies
sup T̂=∞.
That is, there exists a sequence {tk} ⊂ T with
lim
k→∞ tk =∞
and µ(tk) > 0, k = 1,2,3, . . . . We assume throughout that µ(t) is bounded. That
is, there exists a constant K0 > 0 such that
0 µ(t)K0
for all t ∈ T.
Our main concern is the oscillatory behavior of Eq. (1). We recall that Eq. (1)
is nonoscillatory on [a,∞) in case for any prepared solution Y (t) ≡ 0 there is a
t1 > a such that
Y ∗(σ (t))P (t)Y (t) > 0
for t ∈ [t1,∞). (We refer to Erbe and Peterson [6] for an additional discussion of
these ideas.)
We will use the notation
a(t) := λn(P (t))
(= λmin(P (t)))
and
A(t)= λ1(P (t))
(= λmax(P (t)))
so that we have
0 < a(t)I  P(t)A(t)I
and
0 <
1
A(t)
I  P−1(t) 1
a(t)
I
for t ∈ T.
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We will denote by G the set of all nonnegative locally integrable functions
g :T→[0,∞) with 0 g(t) 1, t ∈ T, and such that
∞∫
a
g(s)∆s := lim
t→∞, t∈T
t∫
a
g(s)∆s =∞.
We use the notation
G(t)=
t∫
a
g(s)∆s
and
G(t; τ ) :=
t∫
τ
g(s)∆s.
When we write
1
G(t; τ ) =G(t; τ )
−1;
we always mean that t > τ is sufficiently large so that G(t; τ ) > 0. We note that
for any fixed t0 ∈ T
lim
t→∞
G(t; t0)
G(t)
= 1.
The next lemma shows that averaging with respect to the class G preserves limits.
Lemma 1. Assume that F(t) is a locally integrable n× n matrix-valued function
for t ∈ T and assume that
lim
t→∞F(t)= C (component wise),
where C is an n× n matrix, some of whose entries could be ±∞. Then
lim
t→∞
∫ t
t0
g(s)F (s)∆s
G(t; t0) = C
for all g ∈G and for any t0 ∈ T fixed.
Proof. Consider one of the components, say
lim
t→∞fij (t)= cij ,
and suppose that cij is finite. Then given ε > 0, choose t1 > t0 sufficiently large
so that∣∣fij (t)− cij ∣∣< ε,
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t > t1, t ∈ T. Since
lim
t→∞
∫ t1
t0
g(s)[fij (s)− cij ]∆s
G(t; t0) = 0
and ∣∣∣∣
∫ t
t1
g(s)[fij (s)− cij ]∆s
G(t; t0)
∣∣∣∣ ε
∫ t
t1
g(s)∆s
G(t; t0) < ε,
the conclusion of this lemma follows in this case.
Next assume that
lim
t→∞fij (t)=∞.
Then for any M > 0 there exists a tM ∈ T so that
fij (t)M for t  tM,
and therefore∫ t
t0
g(s)fij (s)∆s
G(t; t0) =
∫ tM
t0
g(s)fij (s)∆s +
∫ t
tM
g(s)fij (s)∆s
G(t; t0)

∫ tM
t0
g(s)fij (s)∆s
G(t; t0) +
MG(t; tM)
G(t; t0) .
As t→∞, the right-hand side approaches M and so
lim inf
t→∞
∫ t
t0
g(s)fij (s)∆s
G(t; t0) =∞. ✷
The next technical lemma will be needed in the proof of Theorem 3 and
concerns the function Gµ defined by
Gµ(t; t0) :=
t∫
t0
µ(s)g(s)∆s, (5)
where t, t0 ∈ T, g ∈G.
Lemma 2. Let g ∈G and let {tk} ⊂ T, tk →∞, with µ(tk) > 0. Assume also
lim
t→∞Gµ(t; t0)=∞. (6)
Then there exists K > 0 such that for any tˆ  σ(t0) with µ(tˆ ) > 0 there is a
τˆ  σ(tˆ ) such that
Gµ(τˆ ; tˆ )
Gµ(tˆ; t0) K. (7)
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Proof. If not, then for any n 1 there exists tˆn  σ(t0) with µ(tˆn) > 0, and such
that for any τˆ = τˆn  σ(tˆn) we have
Gµ(τˆn; tˆn)
Gµ(tˆn; t0)  n (8)
for n= 1,2,3, . . . .
We may also assume that {tˆn} is a strictly increasing sequence, and in particular
we may choose τˆn = σ(tˆn). Thus (8) gives
Gµ(σ(tˆn); tˆn)
Gµ(tˆn; t0)  n (9)
for n= 1,2,3, . . . .
On the other hand,
0<µ(tˆn)= σ(tˆn)− tˆn K0
(since µ(t) is bounded by K0), and so
Gµ
(
σ(tˆn); tˆn
)= σ(tˆn)∫
tˆn
µ(s)g(s)∆s
µ(tˆn)g(tˆn)µ(tˆn)
(
µ(tˆn)
)
K20 , (10)
since 0 g(t) 1. Therefore, (9) and (10) yield
n Gµ(σ(tˆn); tˆn)
Gµ(tˆn; t0) 
K20
Gµ(tˆn; t0) .
Letting n→∞ we get a contradiction. ✷
3. Main results
We introduce the following conditions on the eigenvalues of P(t) which will
be needed below.
(A1) There exist positive constants K1,K2,M > 0 and g ∈ G such that for all
large t ,
G(t; t0)
Gµ(t; t0) K1, (11)
A(t)
a(t)
K2, (12)
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and ∫ t
t0
g(s)A(s)∆s
(Gµ(t; t0))3/2 M (13)
hold.
(A2) There exist positive constants K1,K2,M > 0 and g ∈ G such that for all
large t , (11), (12), and∫ t
t0
g(s)A(s)∆s
Gµ(t; t0) M (14)
hold.
(A3) There exist positive constants K1,K2,M > 0 and g ∈ G such that for all
large t , (11), (12), and
A(t)M (15)
hold.
Clearly we have the implications
(A3)⇒ (A2)⇒ (A1).
Our first result gives some equivalent conditions for nonoscillation of (1).
Theorem 3. Assume that (A1) holds. Then the following are equivalent:
(i) lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0) = C,
where C is a constant Hermitian matrix which may depend on g ∈G.
(ii) lim inf
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
tr(Q(η))∆η∆s
Gµ(t; t0) >−∞.
(iii) For any prepared solution Y of (1) with Y ∗(σ (t))P (t)Y (t) > 0 for t  t0,
the function Z(t) := P(t)Y∆(t)Y−1(t) satisfies
Z(t)
[
P(t)+µ(t)Z(t)]−1Z(t) ∈ C. (16)
Proof. (i)⇒ (ii) This follows from the linearity of the trace functional.
(ii) ⇒ (iii) We assume that (ii) holds and let Z(t) be defined as in (iii). It
follows that Z(t) is a Hermitian solution of the Riccati equation
Z∆(t)+Q(t)+ F(t)= 0, t  t0. (17)
We suppose for the sake of contradiction that F /∈ C and, consequently, we have
lim
t→∞
t∫
t0
tr(F (s))∆s =+∞. (18)
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An integration of the Riccati equation (17) gives
−Z(t)=−Z(t0)+
t∫
t0
Q(s)∆s +
t∫
t0
F(s)∆s, t  t0. (19)
Applying the trace functional to both sides of (19), multiplying byµ(t)g(t), g ∈G
(from condition (A1)), and dividing by Gµ(t; t0) gives∫ t
t0
µ(s)g(s) tr(−Z(s))∆s
Gµ(t; t0)
=− tr(Z(t0))+
∫ t
t0
µ(s)g(s)
∫ s
t0
tr(Q(η))∆η∆s
Gµ(t; t0)
+
∫ t
t0
µ(s)g(s)
∫ s
t0
tr(F (η))∆η∆s
Gµ(t; t0) . (20)
Now since G(t; t0)→∞ as t →∞ it follows from (11) that we also have
lim
t→∞Gµ(t; t0)=+∞. (21)
Then from (18), (21), and the proof of Lemma 1, it follows that the last term on
the right-hand side of (20) has limit +∞ as t →∞. Hence, by condition (ii) we
have
lim
t→∞
∫ t
t0
µ(s)g(s) tr(−Z(s))∆s
Gµ(t; t0) =+∞ (22)
(since the second term on the right-hand side is bounded below as t →∞).
Therefore if we denote
B(t) :=
∫ t
t0
µ(s)g(s)(−Z(s))∆s
Gµ(t; t0) (23)
we have tr(B(t))→∞ as t →∞. It is well known that for the matrix norm ‖ · ‖
induced by the Euclidean vector norm,
‖A‖ = (λ1(A∗A))1/2.
Thus if a Hermitian matrix A satisfies tr(A(t))→∞, then λ1(A(t))→∞ and
therefore λ1(A2(t))→∞.) We conclude therefore that
lim
t→∞
∫ t
t0
µ(s)g(s)‖Z(s)‖∆s
Gµ(t; t0) =∞. (24)
We also have from (20) by dividing both sides by (Gµ(t; t0))1/2 that
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t0
g(s) tr(−µ(s)Z(s))∆s
(Gµ(t; t0))3/2
=− tr(Z(t0))(Gµ(t; t0))−1/2 +
∫ t
t0
g(s)µ(s)
∫ s
t0
tr(Q(η))∆η∆s
(Gµ(t; t0))3/2
+
∫ t
t0
g(s)µ(s)
∫ s
t0
tr(F (η))∆η∆s
(Gµ(t; t0))3/2 . (25)
Since
P(t) >−µ(t)Z(t),
we have
tr(P (t)) >− tr(µ(t)Z(t))
and therefore∫ t
t0
g(s) tr(−µ(s)Z(s))∆s
(Gµ(t; t0))3/2 
∫ t
t0
g(s) tr(P (s))∆s
(Gµ(t; t0))3/2 M1 (26)
by (A1) (Eq. (13)), since
tr(P (t)) nA(t).
That is, the right-hand side of (25) is bounded above. Now by condition (ii), the
second term on the right-hand side of (25) satisfies
lim inf
t→∞
∫ t
t0
g(s)µ(s)
∫ s
t0
tr(Q(η))∆η∆s
(Gµ(t; t0))3/2 = 0 (27)
and also
lim
t→∞
tr(Z(t0))
(Gµ(t; t0))1/2 = 0.
Therefore, it follows that the last term on the right-hand side of (25) is bounded.
That is, we have∫ t
t0
µ(s)g(s)
∫ s
t0
tr(F (η))∆η∆s
(Gµ(t; t0))3/2 M2 (28)
for all large t and some M2 > 0.
We fix t1  σ(t0) with Gµ(t1; t0) > 0 and we choose t2 ∈ T, t2 > t1, so that
(28) holds for t = t2 and
t1∫
t0
µ(s)g(s)∆s 
t2∫
t1
µ(s)g(s)∆s K
t1∫
t0
µ(s)g(s)∆s (29)
(we can do this by Lemma 2 and since Gµ(t; t0)→∞ as t →∞). Then we have
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Gµ(t2; t0)=
t2∫
t0
µ(s)g(s)∆s =Gµ(t1; t0)+Gµ(t2; t1)
Gµ(t1; t0)+KGµ(t1; t0)= (1+K)Gµ(t1; t0). (30)
Using the first inequality in (29) we get∫ t1
t0
tr(F (s))∆s
[Gµ(t1; t0)]1/2 =
Gµ(t1; t0)
∫ t1
t0
tr(F (s))∆s
[Gµ(t1; t0)]3/2

∫ t2
t1
µ(s)g(s)∆s
∫ t1
t0
tr(F (η))∆η
[Gµ(t1; t0)]3/2

∫ t2
t1
µ(s)g(s)
∫ t1
t0
tr(F (η))∆η∆s
[Gµ(t1; t0)]3/2

∫ t2
t0
µ(s)g(s)
∫ s
t0
tr(F (η))∆η∆s
[Gµ(t1; t0)]3/2 . (31)
Now from (30) we have[
Gµ(t1, t0)
]−3/2  (K̂ )3/2[Gµ(t2, t0)]−3/2,
where K̂ := 1+K , and so (31) and (28) with t = t2 yield∫ t1
t0
tr(F (s))∆s
[Gµ(t1; t0)]1/2  K̂
3/2
∫ t2
t0
µ(s)g(s)
∫ s
t0
tr(F (η))∆η∆s
[Gµ(t2; t0)]3/2 M3 (32)
for some M3 > 0.
Now we also have, as is easily verified,
F(t) :=Z(t)[P(t)+µ(t)Z(t)]−1Z(t)
= Z(t)P−1(t)Z(t)[I +µ(t)P−1(t)Z(t)]−1. (33)
Further, we have
1
λ1(P (t))
Z2(t) Z(t)P−1(t)Z(t)= F(t)[I +µ(t)P−1(t)Z(t)]. (34)
So
‖Z(t)‖2 = ∥∥Z2(t)∥∥
 λ1(P (t))‖F(t)‖ +µ(t)λ1(P (t))‖F(t)‖
∥∥P−1(t)∥∥‖Z(t)‖
=A(t)‖F(t)‖ +µ(t)A(t)
a(t)
‖F(t)‖‖Z(t)‖
= A(t)
a(t)
‖F(t)‖[a(t)+µ(t)‖Z(t)‖]
 2A(t)
a(t)
‖F(t)‖max{a(t),µ(t)‖Z(t)‖}. (35)
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That is, we have
‖Z(t)‖2  2A(t)
a(t)
‖F(t)‖max{a(t),µ(t)‖Z(t)‖}
from which we obtain
‖Z(t)‖max
{
2
A(t)
a(t)
‖F(t)‖µ(t),√2A(t)‖F(t)‖}. (36)
Since µ(t)K0, from (12) we obtain
‖Z(t)‖ 2K0K2‖F(t)‖ +
√
2A(t)‖F(t)‖. (37)
Consequently, (37) gives
t∫
t0
µ(s)g(s)‖Z(s)‖∆s  2K0K2
t∫
t0
µ(s)g(s)‖F(s)‖∆s
+√2
t∫
t0
µ(s)g(s)
(
A(s)‖F(s)‖)1/2∆s. (38)
By the Cauchy–Schwarz inequality
t∫
t0
µ(s)g(s)
[
A(s)‖F(s)‖]1/2∆s
=
t∫
t0
√
µ(s)g(s)A(s)
√
µ(s)g(s)‖F(s)‖∆s

( t∫
t0
µ(s)g(s)A(s)∆s
)1/2( t∫
t0
µ(s)g(s)‖F(s)‖∆s
)1/2
.
Therefore from (38) we obtain∫ t
t0
µ(s)g(s)‖Z(s)‖∆s
Gµ(t; t0)  2K0K2
∫ t
t0
µ(s)g(s)‖F(s)‖∆s
Gµ(t; t0)
+√2 (
∫ t
t0
µ(s)g(s)A(s)∆s)1/2
(Gµ(t; t0))3/4
(
∫ t
t0
µ(s)g(s)‖F(s)‖∆s)1/2
(Gµ(t; t0))1/4 . (39)
Now the first term on the right-hand side of (39) tends to 0 as t →∞, since
by (32)∫ t
t0
µ(s)g(s)‖F(s)‖∆s
(Gµ(t; t0))1/2 <∞ (40)
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is bounded (since µ(t) is bounded and 0 g(t) 1). Therefore,
lim
t→∞
∫ t
t0
µ(s)g(s)‖F(s)‖∆s
Gµ(t; t0) = 0. (41)
Also the second term on the right-hand side of (39) is also bounded since(∫ t
t0
µ(s)g(s)A(s)∆s
(Gµ(t; t0))3/2
)1/2
 M̂1
by (A1) and
[∫ tt0 µ(s)g(s)‖F(s)‖∆s]1/2
[Gµ(t; t0)]1/4 =
{∫ t
t0
µ(s)g(s)‖F(s)‖∆s]
[Gµ(t; t0)]1/2
}1/2
 M̂2
by (41). Consequently, there is a constant M̂3 such that∫ t
t0
µ(s)g(s)‖F(s)‖∆s
Gµ(t; t0)  M̂3
for all large t , contradicting (24). This shows that (ii) ⇒ (iii).
(iii) ⇒ (i) We suppose that Y is a prepared solution of (1) with
Y ∗(σ (t))P (t)Y (t) > 0
for t  t0 such that the function
Z(t) := P(t)Y∆(t)Y−1(t)
satisfies
Z(t)
[
P(t)+µ(t)Z(t)]−1Z(t) ∈ C.
We want to show that
lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0) = C (42)
exists.
It follows from (iii) that
∞∫
t0
‖F(s)‖∆s <∞.
We claim that
lim
t→∞
∫ t
t0
µ(s)g(s)‖Z(s)‖∆s
Gµ(t; t0) = 0. (43)
But this follows similar to the proof of the previous implication (ii)⇒ (iii) above.
To be precise, we have from (38)
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t0
µ(s)g(s)‖Z(s)‖∆s
Gµ(t; t0)  2K0K2
∫ t
t0
µ(s)g(s)‖F(s)‖∆s
Gµ(t; t0)
+
√
2
Gµ(t; t0)
( t∫
t0
µ(s)g(s)A(s)∆s
)1/2( t∫
t0
µ(s)g(s)‖F(s)‖∆s
)1/2
.
(44)
Now since
lim
t→∞
t∫
t0
‖F(s)‖∆s
exists, it follows that
lim
t→∞
∫ t
t0
µ(s)g(s)‖F(s)‖∆s
Gµ(t; t0) = 0, (45)
since µ(t) is bounded and
lim
t→∞Gµ(t; t0)=+∞.
Also, since
lim
t→∞
t∫
t0
µ(s)g(s)‖F(s)‖∆s = L 0,
and since, by (A1) (Eq. (13)), there is a constant L1 such that(∫ t
t0
µ(s)g(s)A(s)∆s
[Gµ(t; t0)]3/2
)1/2
 L1, (46)
the second term on the right-side of (44) has limit 0 as t →∞, since we may
write it as
√
2
[Gµ(t; t0)]1/4
[∫ t
t0
µ(s)g(s)A(s)∆s
[Gµ(t; t0)]3/2
]1/2[ t∫
t0
µ(s)g(s)‖F(s)‖∆s
]1/2
(47)
and the terms in square brackets are bounded. This shows that (43) holds.
Now from the Riccati equation (17) we have∫ t
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0) =Z(t0)−
∫ t
t0
µ(s)g(s)Z(s)∆s
Gµ(t; t0)
−
∫ t
t0
µ(s)g(s)
∫ s
t0
F(η)∆η∆s
Gµ(t; t0) . (48)
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Since all terms on the right-hand side of (48) have a limit as t →∞, it follows
that (i) holds; i.e.,
lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0) = C
exists. This completes the proof of Theorem 3. ✷
The following corollary is an immediate consequence of Theorem 3.
Corollary 4. Suppose that condition (A1) holds. Assume further that (ii) of
Theorem 3 holds and that
lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0)
does not exist. Then (1) is oscillatory.
Suppose next that condition (A1) holds and that condition (ii) of Theorem 3
holds; then by Theorem 3 we have
lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0) = C, (49)
where C depends on g ∈G. Now∫ t
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0) =
∫ t1
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0)
+
∫ t
t1
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0) , (50)
where t0 < t1 < t . Observe that∫ t
t1
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0)
= 1
Gµ(t; t0)
{ t∫
t1
µ(s)g(s)
t1∫
t0
Q(η)∆η∆s +
t∫
t1
µ(s)g(s)
s∫
t1
Q(η)∆η∆s
}
= Gµ(t; t1)
Gµ(t; t0)
∫ t
t1
µ(s)g(s)
∫ t1
t0
Q(η)∆η∆s
Gµ(t; t1)
+
∫ t
t1
µ(s)g(s)
∫ s
t1
Q(η)∆η∆s
Gµ(t; t0) .
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Since
lim
t→∞
Gµ(t; t1)
Gµ(t; t0) = 1,
we get by taking the limit on both sides of (50):
C = lim
t→∞
∫ t1
t0
µ(s)g(s)
∫ s
t0
Q(η)∆η∆s
Gµ(t; t0)
+ lim
t→∞
Gµ(t; t1)
Gµ(t; t0)
∫ t
t1
µ(s)g(s)
∫ t1
t0
Q(η)∆η∆s
Gµ(t; t1)
+ lim
t→∞
∫ t
t1
µ(s)g(s)
∫ s
t1
Q(η)∆η∆s
Gµ(t; t0) . (51)
The first term on the right-hand side of (51) has limit 0 and the second term has
limit
t1∫
t0
Q(η)∆η.
Consequently, we have that if condition (A1) holds and that condition (ii) of
Theorem 3 holds, then
lim
t→∞
∫ t
t1
µ(s)g(s)
∫ s
t1
Q(η)∆η∆s
Gµ(t; t0) = C −
t1∫
t0
Q(η)∆η, (52)
where C depends on g ∈G. We will use (52) in the proof of Theorem 5.
The next result gives a necessary and sufficient condition for nonoscillation in
terms of the Riccati integral equation.
Theorem 5. Suppose condition (A1) and condition (ii) of Theorem 3 hold. Then
Eq. (1) is nonoscillatory iff there exists a Hermitian matrix-valued function Z with
P(t)+µ(t)Z(t) > 0
for t  t0 for some t0 ∈ T satisfying
Z(t)= C −
t∫
t0
Q(η)∆η+
∞∫
t
F (s)∆s, (53)
where
F(t) :=Z(t)[P(t)+µ(t)Z(t)]−1Z(t),
and where C is a constant matrix which depends on g ∈G.
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Proof. Suppose that (1) is nonoscillatory. Then by Theorem 3, there exists a
Hermitian solution Z(t) of the Riccati equation with
P(t)+µ(t)Z(t) > 0
for t  t1. It follows that∫ t
t1
µ(s)g(s)
∫ s
t1
Q(η)∆η∆s
Gµ(t; t1)
=Z(t1)−
∫ t
t1
µ(s)g(s)Z(s)∆s
Gµ(t; t1) −
∫ t
t1
µ(s)g(s)
∫ s
t1
F(η)∆η∆s
Gµ(t; t1) . (54)
Now letting t →∞ in (54) and using (52) we obtain
C −
t1∫
t0
Q(η)∆η=Z(t1)− lim
t→∞
∫ t
t1
µ(s)g(s)Z(s)∆s
Gµ(t; t1)
−
∫ t
t1
µ(s)g(s)
∫ s
t1
F(η)∆η∆s
Gµ(t; t1) . (55)
But
lim
t→∞
∫ t
t1
µ(s)g(s)
∫ s
t1
F(η)∆η∆s
Gµ(t; t1) =
∞∫
t1
F(η)∆η
and
lim
t→∞
∫ t
t1
µ(s)g(s)Z(s)∆s
Gµ(t; t1) = 0
(because ∫∞
t1
‖F(s)‖∆s <∞; cf. the proof of Theorem 3 and (43)). Therefore,
from (55) we get
C −
t1∫
t0
Q(η)∆η=Z(t1)−
∞∫
t1
F(η)∆η. (56)
Replacing t1 by t gives (53).
Conversely, if Z(t) satisfies (56) for t  t1, then
Z∆(t)=−F(t)−Q(t)
for t  t1, so the Riccati equation (17) has a solution with
P(t)+µ(t)Z(t) > 0
for t  t1. Hence, (1) is nonoscillatory. This completes the proof. ✷
The next result concerns the case when condition (A2) holds.
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Theorem 6. Let (A2) hold and assume (1) is nonoscillatory. Then the following
are equivalent:
(i) lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
tr(Q(η))∆η∆s
Gµ(t; t0) =−∞.
(ii) lim inf
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
tr(Q(η))∆η∆s
Gµ(t; t0) =−∞.
(iii) There exists a nonoscillatory solution Y of (1) and a t1  t0 with Y ∗(σ (t))×
P(t)Y (t) > 0 for t  t1 such that the function Z(t) := P(t)Y∆(t)Y−1(t),
t  t1, satisfies
∞∫
t1
tr(F (t))∆t =∞, (57)
where F(t)=Z(t)[P(t)+µ(t)Z(t)]−1Z(t).
Proof. Note that in (i) and (ii) t0 may be replaced by any t1  t0. Since (A2)
implies (A1), Theorem 3 shows that (ii) and (iii) are equivalent (with t0 in (i)
replaced by t1. Since (i) implies (ii), we only have to show that (ii) and (iii)
imply (i). So let Y (t) be as in (iii). Then from the Riccati equation (17) we have,
for t  t1,∫ t
t1
µ(s)g(s) tr[−Z(s)]∆s
Gµ(t; t1) =− trZ(t1)+
∫ t
t1
µ(s)g(s)
∫ s
t1
tr[Q(η)]∆η∆s
Gµ(t; t1)
+
∫ t
t1
µ(s)g(s)
∫ s
t1
tr[F(η)]∆η∆s
Gµ(t; t1) (58)
which gives∫ t
t1
µ(s)g(s)
∫ s
t1
tr[Q(η)]∆η∆s
Gµ(t; t1)  trZ(t1)+
∫ t
t1
g(s) tr[P(s)]∆s
Gµ(t; t1)
−
∫ t
t1
µ(s)g(s)
∫ s
t1
tr[F(η)]∆η∆s
Gµ(t; t1) (59)
(where we have used tr[−µ(s)Z(s)]< tr[P(s)]). By (A2) and (14), it follows that
the second term on the right is bounded above. Consequently, by (iii) the right-
hand side of (59) tends to −∞, and this shows that (i) holds. This completes the
proof. ✷
Corollary 7. Let (A2) hold and assume
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−∞= lim inf
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
trQ(η)∆η∆s
Gµ(t; t0)
< lim sup
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
trQ(η)∆η∆s
Gµ(t; t0) .
Then Eq. (1) is oscillatory.
We next give a theorem where we assume that (A3) holds. In addition, we shall
assume that the time scale T satisfies the following condition:
(B) For any sequence tk →∞ we have
∞∑
k=1
µ(tk)=+∞.
Thus to say that T satisfies (B) means that eventually, all points are right scattered
and that µ(t) cannot tend to zero too rapidly.
Theorem 8. Let (A3) and (B) hold and assume that (1) is nonoscillatory. Then
the following are equivalent:
(i) Q ∈ C .
(ii) lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
trQ(η)∆η∆s
Gµ(t; t0) = c,
where c is a constant.
(iii) lim inf
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
trQ(η)∆η∆s
Gµ(t; t0) >−∞.
(iv) For any nonoscillatory solution Y (t) of (1) with Y ∗(σ (t))P (t)Y (t) > 0 for
t  t1  t0, the function Z(t) := P(t)Y∆(t)Y−1(t), t  t1, satisfies
F(t) :=Z(t)[P(t)+µ(t)Z(t)]−1Z(t) ∈ C. (60)
Proof. Since (A3) implies (A1) it follows that (iii) and (iv) are equivalent by
Theorem 3. Obviously, (i) implies (ii) implies (iii). So we need to only show that
(iii) and (iv) imply (i). Integration of the Riccati equation (17) gives
−Z(t)=
t∫
t1
Q(s)∆s +
t∫
t1
F(s)∆s −Z(t1). (61)
Hence, Q ∈ C provided limt→∞Z(t) = 0 (since F ∈ C). But from the proof of
Theorem 3 we have (cf. (37))
‖Z(t)‖ 2K0K2‖F(t)‖ +
√
2A(t)‖F(t)‖,
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and since A(t)  K3 (i.e., is bounded) we need only show that limt→∞‖F(t)‖
= 0. To show this, it suffices (since F(t) 0) to show
lim
t→∞ trF(t)= 0.
Now for any sequence tk →∞
∞∑
k=1
µ(tk) trF(tk)=
∞∑
k=1
σ(tk)∫
tk
trF(s)∆s 
∞∫
t1
trF(s)∆s <∞
(since F ∈ C). Hence, if
lim inf
k→∞ trF(tk) δ > 0,
then it follows that
∞∑
k=1
µ(tk) trF(tk) δ
∞∑
k=1
µ(tk)=+∞
which is a contradiction. Hence, it follows that
lim
k→∞ trF(t)= 0= limt→∞‖F(t)‖.
Therefore, Q ∈ C and this completes the proof. ✷
Remark. If Q ∈ C and condition (B) holds, then the limit in (ii) of Theorem 8 is
independent of g ∈G and so we have
∞∫
t0
Q(s)∆s = C.
Defining
Q1(t) :=
∞∫
t
Q(s)∆s,
we get the analogue of Theorem 3 under the assumption (A3) instead of (A1).
(We omit the proof.)
Theorem 9. Let conditions (A3) and (B) hold; assume that condition (ii) of
Theorem 3 holds. Then Eq. (1) is nonoscillatory iff Q ∈ C and there exists a
Hermitian matrix-valued function Z(t) with P(t)+µ(t)Z(t) > 0 for t  t0, some
t0 ∈ T, satisfying
Z(t)=Q1(t)+
∞∫
t
F (s)∆s, t  t0. (62)
One may also obtain the counterpart of Theorem 6.
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Theorem 10. Let conditions (A3) and (B) hold; assume that Eq. (1) is non-
oscillatory. Then the following statements are equivalent:
(i) lim
t→∞
∫ t
t0
g(s)λn(µ(s)
∫ s
t0
Q(η)∆η)∆s
Gµ(t; t0) =−∞
and
lim sup
t→∞
λ1
(
µ(t)
t∫
t0
Q(s)∆s
)
<∞.
(ii) lim
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
trQ(η)∆η∆s
Gµ(t; t0) =−∞.
(iii) lim inf
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
trQ(η)∆η∆s
Gµ(t; t0) =−∞.
(iv) There exists a prepared solution Y (t) of (1) with Y ∗(σ (t))P (t)Y (t) > 0
for t  t1, for some t1  t0, such that
∫∞
t1
tr(F (s))∆s = ∞, where
F(t) := Z(t)[P(t) + µ(t)Z(t)]−1Z(t) and Z(t) := P(t)Y∆(t)Y−1(t) sat-
isfies P(t)+µ(t)Z(t) > 0 for t  t1.
Proof. Clearly (i) implies (ii) implies (iii). Theorem 6 shows that (iii) and (iv) are
equivalent. We need to show that (iii) and (iv) imply (ii) implies (i). So if Z(t) is
given as in (iv), then for all t  t1 have (from (17))
t∫
t1
Q(s)∆s =Z(t1)−Z(t)−
t∫
t1
F(s)∆s.
Therefore, we have
g(t)µ(t)
t∫
t1
Q(s)∆s
= g(t)µ(t)Z(t1)− g(t)µ(t)Z(t)− g(t)µ(t)
t∫
t1
F(s)∆s
< g(t)µ(t)Z(t1)+ g(t)P (t)− g(t)µ(t)
t∫
t1
F(s)∆s. (63)
Applying the trace functional to both sides of (63), integrating, and dividing by
Gµ(t; t1) yields
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t1
g(s)µ(s)
∫ s
t1
tr(Q(η))∆η∆s
Gµ(t; t1)
< trZ(t1)+
∫ t
t1
tr(g(s)P (s))∆s
Gµ(t; t1) −
∫ t
t1
g(s)µ(s)
∫ s
t1
tr(F (η))∆η∆s
Gµ(t; t1)
< trZ(t1)+K3 G(t; t1)
Gµ(t; t1) −
∫ t
t1
g(s)µ(s)
∫ s
t1
tr(F (η))∆η∆s
Gµ(t; t1) . (64)
Since by (A3)
G(t; t1)
Gµ(t; t1) K,
it follows that the right-hand side of (64) →−∞ since ∫ tt1 tr(F (η))∆η→∞.
Consequently, it follows that
lim
t→∞
∫ t
t1
g(s)µ(s)
∫ s
t1
tr(Q(η))∆η∆s
Gµ(t; t1) =−∞.
That is, (ii) holds. We claim next that
lim
t→∞λn
(
µ(t)
t∫
t1
Q(s)∆s
)
=−∞
and
lim sup
t→∞
λ1
(
µ(t)
t∫
t1
Q(s)∆s
)
<∞.
From the Riccati equation we have
µ(t)
t∫
t1
Q(s)∆s =µ(t)Z(t1)−µ(t)Z(t)−µ(t)
t∫
t1
F(s)∆s
<µ(t)Z(t1)+ P(t)−µ(t)
t∫
t1
F(s)∆s.
Hence
λ1
(
µ(t)
t∫
t1
Q(s)∆s
)
 λ1
(
µ(t)Z(t1)
)+ λ1(P (t))+ λ1(−µ(t) t∫
t1
F(s)∆s
)
 λ1
(
µ(t)Z(t1)
)+K3 K0λ1(Z(t1))+K3 K4 <∞,
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where we have used λ1(−µ(t)
∫ t
t1
F(s)∆s) 0, λ1(P (t))K3, and the fact that
µ(t) is bounded. Hence,
lim sup
t→∞
λ1
(
µ(t)
t∫
t1
Q(s)∆s
)
<∞.
This also implies
lim sup
t→∞
∫ t
t1
g(s)
∫ s
t1
λ1(µ(s)
∫ s
t1
Q(η)∆η)∆s
G(t; t1) <∞.
Furthermore, since
lim
t→∞
∫ t
t1
g(s) tr(µ(s)
∫ s
t1
Q(η)∆η)∆s
Gµ(t; t1) =−∞
it follows that
lim
t→∞
∫ t
t1
g(s)λn(µ(s)
∫ s
t1
Q(η)∆η)∆s
Gµ(t; t1) =−∞;
so this shows that (i) holds. ✷
We next state the following oscillation criteria which are immediate from
Theorems 8–10.
Corollary 11. Suppose (A3) and (B) hold, and assume further that
lim inf
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
tr(Q(η))∆η∆s
Gµ(t; t0) >−∞. (65)
If Q /∈ C , then Eq. (1) is oscillatory. In particular, Eq. (1) is oscillatory in case
either
(i) lim sup
t→∞
λ1
( t∫
t0
Q(s)∆s
)
=+∞ or
(ii) lim inf
t→∞ λi
( t∫
t0
Q(s)∆s
)
< lim sup
t→∞
λi
( t∫
t0
Q(s)∆s
)
for some 1 i  n.
The next corollary concerns the case when (65) does not hold.
Corollary 12. Suppose (A3) and (B) hold, and assume further that
lim inf
t→∞
∫ t
t0
µ(s)g(s)
∫ s
t0
tr(Q(η))∆η∆s
Gµ(t; t0) =−∞. (66)
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Then Eq. (1) is oscillatory in case either
(i) lim sup
t→∞
λ1
(
µ(t)
t∫
t0
Q(s)∆s
)
=∞ or
(ii) lim sup
t→∞
(
µ(t)
t∫
t0
tr(Q(s))∆s
)
>−∞.
Corollary 13. Assume (A3) and (B) hold. Then (1) is oscillatory in case
lim sup
t→∞
λ1
(
µ(t)
t∫
t0
Q(s)∆s
)
=∞. (67)
Proof. If (65) holds, then from (67) it follows that
lim sup
t→∞
λ1
( t∫
t0
Q(s)∆s
)
=∞, (68)
since µ(t) is bounded and
λ1
(
µ(t)
t∫
t0
Q(s)∆s
)
= µ(t)λ1
( t∫
t0
Q(s)∆s
)
K0λ1
( t∫
t0
Q(s)∆s
)
.
If (65) does not hold, then by Corollary 12, Eq. (1) is oscillatory. ✷
4. Examples
In this section we give three examples.
Example 14. Let T satisfy condition (B); suppose that Q /∈ C and that there exist
constants K,M > 0 with
A(t)
a(t)
K, A(t)M.
Assume further that there exists a sequence {tn} ⊂ T with µ(tn) > 0, tn →∞,
and a constant K1 > 0 such that
n∑
j=1
µ(tj )K1
n∑
j=1
µ2(tj ) (69)
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for n 1 and
lim
tn→∞
(
µ(tn)
tn∫
t0
tr(Q(s))
)
∆s = c, (70)
where −∞< c+∞. Then Eq. (1) is oscillatory.
To see this, we show there exists g ∈G so that (A3) holds. We define g by
g(t) :=
{
1, if t = tj ,
0, if t = tj . (71)
Then
G(tn; t0)=
tn∫
t0
g(t)∆t =
n−1∑
j=0
σ(tj )∫
tj
g(t)∆t
=
n−1∑
j=0
g(tj )µ(tj )=
n−1∑
j=0
µ(tj )→∞
(by (69)), so g ∈G. Also
Gµ(tn; t0)=
n−1∑
j=0
σ(tj )∫
tj
µ(t)g(t)∆t =
n−1∑
j=0
g(tj )µ
2(tj )=
n−1∑
j=0
µ2(tj )→∞.
Finally, since (69) holds we see that condition (A3) holds. Hence if
lim
tn→∞
(
µ(tn)
tn∫
t0
tr(Q(s))
)
∆s =+∞,
then Corollary 13 shows that (1) is oscillatory. Therefore, we may suppose that
lim sup
tn→∞
(
µ(tn)
tn∫
t0
tr(Q(s))
)
∆s = c <∞.
We have then
tn∫
t0
g(s)µ(s)
s∫
t0
tr(Q(η))∆η∆s
=
n−1∑
j=0
σ(tj )∫
tj
g(s)µ(s)
s∫
t0
tr(Q(η))∆η∆s
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=
n−1∑
j=0
g(tj )µ
2(tj ) tr
( tj∫
t0
Q(η)∆η
)
=
n−1∑
j=0
µ2(tj ) tr
( tj∫
t0
Q(η)∆η
)
=
n−1∑
j=0
µ(tj )
[
µ(tj ) tr
( tj∫
t0
Q(η)∆η
)]
. (72)
Therefore, dividing both sides of (72) by
Gµ(tn; t0)=
n−1∑
j=0
µ2(tj )
and from (69) we obtain
lim inf
tn→∞
∫ tn
t0
g(s)µ(s)
∫ s
t0
tr(Q(η))∆η∆s
Gµ(tn; t0) >−∞; (73)
so (1) is oscillatory by Corollary 11.
Next we give a more concrete example.
Example 15. Let d = 2, P(t)≡ I , T= hZ, with h > 0. Let
Q(t)= diag(q1(t), q2(t))
with
q1(t)+ q2(t)≡ 0.
Suppose
lim inf
n→∞
n∑
j=0
q1(jh) < lim sup
n→∞
n∑
j=0
q1(jh). (74)
Then (1) is oscillatory by part (ii) of Corollary 11 since (65) holds trivially and
(74) implies that Q /∈ C (here we used ∫ t0 q1(s)∆s =∑t/h−1j=0 q1(jh)).
Finally, we give an example with µ(tn)→ 0 on a sequence tn →∞ and for
which (A3) and (B) hold.
Example 16. In this example consider the measure chain defined by
T=N∪
{
n+ 1√
n
: n 2
}
.
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Then σ(n) = n + 1/√n and σ(n + 1/√n ) = n + 1 so µ(n) = 1/√n and
µ(n+ 1/√n )= 1− 1/√n. Therefore
∞∑
j=1
µ(tj )=+∞=
∞∑
j=1
µ2(tj )
for any sequence {tj } in T with tj →∞. Thus, (B) holds. Let d = 2, P(t) =
diag{p1(t),p2(t)} with
0< max
{
p1(t),p2(t)
}
M
for t ∈ T, for some constant M > 0. Assume further that
max
{
p1(t)
p2(t)
,
p2(t)
p1(t)
}
M1
for t ∈ T, for some constant M1 > 0. We define g :T→R+ by
g(t) :=
{
0, if t = n,
1, if t = n+ 1/√n. (75)
Then it follows that
n∫
1
g(s)∆s =
n−1∑
j=2
σ(tj )∫
tj
g(s)∆s =
n−1∑
j=2
(
1− 1√
j
)
→∞, as n→∞.
Similarly,
n∫
1
µ(s)g(s)∆s =
n−1∑
j=2
(
1− 1√
j
)2
→∞, as n→∞.
Then it is not difficult to see that (A3) holds. Let Q(t) = diag{q1(t), q2(t)} and
assume further that either
lim sup
n→∞
(
1− 1√
n
) n+1/√n∫
1
qi(s)∆s =∞
or
lim sup
n→∞
(
1√
n
) n∫
1
qi(s)∆s =∞
for i = 1 or 2. Then Eq. (1) is oscillatory by Corollary 13.
We leave the explicit choice of qi(t) to the interested reader as well as more
sophisticated examples.
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