Abstract. We study behavioural relations for process algebra with a fluid semantics given in terms of a system of ordinary differential equations (ODEs). We introduce label equivalence, a relation which is shown to induce an exactly lumped fluid model, a potentially smaller ODE system which can be exactly related to the original one. We show that, in general, for two processes that are related in the fluid sense nothing can be said about their relationship from stochastic viewpoint. However, we identify a class of models for which label equivalence implies a correspondence, called semi-isomorphism, between their transition systems that are at the basis of the Markovian interpretation.
Introduction
Aggregation of discrete-state models has been a long-standing research problem to tackle the complexity of large-scale parallel systems. In the case of continuoustime Markov chains (CTMCs) induced by a process algebra (e.g., [10, 8, 2] ) a classical solution has been offered by notions of behavioural equivalence which induce lumping, where a (hopefully much smaller) CTMC may be defined which preserves most of the system's original stochastic behaviour (e.g., [4] ).
More recently, fluid semantics for process algebra have become popular for a description based on a system of ordinary differential equations (ODEs) which, especially in the case of large population processes, is very accurate but typically much more compact than the lumped CTMC. The relationship between the CTMC and the fluid semantics has been studied in the context of PEPA [9] , Cardelli's stochastic interacting processes [5] , and stochastic Concurrent Constraint Programming [3] . The significant computational savings provided by differential analysis, together with its widespread use in computational systems biology, have also stimulated the development of process algebra directly equipped with an ODE semantics [13] .
Unfortunately, ODE models of realistic complex systems may still be too large for feasible analysis. This problem has motivated work on ODE aggregations in diverse contexts such as control theory [1] , theoretical ecology [12] , and economics [11] .
In this paper, for the first time, we study aggregation of ODEs induced by a stochastic process algebra. We carry out this investigation in the context of a fluid framework for PEPA [7] , grouped PEPA (GPEPA), which we overview in Section 2. In principle, however, with suitable syntactical changes our approach is applicable to other compositional methods equipped with a fluid semantics. At the core of this study is the general notion of exact fluid lumpability (Section 3) which, intuitively, is defined as a partition over the ODEs of a model whereby two ODEs belonging to the same partition element have undistinguishable solutions; an aggregated ODE model may be defined which only considers such elements. In Section 4, we define a notion of behavioural equivalence, called label equivalence, which induces exactly fluid lumpable partitions. We also study conditions under which it is possible to construct coarser ODE partitions by suitably merging distinct label equivalences. A running example, presented for the illustrative purposes, suggests that this theory is particularly convenient in practice to exploit symmetries in large-scale models with replicated behaviour, as the lumped ODE model becomes independent from the number of replicas. The paper is concluded with a characterisation of the relationship between label equivalence and stochastic notions of behavioural equivalence for PEPA, in Section 4.2, and by concluding remarks in Section 5.
Preliminaries
We study PEPA (cf. [10] ) without the hiding operator. The syntax and semantics are briefly overviewed in Sect. 2.1. The full language does not pose technical difficulties but comes at the cost of extra definitions, sacrificing space. This caveat notwithstanding, for the sake of conciseness we shall refer to our simplified version still as PEPA. In Sect. 2.2, we introduce a new, but simple, behavioural relation between PEPA processes, called semi-isomorphism, which will be instrumental for the characterisation of label equivalence. The first rule describes sequential components. The term (α, r).S (prefix) denotes a process which can perform a transition of type α ∈ A, with an exponentially distributed delay with mean 1/r, after which the process behaves as S. The (positive) real r is called the rate of action α. (Passive rates are not allowed in our fluid framework.) The S + S (choice) is capable of performing the transitions of its operands. The second rule describes a model component, which may simply be a sequential component or a cooperation P L P : The two operands behave independently of each other whenever they do not perform transitions with actions belonging to the cooperation set L. Otherwise, a synchronisation occurs and the operands proceed together. In this paper, we will present simple examples which are slight variations of
where the sequential components are defined as follows:
Actions of type α are synchronised, whereas β-and γ-actions may be performed independently by each component. The total rate at which some action may be performed is defined through the following.
Definition 2 (Apparent Rate). The apparent rate of action α in a PEPA component P , denoted by r α (P ), is defined as follows:
Using the structured operational semantics of PEPA, cf. −−−→ P whenever there is an α-transition with rate r from process P to process P . We say that P is a derivative of P . −−−→ A may be inferred. The following definitions formalise the notion of state space of a PEPA component.
Definition 3 (Derivative Set).
The derivative set of a PEPA component P , denoted by ds(P ), is defined as the smallest set such that P ∈ ds(P ); and if P ∈ ds(P ) and P (α,r) − −− → P then P ∈ ds(P ).
Definition 4 (Derivation Graph). Let Act := A × R >0 denote the set of all activities of PEPA. The derivation graph dg(P ) of a PEPA component P has ds(P ) as the set of nodes. The multiset of transitions T ⊆ ds(P ) × Act × ds(P ) is such that P 0 (α,r)
with multiplicity equal to the number of distinct derivations of P 0 (α,r)
−−−→ P 1 .
Semi-Isomorphism
In PEPA, isomorphism is defined as a map between the derivative sets of two processes which induces a one-to-one correspondence, i.e., a graph isomorphism, between their derivation graphs [10, Sect. 6.2]. Here we introduce a slightly weaker notion, called semi-isomorphism, which relates two processes with respect to their merged derivation graphs (cf. Definition 6), defined as the graphs obtained by replacing multiple equally-labelled transitions between two states with a single transition with the same action type and a rate which is the sum across all such transition rates.
Definition 5 (Semi-Isomorphism). Two PEPA processes P and Q are semiisomorphic if there is a bijection σ : ds(P ) → ds(Q) which satisfies
− −− →σ(Pj) r for all P i , P j ∈ ds(P ) and α ∈ A. We shall call such a σ a semi-isomorphism.
Definition 6 (Merged Derivation Graph). The merged derivation graph dg m (P ) of P arises from dg(P ), if, for all α ∈ A, all α-transitions between any two states whose rate-sum across all transitions is equal to q are replaced by a single transition (α, q).
Though easy to prove, due to its importance the following is stated as a theorem. Theorem 1. Let σ : ds(P ) → ds(Q) be a semi-isomorphism between the PEPA processes P and Q. Then it holds that dg m (P ) and dg m (Q) stand in a one-to-one correspondence.
For instance, let us consider processes A and B in (1). Then, it can be shown that A is semi-isomorphic to B. However, A and B are not isomorphic because the number of transitions in their derivation graphs is different.
In general, it is easy to see that PEPA isomorphism induces semi-isomorphism and that the CTMCs of semi-isomorphic PEPA processes stand in a one-to-one correspondence.
Fluid Process Algebra
The derivative set of (1) is known to have 2 N A +N A +N C states (recall that N B := N A ). The fluid semantics of GPEPA provides an approximation to the expectation values of the population of components exhibiting states A, A , B, B , C and C , using a system of only 2+2+2 coupled ODEs. In the interest of clarity and succinctness, we also provide here a simplified version of GPEPA, called Fluid Process Algebra (FPA), which can be shown to be as expressive as the full GPEPA (without the hiding operator).
Definition 7 (FPA Model
). An FPA model M is given by the grammar
where L ⊆ A, P is as in Definition 1, and H is a label. We require that each label be unique in an FPA model.
We call H{P } a fluid atom. The size of the ODE system will be as large as the sum of the sizes of the derivative sets of all fluid atoms in a model. We denote by Triple the FPA model to be studied for the differential analysis of (1), i.e.,
The next definitions will be needed for the setup of the fluid framework.
as the PEPA derivative set of the fluid atom which is labelled with H, e.g. B(Triple,
Function V (0) deserves more explanation. It essentially encodes the size of the system. For instance, the initial populations present in (1) are recovered by
Definition 9 (Parameterised Apparent Rate). Let M be an FPA model, α ∈ A and V a population function. The apparent rate of M with respect to V is defined as
where r α (P i ) denotes the apparent rate of a PEPA component P i according to Definition 2.
For instance, in (2) it holds that r α (A 1 {A}, V ) = rV (A1,A) , which gives the apparent rate at which a population of V (A1,A) A-components exhibits action α.
Definition 10 (Parameterised Component Rate). Let M be an FPA model, α ∈ A and V a population function. The component rate of (H, P ) ∈ B(M ) with respect to V is then defined as follows.
-Fluid atom:
These quantities are used to define the ODE system to be analysed.
Notation The derivative of V (H,P ) is denoted by Newton's dot notationV (H,P ) . To enhance readability, time t will be suppressed in the representation of ODEs, i.e.V (H,P ) denotesV (H,P ) (t) and V (H,P ) denotes V (H,P ) (t).
Definition 11. Let M be an FPA model. The initial value problem for M iṡ
where p α (P, P ) := (1/r α (P ))
− −− →P r, with initial condition given by V (0).
For instance, the initial value problem of (2) and (3) is given by the initial condition (3) and the ODE systeṁ
Remark 1. In general, it can be shown that for any fluid atom H{P } it holds that (2) we have thatV (A1,A) +V (A1,A ) = 0. Throughout the paper, for the sake of brevity we will write one of the ODEs for a fluid atom in terms of the derivatives of its other states, e.g.,V (A1,A ) = −V (A1,A) instead of its explicit form as in (4).
The goal of this section is to develop a simplification technique to reduce the computational cost of fluid analysis. The idea is to partition the set G(M ) of an FPA model M in such a way that the fluid atoms belonging to the same block have, intuitively, the same ODE trajectories. Notice that a necessary condition is that any two fluid atoms within the same block must have the same initial condition. Such a partitioning allows one to relate the solution of the original ODE system to that of a smaller, collapsed ODE system with the ODEs of only one label for each element of the partition. The name of exactly fluid lumpable partitions stems from the parallel with the theory of exact lumpability for Markov chains, where a partition over the state space has to satisfy the requirement that states within the same block must have the same initial probability [4] .
Motivating Example
Let us consider a variation of Triple (2) which corresponds to the PEPA model where (1) is replicated D times and further composed with N U components defined as U def = (γ, z).U , U def = (δ, z ).U . The FPA encoding is given then by
with initial values
ODEs, the size of the fluid approximation of Sys is 6D + |ds(U )| = 6D + 2, which is given by the following ODE system.
When D is large, ODE analysis may become problematic from a computational viewpoint. Assume now that the solution satisfies
and
for all 1 ≤ d ≤ D and t ≥ 0. Although these can be written as
for all 1 ≤ d ≤ D and t ≥ 0, we prefer to state them as two separate groups of equations because (8) and (9) will be shown to be inferred from two relations, called projected label equivalences (cf. Definition 15), directly arising from two distinct label equivalences on G(Sys ); (10) is instead induced by the transitive closure of the union of such relations, which will yield a coarser partition but does not arise from a label equivalence. Simplifying (7) for a fixed d, say d = 1, and using (10) allows us to rewrite the fractions and summations in the right-hand sides in a way that is independent from labels different than A 1 , C 1 , and U:
By using the same initial populations as in (7) and assuming that the above ODE system has a unique solution, through (10) we can exactly relate the solution of (7), which has (2 + 2 + 2)D + 2 equations, to that of (11) , which has only (2 + 2) + 2 equations, thus making the problem independent from D.
Definitions
Definition 12 (Exact Fluid Lumpability). Let M be an FPA model and H = {H 1 , . . . , H n } a partition of G(M ). We call H exactly fluid lumpable, if, for all H i ∈ H, there are H i ∈ H i and a family of bijections σ • ,
such that for all initial populations V (0) which satisfy
the same holds for all t ≥ 0 in the corresponding fluid approximation V , i.e.
We shall say that σ • establishes the exact fluid lumpability of H and that
For instance, assumption (10) holds if
is an exactly fluid lumpable partition which is established by the family
Remark 2. Note that Definition 12 requires, for all 1 ≤ i ≤ n, the existence of an H i ∈ H i such that H i \ {H i } is related to H i . However, if one such H i can be found for each 1 ≤ i ≤ n, then a suitable family of bijections exists for all
Let us fix an FPA model M and assume that H = {H 1 , . . . , H n } is exactly fluid lumpable. We consider the ODE of V (Hi,Pi)
and fix some V (H,P ) (t), with H ∈ H j \ {H j }, 1 ≤ j ≤ n, on the right-handside of the ODE. Using the assumption on H we infer then that V (H,P ) (t) = V (Hj ,σ −1 H (P )) (t), i.e., we can express the right-hand-side of the ODE using only the functions
This observation leads to the following notion. 
The exactly lumped fluid model of M with respect to σ • and V (0) is the solution of the lumped ODE systemV (Hi,Pi) 
For instance, if (12) is established by (13) we infer that the exactly lumped fluid model of (5) with respect to (13) and (6) is the solution of (11) .
Recall that we assumed that the lumped ODE system has a unique solution. To see this, note that a restriction of a Lipschitz function is again Lipschitz and that the original ODE system is Lipschitz [6] .
Construction of Exactly Fluid Lumpable Partitions
This section discusses two related equivalences for the construction of exactly fluid lumpable partitions. The first, label equivalence, relates tuples of labels. If two tuples, say (H 1 , . . . , H n ) and (H 1
i and H j are said to be label equivalent, written
-the sum of α-component rates into (H i k , P ) with respect to V is equal to the sum of the α-component rates into (H j k , σ k (P )) with respect to V σ ,
σ , H, P ) and
hold for all population functions V and V
Informally, two tuples H i , H j are label equivalent if the component and apparent rates respect an exchange of fluid atom populations within the tuples. Hence, label equivalence especially applies to symmetries within the model under study. For instance, let us fix the subprocess of (5)
the tuple partition H 1 := { (A 1 , B 1 , C 1 ), . . . , (A D , B D , C D 
where V σ is as in Definition 14.
and Theorem 2 show that
for all t ≥ 0, where V denotes the fluid approximation of Sys with respect to a given V (0). This example also illustrates that, in general, one has to consider relations between tuples of labels, rather than just labels. For clarification, assume that our tuple partition of G(Sys) consists only of trivial tuples, i.e. H 2 := {(H) | H ∈ G(Sys)}. Then, for instance,
where 1 ≤ i < j ≤ D, does not establish (A i ) ∼ H2 (A j ). This is because the fluid atoms tagged with B i and B j or the fluid atoms tagged with C i and C j may have different initial populations. This problem does not manifest itself if we use the tuple partition H 1 , where the populations of larger processes, rather than that of single fluid atoms, are exchanged.
The next theorem states that label equivalence is a congruence with respect to the parallel composition of FPA.
Theorem 3 (Label Equivalence is a Congruence). Let M be an FPA model and H be a tuple partition on G(M ). Then the following hold:
-∼ H is an equivalence relation on H.
-Fix an action set L, an FPA model M 0 and a tuple partition
As usual, this is a useful tool for compositional reasoning. For instance, let us consider Sys defined in (5) and fix the tuple partition H 1 := H 1 ∪ H 0 of G(Sys ), where H 0 := {(U)} is obviously the only possible tuple partition of G(U{U }).
Theorem 3 implies (
as 1 ≤ i, j ≤ D were chosen arbitrarily. This and Theorem 2 show then that
is an exactly fluid lumpable partition. This motivates the following. Note that H 1 induces the exactly fluid lumpable partition (15) via ≈ H 1 which shows assumption (8) in our running example. Intuitively, this partition relates all fluid atoms expressed with the same sequential component, A, B, and C, if they are initialised with the same conditions. However, in general, for the same model there might be more tuple partitions which allow for a simplification: The partition H 2 := H 2 ∪ H 0 , the family of bijections
Definition 15 (Projected Label Equivalence). Fix an FPA model M and a tuple partition H of G(M ). The labels H
and Theorem 3 yield (A i ) ∼ H 2 (B i ) for all 1 ≤ i ≤ D. As these are the only nontrivial relations on H 2 , we get
This shows, in turn, that H 2 induces the exactly fluid lumpable partition
Such a partition, instead, relates fluid atoms exhibiting distinct sequential components, A and B. This shows the assumption (9) in the example. However, none of these partitions allows us to consider the coarser one (12) which shows (10) , that is, (8) and (9) at the same time. We now remark that (12) would be obtained by
* , where * denotes the transitive closure. Crucially, we observe that there exists no tuple partition
* , i.e., a combination of several projected label equivalences cannot be expressed as a projected label equivalence in general.
Fortunately, Theorem 5 states that these can be always merged as discussed, if the model satisfies a property of well-posedness in the following sense. We wish to stress here that the proof of Theorem 5 is constructive in that it provides a family of semi-isomorphisms which establish the exact fluid lumpability of G(M )/(≈ H1 ∪ . . . ∪ ≈ Hm ) * . We argue that the assumption of well-posedness is not particularly restrictive. Essentially, it is introduced to rule out conditions where a fluid atom is capable of performing an activity of some action type, and it is synchronised with a process which cannot perform that action. Clearly, this is weaker than a deadlock situation, where no progress can be made whatsoever, but it may be a symptom of potential problems in the model description in practice. For instance, let P def = (α, r).P + (β, s).P , P def = (γ, w).P and
is not well-posed (alternatively, it is ill-posed ), because α-activities cannot be performed, therefore the contribution of the parametrised component rates for α will be zero. However, the fluid atom tagged with H 1 is allowed to cycle between its states P and P through β-activities. Thus, (17) essentially behaves like the well-posed model defined by the sequential components
and by the model componentH 1 {P } {β}H 2 {Q}, since it holds that V (H,T ) (t) = V (H,T ) (t) for all (H, T ) ∈ B(Illposed ) and all t > 0, if the same holds for t = 0.
That is, the ill-posed model (17) is transformed into a well-posed one which has the same ODE solution.
We leave for future work further investigations on well-posedness -e.g., whether Theorem 5 still holds also for ill-posed FPA models, or if any ill-posed model can be systematically transformed into a well-posed one.
Relationship with Stochastic Behavioural Equivalences
We shall investigate now the relation between the fluid atoms H (1) and the tuple partition H = {(A 1 ), (C), (A 2 )} is used. Then it does not hold that (A 1 ) ∼ H (A 2 ), as A 1 {A} is in a context where it is synchronised with C{C}, whereas A 2 {A} progresses independently. Using similar ideas, one can easily construct counterexamples for tuples of length greater than one.
We turn now to a necessary condition for label equivalence to hold. The theorem below states that label equivalence and projected label equivalence imply the notion of semi-isomorphism in the case of well-posed models.
However, if the model is ill-posed, in general label equivalence does not imply any of the stochastic notions of behavioural equivalence for PEPA [10] . To see this, consider (17) and fix the tuple partition H = {(H 1 ), (H 2 )}. One can show then that (H 1 ) ∼ H (H 2 ), essentially because P is hindered in performing its α action. Because of this, we conclude that label equivalence implies neither isomorphism, nor strong bisimulation, nor strong equivalence, since each such relation distinguishes between the types of action performed by a process, and, clearly, P performs an α-activity whereas Q does not.
Conclusion
In Markovian process algebra, notions of equivalence for discrete-state aggregation are essentially based on equalities between the transition rates from states of the underlying continuous-time Markov chain. In an analogous way, in this paper we have presented a behavioural equivalence which relates the continuous states of the fluid semantics, i.e., the functions that are solutions of the underlying ODE system. The comparison here is between the fluxes that define the vector field governing such a system.
We have taken the path of considering as (fluid) atoms the sequential components that make up a model, therefore label equivalence was defined as a relation over such atoms. There are also other possibilities that we intend to explore in future work. For instance, a fluid atom in effect does not give rise to a single ODE, but it induces as many ODEs as the size of its derivative set. Therefore, it is natural to ask whether another behavioural relation could be devised over elements of derivative sets instead. In principle, such an approach could give rise to coarser partitions, hence more aggregated systems, than those that are obtainable through label equivalence. However, the simple running example used in this paper suggests that label equivalence may be highly effective when a model exhibits replicated behaviour of composite processes.
Exact fluid lumpability, at the basis of label equivalence, considers a form of invariance between models which holds for all time points for which the ODE solution exists. Of the possible directions for future research, particularly pressing for us is the characterisation of approximate relations for further state-space reduction, and the study of equivalences which hold in specific points, for instance at equilibrium.
A On the Relationship between FPA and GPEPA
We assume in the following that the reader is familiar with fluid framework of GPEPA [7] , and we discuss the relationship between GPEPA and FPA.
We assume without loss of generality that the labelled component groups of a GPEPA model M have the form 
induces intuitively the original GPEPA model M . Indeed, we show next that
is the fluid approximation of M induced by GPEPA, if V is the fluid approximation of M subjected to the initial condition (18) according to FPA. This shows that GPEPA can be encoded in FPA. In the following R α , r α and B refer to the notions of GPEPA.
Theorem 7. Let M be a GPEPA model without hiding where the labelled component groups are given in the form discussed above. Then it holds that r α (M , V ) = r α (M, V ) and
if V is a population function of M and V as in (19).
Proof. We prove this by induction on M .
and (we assume w.l.o.g. that
Let us assume now that α / ∈ L. Then
Theorem 7 and the fact that V is the fluid approximation of M yield theṅ
where the first equality is due to (P ∈ ds(P i k ) ∧ p α (P , P ) = 0) ⇒ P ∈ ds(P i k ). Thus, V is the fluid approximation of M according to the fluid framework of GPEPA.
B Proofs
Proof (Theorem 1). We fix the unique P ∈ ds(P ) which satisfies σ(P ) = Q. Since P is in dg(P ), P is also in dg m (P ). Hence, σ(P ) is in dg m (σ(P )) which implies, in turn, that σ(P ) is in dg(σ(P )). Since σ(P ) is obviously in dg(σ(P )), we infer dg(σ(P )) = dg(σ(P )). As this implies dg m (σ(P )) = dg m (Q) and dg m (P ) stands in an one-to-one correspondence to dg m (σ(P )), this shows the claim.
Proof (Theorem 2). Let us fix (H
Moreover we concludė
, the uniqueness of the solution implies V = V σ .
Proof (Theorem 3). Let us assume that H
We will show that the same bijections establish H i ∼ H∪H0 H j . For this, we fix some arbitrary (H, P ) ∈ B(M L M 0 ) with H / ∈ H i , H j and assume that α ∈ L, as the case α / ∈ L is easy. Property ii) follows then with
For property i) we define first
and infer 
for P ∈ B(M, H) and 
Proof (Theorem 4). Theorem 3 shows that ≈ H defines an equivalence relation on G(M ) and Theorem 2 implies that G(M )/ ≈ H is an exactly fluid lumpable partition.
Proof (Theorem 5). We set ≈ i := ≈ Hi , ≈:= (≈ 1 ∪ . . . ∪ ≈ m ) * and write G(M )/ ≈ = {E 1 , . . . , E n }. For each 1 ≤ ν ≤ n, fix an H 1 ν ∈ E ν and 1 ≤ i ≤ m. In the following, we construct inductively a set of bijections Σ ν which will be shown later to relate E ν \ {H Note that one is free in the choice of 1 ≤ i ≤ m in the construction of each Σ ν . We point out, however, that this choice can alter the number of steps in the construction of Σ ν , which is clearly bounded by |E ν |.
We have to show that Σ ν relates E ν \ {H The following lemmas will be needed for the proof of Theorem 6.
Lemma 1. Fix a well-posed FPA model M , one of its fluid atoms H k {P k }, an P ∈ ds(P k ) and assume that r α (P ) > 0. Then R α (M, V, H k , P ) > 0 for the population function
