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CHAPTER 1

Introduction

Speed has been at the forefront of human ambition from as far back as we can
remember. This is evident through the numerous technological advances since humans
walked the earth. With the invention of the wheel, average speeds of 6 miles per hour
(mph) were achievable when driven by an animal. This was followed by the steam
engine which reached speeds of 60 mph. The invention of the internal combustion
engine eventually reached speeds of 120 mph or more and the rocket engine achieved
speeds in excess of 600 mph [1]. These technological breakthroughs all stem back to the
fundamental desire to obtain more speed. Rocket motor development allowed the sound
barrier to be officially broken in 1947 [2]. However, development towards supersonic
and even hypersonic speeds already began back in the 1930s [3], with theoretical research
stepping back to the early 1900s [4].
The speed of sound is the distance travelled during a unit of time by a sound wave
propagating through an elastic medium. In dry air, at sea level, where atmospheric
pressure is 101.325 kilo Pascal (kPa) and the temperature is 20°C (68 °F), the speed of
sound is 343.2 meters per second (m/s) or 1,126 feet per second (ft/s) or 1,236 kilometers
per hour (kph) or 768 miles per hour (mph). The speed of an object divided by the speed
of sound in the fluid is called the Mach number [5]. Objects moving at speeds greater
than Mach 1 are traveling at supersonic speeds. Hypersonic speeds refer to speeds of
Mach 5 or greater.
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Other than a rocket motor, there are several basic yet different types of engines
that can reach beyond the speed of sound. These engine types are widely addressed in
open literature [4] to [6]. Figure 1 shows three different engines - the turbofan, ramjet,
and scramjet engines [5]. Each engine type operates in various regions of the Mach
regimes. The basic principle of the turbofan and ramjet engines is that incoming airflow
is decelerated to subsonic speeds for compression and combustion whereas the airflow in
a scramjet engine is supersonic throughout the entire engine [5]. The advantages and
disadvantages of each engine design as well as their different uses are not discussed in
this paper but are well documented in open literature.

Figure 1: The Operating Regions of (a) Turbojet, (b) Ramjet, (c) Scramjet Engines

Hypersonic vehicle (HSV) technology development has been ongoing since the
1930s. They are mainly military funded projects to develop strategic technologies for
2

long-range missiles, theater-reach and global-reach aircrafts designed to deliver weapons
quickly and accurately or for reconnaissance missions [3][6]. However, major problems
in propulsion, re-entry and especially guidance affected the range and accuracy of these
developments. For instance, in the 1940s to 1950s the Air Force was forced to set the
permitted miss distance for an intercontinental ballistic missile (ICBM) operating entirely
through automatic control at 5,000 feet [4]. These limitations led the military to focus
their development on bombers instead of missile technology throughout the 1950s and
1960s. However, the space race in the 1960s renewed interest in HSV technology
development, realizing its potential to provide routine and affordable space accessible
launch vehicles. In order to demonstrate the feasibility of various technologies needed to
achieve sustained hypersonic flight, continued research and development throughout the
remainder of the twentieth century led to advancements in propulsion, materials, control
algorithms, and improved understanding of hypersonic flight [7]. These advancements
resulted in the X-43A HSV [3] and X-51A [8] hypersonic missile programs that saw
successful flight tests. Figure, 2 [3] and 3 [8] provides an artist's rendering of the two
hypersonic vehicles. NASA made aviation history with the first successful flight of a
scramjet-powered airplane, the X-43A, in March of 2004. The X-43A research vehicle
was able to reach Mach 7 or roughly 5,000 mph. In 2005, NASA's X-43A reached Mach
9.6 or roughly 7,000 mph setting a new world record for a jet powered aircraft [3]. The
X-43A was replaced by the scramjet powered X-51A HSV in 2006, which was the
development vehicle for a hypersonic missile program [8]. The X-51A reached Mach 5.1
or roughly 3400 mph for 240 seconds in a May 2013 flight test. This was the X-51A's
first successful flight test after a failure in a 2012 test, which was caused by an
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aerodynamic fin control failure. This failure led the Air Force Research Lab (AFRL) to
further fund research and development of advanced hypersonic missile (HSM) control
algorithms.

Figure 2: X-43A Hypersonic Vehicle

Figure 3: X-51A Hypersonic Vehicle
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1.1

Motivation

Guidance, control and models of hypersonic vehicle systems have been widely
addressed in open literature [1][3][9-15]. NASA and the U.S. Air Force have a long
history of developing HSV technology, though few have researched into hypersonic
missiles. From the various guidance and control laws that have been researched and
developed for hypersonic missiles, even fewer have been designed to maximize target
penetration in a target impact scenario [16]. In this research effort, controlling the HSM
in the terminal phase of flight in the presence of dynamic uncertainty and unmatched
disturbances is considered. Figure 4 [27] depicts the various phases of flight for a generic
missile.

Figure 4: Phases of Flight of a Generic Missile

In order to maximize ground target penetration, the vertical orientation of the
HSM in the moment of impact needs to be achieved. Figure 5 demonstrates this generic
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scenario in which the missile launched to maximize target penetration is compared to a
cruise missile launched at the target. Specifically, for a HSM intercepting a stationary
ground target, maximum target penetration is achieved when impact occurs normal to the
plane of the target. This terminal condition can be stated as zero angle of attack (AoA)
and zero inertial angle of obliquity (AoO) (i.e., the angle between the normal to the target
surface and the missile trajectory) at impact [16]. These parameters and conditions are
illustrated in Figure 6 [16]. This research attempts to improve the tracking accuracy and
provide controller robustness for terminal phase optimal trajectory in the presence of
additive (external disturbances and the model uncertainties) and multiplicative
(aerodynamic coefficient uncertainties) perturbations.

Figure 5: Generic Scenario to Maximize Target Penetration vs. a Cruise Missile

6

Figure 6: HSM to Target End-Game Scenario

The dynamics of HSMs are nonlinear and highly coupled [7][16]. Therefore,
linear controls such as classical sliding mode controls cannot be used unless the dynamics
are linearized or the linear and nonlinear dynamics are decoupled [17]. For the
development of HSV controllers, feedback linearization or a control-oriented model with
the curve-fitted approximations of the aerodynamic forces and moments is typically used
[18]. An adaptation technique is then employed to estimate the unknown constant
coefficients used in the approximations [19]. However, in a case of time-varying
uncertain coefficients the accuracy of the control adaptation can be compromised. In this
research, input-output dynamics are utilized to decouple the nonlinear system dynamics
from the linear control term. This technique allows for the Continuous Finite Time
Convergent Control driven by a Higher Order Sliding Mode (HOSM) disturbance
observer to be employed for designing the HSM integrated guidance and autopilot. The
HOSM observer exactly estimates the nonlinear terms which is used by the controller to
cancel out the nonlinear disturbances and perturbations. The nonlinear continuous finite
7

time convergent control algorithm is then used to control the system response to track the
desired terminal phase trajectory. The curve-fitted approximation of the aerodynamic
forces and moments is not used in this control design approach to allow the control
scheme to cover a more general case and to demonstrate the robustness of this control
design approach to additive (external disturbances and the model uncertainties) and
multiplicative (aerodynamic coefficient uncertainties) perturbations.

1.2

Literature Review

Guidance and control of hypersonic vehicle systems that have been addressed in
literature widely consider the stability of the HSV during hypersonic flight where
different control approaches are designed and investigated for trimmed flight maneuvers
[1][9-15][20]. The approaches used perform well at their respective guidance and control
tasks, but they do not address the issue of terminal phase optimal trajectory in the
presence of unknown, un-modeled and unmatched disturbances and perturbations. For a
strike missile traveling at hypersonic speeds, the generation of an optimal trajectory with
suitably chosen terminal conditions must be considered [16]. A brief review of technical
literatures is summarized here.
In [1], three different control methods for stabilizing the HSV in trimmed flight
by controlling the pitch rate and altitude of the vehicle was investigated. The use of a
Lyapunov-based continuous robust nonlinear controller was investigated in [9] to
stabilize a HSV traveling at hypersonic speeds by controlling pitch rate and velocity in
the presence of disturbances, but the issue of optimal trajectory generation is not
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addressed [16]. Curve fitting of the model dynamics and the use of classical finite
difference method for the ascent phase optimal trajectory of a HSV was investigated in
[11] by controlling altitude and velocity of the vehicle. An adaptive controller was
developed in [13] to compensate for linearly parameterized modeling uncertainties,
actuator failures, and non-minimum phase dynamics for a HSV during trimmed flight
maneuvers by controlling the vehicles altitude and velocity with elevator and fuel ratio
inputs [16]. The guidance law in an adaptive approach presented by in [21] maintains the
fuel ratio within its choking limits [16]. In [14], the use of a robust nonlinear control
methodology to stabilize the HSV in hypersonic flight was investigated by controlling the
HSV's velocity (fuel ratio) and flight path angle (elevator). The stability and robustness
of an adaptive mixing control (AMC) approach for stabilizing a HSV in hypersonic
cruise at altitude in investigated in [15] by controlling altitude and velocity of the vehicle.
An investigation into the use of trajectory linearization control algorithms that feature
time-varying eigenvalue concepts based on differential algebraic spectral theory was
considered in [20]. This control concept is developed for trimmed hypersonic in-flight
maneuvers by controlling the vehicles velocity and altitude. In [16], the use of nonlinear
control techniques for HSM terminal phase optimal trajectory by controlling the vehicles
angle of attack and pitch rate was investigated. This control design approach requires the
measurement of each output reference to be controlled in order to provide optimal
trajectory tracking. The investigation utilized the HSM model developed in [7] and
leveraged the concepts and research from [13] and [21] for controlling the missiles
elevator and fuel ratio inputs within its choking limits.

9

The recurring research theme seems to be focused on stabilizing a HSV, with inflight trimmed maneuvers. This is generally accomplished by controlling the vehicles
altitude and velocity. Each publication reviewed offered slight variations to the
stabilization problem by addressing different aspects of the controller design or trajectory
of the HSV. Some examples include designing adaptive controllers, designing robust
controllers, investigating the ascent phase optimal trajectory, and designing the controller
to maintain fuel ratio limits. However, only one publication focused on terminal phase
optimal trajectory which will be the focus of this research.

1.3

Problem Formulation

Hypersonic missiles travelling at hypersonic speeds present multiple challenges
for the stability of the missile and the design of corresponding autopilot guidance and
control (G&C) laws. Several key challenges can be mentioned which include the
uncertain HSM model dynamics, the non-minimum phase behavior caused by elevatorto-lift coupling and flexible mode dynamics, and the multiplicative uncertainties that are
mostly dependent on significant uncertain elements in aerodynamics coefficients that are
hard to predict. All these challenges affect controller efficiency. Factors that affect the
HSM dynamics include aeroelasticity, aeroservoelasticity, aerothermoelasticity, actuator
anomalies, ablation, and model uncertainties [16]. As an example, aerothermoelasticity
which describes the coupling between aerodynamics, structural dynamics and
thermodynamics, can result in significant disturbances and destabilization of vehicles
traveling at hypersonic speeds [16]. Another factor is temperature-induced stiffness
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variations in the missile that affect the structural dynamics, which in turn affect the
aerodynamic properties of the missile [16]. Vibration in the forward fuselage causes
changes in the pressure distribution over the fore body of the HSM during hypersonic
flight [16]. The resulting changes in the pressure distribution over the missile manifest
themselves as thrust, lift, drag, and pitching moment perturbations [7]. These
perturbations must be considered in the design of guidance and control laws for HSMs
[16]. External sources of disturbances not related to the missile dynamics such as wind,
actuator anomalies, and model uncertainty can also affect the control of HSMs.
In this research the Continuous Finite Time Convergent Control technique
combined with the HOSM disturbance observer technique is investigated to develop
robust guidance and control laws for air-breathing hypersonic missiles in the presence of
system uncertainty, external disturbances and perturbations. The HOSM disturbance
observer compensates and attempts to eliminate the non-vanishing disturbances to allow
the continuous finite time convergent controller to achieve exponential tracking results in
finite time in light of utilizing an uncertain HSM model. This investigation leverages off
the research conducted in [16]. The exact optimal trajectory generator; the HSM
dynamic model that includes an uncertain, parameter-varying, non-square (columndeficient) input matrix; and a nonlinear additive bounded disturbances are provided by
Dr. S. S. Mehta for this research. By controlling the missiles angle of attack and pitch
rate, the proposed controller design approach is investigated to demonstrate comparable
controller results to those in [16]. Additionally, trajectory tracking improvements and
controller robustness will be investigated through the control of altitude and pitch angle
in the presence of not only consistent external disturbances but also consistent and
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varying dynamic perturbations. The proposed controller technique for HSM is rigorously
studied and its efficacy is verified via simulations.

1.4

Outline

This chapter provided an introduction to the history of HSV and HSM research
and development. The motivation to study HSM control for terminal phase optimal
trajectory stems from the fact that a vast majority of research is focused on in-flight
stabilization of the HSV. The problem is then formulated to investigate the use of a
continuous finite time convergent controller driven by a HOSM disturbance observer to
provide increased robustness and highly accurate terminal phase optimal trajectory
tracking. An outline is presented below for the following chapters of this paper.
In Chapter 2, the theory behind the continuous finite time convergent controller,
the HOSM disturbance observer, and the HOSM differentiator that will be used is
presented, discussed and analyzed. The HOSM disturbance observer provides a robust
method of estimating the un-measurable states of a system. In this research it will be used
to estimate and eliminate the nonlinear additive and multiplicative perturbations to allow
the use of the continuous controller. The HOSM differentiator provides a mathematical
means to generate differentiated terms that are needed to implement continuous control
methods to control the highly coupled HSM dynamics. The continuous finite time
convergent controller provides finite time stability and continuous asymptotic convergent
control by controlling the derivative of the control function for linear and nonlinear
systems through the use of input-output dynamics transformation.
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Chapter 3 presents the nonlinear HSM model that is used for this research. This is
the same model used in [16], in which terminal phase optimal trajectory is investigated.
By applying the control concept presented in Chapter 2 to this same model, a clear and
accurate comparison of controller performance can be made and any improvements can
be observed. The input-output dynamics of the system is derived through the use of
relative degree system transformations which enables the separation of the nonlinear
terms from the linear control term. By utilizing the HOSM disturbance observer to
eliminate the nonlinear terms, the system is transformed into the form in which the
continuous control technique can be applied. The HOSM differentiator is used to
generate the necessary differentiated terms needed to apply the HOSM disturbance
observer and the continuous control technique.
Chapter 4 presents the controller design and how the HSM model is used to
provide the appropriate control inputs and outputs. The proposed techniques in Chapter 2
are utilized in the design of a robust controller for the nonlinear system presented in
Chapter 3. The nonlinear system simulation model was not available for use during this
research, however, a linearized state-space model of the HSM was provided by Dr. S. S.
Mehta and is used for simulation and controller performance verification purposes. The
controller is then designed for the linearized model. The controller is first designed to
control, angle of attack (α) and pitch rate (q), which are the same reference outputs
controlled in [16]. This design is meant to analyze and compare the continuous
controllers performance to the controller performance in [16]. The controller is then
designed to control altitude (h) and pitch angle (θ). These reference outputs are more
readily available missile output measurements and through the use of input-output
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dynamics are the only measurements needed to provide optimal trajectory tracking for all
system outputs. The performance of this controller design is also analyzed and verified
via simulations.
Chapter 5 presents the case study which includes all simulation models and
results. The simulation results are analyzed and all observations are discussed.
Performance improvements or deficiencies are noted and recommendations are made.
Chapter 6 presents the conclusions drawn from this research and future work
needed to improve the controller design for terminal phase optimal trajectory.
The Appendix contains all the simulation models and algorithms used in this
research effort in support of the controller analysis.
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CHAPTER 2
Background of Higher Order Sliding Mode Control Observation

2.1

Introduction

This chapter describes the theory and mathematical concept behind the continuous
finite time convergent controller, the HOSM disturbance observer and the HOSM
differentiator that will be used to derive the differentiated terms of the system.
Continuous control is important to avoid control chattering by providing continuous and
smooth control signals. For instance, aircraft aerodynamic surfaces cannot move back
and forth at high frequencies, but it is desired to retain the robustness and insensitivity of
the control system to bounded model uncertainties and external disturbances that high
frequency controls can provide [17]. This can be achieved by designing the controller in
terms of the control input derivatives. Finite time asymptotic convergence is important in
the presence of bounded uncertainties and disturbances because it means that the control
system is able to eliminate the disturbances and drive tracking errors to zero in a
relatively short timeframe. The disturbance observer is a sliding mode technique that
allows the estimation of unknown disturbances based on measurable data. The HOSM
differentiator is a mathematical technique that allows for differentiation of the
measurable data that can be used in software. Design of the control algorithm in terms of
derivatives of the control functions also allow chatter reduction and smoothness of the
control function. These techniques will be applied to the input-output system dynamics
of the following form in (1).
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(1)

In (1), r is the relative degree of the system output needed for the control to
appear;

is the control; n is the number of control inputs; and

is the

system's output with the following dynamics as shown in (2).

,
,
,

(2)

It is supposed that
such that

such that

where denotes time and

; and

denotes the system states. Trajectories of (1)

are assumed infinitely extendible in time for any Lebesgue-measurable bounded control
. Note that while the relative degree is indeed needed to be known, the knowledge
of exact parameters

is not necessary in practice because they only influence the

magnitude of the control to be designed. The best way to adjust the magnitude of the
control is by simulation.
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2.2

Background of Continuous Finite Time Convergent Control

This section details the Bhat and Bernstein (B&B) continuous finite reaching time
control that is derived in [25]. Several assumptions need to be made or analyzed
regarding the system dynamics before the B&B controller can be used on the system.
The dynamics of the system need to be controllable, and homogenous with finite time
stable equilibrium points. An important application of homogeneity is in deducing the
stability of nonlinear systems from the stability of a homogeneous approximation [25]. It
also needs to be assumed that

and

in (1), such that the state space

model can be rewritten as (3).

(3)

(4)

In (4) the coefficients

, where

, are selected so that the

polynomial in (5) is Hurwitz. This means that the eigenvalues of (5) lie on the left half of
the complex plane. Considering the system in (3), there exists
every

coefficient, where

such that, for

, the origin of the system is a

globally finite-time stable equilibrium under the finite reaching time continuous feedback
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control given in (4) [25]. The coefficients

for each control parameter are defined in

(6). The continuous control law in (4) and (6) drive
an unperturbed system, that is

in finite time in

. Continuous control robustness is improved

when the B&B control law is designed using higher order derivatives of the control input
terms. A proof of this control law is provided in [25].

(5)
,

(6)

A brief analysis of the B&B control algorithm is conducted utilizing a simple
triple integrator plant as shown in (7). It can be seen that this simple system has a
relative degree of three. The feedback B&B control where the relative degree is obtained
as,

, is shown in (8) along with the initial control parameters selected in (8a) and

(8b).

(7)

(8)
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where
and

(8a)
, so

(8b)

The initial condition response of the output states with the corresponding control
input is shown in Figure 7. Finite time stability is inferred from Figure 7 which shows
that every controllable system in the form in (3) is finite time stabilizable through
continuous state feedback [25]. By adjusting the control gains in (8) to those in (9), it can
be observed in Figure 8 that finite time stability is improved. With additional tuning by
simulation, improved controller performance for finite time stability can be achieved.
The MATLAB Simulink model and code used to generate the analysis is shown in
Appendix A.

Figure 7: Initial Condition Response of a Finite-Time Stabilized Triple Integrator

and

, so
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(9)

Figure 8: Response of Finite-Time Stabilized Triple Integrator w/ Different Control
Gains

2.3

Background of Higher Order Sliding Mode Disturbance Observer

In this section the HOSM disturbance observer is discussed. Sliding mode control
(SMC) is a discontinuous control algorithm that keeps a properly chosen constraint in the
sliding mode in the presence of disturbances [17]. This constraint is defined as the
sliding variable. The sliding mode algorithm consists of a reaching phase and a sliding
phase as shown in the bottom right diagram in Figure 9. The reaching phase occurs while
the sliding variable is being driven to zero in finite time. The sliding phase occurs after
the reaching phase by constraining the sliding variable within some constraint of zero.
SMC requires that the system has a relative degree of one in which the sliding variable is
defined in such a way that it has a relative degree of two. The sliding mode controller is
then designed to provide finite time convergence. A second order sliding mode controller
utilizes the same sliding variable concept except the controller is designed in term of
derivatives which provides continuous finite time control with control chattering
20

practically eliminated. Higher order sliding mode is used for systems with arbitrary
relative degrees. The HOSM control is designed to drive the sliding variable and its
consecutive derivatives up to the relative degree to zero.
The purpose of the HOSM observer is to exactly estimate the unknown and unmeasurable disturbances and perturbations injected into the system based on only the
measured system inputs and outputs. The observer provides a mathematical replica of the
system, driven by the input of the system together with a signal representing the
difference between the measured system and observer outputs. A sliding variable is
introduced and defined in such a way that when the sliding variable and its dynamics are
driven to zero by the sliding mode control, the difference between the measured system
and observer outputs becomes zero as well. In previous observer techniques, attributed to
Luenberger, the difference between the output of the plant and the observer is fed back
linearly into the observer. However, in the presence of unknown signals or uncertainty, a
Luenberger observer is usually unable to force the output estimation error to zero and the
observer states do not converge to the system states. A sliding mode observer resolves
this issue by feeding back the output estimation error via a nonlinear switching term. If a
bound on the magnitude of the disturbances is known, then the sliding mode observer can
force the output estimation error to converge to zero in finite time, while the observer
states converge asymptotically to the system states [17]. For cases where the disturbance
bound is not specifically known, the best way to adjust the sliding mode observer
performance is by simulation tuning.
The HOSM disturbance observer is used in the case where,
derivative is known and bounded by

, where
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in (1). Its

and known. The derivatives

of , i.e.

, are computed in real time using the HOSM robust exact

differentiator presented in section 2.4. The HOSM disturbance observer algorithm that
exactly reconstructs

in finite time is proposed below [17]. First, the auxiliary

sliding variable is introduced in (10) and (11) is defined in such a way that the control,
, is cancelled out by the dynamics as derived in (12).

(10)
(11)

(12)

The injection term,

, is designed to drive

in finite time using second

order sliding mode (2-SM) known as the supertwisting algorithm [17]. This term is
defined in (13), where the coefficients
sufficient to drive

and

are selected as (15) and (16) which is

in finite time.

(13)
(14)
(15)
(16)
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The 2-SM sliding mode disturbance observer in (13) exactly reconstructs the
disturbance

in finite time, when and become equal to zero. This is

accomplished by (17) or (18).

(17)
(18)

When the 2-SM disturbance observer is combined with the B&B continuous
control law in (19),

is driven to zero in finite time in the presence of a

perturbed system (1). The perturbation term,
, by a known value

. The term,

, is differentiable and bounded as,
, exactly estimates the perturbation,

, and cancels it out so that (1) becomes the form in (3) in which the B&B
controller can be implemented. Thus, the control law (19) can be considered the HOSM
control law.

(19)

The HOSM observer is briefly analyzed for the triple integrator system in (7) by
injecting a sinusoidal (20) perturbation into the system. The B&B controller and
observer gain parameters are selected as shown in (21). The Simulink model in which
the perturbation is injected into the triple integrator and code used to perform this
analysis is shown in Appendix B. The initial condition response of the output states with
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the corresponding control input and observer output are shown in Figure 9. Finite time
stability is achieved even in the presence of system perturbations, since the observer is
able to exactly estimate the disturbance in finite time and cancel it by utilizing (19). This
transforms the system to the form in (3) necessary to implement the B&B controller.

(20)

, so

(21)
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Figure 9: Response of Finite-Time Stabilized Triple Integrator w/ Perturbation

2.4

Higher Order Sliding Mode Differentiator

This section describes the exact robust HOSM differentiator algorithm that
reconstructs the required derivatives of the output,

, in real-time. The HOSM

differentiator is robust with respect to input noises and exact in their absence [17].
HOSM differentiators are used to provide the calculation or measure of a number of
successive time derivatives for arbitrary system relative degrees. These derivatives are
utilized to provide continuous control which practically eliminates high energy control
chattering [17].
The recursive HOSM differentiator algorithm is generalized for a function,
, that is to be differentiated. The k-th order differentiator takes the form
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(22)

In (22),
that

,

, where
,

is the estimation of the true signal
,

,

such

. The HOSM differentiator in (22) provides

for the finite-time exact estimation under ideal conditions when neither noise nor
sampling are present. The only information needed is an priori known upper bound
where

. For cases where the bound is not specifically known, the best

way to adjust this value is by simulation tuning.

(23)

The parameters,

, where

is a recursive structure,

which provides the convergence of the differentiator of each order k. A possible choice
of the differentiator parameter values is shown in (23), which is sufficient for the
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construction of differentiators up to the 5-th order,

. In the presence of the

measurement noises or discrete sampling this differentiator provides for the best possible
asymptotic accuracy [17].
The HOSM differentiator is briefly analyzed here for a simple sinusoidal signal in
which three differentiations will be needed. To sufficiently satisfy this requirement,
, is needed and the

values in (23) can be used for the construction of the

differentiator. To analyze the HOSM differentiator's performance, it is compared to
MATLAB's Simulink differentiator which is shown in Figure 10. The MATLAB
Simulink model and code used for this analysis is included in Appendix C. From Figure
10, it can be seen that the HOSM differentiated term gets worse as compared to the
Simulink differentiator as the differentiation is increased. Therefore, it is best to increase
for the HOSM differentiator above the required relative degree differentiated term
required by the control algorithm to provide continuous control. This ensures that the
lower HOSM differentiated term that is used is as accurate as possible when compared to
utilizing the Simulink differentiator.
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Figure 10: HOSM Differentiator vs. MATLAB Simulink Differentiator

2.5

Summary

In this chapter the theory and algorithm for the B&B continuous controller, the
HOSM disturbance observer and the HOSM differentiator to be used to control the HSM
was presented. Since the dynamics of HSMs are nonlinear and highly coupled, the
controller design becomes very challenging. Using input-output dynamics transformation
allows the mathematical decoupling of the nonlinear terms and the linear control term.
The HOSM observer is utilized to exactly estimate all the nonlinear terms, which
transforms the system to the form in (3) that allows the B&B controller to be used. The
B&B continuous control technique is combined with the HOSM disturbance observer in
(19) to provide a HOSM control law that allows for robust continuous finite time
convergence in the presence of system perturbations. The HOSM differentiator is the
mathematical technique that provides the required arbitrary relative degree
differentiations to implement a robust continuous controller in terms of the control
derivative. This is possible even if the derivative of the controlled output is not measured
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or measureable. As long as the original controlled output is available. All these
techniques are required to successfully implement the proposed control scheme to
provide terminal phase optimal trajectory control that provides improved robustness over
the results in [16]. It should be noted that the HOSM observer and differentiator
techniques provide gain tuning while the B&B continuous control technique requires
eigenvalue placement tuning. The ease of tuning by the two sliding mode techniques
allows the control engineer to easily adapt the techniques for other design challenges.
The three techniques discussed in this chapter are applicable to both linear and nonlinear
systems. The benefit of input-output dynamics allows for the decoupling of nonlinear
and control terms. The HOSM observer is used to transform the system to the form in (3)
such that linear control methods, such as the B&B controller can be used, on nonlinear
systems such as HSMs.
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CHAPTER 3

Hypersonic Missile Model

3.1

Introduction

This chapter describes the nonlinear mathematical HSM model considered for this
research and how the relative degrees of the system dynamics are derived to transform
the mathematical model to a form where the controller techniques can be applied. The
HSM model is developed in [22] and is the same model used in [16] to study terminal
phase optimal trajectory. This model is used to provide a baseline comparison of the
proposed control technique to the results obtained in [16]. Improved robustness of the
proposed control technique will also be verified through simulations. By applying the
HOSM disturbance observer to estimate and eliminate the nonlinear terms in this model,
it will be shown that linear control techniques such as continuous finite time convergent
controller can be used to control highly complex nonlinear systems.

3.2

Hypersonic Missile Mathematical Model

The mathematical model considered in this paper are the longitudinal dynamics of
a rigid body, air-breathing, HSM that is propelled by a scramjet engine. This model is
expressed in the nonlinear equations (24) to (28). For simplicity, the flexible modes of
the missile are neglected in this research. It is assumed that there is no roll and sideslip
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which decouples the longitudinal and lateral-directional equations. Real life relevance is
not lost because the missile is in the terminal phase of flight and it can be assumed that
prior control functions have been accurate to aim the missile at the desired target in the
lateral direction. It is also assumed that lateral disturbances are minimal or that another
control algorithm is used to control the lateral motion of the HSM. Although not studied
here, the proposed control techniques can be applied to a three dimensional model.

(24)
(25)
(26)
(27)
(28)

Figure 11: HSM Coordinate Frames and Longitudinal Variables
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In (24) to (28),

denotes the forward velocity;

hypersonic missile altitude;
pitch angle; and

denotes the

denotes the angle of attack;

denotes the

denotes the pitch rate. The five flight dynamic states for this

model are denoted in (29) and referenced in Figures 6 and 11.

(29)

Also

denotes the missile mass;

HSM body y-axis; and
as

thrust;

pitching moment

denotes the acceleration due to gravity. Forces are denoted
drag; and

axis is denoted by

denotes the moment of inertia about the

for lift. The pitching moment about the body y-

. The thrust , drag , and lift

forces, as well as the

about the body y-axis are the nonlinear uncertain functions that can

be written as shown in (30) to (33) [7][16].

(30)
(31)
(32)
(33)

In (30) to (33),
surface deflection, and
limited to,

denotes the elevator surface deflection,

denotes the canard

is the dimensionless fuel-to-air ratio. The fuel-to-air ratio is

, which is the maximum fuel-to-air ratio that can be provided at a
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given flight condition compatible with scramjet combustion in the engine [16][21].
Therefore, the control vector is shown in (34).

(34)

For this model, the canard deflection,

, is added to the fore-body of the HSM

airframe in order to compensate for the lift-elevator coupling. Approximating the lift
force in (30) it can be rewritten as (35) [7][23][24].

(35)
(36)

In (35), , is the reference area and, , is the aerodynamic pressure. Assuming the
aerodynamic coefficients

and

are known, the canard deflection is selected as

shown in (37).

(37)

Then in accordance with (37), equations (30) to (33) become (38) to (41) and the
control law in (34) becomes (42).
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(38)
(39)
(40)
(41)
(42)

The downrange distance traveled toward the ground target from the initial missile
position to the target position is denoted as,

, and can be expressed in terms of

the elements of the state vector in (43). It should be noted that the initial position is
denoted as

and the final position is denoted as

, where

is the final

time at impact.

(43)

3.3

Optimal Trajectory

The goal of the terminal phase optimal trajectory scenario is to maximize target
penetration by means of generating the optimal end-game HSM trajectory for the system
defined in (24) to (28). This is graphically demonstrated by Figure 5, which compares a
cruise missile with its trajectory lateral to the target and a HSM with its trajectory
maximized for maximum target penetration. Figure 6 depicts the terminal phase
trajectory and the variables that need to be optimized to achieve maximum target
penetration. It is desired that the HSM robustly follows this trajectory by means of the
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proposed continuous HOSM control even in the presence of bounded disturbances and
perturbations. This optimal commanded trajectory is obtained by minimizing the cost
function in (44) [16].

Figure 6: HSM to Target End-Game Scenario

(44)

In (44),

, is a positive definite weighting matrix and

denotes the

commanded final value of the states in x. For the terminal phase of flight, the final
commanded values of the states in (29) are defined to make

and the AoO equal

to zero at impact as defined in (45).

(45)
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The solution to the trajectory optimization problem that will be used is obtained
numerically in [16] and will not be re-derived here. The desired optimal trajectory is
obtained by solving the Hamiltonian boundary value problem, where the initial,
and final,
selected to be

,

, boundary conditions are specified in Table 1 [16]. The final time was
seconds.

Parameter Units

Initial (t0)

Final (tf)

V
ft/s
5,808
6,500
α
deg
0
0
q
deg/s
0
0
h
ft
60,000
0
θ
deg
0
-90
Table 1: Optimal Trajectory Generation Initial & Final Boundary Conditions

The output command trajectory is shown in (46). As described in Section 1.2,
most HSV control research utilizes the control output altitude and velocity that are driven
to a commanded vector after a short transient to represent trimmed hypersonic flight
maneuvers. The two control output vectors that will be considered in this research are
angle of attack and pitch rate shown in (47) and altitude and pitch angle shown in (48).
The control output vector in (47) is only considered in this research to provide a baseline
verification of the proposed controller techniques performance as compared to the
controller results in [16]. The main focus of this research is in controlling the HSM's
altitude and pitch angle in (48) which are readily available missile output measurements.
In this research, the terminal phase optimal output command trajectory for these two
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output vectors shown in (49) and (50) are used for the robust feedback output tracking
controller design.

(46)
(47)
(48)
(49)
(50)

3.4

Relative Degree Approach

In order to improve the smoothness of the control function and ensure continuous
control, the control law is designed in terms of the control function derivatives as shown
in (51).

(51)

This section focuses on transforming the HSM system dynamics to control the
altitude and pitch angle output vectors. Since only the altitude and pitch angle outputs
are controlled, the relative degree transformation derivation only needs to be applied to
those dynamic equations as shown in the subsequent equations. The outputs angle of
attack and pitch rate will be addressed in Section 4.4 for a linear HSM that was provided
and used by Dr. S. S. Mehta in his controller design. For the derivatives of the control
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function to appear, relative degree three is required as shown in the following derivations
(53) and (55).

(27)
(52)

(53)

(25)

(54)

(55)

A stability analysis of the internal system dynamics is presented in [16], therefore,
the HSM's mathematical models internal dynamics shown in equations (24) to (28) are
supposed to be stable. The problem is to design the control (51) that drives
and

, in finite time and in the presence of disturbances. The control gain

matrix shown in (56) is derived from (53) and (55). It is assumed that the control gain
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matrix is nonsingular and can be represented in the form shown in (57); where
known nonsingular, nonlinear, matrix and

is a

is an unknown, norm-bounded, nonlinear

matrix.

(56)

(57)

Equations (53) and (55) can then be rewritten in matrix form as (58).

(58)

where

39

Introducing a new control variable for (57) as shown in (59) and substituting it
into (58) yields (60).

(59a)

(59b)

(60)

The output tracking errors are introduced in (61) and the third order error
dynamics are derived in (62) so that the new control variable ω1 and ω2 appears.

(61)

(62)

Where the nonlinear terms can be denoted as follows:
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It is assumed that the nonlinear terms

and

are norm-bounded in a

reasonable flight domain by (63) such that (62) can be presented in a format of two
independent differential inclusions in (64) and (65).

,
,

(63)

and

(64)
(65)

The control law

is then designed that provides convergence of
in finite time for the differential inclusions in (64) and

(65).

3.5

Summary

The nonlinear mathematical model of the rigid body HSM that will be used for
the proposed controller design research was presented. Due to the highly coupled nature
of the HSM dynamics, a relative degree derivation of the HSM's altitude and pitch angle
controlled output dynamics is utilized to extract the control functions in (51). A
transformation of variables ensures that the system is in the form needed for the B&B
controller and HOSM observer design to be applied. This transformation also provides
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traceability back to the actual missile controls for elevator surface deflection and fuel
ratio. The error dynamics was also derived to ensure that optimal trajectory tracking is
met by the controller, by driving errors and the error dynamics to zero, that is
.
The nonlinear longitudinal HSM model used in this research is the same model
used by Dr. S. S. Mehta in his controller design. The stability analysis of the HSM model
dynamics and the optimal trajectory generation is conducted by Dr. S. S. Mehta and is
used in this research without modifications to ensure an accurate baseline comparison of
controller performance. The main focus of this research is to apply the controller
techniques to control altitude and pitch angle to demonstrate a more robust method of
missile control in the terminal phase of flight. The controller design will be derived for
the system dynamics in Chapter 4 and verified by simulation in Chapter 5.
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CHAPTER 4

Continuous Higher Order Sliding Mode Controller Design

4.1

Introduction

The details of the controller design process to apply the B&B continuous
controller and HOSM observer to the HSM dynamics model is presented in this chapter.
The nonlinear HSM dynamics simulation model was not available during this research,
therefore; for simulation verification purposes the controller design will be applied to a
linearized state-space model that was available. This linearized model is generated by
Dr. S. S. Mehta and used in the controller design in [16]. By utilizing this model,
controller performance comparison variations cannot be caused by model differences.
The controller design will utilize input-output dynamics of the state space model and will
be designed to control the output vectors in (47) and (48). Controller performance will be
analyzed by designing the controller for the control in (42) and also for the control
derivative in (51). For the control outputs in (47), first and second order relative degrees
will be studied for the controller design, while second order and third order relative
degrees will be studied for controlling the outputs in (48). This chapter will also describe
how the controller design can be implemented on the nonlinear HSM dynamics model
derived in Chapter 3 for the control outputs in (48) should the simulation model become
available.
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4.2

Control of Air-Breathing Hypersonic Missile

This section derives the B&B continuous control, HOSM observer and
differentiator used for controlling the nonlinear dynamics of the HSM in the terminal
phase that was derived in Chapter 3 by equations (62). This design will not be simulated
and analyzed since the nonlinear simulation model was not available; however, the
design approach is applicable for any HSM. The analysis for a linearized model will be
conducted in the next sections.

(62)

The following substitutions are used, therefore, (62) can be rewritten as (66) and
(67).

(66)
(67)

The B&B control is designed according to the steps shown in Section 2.2. Since
the error dynamics derived for (66) and (67) has a relative degree of three, the controller
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will be of relative degree 3. The controller/observer formulation in (19) will be used as
defined in (68).

(68)

For

; the coefficient

are selected so that the polynomial in (69)

is Hurwitz; and the coefficients

are defined in (70) where

is

selected through simulation tuning to provide asymptotic convergence and optimum
controller performance.

(69)

(70)

The bounded disturbances,

for

, where

is known are

exactly estimated by the HOSM observer by defining the sliding variable and its
dynamics as shown in (71). The observer is designed in (72) as discussed in Section 2.3.
This second order sliding mode (2-SM) supertwisting algorithm drives
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.

(71)

(72)

By utilizing

from (72) in (68), the nonlinear disturbance term

for

is

exactly eliminated in finite time which allows the B&B continuous controller to drive all
errors and error dynamics to zero,

.

The control law in (42) following (57) and (59) then becomes (73).

where

In this design, the derivatives

(73)

and

, for

, that are needed for the

controller and observer are exactly reconstructed using the HOSM differentiator design
detailed in Section 2.4. Using

sufficiently satisfies the differentiation requirements

and accuracy of the differentiations. The

values,

,

,

, from (23) are used and the differentiator design is derived in (74).
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,

,

(74)

In (74), the differentiator converges in finite time to (75) the needed derivatives.
The gain parameter, L, can be optimized for each differentiation to provide the highest
differentiator accuracy.

,

4.3

,

, for

(75)

Linearized Model of Hypersonic Missile

At the time of this research the nonlinear HSM dynamic model was not available
for simulation, therefore, the HSM dynamic model used for the simulation analysis and
controller design verification is a linearized state-space model that was developed and
provided by Dr. S. S. Mehta which combines an unknown nonlinearity arising from unmodeled effects as shown in (76) and (77). This section presents the linearized HSM
state-space model from [16] that will be used for simulation verification purposes in
Chapter 5.

(76)
(77)
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In (76) and (77), the state vector

denotes the dynamic states in (29);

denotes an uncertain, constant state matrix;

denotes an uncertain

column-deficient, constant input matrix;

is the number of control inputs;

denotes a known output matrix;

denotes a vector of

control inputs; and

represents a time-dependent collection of unknown, nonlinear disturbances.

The nonlinear equations of the HSM dynamics from (24) to (28) are linearized at
a forward speed of
disturbance

and an altitude at

[16]. The external

is assumed to be a smooth function, with its first and second derivatives

norm-bounded as shown in (78).

,
,

(78)

,

The nonlinear disturbance

is assumed to continuously perturb the plant. The

same disturbances that were used in [16] are shown in (79), where an additive
disturbance perturbs all the states while a varying perturbation affects only the controlled
states. In (79), the varying disturbance is modeled by a sine wave and is applied to α and
q, which are the outputs being controlled in [16]. In this research, varying perturbations
will be added for all the states for controller performance analysis and will be specifically
defined for each design in Chapter 5.
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(79)

The linearized input matrices obtained are shown in (80) and (81) which are
obtained from [16]. The output matrix for
matrix for

is defined in (82), while the output

is defined in (83).

(80)

(81)

(82)
(83)

A challenge in the control design is that the control input

is pre-multiplied

by an uncertain input matrix . However, it will be assumed in the subsequent analysis
that there exists a known, nominal matrix
exists, the constant input matrix

[16]. Assuming the uncertainty

can be redefined as (84), where
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is the known

matrix (85), while

is a norm-bounded perturbation matrix that can be non-constant

as shown in (86). It should be noted that for (83), (87) exists.

(84)

(85)

(86)

, where

(87)

It can be seen from (81), (84) and (85) that Dr. S. S. Mehta defined (86) as
constant percentages of (85) as shown in (88) [16]. In this research, in addition to
studying the controller performance against values in (88), the controller performance
will also be studied against varying parameters of (86) which will be defined separately
for each design simulation.

(88)
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4.4

Control Design for Linearized Model

This section details the input-output dynamics derivation and transformation of
state space model to obtain the form needed to apply the B&B continuous control and
HOSM observer to control the outputs of (47) and (48). For the outputs of (47), the
controller will be designed for relative degrees one and two to analyze controller
performance against the inputs in (42) and also for the input derivatives in (51). For the
outputs of (48), the controller will be designed for relative degrees two and three to
analyze controller performance against the inputs in (42) and also for the input
derivatives in (51). The controller designs are shown in the subsequent sections while the
simulation verifications are shown in Chapter 5. These simulations are used to show the
effects different relative degrees have on the controller’s performance.

4.4.1

Relative Degree One Controller of Angle of Attack (α) and Pitch Rate (q)

The first order input-output dynamic used to control the outputs α and q in terms
of the control input in (42) is derived by differentiating the system's output in (77). By
substituting in (76) and (84), (89) is obtained. It can be seen that the system does indeed
have a relative degree of one when controlling the outputs in (47) since the control u is
present. The matrix term CB can be rewritten as shown in (90).

(77)
(89)
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(90)

It can be assumed that

. The substitution introduced in (91) is used

to transform the output dynamics in (89) to the form in which the HOSM observer and
B&B controller can be implemented for, as shown in (92), where
. In this entire design,

.

(91)

(92)

To ensure optimal trajectory tracking the output tracking error is defined as shown
in (93), where yci is the optimal trajectory command and yi is the measured output. The
error dynamics is derived in (94) by plugging in (92).

(93)
(94)

The HOSM observer can be used to exactly estimate and eliminate
by defining the sliding variable and its dynamics as shown in (95). Following the 2-
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SM supertwisting algorithm design from Section 2.3, the disturbance observer is
designed in (96) which drives

.

(95)

(96)

The B&B control is designed according to the process from Section 2.2 for
relative degree one, as shown in (97). The continuous HOSM control shown in (97) is
defined when the B&B controller is combined with the observer injection term from (96)
to provide the necessary optimal trajectory error tracking in (93) by driving

.

(97)

In (97), the coefficient

and

for

simulation tuning to provide the best controller performance.

The control law in (42) then becomes (98).
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are selected through

(98)

In this design no derivatives were needed, therefore, the HOSM differentiator is
not used and does not need to be designed.

4.4.2

Relative Degree Two Controller of Angle of Attack (α) and Pitch Rate (q)

The desire is to control the outputs α and q using the control derivatives, as shown
by (51), to ensure a smooth and continuous control function. It was determined in
Section 4.4.1 that the system has relative degree one with respect to control function (42)
when controlling the outputs α and q. Therefore, in order to design the controller in
terms of its derivative according to (51) requires that the second order input-output
dynamics of the system be derived. This is accomplished by differentiating the system's
output in (77) twice. By substituting in (76), (99) is obtained. In this entire design,
.

(99)

The equation in (90) applies to (99) as well and it can be assumed that
. Utilizing (84) and the substitution introduced in (100), the output dynamics is
transformed to the form in which the continuous HOSM controller can be applied as
shown in (101) where

.
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(100)

(101)

Again, to ensure optimal trajectory tracking the output tracking error is defined as
shown in (102), where yci is the optimal trajectory command and yi is the measured
output. The error dynamics is derived in (103) by plugging in (101).

(102)
(103)

The HOSM observer is used to exactly estimate and eliminate

by

defining the sliding variable and its dynamics as shown in (104). Following the 2-SM
supertwisting algorithm design from Section 2.3, the observer's injection term is designed
in (105) which drives

.

(104)
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(105)

The B&B control is designed according to the process from Section 2.2 for
relative degree two, as shown in (106). The continuous HOSM control shown in (106) is
defined when the B&B controller is combined with the injection term from (105) to
provide the necessary optimal trajectory error tracking in (102) by driving the error and
all its dynamics to zero, that is

.

(106)

The coefficients
Hurwitz for

are selected so that the polynomial in (107) is

and the coefficients

defined in (108).

These parameters are selected through simulation tuning to provide the optimal controller
performance.

(107)

(108)

From the substitutions in (100), the control law in (42) then becomes (109).
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(109)

In this design, the derivative

, for

, that is needed for the controller and

observer is exactly reconstructed using the HOSM differentiator design detailed in
Section 2.4. Using

sufficiently satisfies the differentiation requirements and

accuracy of the differentiations needed. The
,

values,

,

,

,

, from (23) are used and the differentiator design is derived as shown in

(110).

(110)

In (110), the differentiator converges in finite time to the error derivatives as
shown in (111). The gain parameter, L, can be optimized for each differentiation to
provide the highest differentiator accuracy.

,

, for

(111)
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4.4.3

Relative Degree Two Controller of Altitude (h) and Pitch Angle (θ)

The goal of this research is to control the HSM's altitude and pitch angle outputs
shown in (48). In this design C2 from (83) is used and it should be noted that
from (87) and it is assumed that

. The input-output dynamics used to control h

and θ are derived by successively differentiating the system's output. The system state
equation from (76) is substituted into each differentiation. The system relative degree is
determined when the control function u appears. It can be seen from (112) that the first
order input-output dynamics is insufficient for the control to appear, therefore, the second
order input-output dynamic is used. It is clear that controlling altitude and pitch angle
requires the system to have a relative degree of two with respect to (42) as seen in (113).

(77)
(112)
(113)

Utilizing (84), the substitution introduced in (114) is used to transform the output
dynamics in (113) to the form in which the continuous HOSM control approach can be
implemented, as shown in (115). In this design,
.

58

where

(114)

(115)

where

(116)

The output tracking error defined in (117) is used for trajectory tracking, where yci
is the optimal trajectory command and yi is the measured output. The second order error
dynamics is defined in (118) by plugging in (115). This transforms the error dynamics to
the form in which the continuous HOSM controller can be applied to provide optimal
trajectory tracking by driving

.

(117)
(118)

The HOSM observer is used to exactly estimate and eliminate
by defining the sliding variable and its dynamics as shown in (119). Following the 2-SM
supertwisting algorithm design from Section 2.3, the injection term is designed as shown
in (120) which drives

.
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(119)

(120)

The B&B control is designed according to the process from Section 2.2 for
relative degree two, as shown in (121). The continuous HOSM control is defined as
shown in (121) by combining the B&B controller with the injection term from (120) to
provide the necessary optimal trajectory error tracking in (117) by driving

.

(121)

The coefficients

are selected so that the polynomial in (122) is

Hurwitz and the coefficients

are defined in (123). These

parameters are selected through simulation tuning to provide the optimal controller
performance.
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(122)

(123)

From the substitution in (114), the control law in (42) then becomes (124).

(124)

In this design, the derivative

, for

, that is needed for the controller and

observer is exactly reconstructed using the HOSM differentiator design detailed in
Section 2.4. Using

sufficiently satisfies the differentiation requirements and

accuracy of the differentiations. The

values,

,

,

,

,

, from (23) are used and the differentiator design is derived in (125).

(125)
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The differentiator terms converges in finite time to the needed derivatives as
shown in (126). The gain parameter, L, is optimized for each differentiation to provide
the highest differentiator accuracy.

,

4.4.4

, for

(126)

Relative Degree Three Control of Altitude (h) and Pitch Angle (θ)

The desire is to control the outputs h and θ in terms of the control u was derived
in the previous section. This section derives the controller in terms of the control
derivatives shown in (51) to compare controller performance and ensure a smooth and
continuous control function. It was determined in Section 4.4.3 that the HSM dynamics
have a relative degree of two with respect to control function u when controlling the
outputs h and θ. Therefore, in order to design the controller in terms of its derivatives,
the third order input-output dynamic of the system is required. This is derived by
differentiating the system's output in (77) three times. In this design C2 from (83) is used
and it should be noted that

from (86). It is also assumed that

. The

first and second derivatives are obtained as shown in (112) and (113) by substituting in
(76). The third order derivative is derived using the same substitution from (76) as
shown in (127). In this design,

.

(77)
(112)
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(113)

(127)

Utilizing (84), the substitution introduced in (128) is used to transform the output
dynamics in (127) to the form in which the continuous HOSM controller can be
implemented as shown in (129), where
.

(128)

(129)

where

(116)

Since the goal of this research is to track the provided terminal phase trajectory,
the output tracking error is defined as shown in (130) where yci is the optimal trajectory
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command and yi is the system output. The third order error dynamics is defined in (131)
by plugging in (129).

(130)
(131)

The HOSM disturbance observer is used to exactly estimate and eliminate
by defining the sliding variable and its dynamics as shown in (132).
Following the 2-SM supertwisting algorithm design from Section 2.3, the observer's
injection term is designed in (133) which drives

.

(132)

(133)

The B&B control is designed according to the process shown in Section 2.2 for
relative degree three which is defined in (134). The continuous HOSM control is defined
by combining the B&B controller with the injection term from (133) to provide the
necessary optimal trajectory error tracking in (130) by driving
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.

(134)

The coefficients

are selected so that the polynomial in

(135) is Hurwitz and the coefficients

are defined as

shown in (136). These parameters are selected and fine tuned through simulation tuning
to provide the optimal controller performance.

(135)

(136)

From the substitution in (128), the control law in (42) then becomes (137).

(137)

In this design, the derivatives

and

, for

, that is needed for the

controller and observer is exactly reconstructed using the HOSM differentiator design
detailed in Section 2.4. Using

sufficiently satisfies the differentiation requirements
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and accuracy of the differentiations. The

values,

,

,

,

,

, from (23) are used and the differentiator design is shown in (138).

(138)

The differentiator converges in finite time to the needed derivatives as shown in
(139). The gain parameter, L, is optimized through simulation tuning for each
differentiation to provide the highest differentiator accuracy.

,

4.5

,

, for

(139)

Summary

The B&B continuous controller, 2-SM observer, and HOSM differentiator
designs to drive the nonlinear error dynamics in (66) and (67) to zero, that were
developed in chapter 3, was presented. This design required relative degree three of the
HSM system dynamics for the control input derivatives to appear which is used to drive
for

. For simulation and verification purposes, the controller

design was applied to a linearized state-space model since the nonlinear HSM simulation
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model was not available. This linearized model was provided by Dr. S. S. Mehta and
detailed in Section 4.3. In order to demonstrate the proposed continuous HOSM
controller's robustness, disturbance terms f(t) and

were introduced to the system.

The specific values of these varying disturbances will be specified for each controller
design simulation in chapter 5.
The proposed controller was then designed to control the output vectors angle of
attack and pitch rate in (47) and altitude and pitch angle in (48). The design utilized the
input-output dynamics of the HSM state space model. For verification of the controllers
performance, the controller was designed for control vector
control derivative

and also for the

. To control the outputs in (47), it was shown that this

required the first and second order relative degree of the system. In order to control the
outputs in (48), it was shown that the second and third order relative degree of the system
is needed. The B&B controller, 2-SM observer, and HOSM differentiator was then
designed in terms of trajectory tracking errors to drive all errors and the error dynamics to
zero in finite time.
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CHAPTER 5

Case Study Simulations

5.1

Simulation Setup

The controls designed in chapter 4 for the linearized state-space model are
verified through simulation results presented in this chapter. The disturbance values and
gain values selected for each simulation analysis will be provided along with the
accompanying simulation plots of the optimal trajectory tracking, tracking errors, and the
control vectors. The controller design to control the outputs angle of attack and pitch rate
will be verified first to provide a baseline of how well the B&B controller driven by the
2-SM observer performs when compared to the controller design proposed in [16]. Then
the controller design to control the outputs altitude and pitch angle will be analyzed to
demonstrate a more robust approach to controlling a HSM in the presence of unmatched
disturbances. The verification will include the disturbance, f(t), that was used in [16] as
well. Further analysis on the controller’s robustness will be conducted by adding
additional additive and multiplicative disturbances to all the system states. It should be
noted that the addition of unmatched disturbances to the controller design in [16] would
significantly degrade the trajectory tracking of the non-controlled outputs. In addition, a
varying perturbation instead of a constant perturbation is added to the input matrix B. All
MATLAB Simulink models used and the accompanying code used to plot the results are
provided in the Appendix. The optimal trajectory file that was generated by Dr. S. S.
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Mehta was provided for this research. However, due to the size of the data file, it will not
be documented in the Appendix. It will, however, be available upon request.
For comparison purposes and since this research leverages off the research
conducted in [16], the results of those simulations are presented in Figure 12 for
reference. The code used to generate these simulation results is included in Appendix D.
These simulation results utilize the control function

to control the angle of

attack and pitch rate output vectors in the presence of matched disturbances to these
outputs as shown in (141) and constant input matrix B perturbations as shown in (88). It
should be noted that additional error plots have been generated to demonstrate a
comprehensive view of the controller's performance. It can be seen that the error for
angle of attack,

, and the fuel ratio control, , has room for improvement.
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Figure 12: Simulation Results by S. S. Dr. S. S. Mehta Referenced in [16]

In the following analysis, a universal HOSM differentiator design was used. It
was shown in the previous chapter that the highest differentiated term needed by the
controller and the observer is the second error derivative, . In order to provide the
required relative degree and accuracy of the differentiation, k=4, was selected. A block
diagram of the HOSM differentiator is shown in Figure 13 that is used for all simulation
results that require differentiation. For most simulations, a sigmoid function shown in
(140) was used instead of MATLAB Simulink's sign() function to improve the
smoothness of the control inputs. It was observed that the sigmoid function provided less
control chatter. This may be caused by the way the MATLAB Simulink sign() function
is programmed and implemented as compared to the sigmoid function. This algorithm is
simple and accurate enough for real world software applications of the sign() function.

, where

(140)
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Figure 13: HOSM Differentiator Block Diagram (k=4)

Another common feature for all the simulations is the block diagram for the
nonlinear disturbance f(t) that is shown in Figure 14. The values for the magnitude and
offset are defined separately for each simulation.
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Figure 14: Block Diagram of Disturbance f(t) Used for All Simulations

A saturation function was used for several of the simulations to ensure that the
throttle control input is limited to

, which is the maximum fuel-to-air ratio

that can be provided at a given flight condition compatible with scramjet combustion in
the engine. This only applies to

for

second and it does not degrade the

controller's performance in anyway, as shown in the optimal trajectory results.

Figure 15: Saturation Function Block Diagram
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5.2

Control for Angle of Attack (α) & Pitch Rate (q)

5.2.1

First Order Continuous Control of Angle of Attack (α) & Pitch Rate (q)

The first order continuous finite time convergent control algorithm driven by a 2SM disturbance observer was derived in (97) to control the outputs angles of attack (α)
and pitch rate (q). The MATLAB Simulink model and accompanying code used to
evaluate this controller's performance is shown in Appendix E. Figure 16 shows the
block diagram of the first order B&B continuous controller.

,

(97)

Figure 16: First Order Continuous Controller Block Diagram

In (97),

is the injection term that estimates the unknown disturbances that

comes from the output of the 2-SM disturbance observer in (95) to (96), where
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.

The coefficients

and the exponential coefficients

for

are

defined through simulation tuning to provide the optimal trajectory tracking and
controller performance. The sinusoidal additive disturbances of

that are injected

into the system are defined in (141). The controllers were simulated using MATLABSimulink with a step size of T = 0.001. No differentiators were needed for this control
design. The input matrix defined in (81) is used in this simulation.

(141)

The gains used to optimize the performance of the first order finite time
convergent controller driven by a 2-SM observer are shown in (142) while the
exponential coefficients are shown in (143). The 2-SM observer gains are shown in
(144).

,

(142)
,

(143)
,

The control functions

(144)

are computed as shown in (98).
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(98)

The results of the simulations of the HSM in the terminal phase using the first
order finite time convergent controller driven by a 2-SM disturbance observer to control
α and q are presented in Figure 17.
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Figure 17: HSM Terminal Phase Simulation Results for First Order Finite Time
Convergent Controller Driven by 2-SM Disturbance Observer Controlling Angle of
Attack & Pitch Rate
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The results obtained in Figure 17 are worse than the simulation results obtained in
[16]. The performance of the optimal trajectory error tracking for α and the control,

,

are significantly improved when compared to the results in Figure 12. The down range
accuracy and altitude tracking is worse the results in Figure 12. Additional fine tuning
through exact eigenvalue placement may improve all tracking errors. It should be noted
that control chattering is practically absent and the control vector for fuel ratio stays
within its limits

due to the saturation function.

During the transient

response, the throttle control input has a negative response for
seconds which is corrected by the saturation function. It should be noted that this does
not affect the performance of the controller in any way.

5.2.2

Second Order Continuous Control of Angle of Attack (α) & Pitch Rate (q)

The performance of the proposed second order continuous HOSM controller
derived in (106) to control the outputs angles of attack (α) and pitch rate (q) is presented
in this section. The MATLAB Simulink model and accompanying code used to evaluate
this controller's performance is shown in Appendix F. Figure 18 shows the block
diagram of the second order B&B continuous controller.
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Figure 18: Second Order B&B Controller Simulink Model

(106)

The proposed controller is shown in (106) for

, where

is the

disturbance estimate that comes from the injection term of the 2-SM disturbance observer
in (104) to (105). The coefficients

are selected so that the polynomial

is Hurwitz. These coefficients along with the exponential coefficients
defined through simulation tuning to provide optimal controller performance.
additive sinusoidal disturbances of

are
The

that are injected into the system are defined in

(141). The controllers were simulated using MATLAB-Simulink with a step size of T =
0.001. The necessary first derivatives were obtained using the code provided by Dr. S. S.
Mehta. The input matrix defined in (81) is used in this simulation.
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(141)

The controller gains and coefficients used to optimize the performance of the
second order finite time convergent controller driven by a 2-SM observer for angle of
attack (α) is shown in (145). The controller gains and coefficients for pitch rate (q) are
shown in (146). The 2-SM observer gains are shown in (147).



Controller gains and coefficients for angle of attack (α)

(corresponds to eigenvalues:



,

)

Controller gains and coefficients for pitch rate (q)

(corresponds to eigenvalues:

,
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(145)

(146)

)



2-SM observer gains

The control functions

(147)

are computed as shown from (109).

(109)

The results of the simulations of the HSM in the terminal phase using the
proposed second order continuous HOSM controller to control α and q are presented in
Figure 19.
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Figure 19: HSM Terminal Phase Simulation Results Using Second Order
Continuous Finite Time Convergent Control Driven by 2-SM Disturbance Observer
Controlling Angle of Attack & Pitch Rate

The controller performance results obtained in Figure 19 are significantly
improved as compared to the simulation results obtained in [16] and the first order results
in Figure 17. The performance of the optimal trajectory error tracking for angle of attack,
pitch rate, altitude, and pitch angle shows approximately a magnitude of two
improvements when compared to Figure 12. The control

is also improved by

providing a more continuous control input. These improvements along with
improvements in down range accuracy are also evident when compared to the first order
continuous HOSM controller results in Figure 17. Control chattering is practically absent
and the control vector for fuel ratio stays within its limits

due to the

saturation function. During the transient response, the throttle control input has a
negative response for

seconds which is corrected by the saturation. It

should be noted that this does not affect the performance of the controller in any way.
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5.3

Control for Altitude (h) & Pitch Angle (θ)

5.3.1

Second Order Continuous Control of Altitude (h) & Pitch Angle (θ) w/
Simple Disturbance

The second order continuous finite time convergent control algorithm driven by a
2-SM disturbance observer that was derived in (121) to control the outputs altitude (h)
and pitch angle (θ) is verified in this section. The MATLAB Simulink model and
accompanying code used for the verification of this controller's performance is shown in
Appendix G. Figure 20 shows the block diagram of the second order B&B continuous
controller.

Figure 20: Second Order B&B Controller Simulink Model for h & θ
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(121)

In (121) for

,

is the disturbance estimate that comes from the injection

term of the 2-SM disturbance observer in (119) to (120). The coefficients
are selected so that the polynomial

is Hurwitz. These coefficients and

the exponential coefficients

are defined through simulation tuning to

provide the optimal controller performance. The sinusoidal disturbances of

that are

injected into the system are the same as those used in [16] with the parameters being
defined in (141). The controllers were simulated using the MATLAB-Simulink with a
step size of T = 0.001. The necessary first derivatives were obtained using the HOSM
differentiator code developed in (125). The sigmoid function in (140) and the input
matrix B defined in (81) are used in this simulation.

(141)

(81)
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The gains and coefficients used to optimize the performance of the second order
continuous HOSM controller for altitude (h) is shown in (148). The controller gains and
coefficients for pitch angle (θ) are shown in (149). The 2-SM observer gains are shown
in (150). The HOSM differentiator gains are shown in (151).



Controller gains and coefficients for altitude (h)

(Corresponds to eigenvalues:



,

(148)

)

Controller gains and coefficients for pitch angle (θ)

(Corresponds to eigenvalues:

,

(149)

)



2-SM observer gains

(150)



Sliding mode differentiator gain

(151)

L = 500000
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The control functions

are computed as shown in (124).

(124)

The results of the simulations of the HSM in the terminal phase using the second
order continuous finite time convergent controller driven by a 2-SM disturbance observer
to control h and θ are presented in Figure 21.
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Figure 21: HSM Terminal Phase Simulation Results for Second Order Continuous
Finite Time Convergent Controller Driven by 2-SM Disturbance Observer
Controlling Altitude and Pitch Angle w/ Simple Disturbances
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The results obtained in Figure 21 show mixed results when compared to the
results from [16] as shown in Figure 12. The performance of all the optimal trajectory
tracking errors,

and

, are significantly improved in Figure 21 when compared to

Figure 12, 17 and 19. The angle of attack tracking error shows improvement when
compared to Figure 12 and 17 but is slightly worse when compared to the results in
Figure 19. The down range distance accuracy, χ, is off within a 20 ft radius of the target
location. Additional fine tuning through exact eigenvalue placement can improve this
tracking error. The control

is improved by providing a more continuous control input

as compared to Figure 12. Control chattering is practically absent and the control vector
for fuel ratio stays within its limits

due to the saturation function. During

the transient response, the throttle control input has a negative response for
seconds which is corrected by the saturation. It should be noted that this does not affect
the performance of the controller in any way.

5.3.2

Second Order Continuous Control of Altitude (h) & Pitch Angle (θ) w/
Unmatched Disturbances

The second order continuous finite time convergent control algorithm driven by a
2-SM disturbance observer derived in (121) is again used to control the outputs altitude
(h) and pitch angle (θ), however, additional unmatched sinusoidal disturbances are added
to all the HSM dynamic states and the performance of the proposed controller is verified.
The MATLAB Simulink model and accompanying code used to verify this controller's
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performance is the same as shown in Appendix G. Figure 20 shows the block diagram of
the second order B&B continuous controller.
In (121) for

,

is the disturbance estimate that comes from the injection

term of the 2-SM disturbance observer in (119) to (120). The coefficients
are selected so that the polynomial
exponential coefficients

is Hurwitz. These coefficients and the
are defined through simulation tuning to provide

the optimal controller performance. The new sinusoidal disturbances for

that are

injected into the system are defined in (152). The controllers were simulated using the
MATLAB-Simulink with a step size of T = 0.001. The necessary first derivatives were
obtained using the HOSM differentiator code developed in (125). The sigmoid function
in (140) and the input matrix defined in (81) are used in this verification.

(152)

The gains and coefficients used to optimize the performance of the second order
finite time convergent controller driven by a 2-SM observer for altitude (h) are shown in
(153). The controller gains and coefficients for pitch angle (θ) are shown in (154). The
2-SM observer gains are shown in (155). The HOSM differentiator gains are shown in
(156).
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Controller gains and coefficients for altitude (h)

(Corresponds to eigenvalues:



,

(153)

)

Controller gains and coefficients for pitch angle (θ)

(Corresponds to eigenvalues:

,

(154)

)



2-SM observer gains

(155)



Sliding mode differentiator gain

(156)

L = 800000

The control functions

are computed as shown in (124).

(124)
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The results of the simulations of the HSM in the terminal phase using the second
order continuous HOSM controller to control h and θ in the presence of unmatched
sinusoidal disturbances are presented in Figure 22.
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Figure 22: HSM Terminal Phase Simulation Results for Second Order Finite Time
Convergent Controller Driven by 2-SM Disturbance Observer Controlling Altitude
and Pitch Angle w/ Challenging Unmatched Disturbances
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The results obtained in Figure 22 are comparable with the simulation results
obtained in [16] with a few performance notes to be mentioned. The performance of the
trajectory tracking errors for

are significantly improved as compared to

Figures 12, 17, 19 and 21.

The down range distance accuracy, χ, however, is

significantly degraded by the additional unmatched disturbances. The tracking error for
is comparable to the results in Figure 21 but is significantly improved when compared
to the result from [16] in Figure 12. Additional fine tuning through exact eigenvalue
placement can improve this tracking error. There is some visible control chattering for
which may be tuned out through exact eigenvalue placement or through a third order
continuous HOSM controller design. The control vector for fuel ratio stays within its
limits

due to the saturation function. During the transient response, the

throttle control input has a negative response for

seconds which is

corrected by the saturation. It should be noted that this does not affect the performance of
the controller in any way.

5.3.3

Second Order Continuous Control of Altitude (h) & Pitch Angle (θ) w/
Unmatched Disturbances & Sinusoidal Perturbations of Input Matrix B

The second order continuous finite time convergent control algorithm driven by a
2-SM disturbance observer derived in (121) is again used to control the outputs altitude
(h) and pitch angle (θ); however, in addition to the new sinusoidal disturbances added in
(152) to all the HSM dynamic states, new sinusoidal perturbations are added to the input
matrix B in the form shown in (157). The MATLAB Simulink model and accompanying
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code used to verify the controller's performance is the in Appendix G. However, the
system model is slightly modified to inject the new input matrix perturbations as seen in
Appendix G. Figure 20 shows the block diagram of the second order B&B continuous
controller.

(84)

(157)

In (121) for

,

is the disturbance estimate that comes from the injection

term of the 2-SM disturbance observer in (119) to (120). The coefficients
are selected so that the polynomial
exponential coefficients

is Hurwitz. These coefficients and the
are defined through simulation tuning to provide

the optimal controller performance. The new sinusoidal disturbances for

that are

injected into the system are defined in (152). The controllers were simulated using the
MATLAB-Simulink with a step size of T = 0.001. The necessary first derivatives were
obtained using the HOSM differentiator code developed in (125). The sigmoid function
in (140) is utilized in this simulation verification.

(152)
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The controller gains and coefficients used to optimize the performance of the
second order finite time convergent controller driven by a 2-SM observer for altitude (h)
are shown in (158). The controller gains and coefficients for pitch angle (θ) are shown in
(159). The 2-SM observer gains are shown in (160) and the HOSM differentiator gains
are shown in (161).



Controller gains and coefficients for altitude (h)

(Corresponds to eigenvalues:



,

)

Controller gains and coefficients for pitch angle (θ)

(Corresponds to eigenvalues:



(158)

,

2-SM observer gains

(159)

)

(160)
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Sliding mode differentiator gain

(161)

L = 900000

The control functions

are computed as shown in (124).

(124)

The results for the simulations of the HSM in the terminal phase using the second
order continuous HOSM controller to control h and θ in the presence of sinusoidal
disturbances for all system states and sinusoidal perturbations to the input matrix B are
presented in Figure 23.
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Figure 23: HSM Terminal Phase Simulation Results for Second Order Finite Time
Convergent Controller Driven by 2-SM Disturbance Observer Controlling Altitude
and Pitch Angle w/ Challenging Unmatched Disturbances & Sinusoidal
Perturbations of Input Matrix B

The performance of the optimal trajectory tracking errors for

, are

significantly improved as compared to the results in shown in Figures 12, 17, and 19.
These results are comparable to the results shown in Figure 21 and 22 with the exception
of α which is slightly worse. The down range distance accuracy, χ, is significantly
degraded by the new additional disturbances and non-constant input matrix B
perturbations when compared to the results in [16] but comparable to the results in Figure
22. It is worth noting that h and θ tracking performance is excellent, which is supposed
to be achieved and guaranteed by using the input-output dynamics for these variables.
Additional fine tuning through exact eigenvalue placement can improve all tracking
errors. There is some visible control chattering which can also be tuned out through
exact eigenvalue placement or through a third order continuous HOSM controller design.
It can also be seen that some of the control input matrix B sinusoidal perturbations were
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not completely compensated for by the controller since they are evident in the tracking
error q and control input

. The control vector for fuel ratio stays within its limits

due to the saturation function. During the transient response, the throttle
control input has a negative response for

seconds which is corrected by the

saturation. It should be noted that this does not affect the performance of the controller in
any way.

5.3.4

Third Order Continuous Control of Altitude (h) & Pitch Angle (θ) w/ Simple
Disturbance

The performance of the third order continuous finite time convergent control
algorithm driven by a 2-SM disturbance observer that was derived in (134) to control the
outputs altitude (h) and pitch angle (θ) is verified in this section. The MATLAB
Simulink model and accompanying code used to verify this controller's performance is
shown in Appendix H. Figure 24 shows the block diagram of the third order B&B
continuous controller.

(134)
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Figure 24: Third Order B&B Controller Simulink Model for h & θ

The continuous HOSM control in (134) for
estimation term,

incorporates the disturbance

, that comes from the injection term of the 2-SM disturbance observer

in (132) to (133). The coefficients

are selected such that a Hurwitz

polynomial of the form

is formed. These coefficients and the

exponential coefficients

are defined through simulation tuning to

provide the optimal controller performance. The additive sinusoidal disturbances of
that are injected into the system are defined in (141). The controllers were simulated
using the MATLAB-Simulink tool with a step size of T = 0.001. The necessary first and
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second derivatives were obtained using the HOSM differentiator code developed in (138)
while the input matrix defined in (81) is used in this simulation.

(141)

The controller gains and coefficients used to optimize the performance of the third
order finite time convergent controller driven by a 2-SM observer for altitude (h) is
shown in (162). The controller gains and coefficients for pitch angle (θ) are shown in
(163). The 2-SM observer gains are shown in (164) and the HOSM differentiator gains
are shown in (165).



Controller gains and coefficients for altitude (h)

(Corresponds to eigenvalues:

,

(162)

,

)
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Controller gains and coefficients for pitch angle (θ)

(Corresponds to eigenvalues:

,

(163)

,

)



2-SM observer gains

(164)



Sliding mode differentiator gain

(165)

L = 920000

The control functions

are designed in terms of control derivatives and are

related back to the actual HSM dynamics through the transformation equaion shown in
(137).

(137)

The results of the simulations of the HSM in the terminal phase using the third
order continuous finite time convergent controller driven by a 2-SM disturbance observer
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to control h and θ in the presence of sinusoidal disturbances as defined in (141) are
presented in Figure 25.
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Figure 25: HSM Terminal Phase Simulation Results for Third Order B&B
Controller Driven by 2-SM Disturbance Observer Controlling Altitude and Pitch
Angle w/ Simple Disturbances

The results obtained in Figure 25 shows definite accuracy and trajectory tracking
improvement when compared with the simulation results obtained in [16] as shown in
Figure 12 as well as those obtained for the second order continuous HOSM controller
shown in Figure 21.

The performance of the optimal trajectory tracking errors for

, are improved when compared to Figures 12, 17, 19 and second order
continuous HOSM control. This control scheme delivers a highly accurate HSM to the
target location as seen by the zero tracking error for h and
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at tf. It can be seen that the

control vector for fuel ratio stays within its limits

due to the saturation

function. During the transient response, the throttle control input has a negative response
for

seconds which is corrected by the saturation. It should be noted that this

does not affect the performance of the controller in any way. The control can be tuned to
improve the fuel to air ratio from zeroing out for time between 0 and 2 seconds. Control
chattering is practically absent.

5.3.5

Third Order Continuous Control of Altitude (h) & Pitch Angle (θ) w/
Unmatched Disturbances

The third order continuous finite time convergent control algorithm driven by a 2SM disturbance observer derived in (134) is again verified and used to control the outputs
altitude (h) and pitch angle (θ), however, additional additive sinusoidal disturbances are
added to all the HSM dynamic states. The MATLAB Simulink model and accompanying
code used to validate the controller's performance is shown in Appendix H. Figure 24
shows the block diagram of the third order B&B continuous controller.

(134)

The third order continuous HOSM control is shown in (134) for

, where

is the disturbance estimate that comes from the 2-SM disturbance observer injection
term derived from (132) to (133). The coefficients
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are selected to ensure

a Hurwitz polynomial of the form

is formed. These coefficients

and the exponential coefficients

are defined through simulation

tuning to provide the optimal controller performance. The new sinusoidal disturbances
for

with unmatched terms that are injected into the system for all states are defined

in (152). The controllers were simulated using the MATLAB-Simulink tool with a step
size of T = 0.001. The necessary first and second derivatives were obtained using the
HOSM differentiator code developed in (138). The input matrix defined in (81) is used
in this simulation.

(152)

The controller gains and coefficients used to optimize the performance of the third
order finite time convergent controller for altitude (h) is shown in (167). The controller
gains and coefficients for pitch angle (θ) are shown in (168). The 2-SM observer gains
are shown in (169) and the HOSM differentiator gains are shown in (170).



Controller gains and coefficients for altitude (h)
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167)

(Corresponds to eigenvalues:

= -4.1243,

j6.8656,

)



Controller gains and coefficients for pitch angle (θ)

(Corresponds to eigenvalues:

= -54.1628,

(168)

,

)



2-SM observer gains

(169)



Sliding mode differentiator gain

(170)

L = 920000

The control functions

that were designed in terms of control derivatives are

related back to the actual HSM dynamics through the transformation equations shown in
(137).
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(137)

The simulations results of the HSM in the terminal phase using the third order
continuous HOSM controller to control h and θ in the presence of additional unmatched
sinusoidal disturbances for all system states as defined in (152) are presented in Figure
26.
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Figure 26: HSM Terminal Phase Simulation Results for Third Order B&B
Controller Driven by 2-SM Disturbance Observer Controlling Altitude and Pitch
Angle w/ Challenging Unmatched Disturbances
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The results obtained in Figure 26 are comparable with the simulation results
obtained in Figure 25 for the simple disturbances and Figure 22 for the second order
continuous HOSM control with the same unmatched disturbances. However, tracking
errors for

and

are slightly degraded which is caused by the additional additive

disturbances. The performance of the optimal trajectory tracking errors for
improvements over the simulations presented in Figure 12.

, show

Additional fine tuning

through exact eigenvalue placement can improve all tracking errors. By observing the
tracking errors for h and , it can be seen that the proposed control scheme provides a
very accurate terminal phase HSM trajectory all the way to the target location. The slight
degradation in tracking error performance for

and

are in one hundredths of a degree

with respect to the final desired trajectory heading, which are negligible since the missile
reaches the target location near zero errors. It can be observed that the control vector for
fuel ratio stays within its limits

due to the saturation function. During the

transient response, the throttle control input has a negative response for
seconds which is corrected by the saturation. It should be noted that this does not affect
the performance of the controller in any way. The control can be tuned to improve the
fuel to air ratio from zeroing out for time between 0 and 2 seconds. It is also evident that
control chattering is practically absent.
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5.3.6

Third Order Continuous Control of Altitude (h) & Pitch Angle (θ) w/
Unmatched Disturbances & Sinusoidal Perturbations of Input Matrix B

The performance of the third order continuous finite time convergent control
algorithm driven by a 2-SM disturbance observer derived in (134) is verified in this
section by controlling the HSM’s altitude (h) and pitch angle (θ). However, in addition
to the new additive sinusoidal disturbances added in (152) to all the HSM dynamic states,
new sinusoidal perturbations are added to the input matrix B in the form shown in (157).
The MATLAB Simulink model and accompanying code used to validate this controller's
performance is shown in Appendix H. Figure 24 shows the block diagram of the third
order B&B continuous controller.

(84)

(157)

(134)

The third order continuous HOSM controller is shown in (134) for

, where

is the disturbance estimate from the injection term of the 2-SM disturbance observer
in (132) to (133). The coefficients

are selected so that the polynomial
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is Hurwitz. These coefficients and the exponential coefficients
are defined through simulation tuning to provide the optimal
controller performance. The sinusoidal disturbances for

that are injected into the

system for all states are defined in (152). The controllers were simulated using the
MATLAB-Simulink tool with a step size of T = 0.001. The necessary first and second
derivatives were obtained using the HOSM differentiator code developed in (138).

(152)

The controller gains and coefficients used to optimize the performance of the third
order finite time convergent controller for altitude (h) is shown in (171). The controller
gains and coefficients for pitch angle (θ) are shown in (172). The 2-SM observer gains
are shown in (173) and the HOSM differentiator gains are shown in (174).



Controller gains and coefficients for altitude (h)

(Corresponds to eigenvalues:

,

)
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(171)

,



Controller gains and coefficients for pitch angle (θ)

(Corresponds to eigenvalues:

,

(172)

,

)



2-SM observer gains

(173)



Sliding mode differentiator gain

(174)

L = 920000

The control functions

are designed in terms of control derivatives and in

order to relate the control function back to the original HSM dynamics, the
transformation equations in (137) are used.

(137)
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The simulations results of the HSM in the terminal phase of flight using the third
order continuous HOSM controller to control h and θ in the presence of additional
additive sinusoidal disturbances for all system states as defined in (152) and
multiplicative sinusoidal perturbations to the input matrix B as defined in (157) are
presented in Figure 27.
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Figure 27: HSM Terminal Phase Simulation Results for Third Order B&B
Controller Driven by 2-SM Disturbance Observer Controlling Altitude and Pitch
Angle w/ Challenging Unmatched Disturbances & Sinusoidal Perturbations of the
Matrix B
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The results obtained in Figure 27 are comparable with the simulation results
obtained in Figure 26. The pitch angle and angle of attack tracking errors are slightly
worse than in the previous case without the sinusoidal perturbations to the matrix B,
which is caused by the varying perturbations. The slight degradation in tracking error
performance for

and

are in hundredths of a degree with respect to the final desired

trajectory heading, which are negligible since the missile reaches the target location with
practically zero errors for h and . This shows that the proposed third order continuous
HOSM controller provides a more accurate and more robust controller when compared to
the results in [16]. The performance of the optimal trajectory tracking errors for

,

show improvements over the simulations presented in Figure 12 and over the same case
for the second order continuous HOSM controller results in Figure 23. Additional fine
tuning through exact eigenvalue placement can improve all tracking errors. The control
vector for fuel ratio stays within its limits

due to the saturation function.

During the transient response, the throttle control input has a negative response for
seconds which is corrected by the saturation. It should be noted that this
does not affect the performance of the controller in any way. The controller can be tuned
to improve the fuel to air ratio from zeroing.
chattering is practically absent.
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It can also be observed that control

5.4

Summary

The robustness of the B&B continuous controller driven by a 2-SM disturbance
observer was analyzed rigorously through simulation results. A HOSM differentiator is
used to exactly estimate the needed system output derivatives in the controller and
observer. The nonlinear HSM dynamic model was not available for this research;
therefore, a linearized state-space dynamics model of the HSM was used for all
simulation verifications. It should be noted that the proposed controller techniques are
applicable and can be simulated for the nonlinear model when it becomes available.
Even though the nonlinear model was not available for simulation verification, a
theoretical derivation of how the proposed continuous HOSM control technique can be
used to control the HSM’s altitude and pitch angle for terminal phase optimal trajectory is
provided in Chapter 4. This is accomplished by designing the control in terms of its
derivative and utilizing input-output dynamics to decouple the nonlinear terms from the
control term.
To verify the robustness of the proposed techniques, the linearized state-space
model is presented with its parameters derived and defined. The analysis focuses on
demonstrating controller robustness in the presence of unmatched disturbances and
perturbations. The first design demonstrates the B&B controller driven by 2-SM
observer performance against the results obtained by in [16]. This is accomplished by
controlling the HSM’s angle of attack (α) and pitch rate (q). The verification is
conducted for relative one followed by relative degree two to demonstrate the
improvements achieved by designing the control in terms of the control input derivatives.
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The simulation results showed that the second order continuous HOSM controller
provided a slightly more accurate controller with smaller trajectory tracking errors.
The simulations then focused on controlling the HSM’s altitude (h) and pitch
angle (θ) outputs since these outputs are easily measureable parameters in modern
missiles. This time the simulations are conducted for relative degree two and relative
degree three to demonstrate the improvements achieved by designing the control in terms
of its derivatives. However, in these simulations not only are simple disturbances
injected into the system, but sinusoidal disturbances are also injected into all the system
states as well to demonstrate the controllers robustness to various disturbance inputs. To
demonstrate further control robustness, additional sinusoidal perturbations are added to
the input matrix B in place of constant perturbations. These additional disturbances and
perturbations simulate uncertain model dynamics and real world disturbances. From the
simulation results, it can be seen that the controller performed slightly worse for each
new disturbance or perturbation added in terms of angle of attack and pitch angle tracking
errors. However, the controller for all scenarios provided high accuracy with high target
penetration. This is evident in the near zero altitude and down range distance errors and
pitch angle errors in the neighborhood of hundredths of a degree to hitting the target at
90°. The simulation results showed that controller performance increased by controlling
the control inputs derivatives.
It should be noted that significant time was needed to fine tune the B&B
controller through eigenvalue placement tuning. The tuning for the 2-SM observer is
slightly easier because it only required gain tuning. Controller design complexity
increases as the relative degree of the control input is increased due to the fact that there
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are additional gains and coefficients that needs to be tuned and the highly coupled nature
of the missile dynamics being controlled. In future research, application of an adaptive
control technique would greatly increase the robustness and ease of the controller design.
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CHAPTER 6

Conclusion

This research considered the controller design of a HSM in its terminal phase of
flight to provide optimal trajectory for maximum target penetration. The nonlinear
mathematical model considered in this paper are the longitudinal dynamics of a rigid
body, air-breathing, HSM that is propelled by a scramjet engine. The flexible modes of
the missile were neglected in this research and it is assumed that there is no roll and
sideslip which decouples the longitudinal and lateral-directional equations. The HSM
model utilized the elevator

deflections, the canard

deflections and the throttling

of the air-breathing engine as inputs to control the HSM. It was shown in (37) that
this can be reduced to two control inputs since the elevator and canard deflections are
related by a known linear equation. The model also contained five controllable output
variables for velocity, angle of attack, pitch rate, altitude, and pitch angle. The control of
the output variables pitch angle and the HSM altitude are considered in this research.
The control of the angle of attack and pitch rate are also considered to baseline the
proposed controller against the research conducted in [16]. The optimal trajectories for
these output variables as well as for the other state variables are provided by Dr. S. S.
Mehta and the AFRL [16].
A robust finite time convergent control driven by a higher order sliding mode
disturbance observer algorithm is proposed to provide terminal phase optimal trajectory
in the presence of additive and multiplicative disturbances and perturbations for
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maximum target penetration. In order to improve smoothness of the control functions,
different relative degrees of the control input were explored and verified for the controller
design. A HOSM differentiator is utilized to provide the necessary unknown derivatives
needed for higher order relative degrees of the input-output dynamics.
The linearized model of HSM was utilized for simulation verification of the
proposed controller performance in this research. The proposed controller has been
studied in a variety of scenarios via simulations. The results shown in Chapter 5
demonstrate comparable or improved performance with respect to the results presented in
[16]. The controller also demonstrated the ability to perform robustly and accurately
under more stressing environments with the addition of unmatched disturbances and
sinusoidal perturbations to the input matrix B. The results demonstrate that the proposed
controller techniques are highly applicable to HSM terminal phase optimal trajectory
objectives to maximize ground target penetration through the control of real world
measurable altitude (h) and pitch angle (θ) outputs.
Future work will focus on utilizing the adaptive HOSM controllers that will
address the cumbersome task of fine tuning the controller for each different set of system
disturbances or perturbations through eigenvalue placement and gain tuning. The
controllers should also be redesigned and validated for the nonlinear HSM model taking
into account the flexible and non-minimum phase modes of the missile model. The use
of the air-breathing jet engine in the terminal phase should also be examined. [26]

122

APPENDICES
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APPENDIX A: Model and Code for Bhat & Bernstein Control Analysis

Figure 28: MATLAB Simulink Model of Triple Integrator

Figure 29: MATLAB Simulink Model of B&B Controller (r=3)
% Test of BB controller Code for n = 3
close all
clear all
% initial condition
x1i = 1;
x2i = 0;
x3i = -1;
% controller gains
k1 = 1;
k2 = 2.5;
k3 = 2.5;
a4 = 1;
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a3 = .95;
a2 = (a3*a4)/((2*a4) - a3);
a1 = (a2*a3)/((2*a3) - a2);
options = simset('SrcWorkspace','current','solver','ode1','fixedstep',1e-03);
sim('BB_Control_tes_v1.mdl',[0 20],options);
figure(1)
plot(time,x1,'r',time,x2,'b',time,x3,'k');
grid on
xlabel('time [s]')
ylabel('States')
legend('x1','x2','x3','location','northeast')
figure(2)
plot(time,u,'r');
grid on
xlabel('time [s]')
ylabel('Control')
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APPENDIX B: Model and Code for HOSM Disturbance Observer Analysis

Figure 30: MATLAB Simulink Model of Triple Integrator System with Sinusoidal
Perturbation

Figure 31: MATLAB Simulink Model of HOSM Disturbance Observer

% Test of BB controller with Disturbance Observer (n = 3)
close all
clear all
% initial condition
x1i = 1;
x2i = 0;
x3i = -1;
% sinusoidal disturbance parameters
126

a = 1; % magnitude
b = 1; % frequency
% controller gains
k1 = 1;
k2 = 2.5;
k3 = 2.5;
a4 = 1;
a3 = .85;
a2 = (a3*a4)/((2*a4) - a3);
a1 = (a2*a3)/((2*a3) - a2);
% observer gain
H = 1.5;
options = simset('SrcWorkspace','current','solver','ode1','fixedstep',1e-03);
sim('BB_Control_tes_v1_disturbance.mdl',[0 20],options);
figure(1)
plot(time,x1,'r',time,x2,'b',time,x3,'k');
grid on
xlabel('time [s]')
ylabel('System')
legend('x1','x2','x3','location','northeast')
figure(2)
plot(time,u,'r');
grid on
xlabel('time [s]')
ylabel('Control')
figure(3)
plot(time,w_bar,'r',time,dist,'b');
grid on
xlabel('time [s]')
ylabel('Observer')
legend('observer','disturbance','location','northeast')
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APPENDIX C: Model and Code for Higher Order Sliding Mode Differentiator
Analysis

Figure 32: MATLAB Simulink Model to Compare Derivative and HOSM Differentiator of
Sine Wave

128

Figure 33:MATLAB Simulink Model of HOSM Differentiator

% Test of HOSM Differentiator k = 3
k = 4;
L = 4e1;
lam0 = 1.1;
lam1 = 1.5;
lam2 = 3;
lam3 = 5;
lam4 = 8;
options =
simset('SrcWorkspace','current','solver','ode1','fixedstep',1e-04);
% sim('Differentiator_Model_v1_test.mdl',[0 3],options);
sim('Differentiator_Model_v2_test.mdl',[0 3],options);
figure(1)
plot(time,z0,'r',time,s,'b--');
grid on
xlabel('time [s]')
ylabel('Original Signal')
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legend('Signal Estimate','Original Signal','location','northwest')
figure(2)
plot(time,z1,'r',time,s_d,'b--');
grid on
xlabel('time [s]')
ylabel('First Derivative')
legend('Derivative Estimate','Simulink
Differentiator','location','northwest')
% axis([0 12.6 -1 1]);
% figure(3)
% plot(time,z2,'r',time,s_dd,'b--');
% grid on
% xlabel('time [s]')
% ylabel('Second Derivative')
% legend('Second Derivative Estimate','Simulink 2nd
Differentiation','location','northwest')
% axis([0 3 -50 50]);
%
% figure(4)
% plot(time,z3,'r',time,s_ddd,'b--');
% grid on
% xlabel('time [s]')
% ylabel('Third Derivative')
% legend('Third Derivative Estimate','Simulink 3nd
Differentiation','location','northwest')
% axis([0 3 -200 200]);
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APPENDIX D: Code to Run Dr. S. S. Mehta 's Controller Simulation in [16]

Below is the code used to generate the simulation plots and results in chapter 5 for Dr. S.
S. Mehta's controller in [16].
clc;
clear time
clear x;
clear e;
clear e_dot;
clear u;
clear x_dot;
clear r;
load('DesiredTrajectory')
tf = 12.6;
v = 0;
counter = 0;
y = 0;
u(:,1) = 0*ones(2,1);
% Sid's Control gains
gamma = diag([5.9 400]);
kt = diag([1.5 0.015]);
ks = diag([3.5 1.7]);
beta = diag([0.052 0.0005]);
dMag = [0;0.001;0.5;0;0];
dcOffset = [0;0.0002;0.02;0;0];
C = [0 1 0 0 0; 0 0 1 0 0]; % matrix C to control q & alpha
for t = 0:ts:tf
counter = counter + 1;
% System dynamics
d = dcOffset+sin(t)*dMag;
dAll(:,counter) = d;
% Evaluate x_dot for t=0
if t == 0
x(:,counter) = xd(:,1);
x_dot(:,counter) = A*x(:,counter) + B*u(:,counter) + d;
end
% Error dynamics
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e(:,counter) = C*(x(:,counter) - xd(:,counter));
e_dot(:,counter) = C*(x_dot(:,counter) - xd_dot(:,counter));
r(:,counter) = e_dot(:,counter) + gamma*e(:,counter);
% Error for v, h, theta and y
e_shtl(:,counter) = C_shtl*(x(:,counter) - xd(:,counter));
ey(counter) = y(counter) - yd(counter);
% Control input
v_dot = ks*gamma*r(:,counter) + beta*sign(e(:,counter));
v = v + v_dot*ts;
Bo = [-120 80; -0.01 -0.007; -20 -0.1; 0 0; 0 0];
B = [-127.24 98.641;-0.068846 -0.0058935;-25.618 -0.40286; 0 0; 0 0];
u(:,counter+1) = -kt*inv(C*Bo)*(ks*e(:,counter)+v);
% Update the state with new control input
x_dot(:,counter+1) = A*x(:,counter) + B*u(:,counter+1) + d;
x(:,counter+1) = x(:,counter) + x_dot(:,counter+1)*ts;
y_dot(counter) = x(1,counter)*cos(x(5,counter)-x(2,counter));
y(counter+1) = y(counter) + y_dot(counter)*ts;
time(counter) = t;
end
h=figure(1);
clf
plot(time,x(1,1:counter),'r','LineWidth',1)
hold on
plot(time,xd(1,1:counter),'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('V(t) [ft/s]')
legend('V - robust tracking','V - optimal reference','location','northwest')
hold off
h=figure(2);
clf;
plot(time,x(2,1:counter)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(2,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\alpha(t) [deg]')
legend('\alpha - robust tracking','\alpha - optimal reference')
hold off

132

h=figure(3);
clf;
plot(time,x(3,1:counter)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(3,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('Q(t) [deg/s]')
legend('Q - robust tracking','Q - optimal reference','location','northwest')
hold off
h=figure(4);
clf;
plot(time,x(4,1:counter)/1000,'r','LineWidth',1)
hold on
plot(time,xd(4,1:counter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('h(t) [ft] \times 10^3')
legend('h - robust tracking','h - optimal reference')
hold off
h=figure(5);
clf;
plot(time,x(5,1:counter)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(5,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\theta(t) [deg]')
legend('\theta - robust tracking','\theta - optimal reference')
hold off
h=figure(6);
clf;
plot(time,y(1:counter)/1000,'r','LineWidth',1)
hold on
plot(time,yd(1:counter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\chi(t) [ft] \times 10^3')
legend('\chi - robust tracking','\chi - optimal reference','location','northwest')
grid on
h=figure(7);
clf;
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subplot(2,1,1)
plot(time,e(1,:)*1000,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\alpha [rad] \times 10^{-3}')
xlim([0 12])
grid on;
subplot(2,1,2)
plot(time,e(2,:)*1000,'LineWidth',1)
xlabel('time [s]')
ylabel('e_q [rad/s] \times 10^{-3}')
xlim([0 0.5])
grid on;
h=figure(8);
clf;
subplot(2,1,1)
plot(time,e_shtl(2,:),'LineWidth',1)
xlabel('time [s]')
ylabel('e_h [ft]')
grid on;
subplot(2,1,2)
plot(time,e_shtl(3,:)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\theta [deg]')
grid on;
figure(9)
subplot(2,1,1)
plot(time,e_shtl(1,:),'LineWidth',1)
xlabel('time [s]')
ylabel('e_V_(_t_) [ft/s]')
grid on;
subplot(2,1,2)
plot(time,ey(1:counter),'LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('e\chi_(_t_) [ft]')
h=figure(10);
clf;
subplot(2,1,1)
plot(time,u(1,1:counter)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('\delta_e(t) [deg]')
grid on;
subplot(2,1,2)
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plot(time,u(2,1:counter),'LineWidth',1)
xlabel('time [s]')
ylabel('\phi_f(t)')
grid on;
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APPENDIX E: Model & Code of First Order B&B Control of Angle of Attack &
Pitch Rate

Figure 34: Simulink Diagram of HSM Model Controlled by First Order B&B
Continuous Control Driven by 2-SM Observer
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Figure 35: First Order Continuous Controller Block Diagram

Figure 36: Simulink Diagram for 2-SM Observer for First Order B&B Controller
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Figure 37: Simulink Diagram of Linearized HSM Model

% Simulink Bhat and Berstein continuous controller using relative degree 1 on
% Sid's new code "HSVController.m" using Bolender's linearized HSM model
clc;
close all
clear all
clear time
clear x;
clear e;
clear e_dot;
clear u;
clear x_dot;
clear r;
load('DesiredTrajectory')
tf = 12.6;
counter = 0;
y(1) = 0;
u(:,1) = 0*ones(2,1);
% Sid's Control & disturbance gains
dMag = [0;0.001;0.5;0;0];
dcOffset = [0;0.0002;0.02;0;0];
C = [0 1 0 0 0; 0 0 1 0 0];
Co = [1 0 0 0 0; 0 0 0 1 0; 0 0 0 0 1];
%-Convert xd for Simulink-------------------------------------------------138

xd1.time = 0:ts:tf;
xd1.time = transpose(xd1.time);
xd1.signals(1).values(:,1) = xd(1,:);
xd1.signals(2).values(:,1) = xd(2,:);
xd1.signals(3).values(:,1) = xd(3,:);
xd1.signals(4).values(:,1) = xd(4,:);
xd1.signals(5).values(:,1) = xd(5,:);
xd1.signals(6).values(:,1) = yd(1:length(0:ts:tf));
%-B&B Control gains in paper----------------------------------------------k1 = 17; % gain for first controller
k2 = 55; % gain for second controller
a1 = .97; % exponential for first controller
a2 = .86; % ex97ponential for second controller
v = [0;0]; % B&B controller initial condition
%-Observer gains----------------------------------------------------------H1 = .008; % Observer bound limit for controller 1
H2 = 50; % observer bound limit for controller 2
s(:,1) = 0*ones(2,1);
phi = 0;
w_bar(:,1) = 0*ones(2,1);
z = 0;
%--------------------Simulink Controller Model----------------------------Bo = [-120 80; -0.01 -0.007; -20 -0.1; 0 0; 0 0];
% B = [-127.24 98.641;-0.068846 -0.0058935;-25.618 -0.40286; 0 0; 0 0];
options = simset('SrcWorkspace','current','solver','ode1','fixedstep',1e-03);
sim('HSM_BB_Control_Model_rel1_v1.mdl',[0 12.6],options);
%-------------------------------------------------------------------------counter = length(time);
h=figure(1);
clf
% plot(time,x.signals.values(1:counter,1),'r','LineWidth',1)
hold on
plot(time,x.signals.values(1:counter,1),'r','LineWidth',1)
plot(time,xd(1,1:counter),'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('V(t) [ft/s]')
legend('V - robust tracking','V - optimal reference','location','northwest')
hold off
h=figure(2);
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clf;
plot(time,x.signals.values(1:counter,2)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(2,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\alpha(t) [deg]')
legend('\alpha - robust tracking','\alpha - optimal reference','location','northwest')
hold off
h=figure(3);
clf;
plot(time,x.signals.values(1:counter,3)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(3,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('Q(t) [deg/s]')
legend('Q - robust tracking','Q - optimal reference','location','northwest')
hold off
h=figure(4);
clf;
plot(time,x.signals.values(1:counter,4)/1000,'r','LineWidth',1)
hold on
plot(time,xd(4,1:counter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('h(t) [ft] \times 10^3')
legend('h - robust tracking','h - optimal reference')
hold off
h=figure(5);
clf;
plot(time,x.signals.values(1:counter,5)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(5,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\theta(t) [deg]')
legend('\theta - robust tracking','\theta - optimal reference')
hold off
h=figure(6);
clf;
plot(time,y(1:counter)/1000,'r','LineWidth',1)
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hold on
plot(time,yd(1:counter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\chi(t) [ft] \times 10^3')
legend('\chi - robust tracking','\chi - optimal reference','location','northwest')
grid on
h=figure(7);
clf;
subplot(2,1,1)
plot(time,e1*1000,'LineWidth',1)
xlabel('time [s]')
ylabel('e_1 [rad] \times 10^{-3}')
xlim([0 12])
grid on;
subplot(2,1,2)
plot(time,e2*1000,'LineWidth',1)
xlabel('time [s]')
ylabel('e_2 [rad/s] \times 10^{-3}')
xlim([0 0.5])
grid on;
h=figure(8);
clf;
subplot(2,1,1)
% plot(time,u.signals.values(1:counter,1)*180/pi,'LineWidth',1)
plot(time,u.signals.values(1,:)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('\delta_e(t) [deg]')
grid on;
subplot(2,1,2)
% plot(time,u.signals.values(1:counter,2),'LineWidth',1)
plot(time,u.signals.values(2,:),'LineWidth',1)
xlabel('time [s]')
ylabel('\phi_f(t)')
grid on;
figure(9)
subplot(2,1,1)
plot(time,e.signals.values(1:counter,1)*180/pi)
grid on
xlabel('time [s]')
ylabel('e1_\alpha [deg]')
subplot(2,1,2)
plot(time,e.signals.values(1:counter,2)*180/pi)
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grid on
xlabel('time [s]')
ylabel('e2_q [deg/s]')
figure(10)
subplot(2,1,1)
plot(time,eo.signals.values(:,2),'LineWidth',1)
xlabel('time [s]')
ylabel('e_h [ft]')
grid on;
subplot(2,1,2)
plot(time,eo.signals.values(:,3)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\theta [deg]')
grid on;
h=figure(11);
clf;
subplot(2,1,1)
plot(time,eo.signals.values(:,1),'LineWidth',1)
xlabel('time [s]')
ylabel('e_V_(_t_) [ft/s]')
grid on;
subplot(2,1,2)
plot(time,ey,'LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('e_\chi_(_t_) [ft]')
figure(12)
subplot(2,1,1)
plot(time,phi_out1,'-r',time,w_bar1,'--b')
grid on
legend('phi 1','w-bar 1')
xlabel('time [s]')
ylabel('observer estimate 1')
subplot(2,1,2)
plot(time,phi_out2,'-r',time,w_bar2,'--b')
legend('phi 2','w-bar 2')
grid on
xlabel('time [s]')
ylabel('observer estimate 2')
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APPENDIX F: Model & Code of Second Order B&B Control of Angle of Attack &
Pitch Rate

Figure 38: Simulink Diagram of HSM Model Controlled by Second Order B&B
Continuous Control Driven by 2-SM Observer
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Figure 39: Simulink Diagram of Linearized HSM Model

Figure 40: Simulink Diagram for 2-SM Observer for Second Order B&B Controller
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Figure 41: Second Order B&B Controller Simulink Model

% Bhat & Berstein Simulink simulated contoller using relative degree 2
% applied to Sid's new code "HSVController.m" using Bolender's
% linearized model
clear all
close all
clc;
clear time
clear x;
clear e;
clear e_dot;
clear u;
clear x_dot;
clear r;
load('DesiredTrajectory')
tf = 12.6;
counter = 0;
y(1) = 0;
u(:,1) = 0*ones(2,1);
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% Sid's control and disturbance gains
dMag = [0;0.001;0.5;0;0];
dcOffset = [0;0.0002;0.02;0;0];
C = [0 1 0 0 0; 0 0 1 0 0];
Co = [1 0 0 0 0; 0 0 0 1 0; 0 0 0 0 1];
%-Convert xd for Simulink-------------------------------------------------xd1.time = 0:ts:tf;
xd1.time = transpose(xd1.time);
xd1.signals(1).values(:,1) = xd(1,:);
xd1.signals(2).values(:,1) = xd(2,:);
xd1.signals(3).values(:,1) = xd(3,:);
xd1.signals(4).values(:,1) = xd(4,:);
xd1.signals(5).values(:,1) = xd(5,:);
xd1.signals(6).values(:,1) = yd(1:length(0:ts:tf));
xd1_dot.signals(1).values(:,1) = xd_dot(1,:);
xd1_dot.signals(2).values(:,1) = xd_dot(2,:);
xd1_dot.signals(3).values(:,1) = xd_dot(3,:);
xd1_dot.signals(4).values(:,1) = xd_dot(4,:);
xd1_dot.signals(5).values(:,1) = xd_dot(5,:);
%-------------------------------------------------------------------------% B&B Controller Gains in paper
v = [0;0];
k11 = 30; % lambda = -11
k12 = 17; % eigenvalue lambda = -6, -10
a13 = 1;
a12 = .85;
a11 = (a12*a13)/((2*a13) - a12);
k21 = 785; % eigenvalue lambda = -110
k22 = 870; % eigenvalue lambda = -115,-115
a23 = 1;
a22 = .85;
a21 = (a22*a23)/((2*a23) - a22);
% Observer gains
H1 = 9;
H2 = 398;
phi = 0;
phi_out(:,1) = 0*ones(2,1);
s(:,1) = 0*ones(2,1);
w_bar(:,1) = 0*ones(2,1);
z = 0;
%--------------------Simulink Controller Model----------------------------146

Bo = [-120 80; -0.01 -0.007; -20 -0.1; 0 0; 0 0];
% B = [-127.24 98.641;-0.068846 -0.0058935;-25.618 -0.40286; 0 0; 0 0];
options = simset('SrcWorkspace','current','solver','ode1','fixedstep',1e-03);
sim('HSM_BB_Control_Model_rel2_v1.mdl',[0 12.6],options);
%-------------------------------------------------------------------------counter = length(time);
h=figure(1);
clf
% plot(time,x.signals.values(1:counter,1),'r','LineWidth',1)
hold on
plot(time,x.signals.values(1:counter,1),'r','LineWidth',1)
plot(time,xd(1,1:counter),'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('V(t) [ft/s]')
legend('V - robust tracking','V - optimal reference','location','northwest')
hold off
h=figure(2);
clf;
plot(time,x.signals.values(1:counter,2)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(2,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\alpha(t) [deg]')
legend('\alpha - robust tracking','\alpha - optimal reference','location','northwest')
hold off
h=figure(3);
clf;
plot(time,x.signals.values(1:counter,3)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(3,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('Q(t) [deg/s]')
legend('Q - robust tracking','Q - optimal reference','location','northwest')
hold off
h=figure(4);
clf;
plot(time,x.signals.values(1:counter,4)/1000,'r','LineWidth',1)
hold on
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plot(time,xd(4,1:counter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('h(t) [ft] \times 10^3')
legend('h - robust tracking','h - optimal reference')
hold off
h=figure(5);
clf;
plot(time,x.signals.values(1:counter,5)*180/pi,'r','LineWidth',1)
hold on
plot(time,xd(5,1:counter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\theta(t) [deg]')
legend('\theta - robust tracking','\theta - optimal reference')
hold off
h=figure(6);
clf;
plot(time,y(1:counter)/1000,'r','LineWidth',1)
hold on
plot(time,yd(1:counter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\chi(t) [ft] \times 10^3')
legend('\chi - robust tracking','\chi - optimal reference','location','northwest')
grid on
h=figure(7);
clf;
subplot(2,1,1)
plot(time,e1*1000,'LineWidth',1)
xlabel('time [s]')
ylabel('e_1 [rad] \times 10^{-3}')
xlim([0 12])
grid on;
subplot(2,1,2)
plot(time,e2*1000,'LineWidth',1)
xlabel('time [s]')
ylabel('e_2 [rad/s] \times 10^{-3}')
xlim([0 0.5])
grid on;
h=figure(8);
clf;
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subplot(2,1,1)
plot(time,u.signals.values(1,1:counter)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('\delta_e(t) [deg]')
grid on;
subplot(2,1,2)
plot(time,u.signals.values(2,1:counter),'LineWidth',1)
xlabel('time [s]')
ylabel('\phi_f(t)')
grid on;
figure(9)
subplot(2,1,1)
plot(time,e.signals.values(1:counter,1)*180/pi)
grid on
xlabel('time [s]')
ylabel('e1_\alpha [deg]')
subplot(2,1,2)
plot(time,e.signals.values(1:counter,2)*180/pi)
grid on
xlabel('time [s]')
ylabel('e2_q [deg/s]')
figure(10)
subplot(2,1,1)
plot(time,eo.signals.values(:,2),'LineWidth',1)
xlabel('time [s]')
ylabel('e_h [ft]')
grid on;
subplot(2,1,2)
plot(time,eo.signals.values(:,3)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\theta [deg]')
grid on;
h=figure(11);
clf;
subplot(2,1,1)
plot(time,eo.signals.values(:,1),'LineWidth',1)
xlabel('time [s]')
ylabel('e_V_(_t_) [ft/s]')
grid on;
subplot(2,1,2)
plot(time,ey,'LineWidth',1)
grid on;
xlabel('time [s]')
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ylabel('e_\chi_(_t_) [ft]')
figure(12)
subplot(2,1,1)
plot(time,phi_out1,'-r',time,w_bar1,'--b')
grid on
legend('phi 1','w-bar 1')
xlabel('time [s]')
ylabel('observer estimate 1')
subplot(2,1,2)
plot(time,phi_out2,'-r',time,w_bar2,'--b')
legend('phi 2','w-bar 2')
grid on
xlabel('time [s]')
ylabel('observer estimate 2')
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APPENDIX G: Model & Code of Second Order B&B Control of Altitude & Pitch
Angle

Figure 42: Simulink Diagram of HSM Model Controlled by Second Order B&B
Continuous Control Driven by 2-SM Observer to Control Altitude and Pitch Angle
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Figure 43: Simulink Diagram of Linearized HSM Model

Figure 44: Simulink Diagram for 2-SM Observer for Second Order B&B Controller
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Figure 45: Second Order B&B Controller Simulink Model to Control Altitude &
Pitch Angle
% Bhat & Berstein Simulink simulated contoller using Professor Shtessel
% relative degree 2 applied to control h and theta using Bolender's
% linearized model using Simulink differentiator and HOSM
% differentiator
% Simulink step size is adjustable and can be different from Sid's
% reference model step size of 1e-3, with saturation selection and a
% Sid's constant B=Bo+deltaB is used
clear all
close all
clc;
clear time
clear x;
clear e;
clear e_dot;
clear u;
clear x_dot;
clear r;
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load('DesiredTrajectory')
tf = 12.6;
% Simulink and reference time
counter = 0; % Simulink counter
rcounter = 0;% reference model counter
rtime = 0; % reference model time
step = 1e-03; % Simulink step size
y(1) = 0;
u(:,1) = 0*ones(2,1);
% Sid's control and disturbance gains
dMag = [0;0.001;0.5;0;0];
dcOffset = [0;0.0002;0.02;0;0];
Co = [1 0 0 0 0; 0 1 0 0 0; 0 0 1 0 0];
% New disturbance gains for theta and h and control C
dMag = [0.2;0.001;0.5;0.01;0.0001];
dcOffset = [0.2;0.0002;0.02;0.0002;0.0002];
C = [0 0 0 1 0; 0 0 0 0 1]; % matrix C to control h & theta
%-Convert xd for Simulink-------------------------------------------------xd1.time = 0:ts:tf;
xd1.time = transpose(xd1.time);
xd1.signals(1).values(:,1) = xd(1,:);
xd1.signals(2).values(:,1) = xd(2,:);
xd1.signals(3).values(:,1) = xd(3,:);
xd1.signals(4).values(:,1) = xd(4,:);
xd1.signals(5).values(:,1) = xd(5,:);
xd1.signals(6).values(:,1) = yd(1:length(0:ts:tf));
xd1_dot.signals(1).values(:,1) = xd_dot(1,:);
xd1_dot.signals(2).values(:,1) = xd_dot(2,:);
xd1_dot.signals(3).values(:,1) = xd_dot(3,:);
xd1_dot.signals(4).values(:,1) = xd_dot(4,:);
xd1_dot.signals(5).values(:,1) = xd_dot(5,:);
%-------------------------------------------------------------------------% Controller/Observer/Differentiator initializers
v = [0;0];
phi_out(:,1) = 0*ones(2,1);
s(:,1) = 0*ones(2,1);
w_bar(:,1) = 0*ones(2,1);
z = 0;
k = 4;
lam0 = 1.1;
lam1 = 1.5;
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lam2 = 3;
lam3 = 5;
lam4 = 8;
% % B&B Controller Gains for Sid's Disturbance in ppt and paper-----------step = 1e-03;
k11 = 400; % lambda
k12 = 40; % eigenvalue lambda
a13 = 1;
a12 = .96;
a11 = (a12*a13)/((2*a13) - a12);
k21 = 400; % eigenvalue lambda
k22 = 40; % eigenvalue lambda =
a23 = 1;
a22 = .84; % use when step size is 1e-03
% a22 = .78; % use when step size is 1e-04
a21 = (a22*a23)/((2*a23) - a22);
% Observer gains
H1 = 110;
H2 = 80;
phi = 0;
% Differentiator gains
L = 5e5;
% B&B Controller Gains for New Disturbance in paper-----------------------% step = 1e-03;
% k11 = 125; % lambda
% k12 = 35; % eigenvalue lambda
% a13 = 1;
% a12 = .99;
% a11 = (a12*a13)/((2*a13) - a12);
% k21 = 379; % eigenvalue lambda
% k22 = 95;%28; % eigenvalue lambda =
% a23 = 1;
% a22 = .88;
% a21 = (a22*a23)/((2*a23) - a22);
%
% % Observer gains
% H1 = 90; %150;
% H2 = 50;
% % Differentiator gains
% L = 8e5;
%--------------------Simulink Controller Model----------------------------Bo = [-120 80; -0.01 -0.007; -20 -0.1; 0 0; 0 0];
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% B = [-127.24 98.641;-0.068846 -0.0058935;-25.618 -0.40286; 0 0; 0 0];
options = simset('SrcWorkspace','current','solver','ode1','fixedstep',step);
% Simulink model uses HOSM differentiator
sim('HSM_BB_Control_Model_rel2_v2_shtl_differentiator.mdl',[0 12.6],options);
%-------------------------------------------------------------------------% Define reference time
for t = 0:ts:tf
rcounter = rcounter + 1;
rtime(rcounter) = t;
end
% Define simulation time
counter = length(time);
h=figure(1);
clf
% plot(time,x.signals.values(1:counter,1),'r','LineWidth',1)
hold on
plot(time,x.signals.values(:,1),'r','LineWidth',1)
plot(rtime,xd(1,:),'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('V(t) [ft/s]')
legend('V - robust tracking','V - optimal reference','location','northwest')
hold off
h=figure(2);
clf;
plot(time,x.signals.values(:,2)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(2,:)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\alpha(t) [deg]')
legend('\alpha - robust tracking','\alpha - optimal reference')
hold off
h=figure(3);
clf;
plot(time,x.signals.values(1:counter,3)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(3,1:rcounter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
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ylabel('Q(t) [deg/s]')
legend('Q - robust tracking','Q - optimal reference','location','northwest')
hold off
h=figure(4);
clf;
plot(time,x.signals.values(1:counter,4)/1000,'r','LineWidth',1)
hold on
plot(rtime,xd(4,1:rcounter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('h(t) [ft] \times 10^3')
legend('h - robust tracking','h - optimal reference')
hold off
h=figure(5);
clf;
plot(time,x.signals.values(1:counter,5)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(5,1:rcounter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\theta(t) [deg]')
legend('\theta - robust tracking','\theta - optimal reference')
hold off
h=figure(6);
clf;
plot(time,y.signals.values(1:counter)/1000,'r','LineWidth',1)
hold on
plot(rtime,yd(1:rcounter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\chi(t) [ft] \times 10^3')
legend('\chi - robust tracking','\chi - optimal reference','location','northwest')
grid on
h=figure(7);
clf;
subplot(2,1,1)
plot(time,e1,'LineWidth',1)
xlabel('time [s]')
ylabel('e_h [ft]')
xlim([0 12])
grid on;
subplot(2,1,2)
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plot(time,e2*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\alpha [deg]')
xlim([0 0.5])
grid on;
h=figure(8);
clf;
subplot(2,1,1)
% plot(time,u.signals.values(:,1)*180/pi,'LineWidth',1) %no saturation
plot(time,u.signals.values(1,:)*180/pi,'LineWidth',1) %when saturation used
xlabel('time [s]')
ylabel('\delta_e(t) [deg]')
grid on;
subplot(2,1,2)
% plot(time,u.signals.values(:,2),'LineWidth',1) %no saturation
plot(time,u.signals.values(2,:),'LineWidth',1) %saturation
xlabel('time [s]')
ylabel('\phi_f(t)')
grid on;
figure(9)
subplot(2,1,1)
plot(time,e.signals.values(1:counter,1))
grid on
xlabel('time [s]')
ylabel('e_h [ft]')
subplot(2,1,2)
plot(time,e.signals.values(1:counter,2)*180/pi)
grid on
xlabel('time [s]')
ylabel('e_\theta [deg]')
figure(10)
subplot(2,1,1)
plot(time,eo.signals.values(:,2)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\alpha [deg]')
grid on;
subplot(2,1,2)
plot(time,eo.signals.values(:,3)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_q [deg/s]')
grid on;
h=figure(11);
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clf;
subplot(2,1,1)
plot(time,eo.signals.values(:,1),'LineWidth',1)
xlabel('time [s]')
ylabel('e_V_(_t_) [ft/s]')
grid on;
subplot(2,1,2)
plot(time,ey,'LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('e_\chi_(_t_) [ft]')
figure(12)
subplot(2,1,1)
plot(time,phi_out1,'-r',time,w_bar1,'--b')
grid on
legend('phi 1','w-bar 1')
xlabel('time [s]')
ylabel('observer estimate 1')
subplot(2,1,2)
plot(time,phi_out2,'-r',time,w_bar2,'--b')
legend('phi 2','w-bar 2')
grid on
xlabel('time [s]')
ylabel('observer estimate 2')
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Figure 46: Simulink Diagram of Linearized HSM Model w/ Varying Input Matrix B
Perturbations

Figure 47: Simulink Diagram of Varying Input Matrix B Perturbation (ΔB)
% Bhat & Berstein Simulink simulated contoller using Professor Shtessel
% relative degree 2 applied to control h and theta using Bolender's
% linearized model using Simulink differentiator and HOSM
% differentiator
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% Simulink step size is adjustable and can be different from Sid's
% reference model step size of 1e-3 but set at 1e-3 to allow for controller
% saturation function to be used. and new B=Bo+dBnew
% Used in papaer 09/10/2013
clear all
close all
clc;
clear time
clear x;
clear e;
clear e_dot;
clear u;
clear x_dot;
clear r;
load('DesiredTrajectory')
tf = 12.6;
% Simulink and reference time
counter = 0; % Simulink counter
rcounter = 0;% reference model counter
rtime = 0; % reference model time
step = 1e-03; % Simulink step size
y(1) = 0;
u(:,1) = 0*ones(2,1);
v = [0;0];
% Sid's control and disturbance gains
Co = [1 0 0 0 0; 0 1 0 0 0; 0 0 1 0 0];
% New disturbance gains for theta and h and control C
dMag = [0.2;0.001;0.5;0.01;0.0001];
dcOffset = [0.2;0.0002;0.02;0.0002;0.0002];
C = [0 0 0 1 0; 0 0 0 0 1]; % matrix C to control h & theta
%-Convert xd for Simulink-------------------------------------------------xd1.time = 0:ts:tf;
xd1.time = transpose(xd1.time);
xd1.signals(1).values(:,1) = xd(1,:);
xd1.signals(2).values(:,1) = xd(2,:);
xd1.signals(3).values(:,1) = xd(3,:);
xd1.signals(4).values(:,1) = xd(4,:);
xd1.signals(5).values(:,1) = xd(5,:);
xd1.signals(6).values(:,1) = yd(1:length(0:ts:tf));
xd1_dot.signals(1).values(:,1) = xd_dot(1,:);
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xd1_dot.signals(2).values(:,1) = xd_dot(2,:);
xd1_dot.signals(3).values(:,1) = xd_dot(3,:);
xd1_dot.signals(4).values(:,1) = xd_dot(4,:);
xd1_dot.signals(5).values(:,1) = xd_dot(5,:);
%-------------------------------------------------------------------------% Controller/Observer/Differentiator initializers
phi_out(:,1) = 0*ones(2,1);
s(:,1) = 0*ones(2,1);
w_bar(:,1) = 0*ones(2,1);
z = 0;
k = 4;
lam0 = 1.1;
lam1 = 1.5;
lam2 = 3;
lam3 = 5;
lam4 = 8;
% B&B Controller Gains for New Disturbance and New B in paper-------------a = .005;
b = 10;
step = 1e-03;
k11 = 125; % lambda
k12 = 45; % eigenvalue lambda
a13 = 1;
a12 = .95;
a11 = (a12*a13)/((2*a13) - a12);
k21 = 350; % eigenvalue lambda
k22 = 36;%28; % eigenvalue lambda =
a23 = 1;
a22 = .86;
a21 = (a22*a23)/((2*a23) - a22);
% Observer gains
H1 = 40; %150;
H2 = 50;
% Differentiator gains
L = 9e5;
%--------------------Simulink Controller Model----------------------------options = simset('SrcWorkspace','current','solver','ode1','fixedstep',step);
% Simulink model uses HOSM differentiator with Bo+sin2t with saturation
sim('HSM_BB_Control_Model_rel2_v3_shtl_differentiator_Bnew.mdl',[0 12.6],options);
%-------------------------------------------------------------------------162

% Define reference time
for t = 0:ts:tf
rcounter = rcounter + 1;
rtime(rcounter) = t;
end
% Define simulation time
counter = length(time);
% Correct dimensions of x for plotting
xa = 0;
count=0;
for i=0:step:tf
count=count+1;
xa(1,count)= x.signals.values(1,count);
xa(2,count)= x.signals.values(2,count);
xa(3,count)= x.signals.values(3,count);
xa(4,count)= x.signals.values(4,count);
xa(5,count)= x.signals.values(5,count);
end
%-Plots-------------------------------------------------------------------h=figure(1);
clf
% plot(time,x.signals.values(1:counter,1),'r','LineWidth',1)
hold on
% plot(time,x.signals.values(:,1),'r','LineWidth',1)
plot(time,xa(1,:),'r','LineWidth',1)
plot(rtime,xd(1,:),'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('V(t) [ft/s]')
legend('V - robust tracking','V - optimal reference','location','northwest')
hold off
h=figure(2);
clf;
% plot(time,x.signals.values(:,2)*180/pi,'r','LineWidth',1)
plot(time,xa(2,:)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(2,:)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\alpha(t) [deg]')
legend('\alpha - robust tracking','\alpha - optimal reference')
hold off
163

h=figure(3);
clf;
% plot(time,x.signals.values(1:counter,3)*180/pi,'r','LineWidth',1)
plot(time,xa(3,:)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(3,1:rcounter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('Q(t) [deg/s]')
legend('Q - robust tracking','Q - optimal reference','location','northwest')
hold off
h=figure(4);
clf;
% plot(time,x.signals.values(1:counter,4)/1000,'r','LineWidth',1)
plot(time,xa(4,:)/1000,'r','LineWidth',1)
hold on
plot(rtime,xd(4,1:rcounter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('h(t) [ft] \times 10^3')
legend('h - robust tracking','h - optimal reference')
hold off
h=figure(5);
clf;
% plot(time,x.signals.values(1:counter,5)*180/pi,'r','LineWidth',1)
plot(time,xa(5,:)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(5,1:rcounter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\theta(t) [deg]')
legend('\theta - robust tracking','\theta - optimal reference')
hold off
h=figure(6);
clf;
plot(time,y.signals.values(1:counter)/1000,'r','LineWidth',1)
hold on
plot(rtime,yd(1:rcounter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\chi(t) [ft] \times 10^3')
legend('\chi - robust tracking','\chi - optimal reference','location','northwest')
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grid on
h=figure(7);
clf;
subplot(2,1,1)
plot(time,e1,'LineWidth',1)
xlabel('time [s]')
ylabel('e_h [ft]')
xlim([0 12])
grid on;
subplot(2,1,2)
plot(time,e2*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\alpha [deg]')
xlim([0 0.5])
grid on;
h=figure(8);
clf;
subplot(2,1,1)
% plot(time,u.signals.values(:,1)*180/pi,'LineWidth',1)
plot(time,u.signals.values(1,:)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('\delta_e(t) [deg]')
grid on;
subplot(2,1,2)
% plot(time,u.signals.values(:,2),'LineWidth',1)
plot(time,u.signals.values(2,:),'LineWidth',1)
xlabel('time [s]')
ylabel('\phi_f(t)')
grid on;
figure(9)
subplot(2,1,1)
plot(time,e.signals.values(1:counter,1))
grid on
xlabel('time [s]')
ylabel('e_h [ft]')
subplot(2,1,2)
plot(time,e.signals.values(1:counter,2)*180/pi)
grid on
xlabel('time [s]')
ylabel('e_\theta [deg]')
figure(10)
subplot(2,1,1)
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plot(time,eo.signals.values(:,2)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\alpha [deg]')
grid on;
subplot(2,1,2)
plot(time,eo.signals.values(:,3)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_q [deg/s]')
grid on;
h=figure(11);
clf;
subplot(2,1,1)
plot(time,eo.signals.values(:,1),'LineWidth',1)
xlabel('time [s]')
ylabel('e_V_(_t_) [ft/s]')
grid on;
subplot(2,1,2)
plot(time,ey,'LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('e_\chi_(_t_) [ft]')
figure(12)
subplot(2,1,1)
plot(time,phi_out1,'-r',time,w_bar1,'--b')
grid on
legend('phi 1','w-bar 1')
xlabel('time [s]')
ylabel('observer estimate 1')
subplot(2,1,2)
plot(time,phi_out2,'-r',time,w_bar2,'--b')
legend('phi 2','w-bar 2')
grid on
xlabel('time [s]')
ylabel('observer estimate 2')
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APPENDIX H: Model & Code of Third Order B&B Control of Altitude & Pitch
Angle

Figure 48: Simulink Diagram of HSM Model Controlled by Third Order B&B
Continuous Control Driven by 2-SM Observer
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Figure 49: Simulink Diagram of Third Order B&B Controller
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Figure 50: Simulink Diagram for 2-SM Observer for Third Order B&B Controller

Figure 51: Simulink Diagram of Linearized HSM Model w/ Input Matrix B
Perturbations
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Figure 52: Simulink Diagram of Varying Input Matrix B Perturbation (ΔB)

% Bhat & Berstein Simulink simulated contoller using Professor Shtessel
% relative degree 3 applied to control h and theta using Bolender's
% linearized model using Simulink differentiator and HOSM differentiator
% Simulink step size is adjustable and can be different from Sid's
% reference model step size of 1e-3, with saturation selection and a new B
% can be used B=Bo+deltaBnew
clear all
close all
clc;
clear time
clear x;
clear e;
clear e_dot;
clear u;
clear x_dot;
clear r;
load('DesiredTrajectory')
tf = 12.6;
counter = 0;
rcounter = 0;% reference model counter
rtime = 0; % reference model time
step = 1e-03; % Simulink step size
y(1) = 0;
u(:,1) = 0*ones(2,1);
v = [0;0];
% Sid's control and disturbance gains
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% dMag = [0;0.001;0.5;0;0];
% dcOffset = [0;0.0002;0.02;0;0];
Co = [1 0 0 0 0; 0 1 0 0 0; 0 0 1 0 0];
% New disturbance gains for theta and h and control C
dMag = [0.2;0.001;0.5;0.01;0.0001];
dcOffset = [0.2;0.0002;0.02;0.0002;0.0002];
C = [0 0 0 1 0; 0 0 0 0 1]; % matrix C to control h & theta
%-Convert xd for Simulink-------------------------------------------------xd1.time = 0:ts:tf;
xd1.time = transpose(xd1.time);
xd1.signals(1).values(:,1) = xd(1,:);
xd1.signals(2).values(:,1) = xd(2,:);
xd1.signals(3).values(:,1) = xd(3,:);
xd1.signals(4).values(:,1) = xd(4,:);
xd1.signals(5).values(:,1) = xd(5,:);
xd1.signals(6).values(:,1) = yd(1:length(0:ts:tf));
xd1_dot.signals(1).values(:,1) = xd_dot(1,:);
xd1_dot.signals(2).values(:,1) = xd_dot(2,:);
xd1_dot.signals(3).values(:,1) = xd_dot(3,:);
xd1_dot.signals(4).values(:,1) = xd_dot(4,:);
xd1_dot.signals(5).values(:,1) = xd_dot(5,:);
%-------------------------------------------------------------------------% Controller/Observer/Differentiator initializers
phi_out(:,1) = 0*ones(2,1);
s(:,1) = 0*ones(2,1);
w_bar(:,1) = 0*ones(2,1);
z = 0;
k = 4;
lam0 = 1.1;
lam1 = 1.5;
lam2 = 3;
lam3 = 5;
lam4 = 8;
% B&B Controller Gains r=3 for Sid's Disturbances in paper----------------% step = 1e-03; % Simulink step size
% a = 0;
% amplitude of Bnew, 0 for Sid's B
% b = 0;
% frequency of Bnew, 0 for Sid's B
% k11 = 430; % lambda
% k12 = 170; % eigenvalue lambda
% k13 = 17;
% a14 = 1;
% a13 = .97;
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% a12 = (a13*a14)/((2*a14) - a13);
% a11 = (a12*a13)/((2*a13) - a12);
%
% k21 = 1977.5; % eigenvalue lambda
% k22 = 354.5; % eigenvalue lambda
% k23 = 77;
% a24 = 1;
% a23 = .8705;
% a22 = (a23*a24)/((2*a24) - a23);
% a21 = (a22*a23)/((2*a23) - a22);
%
% % Observer gains
% H1 = 69;
% H2 = 348;
% % Differentiator gains--------------------------------------------------% L = 9.2e5;
% B&B Controller Gains r=3 for new disturbances and Bnew used in paper----step = 1e-03;
% Simulink step size
a = .002;
% amplitude of Bnew, 0 for Sid's B
b = 10;
% frequency of Bnew, 0 for Sid's B
k11 = 730; % lambda
k12 = 280; % eigenvalue lambda
k13 = 40;
a14 = 1;
a13 = .92;
a12 = (a13*a14)/((2*a14) - a13);
a11 = (a12*a13)/((2*a13) - a12);
k21 = 552; % eigenvalue lambda
k22 = 395; % eigenvalue lambda
k23 = 82;
a24 = 1;
a23 = .895;
a22 = (a23*a24)/((2*a24) - a23);
a21 = (a22*a23)/((2*a23) - a22);
% Observer gains
H1 = 769;
H2 = 283;
% Differentiator gains--------------------------------------------------L = 9.2e5;
% % B&B Controller Gains r=3 for new disturbances in paper----------------% step = 1e-03;
% Simulink step size
% a = 0;%.01;
% amplitude of Bnew, 0 for Sid's B
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% b = 0;%10;
% frequency of Bnew, 0 for Sid's B
% k11 = 230; % lambda
% k12 = 80; % eigenvalue lambda
% k13 = 10;
% a14 = 1;
% a13 = .92;
% a12 = (a13*a14)/((2*a14) - a13);
% a11 = (a12*a13)/((2*a13) - a12);
%
% k21 = 252; % eigenvalue lambda
% k22 = 50; % eigenvalue lambda
% k23 = 55;
% a24 = 1;
% a23 = .8591;
% a22 = (a23*a24)/((2*a24) - a23);
% a21 = (a22*a23)/((2*a23) - a22);
%
% % Observer gains
% H1 = 569;
% H2 = 433;
% % Differentiator gains----------------------------------------------------% L = 9.2e5;
%--------------------Simulink Controller Model----------------------------Bo = [-120 80; -0.01 -0.007; -20 -0.1; 0 0; 0 0];
% B = [-127.24 98.641;-0.068846 -0.0058935;-25.618 -0.40286; 0 0; 0 0];
options = simset('SrcWorkspace','current','solver','ode1','fixedstep',step);
sim('HSM_BB_Control_Model_rel3_v3_shtl_differentiator.mdl',[0 12.6],options);
%-------------------------------------------------------------------------% Define reference time
for t = 0:ts:tf
rcounter = rcounter + 1;
rtime(rcounter) = t;
end
% Define simulation time
counter = length(time);
% Correct dimensions of x for plotting
xa = 0;
count=0;
for i=0:step:tf
count=count+1;
xa(1,count)= x.signals.values(1,count);
xa(2,count)= x.signals.values(2,count);
xa(3,count)= x.signals.values(3,count);
xa(4,count)= x.signals.values(4,count);
xa(5,count)= x.signals.values(5,count);
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end
%-Plots-------------------------------------------------------------------h=figure(1);
clf
% plot(time,x.signals.values(1:counter,1),'r','LineWidth',1)
hold on
% plot(time,x.signals.values(:,1),'r','LineWidth',1)
plot(time,xa(1,:),'r','LineWidth',1)
plot(rtime,xd(1,1:rcounter),'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('V(t) [ft/s]')
legend('V - robust tracking','V - optimal reference','location','northwest')
hold off
h=figure(2);
clf;
% plot(time,x.signals.values(1:counter,2)*180/pi,'r','LineWidth',1)
plot(time,xa(2,:)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(2,1:rcounter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\alpha(t) [deg]')
legend('\alpha - robust tracking','\alpha - optimal reference')
hold off
h=figure(3);
clf;
% plot(time,x.signals.values(1:counter,3)*180/pi,'r','LineWidth',1)
plot(time,xa(3,:)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(3,1:rcounter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('Q(t) [deg/s]')
legend('Q - robust tracking','Q - optimal reference','location','northwest')
hold off
h=figure(4);
clf;
% plot(time,x.signals.values(1:counter,4)/1000,'r','LineWidth',1)
plot(time,xa(4,:)/1000,'r','LineWidth',1)
hold on
plot(rtime,xd(4,1:rcounter)/1000,'b--','LineWidth',1)
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grid on;
xlabel('time [s]')
ylabel('h(t) [ft] \times 10^3')
legend('h - robust tracking','h - optimal reference')
hold off
h=figure(5);
clf;
% plot(time,x.signals.values(1:counter,5)*180/pi,'r','LineWidth',1)
plot(time,xa(5,:)*180/pi,'r','LineWidth',1)
hold on
plot(rtime,xd(5,1:rcounter)*180/pi,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\theta(t) [deg]')
legend('\theta - robust tracking','\theta - optimal reference')
hold off
h=figure(6);
clf;
plot(time,y(1:counter)/1000,'r','LineWidth',1)
hold on
plot(rtime,yd(1:rcounter)/1000,'b--','LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('\chi(t) [ft] \times 10^3')
legend('\chi - robust tracking','\chi - optimal reference','location','northwest')
grid on
h=figure(8);
clf;
subplot(2,1,1)
% plot(time,u.signals.values(1:counter,1)*180/pi,'LineWidth',1)
plot(time,u.signals.values(1,:)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('\delta_e(t) [deg]')
grid on;
subplot(2,1,2)
% plot(time,u.signals.values(1:counter,2),'LineWidth',1)
plot(time,u.signals.values(2,:),'LineWidth',1)
xlabel('time [s]')
ylabel('\phi_f(t)')
grid on;
figure(9)
subplot(2,1,1)
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% plot(time,e.signals.values(1:counter,1))
plot(time,e.signals.values(1,:))
grid on
xlabel('time [s]')
ylabel('e_h [ft]')
subplot(2,1,2)
% plot(time,e.signals.values(1:counter,2)*180/pi)
plot(time,(e.signals.values(2,:)*180/pi))
grid on
xlabel('time [s]')
ylabel('e_\theta [deg]')
figure(10)
subplot(2,1,1)
plot(time,eo.signals.values(:,2)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_\alpha [deg]')
grid on;
subplot(2,1,2)
plot(time,eo.signals.values(:,3)*180/pi,'LineWidth',1)
xlabel('time [s]')
ylabel('e_q [deg/s]')
grid on;
h=figure(11);
clf;
subplot(2,1,1)
plot(time,eo.signals.values(:,1),'LineWidth',1)
xlabel('time [s]')
ylabel('e_V_(_t_) [ft/s]')
grid on;
subplot(2,1,2)
plot(time,ey,'LineWidth',1)
grid on;
xlabel('time [s]')
ylabel('e_\chi_(_t_) [ft]')
figure(12)
subplot(2,1,1)
plot(time,phi_out1,'-r',time,w_bar1,'--b')
grid on
legend('phi 1','w-bar 1')
xlabel('time [s]')
ylabel('observer estimate 1')
subplot(2,1,2)
plot(time,phi_out2,'-r',time,w_bar2,'--b')
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legend('phi 2','w-bar 2')
grid on
xlabel('time [s]')
ylabel('observer estimate 2')
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