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Abstract
We deal with solutions of classical linear equations a · x = b and y · a = b, applying a
particular lattice valued fuzzy technique. Our framework is a structure with a binary
operation · (a groupoid), equipped with a fuzzy equality. We call it a fuzzy quasigroup
if the above equations have unique solutons with respect to the fuzzy equality. We
prove that a fuzzy quasigroup can equivalently be characterized as a structure whose
quotients of cut-substructures with respect to cuts of the fuzzy equality are classical
quasigroups. Analyzing two approaches to quasigroups in a fuzzy framework, we prove
their equivalence. In addition, we prove that a fuzzy loop (quasigroup with a unit
element) which is a fuzzy semigroup is a fuzzy group and vice versa. Finally, using
properties of these fuzzy quasigroups, we give answers to existence of solutions of the
mentioned linear equations with respect to a fuzzy equality, and we describe solving
procedures.
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1. Introduction
The aim of our paper is to combine a classical mathematical (algebraic) topic
with fuzzy structures and techniques in order to deal with solutions of basic lin-
ear equations with one binary operation. Namely, we investigate equations of
the form a · x = b and y · a = b in the most general structure with a binary
operation · . Classical algebraic structures in which such equations have unique
solutions are quasigroups. Needless to say, linear equations appearing in spe-
cific problems and in applications are not necessarily situated in a quasigroup
structure. Therefore, solutions may not exist, or may not be unique, or the
equality of objects may be fuzzy, preventing standard solution procedures. Our
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framework is an ordinary structure with a binary operation – a groupoid, which
a priori does not satisfy any condition (identities, special elements, existence of
(unique) solutions of equations...). We equip it with a particular fuzzy (lattice
valued) equality which we use instead of the classical equality ”= ”. In this
framework we investigate existence of solutions and solutions themselves of the
above linear equations.
As mentioned, we use classical groupoids and quasigroups, for which there
is a huge literature in algebra and combinatorics (finite quasigroups are Latin
Squares), see e.g., [8, 28, 32].
Concerning the fuzzy approach, we deal with structures with a specific fuzzy
equality.
Our basic tool are L-sets, introduced 1979 by Fourman and Scott ([21]) under
the name of Ω-sets. Intention of the authors was to model intuitionistic logic.
An Ω-set is a nonempty set A equipped with an Ω-valued equality E, where Ω
is a complete Heyting algebra and E is a symmetric and transitive map from
A2 to Ω. This notion has been further applied to non-classical predicate logics,
and also to foundations of Fuzzy Set Theory ([23, 25]).
In our approachL is a complete lattice without additional operations. On the
one hand, a complete lattice is not sufficiently rich as a truth values structure
in the corresponding fuzzy logic; on the other hand, our research is mostly
algebraic, and a complete lattice allows main algebraic notions and properties
to be preserved under fuzzification by means of cut sets (”cutworthy approach”,
see [27]). This approach is widely used for dealing with algebraic topics (see
e.g., [19], then also [33, 34]), and with the lattice-valued topology (starting with
[26] and many others). In the recent decades a complete lattice is often replaced
by a complete residuated lattice ([5]). A detailed approach to cutworthiness for
a particular residuated lattice defined on the unit interval has been presented
by Beˇlohla´vek in [6].
A lattice-valued equality generalizing the classical one has been introduced
in fuzzy mathematics by Ho¨hle in [24], and then it was used in investigations of
fuzzy functions and fuzzy algebraic structures by many authors, in particular
by Demirci ([16]), Beˇlohla´vek and Vychodil ([7]) and others.
Identities were analyzed for L-algebras in [35], and then this approach has
been developed in [10, 11, 12, 13].
Quasigroups were investigated in the fuzzy framework in the classical way,
as suitable fuzzy subsets of a quasigroup, compatible with the operation, mostly
by Dudek, Akram or both ([20, 1, 2, 3]), then by Alshehri ([4]), Rosenberg ([30]).
Our approach is different – our basic structure is an arbitrary groupoid, not a
quasigroup; quasigroups appear on quotient structures over cuts, with respect
to cuts of the fuzzy equality.
Concerning linear and other equations in the fuzzy framework, investigations
have mostly been (and still are) oriented toward equations over fuzzy sets, fuzzy
numbers, etc. Let us mention the papers [31] by Sanchez and [9] by Buckley
from the early period, then also the recent paper [29] by Mazarbhuiya, Mahanta
and Baruah, dealing with a single binary operation. As mentioned, our topic
are classical linear equations while the solving methods are fuzzy.
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The paper is organized as follows. Preliminary section contains basic defini-
tions concerning classical quasigroups. Next we present the framework of fuzzy
(lattice valued) structures with a particular fuzzy equality. We also list previous
results relevant to our investigation. In section Results we first introduce our
basic structure, L-groupoid over which we investigate solutions of linear equa-
tions. If the solutions are unique with respect to a fuzzy equality, we obtain an
L-quasigroup. We characterize it by quotient structures over cuts, which are
ordinary quasigroups. Next we introduce an L-equasigroup, which is a structure
with a fuzzy equality and, equivalently as in the classical algebra, with three
binary operations, fulfilling particular identities. We prove that, with respect
to the first operation, it is an L-quasigroup. Using the Axiom of Choice, we
also prove the converse, that an L-quasigroup can be equipped with two addi-
tional operations, so that the new L-algebra is an L-equasigroup. By a suitable
example, we show how classical linear equations can be solved uniquely, up to
the fuzzy equality. To complete our investigation, we prove that a fuzzy loop (a
quasigroup with a unit element) which is a semigroup is an L-group and vice
versa. As an application, we show how our procedure can be applied for solv-
ing linear equations in the most general situation, having an arbitrary binary
operation and a fuzzy equality arising from the concrete real conditions.
2. Preliminaries
2.1. Quasigroups
An algebra is a pair (A,F ), where A is a nonempty set and F is a collection
of operations on A. Here we deal mostly with groupoids - algebras with a
single binary operation. In addition, we consider algebras with several binary
operations.
There are two standard ways to define quasigroups. One is to consider them
as special groupoids:
A groupoid (Q, · ) is a quasigroup if for all a, b ∈ Q, both linear equations:
a · x = b y · a = b (1)
are uniquely solvable for x, y.
The other way is to define quasigroups as algebras with three binary oper-
ations ·, \, / (called multiplication, left division and right division respec-
tively):
An equasigroup is an algebra (Q, · , \ , / ) which satisfies the following
identities:
Q1 : y ≈ x · (x\y);
Q2 : y ≈ x\(x · y);
Q3 : y ≈ (y/x) · x;
Q4 : y ≈ (y · x)/x.
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Theorem 1. If (Q, · ) is a quasigroup, then (Q, · , \ , / ) is an equasigroup,
where the additional binary operations \ and / are defined by:
a\b = c iff b = a · c and a/b = c iff a = c · b. (2)
However, it is important to note that these two kinds of quasigroups have
different properties. For example, subquasigroups and homomorphic images of
quasigroups need not be quasigroups themselves, while with equasigroups this
is always the case.
A quasigroup (Q, · ) with an identity element e is a loop: for every x ∈ Q,
e·x = x·e = x. For our purposes here, we consider a loop as a structure (Q, · , e)
with the nullary operation in the language, corresponding to the identity ele-
ment. Alternatively, an equasigroup is an eloop if for all x, y, x\x = y/y; in this
approach x\x serves as the identity element. Finally, a group is an associative
loop. A group is often defined as an algebra (G, ·, −1, e) with a binary operation
· , unary −1 and a constant e, such that the binary operation is associative, e
is the identity element, and for every x ∈ G, x · x−1 = x−1 · x = e.
Basic facts about quasigroups can be found in e.g., [8, 28, 32].
As usual in algebra, we denote the quotient structure of an algebra A
over the congruence θ by A/θ This denotation is usual and commonly accepted.
At the same time, an equasigroup possesses a binary operation denoted by the
same symbol / . Still, due to the context, no misunderstanding should arise.
We use the following version of the Axiom of Choice:
(AC) For a collection X of nonempty subsets of a set M , there exists a
function f : X →M , such that for every A ∈ X , f(A) ∈ A.
2.2. L-valued functions and relations
Throughout the paper, (L,∧,∨,6) is a complete lattice with the top and
the bottom elements 1 and 0 respectively. It is considered to be the co-domain
of all membership functions.
An L-valued function µ on a nonempty set Q is a mapping µ : Q→ L. It
is also called a fuzzy set on Q, or a fuzzy subset of Q, in particular when
the codomain lattice L is known from the context (most often when it is a unit
interval [0, 1], with respect to the classical order 6 ).
For p ∈ L, a cut set or a p-cut of an L-valued function µ : Q → L is a
subset µp of Q which is the inverse image of the principal filter in L, generated
by p:
µp = µ
−1(↑p) = {x ∈ Q | µ(x) > p}.
An L-valued (binary) relation R on Q is an L-valued function on Q2, i.e.,
it is a mapping R : Q2 → L.
Observe that for p ∈ L, by Rp we denote the cut set for an L-valued relation
R on Q, as defined above:
Rp = µ
−1(↑p) = {(x, y) ∈ Q2 | R(x, y) > p.}
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Rp = R
−1(↑p) = {(x, y) ∈ Q2 | R(x, y) > p.}
R is symmetric if
R(x, y) = R(y, x) for all x, y ∈ Q (3)
and transitive if
R(x, y) > R(x, z) ∧R(z, y) for all x, y, z ∈ Q. (4)
Let µ : Q → L and R : Q2 → L be an L-valued function and an L-valued
relation on Q, respectively. Then we say that R is an L-valued relation on µ
if for all x, y ∈ Q
R(x, y) 6 µ(x) ∧ µ(y). (5)
An L-valued relation R on µ : Q → L is said to be reflexive on µ, or
µ-reflexive if
R(x, x) = µ(x) for every x ∈ Q. (6)
A symmetric and transitive L-valued relation R on Q, which is reflexive on
µ : Q→ L is an L-valued equivalence on µ.
An L-valued equivalence R on Q fulfills the strictness property (see [25]):
R(x, y) 6 R(x, x) ∧R(y, y). (7)
More precisely, the strictness property follows from symmetry and transitiv-
ity only. The proof is straightforward.
An L-valued equivalence R on Q is an L-valued equality, if it satisfies:
R(x, y) = 1 implies x = y. (8)
Remark 1. The above properties of L-valued relations are not uniquely defined
in the literature. Firstly, reflexivity as defined here, or µ-reflexivity, is different
from the classical condition R(x, x) = 1 for all x ∈ Q. The main reason is that
R : Q2 → L is considered here to be an L-valued relation on a function, i.e., on a
fuzzy set µ : Q→ L. Such L-valued relations are supposed to fulfill the property
(5). Therefore the value R(x, x) could not be greater than µ(x). Next, an L-
valued equality is defined here as an L-valued equivalence satisfying property
(8), similarly as in e.g., [7], the difference is in the notion of µ-reflexivity.
An additional important reason for our choice of µ-reflexivity instead of the
classical one is explained by Remark 2 in Section 2.4.
A lattice-valued subalgebra of an algebra Q = (Q,F ) (here an L-valued
subalgebra of Q) is a function µ : Q → L which is not constantly equal to
0, and which fulfils the following: For any operation f : Qn → Q from F with
arity n > 0 (n ∈ N), and for all a1, . . . , an ∈ Q, we have that
n∧
i=1
µ(ai) 6 µ(f(a1, . . . , an)), (9)
and for a nullary operation c ∈ F, µ(c) = 1. (10)
How the term operations behave in the lattice valued settings is formulated
in the sequel. The proof goes easily by induction on the complexity of terms.
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Proposition 1. Let µ : Q→ L be an L-valued subalgebra of an algebra Q and
let t(x1, . . . , xn) be a term in the language of Q. If a1, . . . , an ∈ Q, then the
following holds:
n∧
i=1
µ(ai) 6 µ(t(a1, . . . , an)). (11)
✷
An L-valued relation R : Q2 → L on an algebra Q = (Q,F ) is compatible
with the operations in F if the following two conditions holds: for every n-
ary operation f ∈ F , for all a1, . . . , an, b1, . . . , bn ∈ Q, and for every constant
(nullary operation) c ∈ F
n∧
i=1
R(ai, bi) 6 R(f(a1, . . . , an), f(b1, . . . , bn)); (12)
R(c, c) = 1. (13)
2.3. L-set
The following is defined in [21] under the name of Ω-set, and then adopted
to a fuzzy framework in [13]. In [21] Ω was a Heyting lattice, and Ω-sets were
used for modeling intuitionistic logic.
An L-set is a pair (Q,E), where Q is a nonempty set, and E is a symmetric
and transitive L-valued relation on Q, fulfilling the property (8).
For an L-set (Q,E), we denote by µ the L-valued function on Q, defined by
µ(x) := E(x, x). (14)
We say that µ is determined by E. Clearly, by the strictness property, E is an
L-valued relation on µ, namely, it is an L-valued equality on µ. That is why we
say that in an L-set (Q,E), E is an L-valued equality and µ(x) is the degree
of belonging of x to this L-set.
Lemma 1. If (Q,E) is an L-set and p ∈ L, then the cut Ep is an equivalence
relation on the corresponding cut µp of µ.
2.4. L-algebra; identities
Next we introduce a notion of a lattice-valued algebra with a lattice-valued
equality.
Let Q = (Q,F ) be an algebra and E : Q2 → L an L-valued equality on Q,
which is compatible with the operations in F . Then we say that (Q, E) is an
L-algebra. Algebra Q is the underlying algebra of (Q, E).
Now we present some cut properties of L-algebras. These have been proved
in [13], in the framework of groups.
Proposition 2. Let (Q, E) be an L-algebra. Then the following hold:
(i ) The function µ : Q→ L determined by E (µ(x) = E(x, x) for all x ∈ Q),
is an L-valued subalgebra of Q.
(ii ) For every p ∈ L, the cut µp of µ is a subalgebra of Q, and
(iii ) For every p ∈ L, the cut Ep of E is a congruence relation on µp.
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Next we define how identities hold on L-algebras, according to the [35].
Let u(x1, . . . , xn) ≈ v(x1, . . . , xn) (briefly u ≈ v) be an identity in the type
of an L-algebra (Q, E). We assume, as usual, that variables appearing in terms
u and v are from x1, . . . , xn Then, (Q, E) satisfies identity u ≈ v (i.e., this
identity holds on (Q, E)) if the following condition is fulfilled:
n∧
i=1
µ(ai) 6 E(u(a1, . . . , an), v(a1, . . . , an)), (15)
for all a1, . . . , an ∈ Q.
If L-algebra (Q, E) satisfies an identity, then this identity need not hold on
Q. On the other hand, if the underlying algebra fulfills an identity then also
the corresponding L-algebra does.
Proposition 3. [13] If an identity u ≈ v holds on an algebra Q, then it also
holds on an L-algebra (Q, E).
Theorem 2. [13] Let (Q, E) be an L-algebra, and F a set of identities in the
language of Q. Then, (Q, E) satisfies all identities in F if and only if for every
p ∈ L the quotient algebra µp/Ep satisfies the same identities.
Remark 2. The fact that an L-algebra satisfy an identity while the same iden-
tity need not hold on the underlying algebra is caused by µ-reflexivity of the
L-valued equality E. Namely, if E would be reflexive in the classical sense
(E(x, x) = 1, for all x ∈ Q), then the cuts µ1 and E1 would be the whole
set Q and the classical equality, respectively. Therefore, the quotient structure
µ1/E1 would be isomorphic to the underlying algebra Q. By Theorem 2, in this
case L-algebra (Q, E) would not bring anything new, it would simply repeat
properties satisfied by algebra Q.
3. Results
3.1. L-groupoid, L-quasigroup
Let L be a complete lattice. According to the definition of an L-algebra,
an L-groupoid is a structure (Q, E), where Q = (Q, ·) is a groupoid and
E : Q2 → L an L-valued compatible equality over Q.
Let (Q, E) be an L-groupoid. Each of the formulas a · x = b and y · a = b,
a, b ∈ Q, x, y – variables, is a linear equation over (Q, E).
We say that an equation a · x = b is solvable over (Q, E) if there is c ∈ Q
such that
µ(a) ∧ µ(b) 6 µ(c) ∧ E(a · c, b). (16)
Analogously, an equation y · a = b is solvable over (Q, E) if there is d ∈ Q
such that
µ(a) ∧ µ(b) 6 µ(d) ∧ E(d · a, b). (17)
Elements c and d are solutions of equations a · x = b and y · a = b,
respectively in (Q, E).
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If c and d are solutions of a · x = b and y · a = b, respectively in (Q, E),
then obviously for every p ∈ L satisfying p 6 µ(a) ∧ µ(b), we have
p 6 µ(c) ∧E(a · c, b), (18)
and
p 6 µ(d) ∧E(d · a, b). (19)
Each of the above equations is E-uniquely solvable over (Q, E) if the
following hold:
If c is a solution of the equation a · x = b over (Q, E) and c1 ∈ Q fulfills
E(a · c1, b) > p for some p 6 µ(a) ∧ µ(b), then
E(c, c1) > p. (20)
Analogously, if d is a solution of the equation y · a = b over (Q, E) and d1 ∈ Q
fulfills E(d1 · a, b) > p for some p 6 µ(a) ∧ µ(b), then
E(d, d1) > p. (21)
If c1 and d1 are (additional) solutions of equations a · x = b and y · a = b,
respectively, then clearly conditions (20) and (21) hold. Hence, an E-uniquely
solvable equation may have several solutions. All these solutions are equal up
to the L-equality E. More precisely, we have the following.
Theorem 3. Let (Q, E) be an L-groupoid. If equations a · x = b and y · a = b,
are E-uniquely solvable over (Q, E) for all a, b ∈ Q, then for every p ∈ L the
quotient groupoid µp/Ep is a quasigroup.
Proof. Let p ∈ L, and let a, b ∈ µp. Then obviously p 6 µ(a)∧µ(b). Consider the
equation a·x = b. Then, by assumption, there is c ∈ µp, such that condition (16)
is valid, and if c1 ∈ Q fulfills E(a · c1, b) > p for some p 6 µ(a) ∧ µ(b) then (20)
holds. By (16), also E(a · c, b) > p, i.e., (a · c, b) ∈ Ep. Since Ep is a congruence
over the subgroupoid µp of Q, we get [a · c]Ep = [b]Ep , i.e., [a]Ep · [c]Ep = [b]Ep .
Therefore, an equation of the form A·X = B, A,B ∈ µp/Ep is solvable. By (20),
the solution is unique in the classical sense. Indeed, if also [a]Ep · [c1]Ep = [b]Ep ,
for some c1 ∈ µp, then [a · c1]Ep = [b]Ep , and hence p 6 E(a · c1, b). Therefore
by (20), E(c, c1) > p, hence [c]Ep = [c1]Ep and the solution is unique.
The proof that every equation of the form Y ·A = B is also uniquely solvable
over µp/Ep is analogous.
We say that an L-groupoid (Q, E) is an L-quasigroup, if every equation of
the form a · x = b or y · a = b is E-uniquely solvable over (Q, E).
The converse of Theorem 3 also holds, as follows.
Theorem 4. Let (Q, E) be an L-groupoid. If for all a, b ∈ Q and for every
p 6 µ(a) ∧ µ(b) the quotient groupoid µp/Ep is a quasigroup, then (Q, E) is an
L-quasigroup.
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Proof. Let a, b ∈ Q and let p = µ(a) ∧ µ(b). By assumption, µp/Ep is a quasi-
group, hence the equations [a]Ep ·X = [b]Ep and Y · [a]Ep = [b]Ep have unique so-
lutions, X = [c]Ep and Y = [d]Ep , for some c, d ∈ µp. Hence, [a]Ep · [c]Ep = [b]Ep
and [d]Ep · [a]Ep = [b]Ep , i.e., [a · c]Ep = [b]Ep and [d · a]Ep = [b]Ep . Then
E(a · c, b) > p, and since c ∈ µp,
p = µ(a) ∧ µ(b) 6 µ(c) ∧E(a · c, b),
equation a · x = b is solvable over (Q, E); similarly, equation y · a = b is also
solvable over (Q, E). These equations are E-uniquely solvable. Indeed, if c is a
solution of a · x = b over (Q, E), and there is c1 ∈ Q such that E(a · c1, b) > q
for some q 6 p = µ(a) ∧ µ(b), then [a]Eq · [c1]Eq = [b]Eq . Since q 6 p, we
have µp ⊆ µq and c ∈ µq. By assumption, µq/Eq is a quasigroup, therefore
[a]Eq · [c]Eq = [b]Eq and [c]q = [c1]q. Therefore, E(c, c1) > q, and the equation
a · x = b is E-uniquely solvable over (Q, E). Analogously, the equation y · a = b
is E-uniquely solvable over (Q, E).
Therefore, (Q, E) is an L-quasigroup.
3.2. L-equasigroup
Let Q = (Q, ·, \, /) be an algebra in the language with three binary opera-
tions, L a complete lattice and E : Q2 → L an L-valued compatible equality
over Q. Then, (Q, E) is an L-equasigroup, if identities Q1, . . . , Q4 hold. By
(15), this means that the following formulas should be satisfied, where, as be-
fore, µ : Q→ L is defined by µ(x) = E(x, x):
QE1 : µ(x) ∧ µ(y) 6 E(y, x · (x\y));
QE2 : µ(x) ∧ µ(y) 6 E(y, x\(x · y));
QE3 : µ(x) ∧ µ(y) 6 E(y, (y/x) · x);
QE4 : µ(x) ∧ µ(y) 6 E(y, (y · x)/x).
Theorem 5. If ((Q, ·, \, /), E) is an L-equasigroup, then for every p ∈ L, the
quotient structure µp/Ep is a classical equasigroup.
Proof. This is a straightforward consequence of Theorem 2.
Corollary 1. If ((Q, ·, \, /), E) is an L-equasigroup, then ((Q, ·), E) is an L-
quasigroup.
Proof. If ((Q, ·, \, /), E) is an L-equasigroup, then ((Q, ·, E) is an L-groupoid,
that is E is an L-equality on the groupoid (Q, · ). Indeed, the operation · on
Q is the same one from ((Q, ·, \, /), E), hence compatibility of E holds.
Next, by Theorem 5 every structure µp/Ep is a classical equasigroup. By
Theorem 1 every such structure is a quasigroup, hence by Theorem 3, L-
groupoid ((Q, ·), E) is an L-quasigroup.
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The converse follows by the Axiom of Choice (AC).
Let ((Q, ·), E) be an L-groupoid which is an L-quasigroup. By Theorem 3,
for every p ∈ L, the quotient groupoid (µp/Ep, ·) is a quasigroup, where the
operation · is defined by [a]Ep · [b]Ep = [a · b]Ep , a, b ∈ µp. By Theorem 1, the
structure (µp/Ep, · , \ , / ) is an equasigroup, where the operations \ and / are
the usual ones:
[a]Ep\ [b]Ep = [c]Ep if and only if [a]Ep · [c]Ep = [b]Ep , and
[b]Ep/ [a]Ep = [d]Ep if and only if [d]Ep · [a]Ep = [b]Ep .
Let us define binary operations \ and / over Q in the following way:
For every pair a, b ∈ Q, a\ b = c, where c is an element chosen by AC
from [a]Ep\ [b]Ep in the quasigroup µp/Ep, where p = µ(a)∧ µ(b). Analogously,
b/ a = d, where d is chosen by the AC from [b]Ep/ [a]Ep in µp/Ep, for p =
µ(a) ∧ µ(b).
Lemma 2. Let ((Q, ·), E) be an L-groupoid which is an L-quasigroup. Then
the operations \ and / over Q are well defined.
Proof. Let a, b ∈ Q, a\ b = c, where c is an element chosen by AC from
[a]Ep\ [b]Ep in the quasigroup µp/Ep, where p = µ(a) ∧ µ(b). Elements a and
b belong to µp, since a ∈ µp if and only if µ(a) > p = µ(a) ∧ µ(b), and the
latter obviously holds, similarly for b. Since (µp/Ep, · , \ , / ) is an equasigroup,
the class [a]Ep\ [b]Ep exists. Therefore, there is c ∈ µp, and being a chosen
element, it is unique. Similarly, one can show that also the operation / is well
defined.
Lemma 3. Let ((Q, ·), E) be an L-groupoid which is an L-quasigroup. Then
for every q ∈ L and for all a, b ∈ µq, in the quasigroup (µq/Eq, · , \ , / ) we have
[a\b]Eq = [a]Eq\[b]Eq , and [a/b]Eq = [a]Eq/[b]Eq , where the operations \ and /
on the left hand sides are the ones defined on Q by AC.
Proof. Let a, b ∈ µq, and p = µ(a)∧µ(b). Then, in the quasigroup (µp/Ep, · , \ , / )
we have
[a]Ep · [a\b]Ep = [b]Ep , i.e., [a · (a\b)]Ep = [b]Ep .
Since q 6 p, we have µp ⊆ µq and Ep ⊆ Eq, thus we get
[a · (a\b)]Eq = [b]Eq .
Eq is a congruence relation on the subgroupoid µq, therefore it is compatible
with the operation · , implying
[a]Eq · [a\b]Eq = [b]Eq on the quasigroup µq/Eq.
In the quasigroup µq/Eq, the class [a\b]Eq is the unique satisfying the above
equality, for given a, b. Moreover, this class is precisely the one obtained as a
result of the application of \ on [a]Eq and [b]Eq :
[a]Eq\[b]Eq = [a\b]Eq .
The proof for the remaining operation / is analogous.
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Theorem 6. Let ((Q, ·), E) be an L-groupoid which is an L-quasigroup. Then
the structure ((Q, · , \ , / ), E) is an L-equasigroup, where the binary operations
\ and / over Q are defined by Axiom of Choice as above.
Proof. Suppose that Q = (Q, ·) is a groupoid and (Q, E) an L-quasigroup, with
E : Q2 → L being a compatible L-valued equality on Q.
We prove that ((Q, · , \ , / ), E) is an L-algebra, moreover that it is an L-
equasigroup, where · is the starting operation in the groupoid (Q, · ) while \
and / are operations defined above by the use of the Axiom of Choice.
To prove that this structure is an L-algebra, we have to show that E is
compatible with new operations \ and / (it is already compatible with · ).
Indeed, for every q ∈ L, by Proposition 2 the cut Eq is an ordinary congruence on
the groupoid (µq, · ). In addition, the restrictions of the new binary operations \
and / to µq are also operations on this set: If a, b ∈ µq, then µ(a) > q and µ(b) >
q. Hence µ(a)∧µ(b) > q and therefore µp ⊆ µq, for p = µ(a)∧µ(b). Obviously,
a, b ∈ µp, and by the definition of the new operations we have also that a\ b ∈ µp
and a/ b ∈ µp. Since µp is a subset of µq, it follows that a\ b ∈ µq and a/ b ∈ µq,
proving that these restrictions are operations on µq. Consequently, we have an
algebra (µq, · , \ , / ) and Eq is an equivalence relation on it, compatible with
the first of these three binary operations. Compatibility with remaining two: if
x, y, u, v ∈ µq and (x, y), (u, v) ∈ Eq, then by Lemma 3, x\ u ∈ [x]Eq\ [u]Eq , i.e.,
[x]Eq\ [u]Eq = [x\ u]Eq and similarly [y]Eq\ [v]Eq = [y\ v]Eq .
But since Eq is an equivalence relation on µq, we have also [x]Eq = [y]Eq and
[u]Eq = [v]Eq . Therefore
[x\ u]Eq = [y\ v]Eq and (x\ u, y\ v) ∈ Eq.
Analogously, one could prove that Eq is compatible with the restriction of the
operation / to µq. Hence, for every q ∈ L, the cut Eq is a congruence on
µq, hence E is an L-valued equality on the algebra (Q, · , \ , / ). In this way
we have proved that ((Q, · , \ , / ), E) is an L-algebra. Finally, we prove that
it is an L-equasigroup. For every q ∈ L, (µp/Ep, · , \ , / ) is an equasigroup,
satisfying identities Q1 – Q4. By Theorem 2, the corresponding L-algebra
((Q, · , \ , / ), E) also satisfies these identities, i.e., formulas QE1 – QE4 hold.
Therefore, ((Q, · , \ , / ), E) is an L-equasigroup.
3.3. Example
We present a toy example in which a groupoid equipped with a fuzzy equality
is an L-quasigroup. By this example we also illustrate the procedure of solving
linear equation w.r.t. fuzzy equality.
Let (Q, · ) be a groupoid given in Table 1. Obviously, this groupoid is not a
quasigroup, e.g., equation a · x = d, as visible from the table, does not have a
solution in Q.
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· a b c d e
a b c a a e
b a b c d e
c c a b b e
d d a b b e
e e e e e a
Table 1
The lattice L is given by the diagram in Figure 1, and an L-valued equality is
presented by Table 2. Hence, ((Q, · ), E) is an L-groupoid.
✉
 
 
  
❅
❅
❅❅ 
 
  
❅
❅
❅❅
✉
✉
✉
❅
❅
❅❅✉
✉
 
 
  ❅
❅
❅❅
✉
✉
1
q p
r
u
w v
0Lattice L
Figure 1
E a b c d e
a 1 p p r v
b p 1 p r v
c p p 1 q v
d r r q q 0
e v v v 0 u
Table 2
The function µ : Q→ L (µ(x) = E(x, x) for all x ∈ Q):
µ =
(
a b c d e
1 1 1 q u
)
.
The subgroupoids of ((Q, · ), E), which are cuts of µ:
µ1 = µp = {a, b, c},
µq = µr = µw = {a, b, c, d},
µu = µv = {a, b, c, e},
µ0 = {a, b, c, d, e}.
The quotient groupoids over the corresponding cuts of E are the following:
µ1/E1 = {{a}, {b}, {c}},
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µp/Ep = {{a, b, c}},
µq/Eq = {{a}, {b}, {c, d}},
µr/Er = µw/Ew = {{a, b, c, d}},
µu/Eu = {{a, b, c}, {e}},
µv/Ev = {{a, b, c, e}},
µ0/E0 = {{a, b, c, d, e}}.
All these quotient structures are quasigroups, hence the starting L-groupoid
is an L-quasigroup, and every linear equation is E-uniquely solvable over it.
E.g., the mentioned equation a · x = d which does not have a classical solution
in Q, possesses a solution with respect to fuzzy equality E. Indeed, due to
µ(a)∧µ(d) = q, this solution is element b, since the class X = {b} is the unique
solution of the equation [a]Eq · X = [d]Eq over the quasigroup µq/Eq (observe
that [d]Eq = {c, d}). By (16), we have
µ(a) ∧ µ(d) = q 6 µ(b) ∧ E(a · b, d) = µ(b) ∧E(c, d) = 1 ∧ q = q.
Hence, a · b and d are E-equal with grade q.
3.4. L-loop and L-group
As defined in [13], an L-algebra (G, E) is an L-group, if the underlying
algebra G = (G, ·, −1, e) has a binary operation · , a unary operation −1, a
constant e, and the following formulas hold:
LG1 : µ(x) ∧ µ(y) ∧ µ(z) 6 E(x · (y · z), (x · y) · z);
LG2 : µ(x) 6 E(x · e, x), µ(x) 6 E(e · x, x);
LG3 : µ(x) 6 E(x · x−1, e), µ(x) 6 E(x−1 · x, e).
The following is a consequence of Theorem 2.
Theorem 7. An L-algebra ((G, ·, −1, e), E) is an L-group if and only if for
every p ∈ L, the quotient cut-subalgebra µp/Ep is a group.
Observe that e corresponds to the constant in the language, thereforeE(e, e) =
µ(e) = 1. Now, if (G, E) is an L-group, then by the condition (8), we get
E(e, x) < 1 whenever x 6= e, and thus by LG2,
1 = E(e, e) 6 E(e · e, e).
Hence, in the underlying algebra G, e · e = e.
We define an L-loop as an L-algebra (Q, E), where Q = (Q, ·, e) is a struc-
ture with a binary operation · and a constant e, ((Q, · ), E) is an L-quasigroup,
E(e, e) = 1 and the formula LG2 holds.
An L-semigroup [10] is an L-algebra ((Q, · ), E) where (Q, · ) is a groupoid
and the formula LG1 holds.
The proof of the following theorem depends on the Axiom of Choice (AC).
Theorem 8. Let ((Q, ·, e), E) be an L-algebra. There is a unary operation −1
on Q such that ((Q, ·, −1, e), E) is an L-group if and only if ((Q, ·), E) is an
L-semigroup and ((Q, ·, e), E) an L-loop.
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Proof. Let ((Q, ·, e), E) be an L-algebra and suppose there is a unary operation
−1 on Q such that ((Q, ·, −1, e), E) is an L-group. Then by Theorem 7, for
every p ∈ L µp/Ep is a group, hence it is a semigroup and a quasigroup. Then
clearly, ((Q, ·), E) is an L-semigroup by Theorem 2 and an L-quasigroup by
Theorem 4. By LG2, ((Q, ·, e), E) is an L-loop.
To prove the converse, we assume that ((Q, ·, e), E) is an L-algebra, such
that ((Q, ·), E) is an L-semigroup and ((Q, ·, e), E) an L-loop. We define a unary
operation −1 on Q as follows. Let a ∈ Q, such that µ(a) = p. By assumption
and by Theorem 2, µp/Ep is a loop with the identity element [e]Ep . Therefore,
equation [a]Ep · X = [e]Ep has a unique solution in µp/Ep, the class [c]Ep , for
some c ∈ µp. Now, by AC we define a
−1 to be an arbitrary element in [c]Ep .
This operation is well defined, since for every a ∈ Q, equation [a]Ep ·X = [e]Ep
has a unique solution, a class in µp/Ep, for p = µ(a); the chosen element from
the corresponding class is unique by construction. In addition, since Ep is a
congruence on µp, [a]Ep · [a
−1]Ep = [e]Ep and p = µ(a), we have
µ(a) 6 E(a · a−1, e), µ(a) 6 E(a−1 · a, e),
proving LG3. LG1 and LG2 hold by assumption, hence ((Q, ·, −1, e), E) is an
L-group.
Remark 3. Let us mention that the equivalence among L-groups and asso-
ciative L-loops essentially depends on the language in which these structures
are defined. An option, like in the classical algebra, could be that the under-
lying structures were groupoids without a nullary operation in the language
(identity element being required to exist in the groupoid). However, in the
framework of L-algebras, the quotient structures over cuts would not necessar-
ily share the same identity element, and the equivalence would not be fulfilled.
Examples are easy to construct. E.g., it could be any groupoid having two dis-
joint subgroupoids which are groups. With a suitable L-valued equality, these
subgroupoids could be cuts, and the quotient structures would become disjoint
groups. Hence, no common identity could exist.
3.5. An application
As presented above, in order to be able to find unique solutions of linear
equations, we do not need a quasigroup, only a groupoid is needed. Quasi-
groups then appear as quotients over cuts with respect to a fuzzy equality. This
is much weaker requirement for the starting binary operation. We can go fur-
ther, relaxing also this weaker requirement of quasigroups over quotients. A
motivation comes from applications, as follows.
Namely, let · be an arbitrary binary operation on a set Q. In financial
transactions, in managing data etc., it is frequently necessary to solve the equa-
tion a · x = b for particular (not necessarily all) a, b ∈ Q. In real situations
it may happen that the solution does not exists, or it might be impossible to
identify strictly equal objects. In such situations we do not deal with classical
equality (= ), but elements, objects in Q might be equal ’up to some extent’, in
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which case we have an appropriate fuzzy equality E. Usually, such an equality,
i.e., its membership values are known, calculated in advance, depending on the
context. So, we may wish to find ”fuzzy” solutions, i.e., element(s) c for which,
intuitively,
a · c equals b with respect to the fuzzy equality E.
According to the above explanation, we introduce the following definition.
Let Q = (Q, · ) be an arbitrary groupoid and E : Q2 → L an L-valued
equality over Q; let also a, b ∈ Q. Then we say that the equation a · x = b has
a unique solution w.r.t. E, if this equation is E-uniquely solvable over the
L-groupoid (Q, E).
The following theorem is not a direct consequence of Theorem 4, still the
proof uses the same arguments.
Theorem 9. Let Q = (Q, · ) be an arbitrary groupoid, let a, b be particular
elements in Q, and let E : Q2 → L be an L-valued equality over Q. Then the
equation a·x = b has a unique solution w.r.t. E, if the equation [a]Ep ·X = [b]Ep ,
for p = µ(a) ∧ µ(b), has a (classical) unique solution in the quotient groupoid
(µp/Ep, · ).
What does unique solvability in this context practically means? As men-
tioned, in real situations, for chosen a, b in Q the equation a · x = b may not
have any (classical) solution. Still, there might be some ”close” values, with re-
spect to the fuzzy equality E. Theorem 9 tells us that the most close solutions
w.r.t. fuzzy equality E are elements of the class C ∈ µp/Ep , p = µ(a) ∧ µ(b),
which is a classical solution of the equation [a]Ep · X = [a]Ep . In this case we
consider every element c ∈ C to be a solution of the equation a · x = b in the
groupoid Q.
4. Conclusion
This investigation is focussed to classical linear equations with one opera-
tion, appearing frequently in real problems. In solution procedures we use fuzzy
(lattice valued) equality and cut techniques. The background for our research
is the general algebra and so-called L-quasigroups, a generalization of the clas-
sical structures in which these equations have unique solutions. L-quasigroups
are equipped with a fuzzy equality, with respect to the basic operation they
are not quasigroups, hence being much closer to structures appearing in real
applications.
Our technique is new and widely applicable. Developing this procedure it
could be possible to deal with linear equations with two operations and several
unknowns. Consequently, we intend to focuss on classical systems of linear
equations, in the situations where not all data are known and the classical
equality has to be replaced by a fuzzy one.
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