Abstract
Introduction
Writer verification is the task of determining whether two handwriting samples were written by the same or by different writers, a task of importance in Questioned Document Examination [QDE] . This paper describes a statistical model of the task which has three salient components: (i) discriminating element extraction and similarity computation, (ii) modeling probability densities for the similarity values, conditioned on being from the same or different writer, as either Gaussian or gamma, and determining the log-likelihood ratio (LLR) function and (iii) computing the strength of evidence. Each of the components of the model are described in the following sections.
Discriminating elements & similarity
Discriminating elements are characteristics of handwriting useful for writer discrimination. There are many discriminating elements for QDE, e.g., there are 21 classes of discriminating elements [1] . In order to match elements between two documents, the presence of the elements are first recognized in each document. Matching is performed between the same elements in each document. Although the proposed model is general we describe here a set of discriminating elements as an example. The model can be used with any other set of features.
Elements, or features, that capture the global characteristics of the writer's individual writing habit and style can be regarded to be macro-features and features that capture finer details at the character level as micro-features. For instance macro features are gray-scale based (entropy, threshold, no. of black pixels), contour based (external and internal contours), slope-based (horizontal, positive, vertical and negative), stroke-width, slant and height. Since macro features are real-valued absolute differences are used for similarity.
For micro features of characters a set of 512 binaryvalued micro-features corresponding to gradient (192 bits), structural (192 bits), and concavity (128 bits) which respectively capture the finest variations in the contour, intermediate stroke information and larger concavities and enclosed regions, e.g., [2] are used. Since micro features are binary valued several binary string distance measures can be used for similarity of characters, the most effective of which is the correlation measure [3] .
Discriminability of a pair of writing samples based on similarity value can be observed by studying their distributions when the pair arise from either the same writer or from different writers. Considering the 62 micro features, Fig. 1 is the plot obtained after performing Principal Component Analysis (PCA) and reducing the dimensionality to 2. which shows that the same and different writer classes are fairly separable using micro-features. 
Probability densities and likelihood
The distributions of similarities conditioned on being from the same or different writer is used to compute likelihood functions for a given pair of samples. Several choices exist: assume that each density is Gaussian and estimate the Gaussian parameters, assume the density is gamma and estimate its parameters. The Kullback Leibler (KL) divergence test can be performed for each of the features to estimate whether it was better to model them as Gaussian or as gamma distributions. The gamma distribution is better model since distances are positive valued whereas the Gaussian assigns non-zero probabilities to negative values of distances.
Similarity histograms corresponding to same writer and different writer distributions for numeral 3 (micro features) and for entropy (macro feature) are shown in Fig. 2 . Table 1 gives the KL test result values, in bits, for each macro feature. A training set size of 1000 samples was chosen for each of same and different writers. The test set size was 500 for each. As can be seen values for gamma are consistently lower than values for Gaussian thereby indicating that gamma is a better fit.
Parametric models
Assuming that similarity data can be acceptably represented by Gaussian or gamma distributions, probability density functions of distances conditioned upon the same-writer and different-writer categories for a single feature x have the parametric forms
for the gamma case. The Gaussian and gamma density functions are as follows.
Gaussian: 
Estimating µ and σ from samples using the usual maximum likelihood estimation the parameters of the gamma distribution are calculated as a = µ 2 /σ 2 and b = σ 2 /µ. Conditional parametric pdfs for the numeral 3 (microfeature) and for entropy (macro feature) are shown in Fig.  3 . The parameters for the macro distributions (for a training set of size 1000)are given in Table 2 .
The likelihood ratio (LR), which summarizes the result, is iven by
The log-likelihood ratio (LLR), obtained by taking the natural logarithm of LR, is more useful since LR values tend to be very large (or small).
The error rates (percent misclassification) for a test set of size 500 using macro features are given in Table 3 . The average error rate is lower for gamma over Gaussian although for one of the two classes (same writer) the Gaussian does better. 
The multivariate case
In the case where the document is characterized by more than one feature we assume that the writing elements are statistically independent. Although this is strictly incorrect the assumption has a certain robustness in that it is not an overfitting of the data. The resulting classifer, also known as Naive Bayes classification, has yielded good results in machine learning. Moreover, in the earliest QDE literature, there is reference to multiplying the probabilities of handwriting elements e.g., [4] .
Each of the two likelihoods that the given pair of documents were either written by the same or different individuals can be expressed, assuming statistical independence of the features as follows. For each writing element e i , i = 1, .., c, where c is the number of writing elements considered, we compute the distance d i (j, k) between the jth occurrence of e i in the first document and the kth occurrence of e i in the second document for that writing element. We estimate the likelihoods as
The log-likelihood ratio (LLR) in this case has the form
The two cumulative distributions of LLRs corresponding to same and different writer samples are shown in Figure 4 . As the number of features considered decreases the separation between the 2 curves also decreases. The separation gives an indication of the separability between classes. The more the separation the easier it is to classify. In order to calibrate the system we analyze the distribution of LLRs for each feature and use the CDF for same writer LLR values and inverse CDF for different writer LLR values. Fig.  4 shows the CDF for same writer and different writer LLRs respectively.
Evaluation of strength of evidence
In order to present the result in the form of the strength of evidence [5] it is useful to represent the LLR scores on a scale ranging from -1 to 1 (-1 representing a confident different writer case and 1 representing a confident same writer case). It would be inappropriate to state all results with LLR > 0 as same writer and all results with LLR < 0 as different writer. Instead of using binary decisions a range of interpreted results is always better and more practical from the Fig. 4 . In the case of characters since the number of matches is variable resulting in multiple instances of each feature. Since the number of features is unbound it is necessary to do some averaging to bound the value. Assume a set of m features (macro features and 62 characters 0 -9, a -z, A -Z represented by micro features). If for the i th feature we get
For each feature i the CDF and inverse CDF for same and different writers are obtained from the distribution of LLR ave (i). For the same writer case we obtain P samei (LLR < LLR ave (i)) from the CDF of same writer LLR for that feature. For the different writer case we obtain P dif fi (LLR > LLR ave (i)) from the inverse CDF of different writer LLR for that feature.
Assuming m features are available we compute the geometric means P 1 = Π m j=1 (P samej )
1/m and P 2 = Π m j=1 (P dif fj ) 1/m to make the calibration independent of the number of features present. Finally we compute the calibration score as Score = P 1−P 2 which lies in the interval [-1,1] . QD examiners use a nine-point opinion scale: identify, highly probable, probable, indicative did, no conclusion, indicative did not, probably did not, highly probable did not and eliminate. Scatter plots of scores obtained are shown in Fig. 5 for 500 same and 500 different writer cases. Observing the histograms of scores for same and different writers the score range is divided into nine zones. Table 4 shows the distribution of scores into the nine zones. Zones 1-4 represent the same writer, Zone 5 represents no conclusion and Zones 6-9 represent different writers. For a given set of test pairs accuracies are calculated as follows. Let s 1 = number of same writer cases falling into same writer zones and s 2 = number of same writer cases not falling into the 'no conclusion' zone. Then same writer accuracy is s 1 /s 2 . Similarly, let d 1 = number of different writer cases falling into the different writer zones and d 2 = number of different writer cases not falling into the 'no conclusion' zone. Then different writer accuracy is d 1 /d 2 . Results are based on a test set of 500 same and 500 different writers. Based on the zones obtained 2.2 % of same writer and 4.8 % of different writer cases fell into the 'no conclusion' zone. Same writer accuracy was 94.6 % while different writer accuracy was 97.6 %.
Summary and Conclusion
A statistical model for writer verification has been proposed with the following components: (i) extracting characteristics from the questioned and known documents and computing corresponding differences, (ii) likelihoods for the two classes are computed assuming statistical independence of the distances-where the conditional probabilities for the differences are estimated using parametric probability densities which are either Gaussian or gamma, (iii) log-likelihood ratio (LLR) of same and different writer are computed, and (iv) cdfs of the LLRs are used to calibrate the LLR values into a nine-point scale so as to present the strength of evidence. Results using the model with a test-bed representing 1,000 pairs of handwriting samples has been presented.
