In the present paper, we consider inexact proximal point algorithms for finding singular points of multivalued vector fields on Hadamard manifolds. The rate of convergence is shown to be linear under the mild assumption of metric subregularity. Furthermore, if the sequence of parameters associated with the iterative scheme converges to 0, then the convergence rate is superlinear. At the same time, the finite termination of the inexact proximal point algorithm is also provided under a weak sharp minima-like condition. Applications to optimization problems are provided. Some of our results are new even in Euclidean spaces, while others improve and/or extend some known results in Euclidean spaces. As a matter of fact, in the case of exact proximal point algorithm, our results improve the corresponding results in [G. C. Bento and J. X. Cruz Neto, Optim., 63 (2014), pp. 1281-1288]. Finally, several examples are provided to illustrate that our results are applicable while the corresponding results in the Hilbert space setting are not.
Introduction.
Recent interests are focused on the study of various problems on manifolds. The reason is that many optimization problems arising in various applications are posed on manifolds and require a manifold structure (not necessarily with linear structure), such as geometric models for the human spine [4] , some eigenvalue optimization problems [6, 61] , and so on. Moreover, some constrained optimization problems may be seen as unconstrained ones on some manifolds. For example, some eigenvalue problems, invariant subspace computations, optimization problems with equality constraints, etc., can be reformulated as unconstrained optimization problems on some manifolds (cf. [4, 50, 56] and references therein). Then, these problems can be resolved more efficiently by using the underlying geometric structure of the manifold, which sometimes has a lower complexity and quite often has better numerical properties (as explained in [6] ). On the other hand, some nonconvex/nonmonotone problems in linear spaces may become convex/monotone problems through the introduction of (1.1)
z ∈ H such that 0 ∈ T (z) has interesting interpretations in various fields, and a lot of problems such as convex minimization problems, variational inequalities, saddle point problems, and complementarity problems, and so on can be recast into the form (1.1); see, e.g., [41, 51] , etc. A large variety of methods for solving (1.1) have been proposed and investigated (see, e.g., [40, 51] ). Among them, one of the most important is the well-known proximal point algorithm defined by (1.2) z k+1 = (I + c k T ) −1 (z k ), k = 0, 1, . . . ,
where z 0 ∈ H is an initial point and {c k } ⊆ (0, +∞) is a sequence of the regularized parameters. The proximal point algorithm was earlier used for regularizing linear equations [31] , and seems to have been applied for the first time to convex minimization by Martinet [41] , and has been explored extensively; see, e.g., [5, 24, 40, 51] and the book [9] , together with the reference therein. In particular, in his seminal work [51] , Rockafellar developed two inexact versions of the proximal point algorithm to generate the sequences {z k+1 } by using two approximate rules z k+1 ≈ (I + c k T ) −1 (z k ) . One criterion adopted by Rockafellar is
while the other is
where each S k (·) := T (·) + c −1 k (· − z k ) and the real sequence {ε k } satisfies ∞ k=0 ε k < ∞. As shown in [51] , that criterion (1.4) implies criterion (1.3) . Under the assumption that the solution set of (1.1) is nonempty and the regularized parameters {c k } are bounded away from zero, it is proved in [51] that the sequence {z k } generated by (1. 3) (and so by (1.4)) with any initial point z 0 converges weakly to a solution of (1.1); furthermore the convergence rate is at least linear if T −1 is additionally assumed to be Lipschitz continuous at 0. Downloaded 03/29/17 to 150.214.182. 15 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php J. WANG, C. LI, G. LOPEZ, AND J.-C. YAO The proximal point algorithm was first extended in [21] to solve convex optimization problems on Hadamard manifolds and, further, in [33] to find singular points of multivalued vector fields on a Hadamard manifold. Recently, the convergence property of the proximal point algorithm for solving variational inequality problems for multivalued mappings on general Riemannian manifolds has been studied in [35] . The setting in the Hadamard manifold is as follows. Let M be a Hadamard manifold, and let A : M → 2 T M be a multivalued vector field such that A(x) ⊆ T x M for each x ∈ M and the domain D(A) of A is closed and convex. Given a sequence of parameters {λ n } ⊆ (0, +∞), then the proximal point algorithm on Hadamard manifolds for finding a singularity of A (i.e., 0 ∈ A(x)) is defined as follows.
Algorithm P. Give initial point x 0 ∈ D(A). Letting n = 0, 1, 2, . . . and having x n , determine x n+1 such that (1.5) 0 ∈ A(x n+1 ) − λ n exp −1 xn+1 x n .
As expected, the extension to the Hadamard manifold setting of the inexact versions of the proximal point algorithm in Hilbert spaces with two approximate rules (1.3) and (1.4) has been done in [59] , where their convergence results are established. Given a sequence of parameters {λ n } ⊆ (0, +∞) and a sequence of error controls {ε n } ⊆ (0, +∞), the two inexact proximal point algorithms are formulated, respectively, as the following Algorithm IP 1 and Algorithm IP 2 .
Algorithm IP 1 . Give initial point x 0 ∈ D(A). Letting n = 0, 1, 2, . . . and having x n , determine x n+1 such that (1.6) d(x n+1 , y n ) ≤ ε n with the associated y n ∈ M satisfying (1.7) 0 ∈ A(y n ) − λ n exp −1 yn x n .
(The sequence {y n } is called an associated sequence generated by Algorithm IP 1 ). Algorithm IP 2 . Give initial point x 0 ∈ D(A). Letting n = 0, 1, 2, . . . and having x n , determine x n+1 such that (1.8) d(0, A λn,xn (x n+1 )) ≤ λ n ε n , where, for each n = 0, 1, . . . , the multivalued vector field A λn,xn is defined by
As pointed out in [59] , it is unknown whether a sequence generated by Algorithm IP 2 is also a sequence generated by Algorithm IP 1 even in the case when A is maximal monotone (because whether (1.7) is solvable is unknown) in general. From the viewpoint of application, Algorithm IP 2 is more implementable than Algorithm IP 1 .
The aim of the present paper is to continue to study the convergence properties of Algorithms IP 1 and IP 2 . The interesting topics considered here are two: one is the convergence rate of these algorithms and the other is the finite termination of these algorithms. More precisely, we will establish in sections 3 and 4 that linear convergence and finite termination for these two inexact algorithms under the assumptions of metric subregularity and of weak sharp minima-like conditions, respectively. Furthermore, if the involved parameters λ n → 0, then the convergence rate is superlinear. In particular, some of our results are new (e.g., most of the results in section 3) even Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php in Euclidean spaces, while some corresponding result in [11] for the proximal point algorithm on Hadamard manifolds is improved/extended (as explained before Corollary 5.11). To the best of our knowledge, the present paper seems to explore the linear convergence property of the proximal point algorithms on Riemannian manifolds. As shown by an example provided in the last section (i.e., Example 6.4), the results in the present paper cannot be extended directly to the general Riemannian manifold setting.
The remainder of the paper is organized as follows. In section 2, some fundamental definitions, properties, and notations of Riemannian manifolds are provided. In section 3, convergence rates of Algorithms IP 1 and IP 2 are presented. Finite terminations of Algorithms IP 1 and IP 2 are explored in section 4. In section 5, applications to optimization problems are provided. In the last section, several examples are provided to illustrate our theorems obtained in the present paper.
Preliminaries.
In this section we introduce some fundamental definitions, properties, and notations of Riemannian manifolds, which can be found in any textbook on Riemannian geometry, for example, [18, 48, 52] .
Let M be a complete and connected m-dimensional manifold. We assume that M can be endowed with a Riemannian metric ·, · , with the corresponding norm denoted by · , to become a Riemannian manifold. Let p ∈ M . The tangent space of M at p is denoted by T p M and the tangent bundle of M by T M = p∈M T p M , which is naturally a manifold. Given a piecewise smooth curve γ : [a, b] → M joining p to q (i.e., γ(a) = p and γ(b) = q), we can define the length of γ by using the metric as L(γ) = b a γ (t) dt. Then the Riemannian distance d(p, q) is defined by minimizing this length over the set of all such curves joining p to q, which induces the original topology on M .
For a Banach space or a Riemannian manifold Z, we use B Z (p, r) and B Z (p, r) to denote, respectively, the open metric ball and the closed metric ball at p with radius r, that is,
We often omit the subscript Z if no confusion arises. In particular, we use B p to denote the closed unit ball of T p M , i.e.,
Let ∇ be the Levi-Civita connection associated with (M, , ). Let γ be a smooth curve in M . A vector field X is said to be parallel along γ if ∇ γ X = 0. If γ itself is parallel along γ, we say that γ is a geodesic, and in this case γ is constant. When γ = 1, γ is called normalized. A geodesic joining p to q in M is said to be minimal if its length equals d(p, q). By the Hopf-Rinow theorem we know that if M is complete then any pair of points in M can be joined by a minimal geodesic. Moreover, (M, d) is a complete metric space and bounded closed subsets are compact.
We use P γ,·,· to denote the parallel transport on the tangent bundle T M along γ with respect to ∇, which is defined by
where V is the unique vector field satisfying ∇ γ (t) V = 0 for all t and V (γ(a)) = v. Then, for any a, b ∈ R, P γ,γ(b),γ(a) is an isometry from T γ(a) M to T γ(b) M . Note that, Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We will write P q,p instead of P γ,q,p in the case when γ is a minimal geodesic joining p to q and no confusion arises.
Recall that the exponential map exp :
that is, exp q v is obtained by going out the length equal to v , starting from q, along a geodesic γ which passes through q with velocity equal to v v . Then, for any value of t, exp q tv = γ (t, q, v) . Note that the map exp q is differentiable on T q M for any q ∈ M .
A complete simply connected Riemannian manifold of nonpositive sectional curvature is called a Hadamard manifold. Throughout the remainder of this paper, we will always assume that M is an m-dimensional Hadamard manifold. Let p ∈ M . It follows from [52, p. 221, Theorem 4.1] that exp p : T p M → M is a diffeomorphism, and for any two points p, q ∈ M there exists a unique normalized geodesic joining p to q, which is, in fact, a minimal geodesic. Furthermore, for the Hadamard manifold, one of the most important properties is the following comparison theorem (cf. [52, p. 223, Proposition 4.5] ), which is useful in our study. Let Δ(p 1 p 2 p 3 ) be a geodesic triangle of a Riemannian manifold, that is, Δ(p 1 p 2 p 3 ) is a set consisting of three points p 1 , p 2 , p 3 , and three minimal geodesics joining these points. Then, for each i = 1, 2, 3 (mod 3),
A subset K ⊆ M is said to be convex if for any two points p and q in K, the geodesic joining p to q is contained in K, that is, if γ : [a, b] → M is a geodesic such that p = γ(a) and q = γ(b), then γ((1 − t)a + tb) ∈ K for all t ∈ [0, 1].
Let X (M ) denote the set of all multivalued vector fields A : M ⇒ T M such that A(x) ⊆ T x M for each x ∈ M and the effective domain D(A) of A is closed and convex, where the domain D(A) of A is defined by
In the spirit of the corresponding notions in Hilbert spaces (cf. [14, 42] and [60] for example), Definition 2.1 below taken from [59] extends some notions of the monotonicity to multivalued vector fields on Hadamard manifolds. In particular, concepts (a), (b), (c) were introduced and studied in [44] for the single-valued case and in [16] for the multivalued case.
A is said to be (a) monotone if the following condition holds for any x, y ∈ D(A):
and ∀v ∈ A(y);
(b) strictly monotone if (2.2) holds with strict inequality for any x, y ∈ D(A) with x = y, that is,
and ∀v ∈ A(y); Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (c) ρ-strongly monotone if there exists ρ > 0 such that, for any x, y ∈ D(A),
(d) maximal monotone if it is monotone and the following implication holds for any x ∈ M and u ∈ T x M :
Then, by [58] , V y is 1-strongly maximal monotone. Furthermore, for any λ > 0 and any monotone vector field A on M , the multivalued vector field A λ,y defined by
is λ-strongly monotone; see [33] for example.
Let A be a multivalued vector field. We use A −1 (0) to denote the set of all singularities of A, that is,
The following proposition is known in [33, Theorem 4.3] and provides a sufficient condition ensuring the existence of singularities of A. Remark 2.1. Note that Algorithm P is an implicit method. Thus one basic problem is when this algorithm is well-defined. For each n, define A λn,xn ∈ X (M ) by
Then, in the case when A ∈ X (M ) is monotone, each A λn,xn is strongly monotone. Thus, in view of Proposition 2.2, the following assertions hold when A is monotone.
(i) Algorithm P is well-defined if and only if A −1 λn,xn (0) = ∅ for each n = 0, 1, 2, . . . . (ii) If D(A) = M and A is maximal monotone, then Algorithm P is well-defined.
The following proposition taken from [59] shows that if (1.7) is solvable for each n, then any sequence generated by Algorithm IP 2 with initial point x 0 is also a sequence generated by Algorithm IP 1 with the same initial point.
is a maximal monotone multivalued vector field. Let {λ n } and {ε n } be two sequences of positive numbers. Let x 0 ∈ M and let {x n } be a sequence generated by Algorithm IP 2 . Suppose that, for each n, the problem 
where we adopt the convention that 0 0 = 0. Throughout the paper, we always assume that A ∈ X (M ) is maximal monotone with A −1 (0) = ∅, and let x 0 ∈ D(A) be a given initial point. We first need the following lemma about the properties of sequences generated by Algorithm IP 1 .
Lemma 2.4. Let {x n } be a sequence generated by Algorithm IP 1 (together with the associated sequence {y n }) and letx ∈ A −1 (0). Then the following assertions hold:
(i) For any n = 0, 1, . . . , the following inequality holds:
(ii) The following implication holds: (ii). Suppose that n δ n < +∞. Fix n. Then, by the definition, one has that (2.11) ε n = δ n d(x n+1 , x n ).
Letx ∈ A −1 (0). We observe by (2.8) that
Combining (2.11) and the second inequality of (2.13), we conclude that
It follows that Note that, in general, a sequence generated by Algorithm IP 2 cannot be regarded as a sequence generated by Algorithm IP 1 . The following lemma is an analogue to Lemma 2.4 for Algorithm IP 2 .
Lemma 2.5. Let {x n } be a sequence generated by Algorithm IP 2 and letx ∈ A −1 (0). Then the following assertions hold:
(i) For any n ∈ N, the following inequality holds:
(ii) The following implication holds:
Proof. Assertions (i) and (iii) are known in [59, Lemma 3.9] . Below, we show that assertion (ii) holds. Suppose that n≥0 δ 2 n < +∞. Note by definition that δ n = εn d(xn+1,xn) . Then
Let N be a positive integer such that 2δ 2 n < 1 for all n ≥ N . Fix n ≥ N and let x ∈ A −1 (0). Then, applying (2.15) to 2δ 2 n in place of t, we have the following assertion:
This implies that
It follows from (2.17) and (2.18) that [49, Lemma 2.2.2] is applicable and so {d 2 (x n ,x)} is convergent (and so bounded). Consequently, (2.19) implies that d 2 (x n+1 , x n ) < +∞ thanks to the fact that n δ 2 n < +∞. Therefore, n ε n < +∞ by (2.17), and the proof is complete.
Metrical subregularity and rate of convergence.
Let A : M → 2 T M be a multivalued vector field, and consider the following generalized singularity problem:
This section is devoted to the study of the convergence rate of the inexact proximal point algorithm for solving (3.1) under metric regular condition. First, we recall some Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php notions and notations. Let X be a metric space and let x ∈ X. Let S 1 ⊆ X. The distance from x to S 1 is defined by
while gphA and domA are defined similarly.
The metric subregularity (the terminology "error bond" is sometimes adopted instead of metric subregularity; see [19] for history of terminology) and its equivalent calmness counterpart for inverse mappings have been studied extensively in linear spaces. Various results in this direction and their applications can be found in [1, 2, 3, 19, 23, 27, 28, 30, 62, 63] and references therein. Below, we extend the notion of metric subregularity (cf. [20] ) to Riemannian manifolds.
Then A is metrically subregular if and only if sregxA < +∞ for eachx ∈ A −1 (0).
Below, we get a lemma about the convergence rate of sequences generated by Algorithms IP 1 and IP 2 , which will be useful. Recall that {δ n } is defined by (2.7):
for each n.
Let κ > 0 and set (3.4) μ n := κλ n (1 + δ n ) for each n.
(i) Let {x n } be a sequence generated by Algorithm IP 1 (together with the associated sequence {y n }) such that {y n : n ≥ N } ⊂ U and Then, one has that, for each n ≥ N ,
(ii) Let {x n } be a sequence generated by Algorithm IP 2 such that {x n : n ≥ N } ⊂ U and (3.5) holds. Then one has that, for each n ≥ N ,
where μ n is given by (3.4) .
Observe further that
This gives that
Combining this with (3.8) yields
This implies that (3.10)
Since λ n exp −1 yn x n ∈ A(y n ) by the definition of Algorithm IP 1 , it follows that
By assumption, we get that for each n ≥ N 1 ,
Combining this with (3.11) gives that where the second inequality holds because of (2.8), while the last inequality holds because of (3.12). This implies that
Combining this with (3.10) yields that for all n ≥ N 1 ,
Hence, (3.6) is seen to hold.
(ii) For each n, by the definition of Algorithm
This, together with the definition of δ n , gives that
We get by assumption that, for each n ≥ N ,
Observe further that λ n v n+1 + λ n exp −1 xn+1 x n ∈ A(x n+1 ) by (3.13). Thus, it follows from (3.14) that
Applying (2.15), we conclude that
This, together with (3.15), gives that
Therefore,
and (3.7) is seen to hold. The proof is complete. Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Lemma 3.3 . Let {x n } be a sequence generated by Algorithm IP 1 (together with the associated sequence {y n }) or Algorithm IP 2 such that 1) , and a bounded sequence {a n } ⊂ (0, +∞) satisfying
hence {x n } converges linearly tox.
Proof. By assumption (3.16), there exists q ∈ [ 1 2 , 1) such that the following inequalities hold for any n ≥ N (N can be taken to be larger if necessary):
where μ n is given by (3.4) . Note further by assumption that Lemma 3.2 is applicable. Define the sequence {a n } by
for any n > N.
Then, {a n } is decreasing and so bounded thanks to the second inequality in (3.19) , and (3.17) holds because, by (3.16),
Below we shall show that Granting this, we have that, for any m ∈ N and n > N,
as {a n , n ≥ N + 1} is monotone decreasing. Passing to the limit as m → ∞, one sees that (3.18) holds. Thus, to complete the proof, it remains to show (3.22) . We only prove this for the case when {x n } is generated by Algorithm IP 1 as the proof is similar for the other case. Then, by Lemma 3.2, for each n > N, (3.6) holds, and so
In terms of the definition of {a n }, one has that
Fix n ≥ N and let z :
Thus, using (1.6) and recalling (2.7), we conclude that
Hence,
(noting that δ n ≤ 1 2 and d(x n , z) = d(x n , A −1 (0))). Combining this with (3.25) yields that (3.22) holds, and the proof is complete.
Theorem 3.4. Suppose that (a) A is globally metrically subregular, or (b) A is metrically subregular and n ε n < +∞. Let {x n } be a sequence generated by Algorithms IP 1 or IP 2 such that (3.16) holds. Then {x n } converges linearly to a pointx ∈ A −1 (0): there exist q ∈ [ 1 2 , 1) and a bounded sequence {a n } ⊂ (0, +∞) satisfying
In particular, if lim n→∞ λ n = 0 or sregxA = 0, then {x n } is superlinearly convergent.
Proof. We first note x n →x ∈ A −1 (0), which is clear by Lemma 3.3 in case (a) (applied to some κ > 0 and U := M ), and by [ 
hence, assumption (a) of Lemma 3.3 holds with B(x, δ) and sregxA + ε in place of U and κ. Moreover, one can choose a positive integer N such that {x n : n ≥ N } ⊂ U and {y n : n ≥ N } ⊂ U because x n →x and y n −x ≤ x n −x for each n. Thus Lemma 3.3 is applicable to concluding that there exist q ∈ [ 1 2 , 1) and a bounded sequence {a n } ⊂ (0, +∞) satisfying (3.17) such that (3.18) holds. Passing to the limit, one sees that (3.26) follows from (3.17) , and the proof is complete. Corollary 3.5. Let {x n } be a sequence generated by Algorithm IP 1 with n δ n < ∞, or by Algorithm IP 2 with n δ 2 n < ∞. Suppose that A is metrically subregular and sup n λ n < ∞. Then, {x n } is linearly convergent to a pointx ∈ A −1 (0). Moreover, if lim n→∞ λ n = 0 or sregxA = 0, then {x n } is superlinearly convergent.
If ε n = 0 for each n = 0, 1, . . . , then δ n = 0. Thus, we get the following corollary directly from Theorem 3.4 for the convergence rate of the classical proximal point Algorithm P.
Corollary 3.6. Let {x n } be a sequence generated by Algorithm P. Suppose that A is metrically subregular and sup n λ n < ∞. Then, {x n } is linearly convergent to a pointx ∈ A −1 (0). Moreover, if lim n→∞ λ n = 0 or sregxA = 0, then {x n } is superlinearly convergent.
The notion of Lipschitz continuous for a multivalued mapping in Banach spaces was given in [51] . Below, we extend this notion to the Riemannian manifold setting. Proposition 3.8 below provides some sufficient conditions ensuring the Lipschitz continuity at 0 of A −1 .
Then the following assertions hold:
Proof. (i). The proof is trivial. (ii). By definition, to complete the proof, it's sufficient to show that there exists ε > 0 such that the following implication holds: (3.28) for any x ∈ M , and w ∈ A(x) with w < ε =⇒ x =x. Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Since 0 ∈ intA(x), there exists ε > 0 such that for each w ∈ TxM with w < ε, one has that w ∈ intA(x). Write
which implies that ε γ (0) ≤ w γ (1) and so w ≥ ε. Hence, we get the following implication:
which is equivalent to (3.28) . The proof is complete.
Remark 3.2. Let A be any monotone, and letx ∈ A −1 (0). For any λ > 0, let A λ,x be the multivalued vector field given in Example 2.1 withx in place of y. Then A λ,x is λ-strongly monotone atx, and so A −1 λ,x is Lipschitz continuous at 0 with modulus κ := λ thanks to Proposition 3.8(i). 
in the case when {x n } is a sequence generated by Algorithm IP 1 with n δ n < ∞, and
in the case when {x n } is a sequence generated by Algorithm IP 2 with n δ 2 n < ∞. Then the following corollary follows directly. Corollary 3.9. Let {x n } be a sequence generated by Algorithm IP 1 with n δ n < ∞, or by Algorithm IP 2 with n δ 2 n < ∞. Suppose that A −1 is Lipschitz continuous at 0 with modulus κ ≥ 0 and sup n λ n < ∞. Then, {x n } is (Q-)linearly convergent to the unique pointx ∈ A −1 (0):
Furthermore, if lim n→∞ λ n = 0 or κ = 0 (e.g, 0 ∈ intA(x)), then {x n } is (Q-) superlinearly convergent:
Remark 3.4. To the best of our knowledge, Theorem 3.4 and Corollaries 3.5, 3.6, and 3.9 are new even in Euclidean spaces. Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Finite termination of the algorithm. This section is devoted to establishing results on finite termination of the inexact proximal point algorithm. We say that a sequence {x n } terminates in a finite number of iterations if there exists a positive integer N such that x n = x n+1 and x n ∈ A −1 (0) for all n ≥ N . We begin with the following useful lemma. Let S be a convex subset in M , and let x ∈ S. Recall that a vector v ∈ T x M is tangent to S if there is a smooth curve γ : [0, ε) → S such that γ(0) = x and γ (0) = v. Then the collection T x S of all tangent vectors to S at x is a convex cone in the space T x M ; see [54, p. 71 ]. Thus the normal cone N S (·) is defined by
Below, we always assume that S = A −1 (0). satisfies weak sharp minima-like condition on M , that is,
Note by [57, Proposition 3.1] that the following equivalence holds for each z ∈ S:
The following remark shows that the weak sharp minima-like condition implies the metrical subregularity. 
In fact, let x ∈ B(x, rx). Without loss of generality, we assume that d(x, S) > 0. Set 
Using (4.7), we see that w, exp −1
which contradicts (4.6), and so, we have that y ∈ S.
Recall that A ∈ X (M ) is monotone and upper Kuratowski semicontinuous with
A −1 (0) = ∅, and x 0 ∈ D(A) is a given initial point. Throughout the remainder of this section, we always assume that S := A −1 (0) is convex. Suppose further that there exists N ∈ N such that {x n , y n , n ≥ N } ⊆ B(x, r). If A(x) is a singleton for each x ∈ S, or {x n } is generated by Algorithm IP 2 , then, {x n } terminates in a finite number of iterations.
Proof. First, let {x n } be generated by Algorithm IP 1 with the associated sequence {y n }. Then d(x n+1 , y n ) ≤ ε n = δ n d(x n+1 , x n ).
Thus, it follows that Thus, there is a positive integer K ≥ N such that, for all k ≥ K, (4.10)
x n k , y n k ∈ B(x, r) and λ n k exp −1
for each k, Lemma 4.2 is applicable (with u = 0) to concluding that y n k ∈ S for all k ≥ K. Thus, there exists N ≥ n K such that y N ∈ S. By assumption, A(y N ) is a singleton. Therefore, thanks to (4.11), one sees that 0 = A(y N ) = λ N exp −1 y N x N , that is, x N = y N (as λ N > 0). Thus, x N ∈ S. Below, we show that x n+1 = x n for all n ≥ N and then complete the proof. To proceed, we fix n ≥ N . Without loss of generality, assume that x n ∈ S = A −1 (0) and δ n < 1. Below, we prove that x n+1 = x n . Note by Algorithm IP 1 that there exists y n such that 0 ∈ A(y n ) − λ n exp −1 yn x n . By assumption, 0 ∈ A(x n ) and so 0 ∈ A(x n ) − λ n exp −1 xn x n . As A(·) − λ n exp −1 · x n is strongly monotone as noted in Example 2.1, it follows that x n = y n . Thus, we have
Then, it follows that
This, together with the assumption that δ n < 1, implies that x n = x n+1 . Second, let {x n } be generated by Algorithm IP 2 . Note by assumption that lim inf n→∞ λ n d(x n , x n+1 ) = lim inf n→∞ λ n exp −1 xn+1 x n = 0.
Fix n. Then making use of the definition of Algorithm IP 2 , we can choose v n+1 ∈ T xn+1 M such that
where v n+1 is well-defined because A λn,xn (x n+1 ) is closed and convex. (4.13) implies that
Combining this with (4.9) yields that lim n→∞ λ n exp −1 xn+1 x n + v n+1 = 0. Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Hence, there exists a positive integer K ≥ N such that the following assertions hold:
Then, Lemma 4.2 is applicable to concluding that x K+1 ∈ S. Below we show that x n+1 = x n for each n ≥ K + 1, and then complete the proof. By assumption, without loss of generality, we may assume that for each n ≥ K,
Let n = K + 1 and let v n+1 be chosen to satisfy (4.12) and (4.13). Since 0 ∈ A(x n ) because x n ∈ S, and A is monotone, it follows that
That is,
Furthermore, using (4.14), we obtain that
Hence d(x n+1 , x n ) = 0, that is x n+1 = x n as desired. Inductively, we get x n+1 = x n for each n ≥ K + 1 and the proof is complete.
Theorem 4.4. Suppose that problem (3.1) satisfies (a) global weak sharp minima-like condition with modulus α > 0 or (b) local weak sharp minima-like condition and n ε n < +∞. Let {x n } be a sequence generated by Algorithm IP 1 such that (4.9) holds. If A(x) is a singleton for each x ∈ S, then {x n } terminates in a finite number of iterations.
Proof. (a) If problem (3.1) satisfies a global weak sharp minima-like condition with modulus α > 0, then for anyx ∈ S, problem (3.1) satisfies a weak sharp minima-like condition on B(x, r) (for any r > 0) with uniform modulus α. Then, the conclusion follows from Lemma 4.3.
(b) Suppose that problem (3.1) satisfies a weak sharp minima-like condition and n ε n < +∞. Let {x n } and {y n } be sequences generated by Algorithm IP 1 . Then, it follows from [59, Proposition 3.3] that {x n } converges to a singular pointx ∈ A −1 (0). Hence, there exist αx, rx > 0 such that problem (3.1) satisfies a weak sharp minimalike condition on B(x, rx) with modulus αx. Thus, there exists a positive integer N such that {x n , y n , n ≥ N } ⊂ B(x, rx) . Therefore, Lemma 4.3 is applicable and the conclusion follows. Let {x n } be a sequence generated by Algorithm IP 1 with n δ n < +∞. If A(x) is a singleton for each x ∈ S, then {x n } terminates in a finite number of iterations.
Proof. By Theorem 4.4, to complete the proof, it's sufficient to show that (4.16) n ε n < +∞ and (4.9) hold. In fact, lim n→∞ δ n < 1 and (4.16) follows directly from the assumption n δ n < +∞ and Lemma 2.4. Thus, we get from [59, Theorem 3.8 ] that (4.16) and (4.15) imply that the equality in (4.9) holds.
Theorem 4.6 below shows that if {x n } is a sequence generated by Algorithm IP 2 , then the condition that A(x) is a singleton for each x ∈ S can be removed. Proof. Let {x n } be a sequence generated by Algorithm IP 2 . Since λ n ε n = λ n δ n d(x n , x n+1 ), it follows from (4.9) that lim inf n→∞ λ n (d(x n , x n+1 ) + ε n ) = 0.
Hence, [59, Proposition 3.3 ] is applicable to conclude that {x n } converges to a singular pointx ∈ A −1 (0). Thus, with a similar technique mentioned in the proof of Theorem 4.4, we get that Lemma 4.3 is applicable and the conclusion follows. Proof. By Theorem (4.6), to complete the proof, it's sufficient to show that (4.16) and (4.9) hold. Indeed, n δ 2 n < +∞ implies that lim n→∞ δ n < 1 and (4.16) holds because of Lemma 2.5. Thus, we apply [59, Lemma 3.10] to conclude that lim n→∞ λ n exp −1 xn+1 x n = 0.
Hence, (4.9) is seen to hold.
Corollary 4.8. Let {x n } be a sequence generated by Algorithm IP 2 with n δ 2 n < +∞. Suppose that (4.15) holds, and that there existsx ∈ M such that 0 ∈ intA(x). Then, {x n } terminates in a finite number of iterations.
Proof. By Proposition 3.8, the assumption 0 ∈ intA(x) implies that S = A −1 (0) = {x}. This implies that TxS = 0 and there exists α > 0 such that (4.2) holds (with any r > 0). Hence, problem (3.1) satisfies a global weak sharp minima-like condition. Thus, Corollary 4.7 is applicable and the conclusion follows.
Applying Corollary 4.7 to the special case when ε n = 0 for each n ≥ 0, we get the following finite termination result for Algorithm P. Recall that f is proper if its effective domain D(f ) is nonempty. Recall also that f is convex if for any geodesic γ in M , the composition function f • γ : R → (−∞, +∞] is convex, that is,
for any a, b ∈ R and 0 ≤ t ≤ 1. Throughout this subsection, we assume that f : M → (−∞, +∞] is a proper lower semicontinuous convex function. The subdifferential
The following proposition collects some useful properties of ∂f proved in [33] . The constrained minimization problem considered here is described as follows:
where, C ⊆ M is a closed convex subset. Let δ C be the indicator function defined by δ C (x) = 0 if x ∈ C and δ C (x) = +∞ otherwise, and let f C := f + δ C . Then the constrained minimization problem (5.1) is equivalent to the unconstrained minimization problem: min x∈M f C (x). Therefore, without loss of generality, we assume for the whole subsection that C is the manifold M . Thus, problem (5.1) is reduced to the following minimization problem:
We use S to denote the solution set of (5.2), that is,
It is easy to check that
Throughout this section, we always assume that S is nonempty. Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Let λ > 0, z ∈ M , and let f λ,z denote the regularized function defined by
The inexact proximal point algorithm that we are interested in for finding an approximate solution of problem (5.2), is defined as follows. Algorithm IP M . Give initial point x 0 ∈ D(f ). Letting n = 0, 1, . . . and having x 0 , x 1 , . . . , x n , determine x n+1 as follows: choosing a parameter λ n > 0 and an error ε n ≥ 0, then take x n+1 such that
Clearly, in the special case when each ε n = 0, Algorithm IP M is reduced to the following classical proximal point algorithm which has been studied in [33] and [21] .
Algorithm P M . Give initial point x 0 ∈ D(f ). Letting n = 0, 1, . . . and having x 0 , x 1 , . . . , x n , determine x n+1 as follows: choosing a parameter λ n > 0, take x n+1 such that
x n+1 = argmin x∈M f λn,xn (x).
The following proposition describes the relationship between Algorithms IP M and IP 1 , which is taken from [59, Proposition 4.3] .
Proposition 5.2. Let {x n } be a sequence generated by Algorithm IP M with initial point x 0 . Then {x n } also is a sequence generated by Algorithm IP 1 for A(·) = ∂f (·) with the same error sequence {ε n }.
Linear convergence.
This subsection is devoted to the study of linear convergence of Algorithm IP M . Below, we extend the notion of weak sharp minimizer of order p for problem (5.2) to a manifold setting. Here, we are interested in the case when p = 2.
Definition 5.3. Let S be the solution set of problem (5.2) . Then, we say that (a) S is the set of local weak sharp minima of order 2 for problem (5.2) if for eachx ∈ S, there exist α, r > 0 such that for all x ∈ B(x, r),
(b) S is the set of global weak sharp minima of order 2 for problem (5.2) with the uniform modulus α > 0 if estimate (5.4) holds for allx ∈ S and x ∈ M .
The following proposition is about metrical subregularity of ∂f .
Proposition 5.4. If S is the set of local (resp., global) weak sharp minima of order 2 for problem (5.2), then ∂f is metrically subregular (resp., global metrically subregular).
Proof. Letx ∈ ∂f −1 (0). Thenx ∈ S. Thus, by assumption, there exist α, r > 0 such that (5.4) holds for all x ∈ B(x, r) . Let x ∈ B(x, ε) . As S = ∂f −1 (0), to complete the proof, it's sufficient to show that ∂f(x) ).
In the case when d(x, S) = 0, it's trivial. Below, we assume that d(x, S) > 0. Since S is closed and convex, there exists x 0 ∈ S such that (5.6) d(x, S) = d(x, x 0 ). Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
. This, together with (5.6) and (5.4) 
As v ∈ ∂f (x) is arbitrary, (5.5) is seen to hold.
The linear convergence result of Algorithm IP M is given below.
Corollary 5.5. Let {x n } be a sequence generated by Algorithm IP M . Suppose that (3.16) holds. Suppose further that (a) S is the set of global weak sharp minima of order 2, or (b) S is the set of local weak sharp minima of order 2 and n ε n < +∞. Then, {x n } is linearly convergent to a pointx ∈ S. Moreover, if lim n→∞ λ n = 0, then {x n } is superlinearly convergent.
Proof. Let {x n } be a sequence generated by Algorithm IP M . Then, it follows from Proposition 5.2 that {x n } is also a sequence generated by Algorithm IP 1 for A(·) = ∂f (·) with the same error sequence {ε n }. Thus, the conclusion follows from Proposition 5.4 and Theorem 3.4.
For the classical proximal point Algorithm P M , we get the following corollary about the linear convergence rate directly from Corollary 5.5.
Corollary 5.6. Let {x n } be a sequence generated by Algorithm P M . Suppose that sup n λ n < +∞. Suppose further that S is the set of local weak sharp minima of order 2. Then, {x n } is linearly convergent to a pointx ∈ S. Furthermore, if lim n→∞ λ n = 0, then {x n } is superlinearly convergent.
Finite termination.
This subsection is devoted to the study of finite termination of Algorithm IP M . The notion of weak sharp minima has been explored thoroughly in linear spaces (cf. [12, 13] and so on), which has also been extended to a manifold setting (cf. [34] ).
Definition 5.7. Let S be the solution set of problem (5.2) . S is said to be the set of local weak sharp minima for problem (5.2) if for eachx ∈ S, there exist α, r > 0 such that for all x ∈ B(x, r),
By [34, Corollary 4.10] , S is the set of local weak sharp minima for problem (5. 2) if and only if there are α, r > 0 such that we have the inclusion S ∩ B(x, r) .
Hence, we have the following proposition. The following theorem shows that under certain condition and assumption of local weak sharp minima, a sequence generated by Algorithm IP M terminates in a finite number of iterations. Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Corollary 5.9 . Suppose that S is the set of local weak sharp minima for problem (5.2) , and that (4.15) holds. Let {x n } be a sequence generated by Algorithm IP M . Then, {x n } terminates in a finite number of iterations provided one of the following two conditions holds:
(a) f is Gateaux differentiable on S f and δ n < +∞; (b) δ 2 n < +∞ and (5.9) d(0, ∂f λn,xn (x n+1 )) ≤ λ n ε n for each n ∈ N.
Proof. By Proposition 5.8, a local weak sharp minima implies a local weak sharp minima-like condition. On the other hand, note that for each x ∈ S f , f is Gateaux differentiable at x implies that ∂f (x) is a singleton. Moreover, if assumption (5.9) holds, then {x n } is also a sequence generated by Algorithm IP 2 for A(·) = ∂f (·) with the same error sequence {ε n }. Hence, Corollary 4.5 is applicable and the conclusion follows.
The following theorem shows that if {f (x n )} is bounded (e.g., D(f ) = M or, more generally, any cluster point of {x n } is in int R (D(f )) (cf. [59, Remark 4.2] )), then the condition n 1 λ 2 n = +∞ can be weakened to n 1 λn = +∞. Theorem 5.10. Suppose that S is the set of local weak sharp minima for problem (5.2) . Suppose further that Granting this, we can check, as in the proof we did for Corollary 5.9, that Proposition 5.8 and Theorem 4.4 are applicable and then the conclusion follows. By the definition of Algorithm IP M , for each n,
Recall that δ n = εn d(xn,xn+1) . Then, ε n = δ n d(x n , x n+1 ). This, together with (5.12), yields that
Since p := lim sup n→∞ δ n < 1, there exists a positive integer N such that for all n ≥ N , δ n < p. Combing this with (5.13) yields that
Since {f (x n )} is bounded, it follows from (5.14) that (5.15) n≥N 1 λ n (λ n d(x n , x n+1 )) 2 < +∞. Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 1 λn = +∞, one sees that (5.11) follows from (5.15) , and the proof is complete.
Corollary 5.11 below follows directly from Theorem 5.10, and shows that the classical proximal point algorithm P M for problem (5.2) terminates in a finite number of iterations, which extends the corresponding results in [11] , where it was proved under the assumptions that S f is a global weak sharp minima for problem (5.2) and that {λ n } ⊆ [λ − , λ + ] for some 0 < λ − < λ + .
Corollary 5.11. Suppose that S is the set of local weak sharp minima for problem (5.2) . Suppose further that D(f ) = M and (5.10) holds. Then, Algorithm P M terminates in a finite number of iterations.
Numerical examples.
This section is devoted to several examples: Examples 6.1-6.3 are used to illustrate our theorems in the previous sections for inexact proximal point algorithms on Hadamard manifolds; Example 6.4 is used to show that our results obtained in the present paper cannot be extended directly to the general Riemannian manifold setting. It should be remarked that the functions or vector fields in Examples 6.1-6.3 are not convex or monotone in the Euclidean space and so the corresponding results in a Hilbert space setting (e.g., [51, 57] ) cannot apply.
Let M = H := {(y 1 , y 2 ) ∈ R 2 | y 2 > 0} be the Poincaré plane endowed with the Riemannian metric given by where ·, · x and ·, · denote the inner product in TxH and R 2 , respectively. The geodesics of the Poincaré plane are the semilines γ a : y 1 = a, y 2 > 0, and the semicircles γ b,r : (y 1 − b) 2 + y 2 2 = r 2 , y 2 > 0. Consider the set C given by C := (y 1 , y 2 ) ∈ R 2 (y 1 − 1) 2 + y 2 2 ≤ 5, (y 1 + 1) 2 + y 2 2 ≤ 5, y 2 ≥ 1 .
Then C ⊆ H is convex. Example 6.1 gives an example of a multivalued vector field on the Poincaré plane satisfying a local weak sharp minima-like condition. Then, f is convex and the solution set of (5.2) is
Furthermore, by [34, Example 6.2] , S is the set of local weak sharp minima for problem (5.2). Hence, Corollary 5.9 is applicable to concluding that any sequence {x n }, generated by Algorithm IP M with {δ n } satisfying δ n < +∞ and the parameters {λ n } satisfying (4.15), terminates in a finite number of iterations.
Let A : M ⇒ T M be a multivalued vector field defined by
otherwise.
By [54, p. 297] , one checks that A is equal to the subdifferential of f given by (6.2 
that is, A is metrically subregular on W with modulus κ = 1. Clearly, the first assertion in (6.4) follows trivially from the second one of (6.4). Hence, it remains to show that the second assertion in (6.4) holds. To proceed, let x ∈ W . In the case when d(x, S) = 0, it's trivial. Below, we assume that d(x, S) > 0. Since S is closed and convex, there exists x 0 ∈ S such that d(x, S) = d(x, x 0 ), that is,
Clearly, by the definition of a normal cone N W (x), one has
Note that f is convex and so
Hence, it follows from (6.7), (6.6), and (6.5) that v, − exp −1
As v ∈ A(x) is arbitrary, (6.4) is seen to hold. Thus, Corollary 3.5 is applicable to concluding that, with {λ n } satisfying sup n λ n < +∞, any sequence {x n }, generated by IP 1 with n δ n < ∞, or by Algorithm IP 2 with n δ 2 n < ∞, converges linearly to a pointx ∈ A −1 (0). Furthermore, if lim n→∞ λ n = 0, then {x n } is superlinearly convergent.
In the following example, vector fields with global metrical subregularity or a global weak sharp minima-like condition on the Hadamard manifold of symmetric positive definite matrixes are presented. [47, p. 355 ], [43] ). Let X ∈ S m ++ . Then T X S n ++ = S m , where S m = {X ∈ R m×m | X is a symmetric matrice}. Furthermore, the inner product on T X S m ++ is defined by
Hence, S m ++ is a Hadamard manifold with nonpositive curvature everywhere (cf. [47, p. 355 ], [43] ). Let X 0 , Y 0 ∈ S m ++ be such that det X 0 = det Y 0 = 1. Let γ be the geodesic connecting X 0 and Y 0 , that is, γ(0) = X 0 , γ(1) = Y 0 , and
for each t ∈ [0, 1].
where P S denotes the projection on S. Recall from [15] that the vector field X → 2(ln det X)X is monotone (but this vector field isn't monotone in the classical sense), and recall also from [46] that the vector field X → − exp −1 X P S X is monotone. Hence, A 1 and A 2 are monotone. Observe further that A −1 1 (0) = A −1 2 (0) = S. Then, with a similar technique to Example 6.2, one can verify that A 1 is globally metrically subregular with modulus κ = 1. Furthermore, by (4.3), we see that A 2 satisfies a global weak sharp minima-like condition. Then, Corollary 3.5 is applied to A 1 to conclude that, with {λ n } satisfying sup n λ n < +∞, any sequence {x n }, generated by IP 1 with n δ n < ∞, or by Algorithm IP 2 with n δ 2 n < ∞, converges linearly to a pointx ∈ A −1 1 (0), and {x n } is superlinearly convergent if lim n→∞ λ n = 0, while Corollary 4.7 is applied to A 2 to conclude that any sequence {x n }, generated by Algorithm IP 2 with {δ n } satisfying δ 2 n < +∞ and the parameters {λ n } satisfying (4.15), terminates in a finite number of iterations.
The numerical simulation aims to verify the linear convergence and finite convergence of Algorithms P, IP 1 , and IP 2 , established in the present paper. These algorithms are implemented for vector fields A 1 and A 2 on the symmetry positive matrix manifold S 10 ++ in Example 6.3, respectively. In both cases, we randomly generate X 0 , Y 0 ∈ S 10 ++ and initial point x 0 ∈ S 10 ++ . Figure 1 plots the distances to the solution set along the number of iterations in a random trial: (a) is for algorithms P and IP 1 , and (b) is for algorithms P and IP 2 . It is illustrated by Figure 1 that the algorithms P, IP 1 , and IP 2 are linearly convergent in the case when each λ n = 1 3 and superlinearly convergent when each λ n = 1 n+1 . The finite convergence results for vector field A 2 are demonstrated in Tables 1, 2, and 3 for algorithms P, IP 1 , and IP 2 , respectively.
We end this paper with an example on the unit sphere in R 3 , which shows that our results obtained in the present paper cannot be extended directly to a general Riemannian manifold setting. be the 2-dimensional unit sphere. Write x =: (0, 0, 1) and y := (0, 0, −1). Then where ·, · x and ·, · denote the inner product in TxS 2 and R 3 , respectively; see, for example, [54, p. 84] . Let (6.9) z 1 := 0, We first show that Problem (3.1) with A given by (6.10) satisfies the global weak sharp minima-like condition (with modulus α := 1) (6.11) Bx ⊂ A(x) + TxS for anyx ∈ S (and so A is metrically subregular by Remark 4.1). To do this, letx ∈ S. Ifx = z 1 andx = z 2 , then TxS = TxC and so N C (x) + TxS = TxM . Therefore, the inclusion Downloaded 03/29/17 to 150.214.182.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php in (6.11) holds for anyx ∈ S \ {z 1 , z 2 }. Thus, it remains to consider the case when x = z 1 or z 2 . Without loss of generality, we assume thatx = z 1 . Then, we conclude that TxC = {(0, y 2 , y 3 ) ∈ R 3 | y 2 + √ 2y 3 = 0} and then N C (x) = {(y 1 , 0, 0)| y 1 ∈ R}.
Moreover, one checks that TxS = (0, y 2 , y 3 ) ∈ R 3 y 2 + √ 2y 3 = 0, y 3 ≤ 0 .
Hence, N C (x) + TxS = (y 1 , y 2 , y 3 ) ∈ R 3 y 2 + √ 2y 3 = 0, y 3 ≤ 0 .
By the definition of A, we have that It follows from (6.10) that
