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Abstract
Let k be a positive integer and let G be a graph with vertex set
V (G). A subset D ⊆ V (G) is a k-dominating set if every vertex
outside D is adjacent to at least k vertices in D. The k-domination
number γk(G) is the minimum cardinality of a k-dominating set in
G. For any graph G, we know that γk(G) ≥ γ(G) + k − 2 where
∆(G) ≥ k ≥ 2 and this bound is sharp for every k ≥ 2. In this paper,
we characterize bipartite graphs satisfying the equality for k ≥ 3 and
present a necessary and sufficient condition for a bipartite graph to
satisfy the equality hereditarily when k = 3. We also prove that the
problem of deciding whether a graph satisfies the given equality is
NP-hard in general.
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1 Introduction
Let G be an undirected simple graph G, where V (G) and E(G) denote the
set of vertices and the set of edges of G, respectively. For two vertices u, v ∈
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V (G), u and v are neighbors if they are adjacent, that is, if there is an edge
e = uv ∈ E(G). The open neighborhood of a vertex v is the set NG(v) =
{u ∈ V (G) : uv ∈ E(G)} and the degree of v is given by the cardinality of
NG(v). Two vertices u, v ∈ V (G) are false twins if NG(u) = NG(v). Let δ(G)
and ∆(G) denote the minimum and the maximum degree of G, respectively.
For a subset S ⊆ V (G), let G[S] denote the subgraph induced by S. An edge
e = uv ∈ E(G) is subdivided when it is deleted from G and a new vertex x
is added with two new edges xu and xv. Here, the vertex x is a subdivision
vertex. Let [r] denote the set of integers {1, . . . , r} throughout the paper.
A subset D ⊆ V (G) is dominating in G if every vertex of V (G) \D has
at least one neighbor in D. Similarly, a subset D ⊆ V (G) is k-dominating in
G if every vertex of V (G) \D has at least k neighbors in D. The domination
number γ(G) and the k-domination number γk(G) of G are the minimum
cardinalities of a dominating and a k-dominating set of G, respectively.
We say that a connected graph G is a (γ, γk)-graph if γk(G) = γ(G)+k−2
and ∆(G) ≥ k. A connected graph G is (γ, γk)-perfect if δ(G) ≥ k and every
connected induced subgraph H of G with δ(H) ≥ k satisfies the equality
γk(H) = γ(H) + k − 2.
Hypergraphs are set systems that are conceived as a natural generaliza-
tion of graphs. A hypergraph H = (V,E) contains a finite set V of vertices
together with a collection E of nonempty subsets of V , called hyperedges or
simply edges. The number of vertices, that is |V |, is called the order of H .
Throughout this paper, we suppose that |e| ≥ 2 holds for every e ∈ E. The
degree of a vertex v in H , denoted by dH(v), is the number of edges con-
taining the vertex v. The hypergraph H is k-uniform if every edge contains
exactly k vertices. Thus, every (simple) graph is a 2-uniform hypergraph.
A hypergraph H ′ = (V ′, E ′) is an induced subhypergraph of H = (V,E) if
V ′ ⊆ V and E ′ contains all edges e ∈ E satisfying e ⊆ V ′. We also use the
notation H [V ′] for the subhypergraph induced by V ′. Given a collection F
of k-uniform hypergraphs, we say that a k-uniform hypergraph H is F-free if
no induced subhypergraph of H is isomorphic to any hypergraph contained
in F . The complete k-uniform hypergraph of order n is the hypergraph
Kkn = (V,E), where |V | = n ≥ k and E contains all k-element subsets of V .
A set T ⊆ V is a transversal (or vertex cover) in the hypergraph H =
(V,E) if |e ∩ T | ≥ 1 holds for every edge e ∈ E. The complement V \ T
of a transversal T is called a (weakly) independent vertex set. The mini-
mum cardinality of a transversal and the maximum cardinality of a weakly
independent vertex set in H are denoted by τ(H) and αw(H), respectively.
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The minimum number of edges that together cover every vertex of H is the
edge cover number of H and denoted by ρ(H). For instance, in a complete
k-uniform hypergraph Kkn, any k − 1 vertices form a maximum weakly inde-
pendent vertex set and any n − k + 1 vertices form a minimum transversal.
In particular, we have τ(Kkn) = n− k+1, αw(K
k
n) = k− 1, and ρ(K
k
n) = ⌈
n
k
⌉.
Two vertices u and v of H are adjacent if there is an edge e of H such
that {x, y} ⊆ e. A hypergraph is connected if for every two vertices x and
y there exists a sequence x = x0, x1, . . . , xj = y such that xi−1 and xi are
adjacent vertices for every i ∈ [j]. The 2-section graph of H = (V,E) is the
graph G on the same vertex set V such that two vertices form an edge in G
if and only if they are adjacent in H . The incidence graph of the hypergraph
H = (V,E) is the bipartite graph G′ = (A ∪ B,E ′) where the vertices in A
and B represent the vertices and edges of H , respectively. Moreover, two
vertices, a ∈ A and b ∈ B are adjacent in G′ if the vertex of H that is
represented by a is contained in the hyperedge represented by b. Note that
H is a connected hypergraph, if and only if, its 2-section graph is connected
and, if and only if, its incidence graph is connected.
Structure of the paper. In Section 2, we first cite some previous results
and prove some general lemmas. Then, for each k ≥ 2, three graph classes
B∗k, Bk and Gk are defined such that every connected (γ, γk)-graph belongs
to Gk. Moreover, in Section 3, we concentrate on the case of k ≥ 3 and
show that every connected bipartite (γ, γk)-graph is contained in Bk. We
also prove that a connected bipartite graph G ∈ Bk is a (γ, γk)-graph if and
only if its γk-simplified graph G
∗ ∈ B∗k is a (γ, γk)-graph. Then, we present a
characterization of bipartite (γ, γk)-graphs in terms of the properties of the
underlying hypergraph. In Section 4, we work on the hereditary version of
the problem and give a characterization for all bipartite (γ, γ3)-perfect graphs.
Later, in Section 5, we prove that it can be decided in polynomial time
whether a given bipartite graph is a (γ, γk)-graph, while the corresponding
decision problem is NP-hard on Gk.
2 Preliminary Results on (γ, γk)-graphs
Fink and Jacobson [11, 12] introduced k-domination in graphs as a general-
ization of the concept of domination. Motivated by this definition, related
problems have been studied extensively by many researchers (see for example
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[3, 4, 5, 9, 10, 14, 15, 24]). For more details, we refer the reader to the books
on domination by Haynes, Hedetniemi and Slater [19, 20] and to the survey
on k-domination and k-independence by Chellali et al. [6].
Fink and Jacobson [11] proved the following result on the relation between
the domination number and the k-domination number of G.
Theorem 2.1. [11] For any graph G with ∆(G) ≥ k ≥ 2, γk(G) ≥ γ(G) +
k − 2.
Although it is proved that the above inequality is sharp for every k ≥ 2,
the characterization of graphs attaining the equality is still open, even for the
small values of k. The corresponding characterization problem was studied
in [14, 16, 17]. Recently, we considered a large class of graphs and gave a
characterization for the members satisfying the equality γ2(G) = γ(G). We
also proved that it is NP-hard to decide whether this equality holds for a
graph. Moreover, we gave a necessary and sufficient condition for a graph
to satisfy γ2(G) = γ(G) hereditarily [8]. Some similar problems involving
different domination-type graph and hypergraph invariants were considered
for example in [1, 2, 7, 18, 21, 23].
Lemma 1. Let D be a minimum k-dominating set of a graph G. If γk(G) =
γ(G) + k − 2, then γ(G[D]) ≥ γk(G)− (k − 2).
Proof. Suppose, to the contrary, that γ(G[D]) ≤ γk(G) − k + 1. Let S be
a dominating set of cardinality |D| − k + 1 in G[D]. We claim that S is
also a dominating set in G. Indeed, as we removed k − 1 vertices from the
k-dominating set D, every vertex in V (G) \D is still dominated by at least
one vertex of S. Note that S dominates all the vertices in D by the choice
of S. Since γ(G) ≤ |S| = γk(G) − k + 1, we get a contradiction. Thus,
γ(G[D]) ≥ γk(G)− k + 2.
Since γ(G) ≤ |V (G)|−∆(G) holds for every graph G, the previous lemma
directly implies the following result obtained by Hansberg (see Theorem 5 in
[14]).
Lemma 2. [14] Let D be a minimum k-dominating set of a graph G. If
γk(G) = γ(G) + k − 2, then ∆(G[D]) ≤ k − 2.
For each k ≥ 2, we define three graph classes which will have crucial role
in our study.
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Definition 1. Given an arbitrary connected k-uniform hypergraph F with
vertex set V (F ) = D = {v1, . . . , vs} and edge set E(F ) = {e1, . . . , ep}, we
define the following graph classes.
(i) Define a pair of vertices Xi = {x
1
i , x
2
i } for every hyperedge ei ∈ E(F ).
Let X =
⋃
i∈[p]Xi and let
V (G1) = X∪V (F ), E(G1) = {x
j
ivℓ : vℓ ∈ ei, i ∈ [p], j ∈ [2], ℓ ∈ [s]}.
The graph class B∗(F ) contains only this graph G1 which is also called
the double incidence graph of F .
(ii) The class B(F ) contains a graph G2 if it can be obtained from the
double incidence graph G1 in the following way. We keep all vertices
and edges of G1. For each edge ei ∈ E(F ), we create some (maybe zero)
false twins of the vertex x1i . Further, if S ⊆ V (F ) induces a complete
subhypergraph in F , then we may supplement G1 with some (maybe
zero) new vertices which are adjacent to all vertices in S. We denote
by Y the set of the new vertices that is Y = V (G2) \ V (G1). Putting it
the other way around, we say that G1 is the γk-simplified graph of G2.
(iii) The class G(F ) contains G3 if it can be obtained from a graph G2 ∈
B(F ) by supplementing it with some (maybe zero) new edges inside D
and X ∪ Y . These edges can be chosen arbitrarily, but each Xi must
remain independent.
For every k ≥ 2, the graph classes B∗k, Bk, and Gk contains those graphs G for
which there exists a k-uniform hypergraph F such that G belongs to B∗k(F ),
Bk(F ), and Gk(F ), respectively. We say that F is the underlying hypergraph
of G if G ∈ G(F ).
It is clear that each member of Bk is bipartite and that B
∗
k ⊆ Bk ⊆ Gk
holds for every k ≥ 2. In particular, for each k-uniform hypergraph F , we
have exactly one graph in B∗k having F as its underlying hypergraph, but
there are infinitely many such graphs in Bk. Note that in [8], where (γ, γ2)-
graphs were studied, a graph class G was introduced that exactly corresponds
to the class G2 defined here. Moreover, by the results in [1, 18, 22], the class
B2 is the collection of those connected graphs which satisfy τ(G) = γ(G) and
δ(G) ≥ 2.
Hansberg proved the following lemma which directly implies that the class
Gk contains all (γ, γk)-graphs.
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Lemma 3. [14] Let G be a (γ, γk)-graph for an integer k ≥ 2 and suppose
that D is a minimum k-dominating set of G. Then, for every k vertices
v1, v2, . . . , vk from D, if
⋂k
i=1N(vi) 6= ∅, then there is a nonadjacent pair
x, y ∈ V \D such that NG(x) ∩D = NG(y) ∩D = {v1, v2, . . . , vk}.
Corollary 1. If G is a connected (γ, γk)-graph with ∆(G) ≥ k ≥ 2 and D is
a minimum k-dominating set of G, then there exists a k-uniform underlying
hypergraph on the vertex set D such that G ∈ Gk(F ).
3 Bipartite (γ, γk)-graphs
In this section we characterize connected bipartite graphs satisfying ∆(G) ≥
k and γk(G) = γ(G) + k − 2, for every k ≥ 3. Observe that γk(G) ≥ γ(G)
holds for every graph without imposing conditions on the vertex degrees.
Moreover, assuming k ≥ 3, the equality γk(G) = γ(G) is satisfied if and
only if G consists of isolated vertices. Consequently, if ∆(G) ≥ k ≥ 3 and
if G is disconnected, then γk(G) = γ(G) + k − 2 holds if and only if G
contains exactly one component which is a (γ, γk)-graph and all the further
components are isolated vertices. Therefore, it is enough to concentrate on
the connected (γ, γk)-graphs.
In the first subsection, we prove that all connected bipartite (γ, γk)-graphs
belong to Bk and it is enough to consider the graphs from the subclass B
∗
k
where the underlying hypergraph uniquely represents the graph G. In the sec-
ond subsection, we introduce a hypergraph invariant called ‘vertex-edge cover
number’ or shortly ‘TC-number’ and derive the characterization of connected
bipartite (γ, γk)-graphs via the properties of the underlying hypergraph.
3.1 Reducing the problem to γk-simplified graphs
Theorem 3.1. Let k ≥ 3 and let G be a connected bipartite graph that
satisfies γk(G) = γ(G) + k − 2 and ∆(G) ≥ k. Then, G ∈ Bk and every
minimum k-dominating set corresponds to a partite class of G.
Proof. Let D be a minimum k-dominating set of G. The degree condition
implies that V (G)\D is not empty and, therefore, the underlying hypergraph
F contains at least one edge. Let ei = {v1, . . . , vk} be an edge of F . Since
all the vertices in ei have common neighbors in Xi, they belong to the same
partite class of G. This implies that the vertices of a connected component
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of F are in the same partite class. If F is connected, the same is true for the
entire D. Moreover, since every vertex x ∈ V (G) \D has some neighbors in
D, they all must be contained in the other partite class. It finishes the proof
for the case when F is connected.
If F is not connected, consider a nontrivial component F1 and the re-
maining part F2 = F −F1 of the underlying hypergraph. By Corollary 1, no
vertex of V (G) \D can be adjacent to a vertex from V (F1) and to a vertex
from V (F2) simultaneously. By our assumption, G is connected. It is enough
to consider the following two cases.
Case 1. There exists an edge uv in G[D] such that u ∈ V (F1) and v ∈ V (F2).
Since F1 is connected and nontrivial, there is an edge ei ∈ E(F1) containing
u. In this case, the k vertices from ei \ {u} ∪ {v} cannot have a common
neighbor in V (G) \D and consequently,
D′ = D \ (ei \ {u} ∪ {v}) ∪ {x
1
i },
where x1i is from the pair Xi associated with ei. Observe that D
′ is a domi-
nating set of G. As |D′| < |D| − k + 2, this is a contradiction.
Case 2. There exists an edge xy in G[V (G) \D] such that x has neighbors
from V (F1) and y has neighbors from V (F2).
Consider k vertices, namely v1, . . . , vk from N(x) ∩ V (F1) and k vertices,
namely u1, . . . , uk fromN(y)∩V (F2) and then defineD
′ = D\{v1, . . . , vk−1, u1, . . . ,
uk−1}∪{x, y}. Observe thatD
′ is a dominating set ofG, since {v1, . . . , vk−1, u1,
. . . , uk−1} ∪ {x, y} does not contain any edges of F . By our condition k ≥ 3,
it follows that |D′| = |D|−(2k−2)+2 < |D|−k+2. We have a contradiction
again which completes the proof of the theorem.
Note that Theorem 3.1 does not hold for k = 2. As an example, consider
the graph H constructed by two vertex-disjoint copies of K2,3 by adding
exactly one edge between them such that the maximum degree remains
three. Observe that this graph is bipartite and satisfies the equality γ2(H) =
γ(H) = 4, but neither of the partite classes corresponds to a minimum dom-
inating set or minimum 2-dominating set.
Theorem 3.2. Let G be a connected bipartite graph from Bk and let G
∗ be
its γk-simplified graph from B
∗
k, where k ≥ 3. Then γk(G) = γ(G) + k − 2 if
and only if γk(G
∗) = γ(G∗) + k − 2.
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Proof. First, we prove that γk(G) = γk(G
∗). Since D is supposed to be a
minimum k-dominating set in G and we did not delete any vertex from it
when G∗ was obtained, D is a k-dominating set in G∗. Hence, γk(G
∗) ≤ |D|.
On the other hand, each vertex of D can be k-dominated in G∗ by itself or
by at least k neighbors from X . Since every vertex from X is of degree k,
the k-domination of all vertices in D needs at least |D| vertices in G∗. So,
γk(G
∗) ≥ |D| and D is a minimum k-dominating set in G∗ as well.
Now, we prove that γ(G) = γ(G∗). Let Q′ be a minimum dominating set
in G∗ such that |Q′ ∩D| is maximum. Then, Q′ contains at most one vertex
from each pair {x1i , x
2
i }, since otherwise x
2
i can be replaced by a vertex of ei.
Since x1i and x
2
i are false twins, we may suppose that the vertex x
2
i does not
belong to Q′ for any i. Note that Q′ ∩ D is a transversal in the underlying
hypergraph F . We claim that Q′ is a dominating set in G as well. Indeed,
all vertices in D ∪X are dominated. Further, for any vertex y ∈ Y we may
consider k arbitrarily chosen neighbors from D, they must form a hyperedge
ej in F . The vertex x
2
j is not in Q
′ but it is dominated by a vertex from
Q′ ∩ ej . This vertex dominates y as well. This proves γ(G) ≤ |Q
′| = γ(G∗).
On the other hand, consider a minimum dominating set Q in G such
that |Q ∩ D| is maximum. Since every Xi contains false twin vertices, we
have |Q ∩ Xi| ≤ 1 for every i. If Q ∩ Xi contains a vertex different from
x1i , we may replace it with x
1
i in the dominating set. Again, Q ∩ D must
be a transversal in F . Now assume that Q contains a vertex y from Y . Let
z1, . . . , zℓ be those vertices from D which are privately dominated by y (they
have no further neighbors in the dominating set). Note that all of z1, . . . , zℓ
are outside of Q. By Corollary 1 and the definition of F , if ℓ ≥ k, then the
set {z1, . . . , zℓ} must contain at least one edge from F . This contradicts the
fact that Q is a transversal in F . If ℓ ≤ k−1, then there is an edge ei ∈ E(F )
containing z1, . . . , zℓ. As x
1
i can dominate all these vertices z1, . . . , zℓ and the
vertex which dominates x2i in Q also dominates y, the set Q \ {y} ∪ {x
1
i } is
a dominating set of G.
Perform these changes while there is a vertex from Y in the dominating
set. At the end, we have a minimum dominating set Q∗ ⊆ (D ∪ X) in G.
Clearly, Q∗ is a dominating set of G∗, and we have γ(G∗) ≤ |Q∗| = γ(G).
This implies γ(G) = γ(G∗) which completes the proof.
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3.2 Characterization via Underlying Hypergraphs
Definition 2. For a hypergraph H, a set S ⊆ V (H)∪E(H) is a vertex-edge
cover or shortly a TC-set of H if S ∩V (H) is a transversal (vertex cover) in
H and the edges in S ∩ E(H) together cover all vertices outside S ∩ V (H).
The smallest cardinality of a TC-set in H is called the TC-number of H and
denoted by tc(H).
Proposition 1. For every hypergraph H of order n, the following statements
hold and the upper bounds given in (i) and (ii) are sharp.
(i) If r is the smallest size of an edge in H, then tc(H) ≤ n− r + 2.
(ii) If H is k-uniform, then tc(H) ≤ n− k + 2.
(iii) If H is 2-uniform, that is a simple graph, then tc(H) = n.
Proof. Let H be a hypergraph and e ∈ E(H) an edge of minimum cardinality
r. If v is an arbitrary vertex from e, the r−1 vertices in e\{v} does not contain
any edges of H . Hence, T = (V (H) \ e)∪ {v} is a transversal and T ∪ {e} is
a TC-set in H . Then, we have tc(H) ≤ |T |+1 = n− (r− 1) + 1 = n− r+2
that proves (i). From (i), the statement (ii) can be obtained as a direct
consequence. Observe further that every complete k-uniform hypergraph
gives a sharp example as every transversal of Kkn contains at least n− k + 1
vertices and, if it is not the entire vertex set, we also have to put an edge
into the TC-set. Thus, tc(Kkn) = n− k + 2 holds for every n ≥ k ≥ 2.
Now, let H be an arbitrary graph and let T be its transversal set. Since
every edge of H intersects V (H) \ T in at most one vertex, we cannot cover
V (H) \ T with less than |V (H) \ T | = n − |T | edges. This gives tc(H) ≥ n
and it is clear, or concluded from part (ii), that tc(H) ≤ n. This proves
(iii).
Concerning the extremal cases in part (ii) of Proposition 1, we prove the
following.
Theorem 3.3. A k-uniform hypergraph H of order n satisfies tc(H) = n−
k + 2, if and only if, for every ℓ ≤ k − 1 and for every ℓ edges ei1 , . . . , eiℓ
of H, the union L =
⋃ℓ
j=1 eij contains at most ℓ+ k − 2 weakly independent
vertices.
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Proof. We prove the equivalence for the negations. First suppose that there
exist ℓ edges, say e1, . . . , eℓ, in H such that L =
⋃ℓ
j=1 ej contains s = ℓ+k−1
(weakly) independent vertices. Let X = {v1, . . . , vs} be such an independent
subset of L. Then, the set T = V (H) \ X is a transversal of cardinality
n − s and the remaining vertices in X can be covered by using the ℓ edges
e1, . . . , eℓ. This TC-set contains n− s+ ℓ = n− (ℓ + k − 1) + ℓ = n− k + 1
elements and, as follows, we have tc(H) ≤ n−k+1 < n−k+2. This proves
the first direction of the equivalence.
Now we assume that tc(H) ≤ n−k+1 and show the existence of ℓ ≤ k−1
edges such that the union L contains more than ℓ+k−2 independent vertices.
Consider a TC-set S with |S| = n−k+1 and, renaming the edges and vertices
if necessary, let S ∩ E(H) = {e1, . . . , eℓ} and X = V (H) \ (S ∩ V (H)) =
{v1, . . . , vs} where s = n− |S ∩ V (H)| = n− (n− k +1− ℓ) = k+ ℓ− 1. By
the definition of a TC-set, X is an independent set in H and all vertices in
X can be covered by the ℓ edges e1, . . . , eℓ. Therefore, the union L of these
ℓ edges contains a set X of s > ℓ+ k − 2 independent vertices.
Now it suffices to prove that we can ensure ℓ ≤ k−1. Suppose that ℓ ≥ k
and the union L of e1, . . . , eℓ contains a set X of s = k + ℓ− 1 independent
vertices. Then, ℓ = s − k + 1 ≥ s − ℓ + 1 holds and we may derive that
2ℓ − 1 ≥ s. By the pigeonhole principle, there exists an edge eq, where
q ∈ [ℓ], which contains at most one ‘private’ vertex from X that is,
|(eq \
⋃
j∈[ℓ], j 6=q
ej) ∩X| ≤ 1.
Removing this edge eq from the list, we have ℓ−1 edges such that their union
contains at least (ℓ− 1) + k − 1 independent vertices. If ℓ− 1 is still greater
than k−1, we may repeat the procedure. At the end, we have ℓ′ ≤ k−1 edges
such that their union contains k+ ℓ′− 1 independent vertices. Consequently,
it is enough to check the property for at most k − 1 edges.
Motivated by Theorem 3.3, we define the following classes of hypergraphs.
Definition 3. For every k ≥ 3, a k-uniform hypergraph H belongs to the
class Hk, if and only if, ρ(H) ≤ k − 1 and αw(H) ≥ ρ(H) + k − 1.
The condition ρ(H) ≤ k − 1 implies that for each k and every H ∈ Hk,
the order of H is at most k(k − 1) and, consequently, Hk is a finite set of
hypergraphs. Having the definition of Hk in hand, we can formulate the
following corollary.
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Corollary 2. For each k ≥ 3, a k-uniform hypergraph F satisfies tc(F ) =
|V (F )| − k + 2 if and only if F is Hk-free.
The next theorem and its consequences give a characterization for con-
nected bipartite (γ, γk)-graphs. In fact, these characterizations refer to the
properties of the underlying hypergraph but, since we know that every bipar-
tite (γ, γk)-graph G belongs to a class Bk(F ), these results also characterize
the structure of G.
Theorem 3.4. For each k ≥ 3, a connected bipartite graph G satisfies
γk(G) = γ(G) + k − 2, if and only if, G ∈ Bk and the underlying hyper-
graph F of G satisfies tc(F ) = |V (F )| − k + 2.
Proof. If G is a connected bipartite (γ, γk)-graph then, by Theorem 3.1, we
have G ∈ Bk. Further, by Theorem 3.2, G is a (γ, γk)-graph if and only if its
γk-simplified graph G
∗ is a (γ, γk)-graph as well. Note that G and G
∗ admit
the same underlying hypergraph F where |V (F )| = γk(G) = γk(G
∗). Hence,
it suffices to prove that γ(G∗) = tc(F ).
Consider now a minimum dominating set Q of G∗ such that |Q ∩ V (F )|
is maximum under this condition. First, observe that Q does not contain
two false twins from V (G) \ V (F ). Indeed, x1i ∈ Q dominates itself and
all vertices from the associated edge ei of F and then, x
2
i can be replaced
by any vertex of ei in the dominating set. We may suppose, without loss
of generality, that x2i /∈ Q holds for each ei ∈ E(F ). Since NG∗(x
2
i ) = ei
and |NG∗(x
2
i ) ∩ Q| ≥ 1, we infer that Q contains at least one vertex from
each ei ∈ E(F ). Thus, Q ∩ V (F ) is a transversal of F . Further, if a vertex
vj ∈ V (F ) does not belong to Q, it is dominated by a vertex x
1
s ∈ Q where
the edge es of the underlying hypergraph is incident with vj. It means that
the edge set
R = {es : es ∈ E(F ) and x
1
s ∈ Q}
covers all vertices of V (F ) which are outside Q. Then, (Q ∩ V (F )) ∪ R is
a TC-set in F and since |R| equals the number of vertices in Q \ V (F ), the
cardinality of this TC-set is |Q| = γ(G∗). Therefore, tc(F ) ≤ |Q| = γ(G∗).
To prove the other direction, suppose that S ′ = T ′ ∪ R′ is a minimum
TC-set of F where T ′ = S ′ ∩ V (F ) and R′ = S ′ ∩ E(F ). Now, determine
the set Q∗ ⊆ V (G∗) as Q∗ = T ′ ∪ R∗ where R∗ consists of those vertices x1i
which represent the edges ei ∈ R
′ that is,
R∗ = {x1i : NG∗(x
1
i ) ∈ R
′}.
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Hence, we have |Q∗| = |S ′| = tc(F ). Observe that, by the definition of
the underlying hypergraph, the transversal T ′ of F dominates all vertices in
V (G) \ V (F ) in the graph G∗. Moreover, each vertex u of V (F ) which is
outside T ′ is covered by an edge ei ∈ R
′ in the underlying hypergraph and,
therefore, u is dominated by the vertex x1i ∈ R
∗ in G. We conclude that Q∗
is a dominating set of G∗ and we have γ(G∗) ≤ |Q∗| = tc(F ). This finishes
the proof of the theorem.
Theorem 3.4, Theorem 3.3, and Corollary 2 immediately imply other
formulations of the characterization.
Corollary 3. For each k ≥ 3, a connected bipartite graph G is a (γ, γk)-
graph if and only if G ∈ Bk and the underlying hypergraph F of G satisfies
the following property: for every ℓ ≤ k − 1 and for every ℓ edges ei1 , . . . , eiℓ
of F , the union L =
⋃ℓ
j=1 eij contains at most ℓ+ k − 2 weakly independent
vertices.
Corollary 4. For each k ≥ 3, a connected bipartite graph G is a (γ, γk)-graph
if and only if G ∈ Bk and the underlying hypergraph of G is Hk-free.
For the case of k = 3, Corollary 3 can be reformulated as follows.
Corollary 5. A connected bipartite graph G is a (γ, γ3)-graph if and only if
G ∈ B3 and the underlying hypergraph F satisfies the following property:
(⋆) Every four different vertices that can be split into two pairs of adjacent
vertices induce at least one hyperedge in F .
Proposition 2. If G is a connected bipartite (γ, γ3)-graph and D is a mini-
mum 3-dominating set of G, then G2[D] is a threshold graph.
Proof. Suppose that G and D satisfies the conditions of the proposition and
consider the underlying hypergraph F with V (F ) = D. Since G ∈ B3, any
two vertices u, v ∈ D having distance 2 in G belong to a common hyperedge
of F . In other words, if uv ∈ E(G2[D]), then uv is an edge in the 2-section
graph H of F . Similar argumentation shows that the other direction is
valid, too. Thus, H = G2[D]. By Corollary 5, the underlying hypergraph F
satisfies (⋆). This implies that for every two vertex disjoint edges vv′ and uu′
of H , the vertex set {v, v′, u, u′} contains at least one hyperedge of F . We
infer that there exist three vertices in {v, v′, u, u′} which induces a triangle in
H . Checking all possible extensions of a 2K2 on four vertices, we obtain that
2K2, P4 and C4 are the forbidden induced subgraphs. Since (2K2, P4, C4)-free
graphs are exactly the threshold graphs, the statement follows.
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Figure 1: An illustration for the graph S3(3, 3, 4). The thick
red box represents two false twin vertices.
4 Characterization of Bipartite (γ, γ3)-perfect
Graphs
In this section, we prove a characterization for bipartite (γ, γ3)-perfect graphs.
First, we define the graph classes Sk and prove that all members of Sk are
(γ, γk)-perfect for every k ≥ 2. Then, the main theorem of this section states
that S3 is the set of all bipartite (γ, γ3)-perfect graphs.
Definition 4. Let k, r, i1, . . . , ir be integers which satisfy k ≥ 2, r ≥ 1, and
ij ≥ k for every j ∈ [r]. We define Sk(i1, . . . , ir) as the graph that is obtained
from the star K1,r in the following way. First replace the edges e1, . . . , er of
the star with i1, . . . , ir parallel edges, respectively, and subdivide each edge
exactly once. Finally, supplement the graph by k − 2 new vertices which are
false twins with the center. For a fixed integer k ≥ 2, let Sk be the graph
class that contains all Sk(i1, . . . , ir) with r ≥ 1 and ij ≥ k for every j ∈ [r].
With this notation, S2(ℓ) corresponds to K2,ℓ whenever ℓ ≥ 2. In general,
Sk(ℓ) is just Kk,ℓ if ℓ ≥ k ≥ 2. For another example that is not a complete
bipartite graph see Fig. 1.
Proposition 3. If G ∈ Sk, then G is (γ, γk)-perfect.
Proof. Consider a graph G = Sk(i1, . . . , ir) from the graph class Sk. It
is straightforward to check that the minimum vertex degree is k and that
γk(G) = r + k − 1 and γ(G) = r + 1 hold. Alternatively, the equality
γk(G) = γ(G) + k − 2 can be verified directly by Theorem 3.4. Thus, G
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is a (γ, γk)-graph. Note that every subdivision vertex has degree k. Now,
consider an induced subgraph H of G that satisfies δ(H) ≥ k. Suppose that
a vertex u ∈ V (G) does not belong to V (H). If u is the center or its false
twin then, since δ(H) ≥ k, no subdivision vertices can be present in H . This
contradicts the degree condition. If u is a leaf in the original star then, by
the degree condition again, no neighboring subdivision vertices belong to H .
If u is a subdivision vertex, then consider the neighbor of u which was a leaf
in the star, say u′, and denote the degree dG(u
′) by ij . When u does not
belong to H , we have two cases: either u′ and at least k of its neighbors
are still present in H ; or the entire NG[u
′] is omitted from H . We infer that
every induced subgraph H of G with δ(H) ≥ k is isomorphic to a graph
Sk(i
′
1, . . . , i
′
r′) where i
′
j ≥ k for all j
′ ∈ [r′]. Therefore, H is a (γ, γk)-graph
again. This proves the (γ, γk)-perfectness of G.
As proved in [8], S2 is the set of all (γ, γ2)-perfect graphs. Since each Sk
contains only bipartite graphs, it is equivalent to saying that S2 is the set
of all bipartite (γ, γ2)-perfect graphs. Here we prove an analogous statement
for S3.
Theorem 4.1. G is a bipartite (γ, γ3)-perfect graph if and only if G ∈ S3.
Proof. By Definition 4 and Proposition 3, every member of S3 is (γ, γ3)-
perfect and bipartite. To prove the other direction, suppose that G is a
bipartite (γ, γ3)-perfect graph, D is a minimum 3-dominating set and F is
the 3-uniform underlying hypergraph of G (with respect to D). Under these
conditions, we first prove a couple of claims on the structure of F and G.
Claim A. Every edge of F contains a vertex of degree 1.
Proof of Claim A. Suppose, to the contrary, that e1 = {u, u
′, u′′} is an edge
in F such that dF (u) ≥ dF (u
′) ≥ dF (u
′′) ≥ 2. Let Y4 be the set of vertices of
degree at least 4 in V (G) \D and let Z = (NG(u)∩NG(u
′)∩NG(u
′′)) \ {x11}.
Consider the induced subgraph H = G[V (G) \ (Y4 ∪ Z)] of G. Since G
is bipartite and no vertex from D was deleted, every vertex y ∈ V (H) \ D
remains of degree 3 in H . If v is a vertex from D such that dF (v) = 1, then
v cannot be contained in a clique of order at least 4 in F and, by Corollary 1,
v cannot be adjacent to any vertex from Y4. By our assumption, e1 does
not contain the degree-1 vertex v and therefore, v is adjacent to none of the
vertices in Z. Thus, dF (v) = 1 implies dH(v) = dG(v) ≥ 3. Now, consider
a vertex v ∈ D that satisfies dF (v) ≥ 2. This vertex v is incident with at
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least two different edges in F , say v is incident with ei and ej . Observe that
dG(v) ≥ 4 as v is adjacent to all vertices from Xi ∪Xj. Since Y4∪Z contains
at most one vertex, namely x21, from Xi ∪Xj, the degree of v is still at least
3 in H . We conclude δ(H) = 3.
It is straightforward to show that, under our assumptions, (D ∪ {x11}) \
{u, u′, u′′} is a dominating set of H and hence we have γ(H) ≤ |D| − 2. We
now prove that γ3(H) ≥ |D| that gives the desired contradiction. Consider an
arbitrary 3-dominating set Q in H . Denote |D\Q| by s and |Q∩(V (H)\D)|
by ℓ. To 3-dominate all vertices in D \Q, we need at least 3s edges between
the vertex sets D \Q and Q∩ (V (H) \D). On the other hand, we may have
at most 3ℓ edges between the two sets because every vertex in the second set
is of degree 3. Consequently, ℓ ≥ s holds and this implies
|Q| = |Q ∩D|+ |Q ∩ (V (H) \D)| = |D| − s+ ℓ ≥ |D|
for every 3-dominating set Q of H . Therefore, we have γ3(H) ≥ |D| >
γ(H) + 1 for an induced subgraph of minimum degree 3 that contradicts the
(γ, γ3)-perfectness of G. This contradiction finishes the proof of Claim A.
Claim B. Every vertex from V (G) \D is of degree 3 in G.
Proof of Claim B. By Claim A, there is no complete subhypergraph in F
on four (or more) vertices. Together with Corollary 1 these imply that there
exist no vertices of degree greater than 3 in V (G) \D. Since δ(G) ≥ 3, this
results in dG(y) = 3 for every y ∈ V (G) \D as stated.
Claim C. If three vertices form an edge in the underlying hypergraph F ,
then they have at least three common neighbors in G.
Proof of Claim C. By Claim A, every edge e = {u, u′, u′′} of F contains a
vertex of degree 1. We may assume that u is such a vertex in e. By the
definition of the underlying hypergraph and by Claim B, all neighbors of the
degree-1 vertex u are associated with the edge e that is,
NG(u) = {y ∈ V (G) \D : NG(y) = {u, u
′, u′′}}.
Since |NG(u)| = dG(u) ≥ 3, there exist at least three common neighbors of
u, u′, and u′′.
Claim D. F does not have two edges that share exactly one vertex.
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Proof of Claim D. First suppose that two edges, namely ei and ej , of F share
exactly one vertex w. Let ei = {u, u
′, w} and ej = {v, v
′, w}. By Claim C
u, u′ and w have at least three common neighbors, denote them by x1i , x
2
i
and x3i . Similarly, let the common neighbors of v, v
′ and v′′ be x1j , x
2
j and x
3
j .
Consider the subgraph H of G induced by these 11 vertices. Observe that H
has minimum degree 3, γ3(H) = 5 and, as w, x
1
i , x
1
j form a dominating set,
γ(H) ≤ 3. Thus, we have γ3(H) > γ(H)+1 for a connected induced subgraph
of G with minimum degree 3. This contradicts our condition on the (γ, γ3)-
perfectness of G. Consequently, F cannot contain two edges intersecting in
exactly one vertex.
Concerning the statement and proof of Claim D, remark that even if
ei ∪ ej contains further edges in F , the considered subgraph H is an induced
subgraph of G.
To complete the proof of Theorem 4.1 we make the following observations.
If F contains only one edge, then G is a K3,ℓ that is isomorphic to S3(ℓ) for
an integer ℓ ≥ 3. So, we may assume that |D| ≥ 4 and F contains at least
two edges. Since G is a connected bipartite graph and D is one of the partite
classes, the underlying hypergraph F must be connected as well. Thus, F
has two intersecting edges ei and ej . By Claim D, ei and ej share two vertices,
say v10 and v
2
0. Claim A implies that the third vertex of ei is of degree 1 and
the same is true for ej. The connectivity of F then requires that each edge of
F is incident with v10 and v
2
0 and contains a further private vertex. Therefore,
the underlying hypergraph F of a (γ, γ3)-perfect G can always be obtained
(up to isomorphism) in the following way:
V (F ) = {v10, v
2
0, v1, . . . , vr};
E(F ) = {e1, . . . , er} where ei = {v
1
0, v
2
0, vi} for every i ∈ [r].
Then, G can be constructed by assigning at least three, say ij , new vertices to
each edge ej of F and making adjacent the vertices in ej to the new associated
vertices. This clearly results in the graph S3(i1, . . . , ir) with ij ≥ 3 for all
j ∈ [r]. Note that the condition δ(G) ≥ 3 implies that F is not edgeless and
consequently, r ≥ 1 must hold. We conclude that every (γ, γ3)-perfect graph
belongs to S3.
We show that the statement analogous to Theorem 4.1 holds neither for
k = 4 nor for any even integer k > 4. First, consider the lexicographic
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product C6 ◦ K2 that is, every vertex of the cycle C6 is replaced with 2
independent vertices. Then, γ4(C6 ◦K2) = 6 = γ(C6 ◦K2)+ 2 and, since the
graph is 4-regular, every proper subgraph has a vertex of degree smaller than
4. Thus, C6◦K2 is (γ, γ4)-perfect and bipartite but does not belong to S4. As
an infinite class of similar examples we propose the following construction.
Example. For each even integer k = 2ℓ ≥ 4 consider the bipartite graph
Gk ∈ G
∗
k obtained as the double incidence graph of the following underlying
hypergraph Fk. The vertex set of Fk is V = W ∪U where W = {w1, . . . , wℓ}
and U = {u1, . . . , uℓ+1}; the edge set is E = {e1, . . . , eℓ+1} where ei = V \{ui}
for all i ∈ [ℓ + 1]. One can check that Fk satisfies the condition given in
Corollary 3 and, therefore, Gk is a (γ, γk)-graph. On the other hand, one
can check that every proper subgraph of Gk has minimum degree less than
k. We may conclude that Gk is a bipartite (γ, γk)-perfect graph but does not
belong to Sk.
5 Complexity Results
Proposition 4. Let k be a fixed integer with k ≥ 3 and let G be a bipartite
graph with ∆(G) ≥ k. It can be decided in polynomial time whether the graph
G satisfies the equality γk(G) = γ(G) + k − 2.
Proof. If G is a connected bipartite (γ, γk)-graph with ∆(G) ≥ k, then, by
Theorem 3.1, every minimum k-dominating set is a partite class of G and
G ∈ Bk. This can be checked efficiently and, assuming that the conditions
are satisfied, the k-uniform underlying hypergraph F can be determined in
polynomial time as well. Then, by Corollary 4, it is enough to decide whether
F is Hk-free. Recall that Hk is a finite set of k-uniform hypergraphs each of
which is of order at most k(k − 1). Thus, this step can also be performed in
polynomial time.
Finally, note that if G is disconnected, it satisfies γk(G) = γ(G) + k − 2,
if and only if, G contains one component which is a (γ, γk)-graph and the
further components are isolated vertices. Hence, the statement remains true
over the class of disconnected bipartite graphs.
Theorem 5.1. For each k ≥ 2, it is NP-hard to decide whether the equality
γk(G) = γ(G) + k − 2 holds for G over the class Gk.
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Figure 2: An illustration of the construction for 3-SAT reduc-
tion: The clauses C1 and Cℓ corresponding to the vertices c1
and cℓ, resp., are C1 = (x1∨¬x3∨¬xs) and Cℓ = (x1∨¬x2∨xs).
The thick red box represents k − 1 independent vertices with
the same open neighborhood.
Proof. In order to prove that the corresponding decision problem is NP-hard,
we construct a polynomial time reduction from 3-SAT problem, a classical
NP-complete problem [13]. Note that we adopt the approach we used in [8]
to prove NP-hardness. Since the construction we need here is more general,
we only present the construction explicitly and give a sketch of the rest of
the proof, for the brevity.
Let C be a 3-SAT instance with clauses C1, C2, . . . , Cℓ over the Boolean
variables X = {x1, x2, . . . , xs}. We may assume that for every three variables
xi1 , xi2 , xi3 there exists a clause Cj, where j ∈ [ℓ], such that Cj does not con-
tain any of the variables xi1 , xi2 , xi3 (neither in positive form, nor in negative
form). Otherwise, the problem could be reduced to at most eight (separated)
2-SAT problems, which are solvable in polynomial time.
We construct a graph G ∈ Gk, such that the given instance C of 3-SAT
problem is satisfiable if and only if γ(G) < γk(G)− k + 2.
For every variable xi, we create three vertices {x
t
i, x
f
i , vi} and then we
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add the edges xtivi and x
f
i vi. For every clause Cj ∈ C, we create a vertex cj,
and if xi is a literal in Cj, then x
t
icj ∈ E(G); if ¬xi is a literal in Cj, then
xfi cj ∈ E(G). Moreover, we add a vertex c
∗ and the edges c∗xti and c
∗xfi for
every i ∈ [s]. We also add a vertex vs+1 and the edge set {civs+1 : 1 ≤ i ≤
ℓ}∪{c∗vs+1}. Finally, we add k− 1 new vertices v
1
0, . . . , v
k−1
0 , such that each
vertex vr0 is adjacent to every vertex in V (G)\{v1, v2 . . . , vs+1} for r ∈ [k−1]
(for an illustration of the construction, see Fig. 2). The order of G is obviously
3s + ℓ + k + 1 and this construction can be done in polynomial time. Note
that G ∈ G(F ) and any two hyperedges in F share k − 1 vertices, namely
v10, . . . , v
k−1
0 . It is straightforward to prove that {v1, . . . , vs+1, v
1
0, . . . , v
k−1
0 } is
a minimum k-dominating set in G and, therefore, γk(G) = k + s.
In order to finish the proof, it suffices to show that C is satisfiable if
and only if γ(G) < γk(G) − k + 2. First, assume that C is satisfiable and
let ϕ : X → {t, f} be the corresponding truth assignment. The set D′ =
D1 ∪ D2 ∪ {c
∗} is a dominating set, where D1 =
⋃
i∈[s]{x
t
i : ϕ(xi) = t} and
let D2 =
⋃
i∈[s]{x
f
i : ϕ(xi) = f}. Since |D
′| = s + 1, we have γ(G) <
γk(G)− k + 2 = (k + s)− k + 2 for k ≥ 2.
For the other direction, assume that γ(G) < γk(G)− k + 2 and consider
a dominating set D′ such that |D′| ≤ s+ 1. In order to dominate vi, the set
D′ contains at least one vertex from the set {xti, x
f
i , vi}, for each i ∈ [s]. Sim-
ilarly, to dominate vs+1, the set D
′ contains at least one vertex from the set
{c1, c2, . . . , cℓ, c
∗, vs+1}. Since |D
′| ≤ s+ 1, we have |D′ ∩ {xti, x
f
i , vi}| = 1 for
every i ∈ [s]. Moreover, |D′∩{c1, c2, . . . , cℓ, c
∗, vs+1}| = 1 and {v
1
0, . . . , v
k−1
0 }∩
D′ = ∅. There are three cases to consider and for a detailed discussion, we
refer the reader to [8].
(i) If vs+1 ∈ D
′ then, to dominate xti and x
f
i for each i ∈ [s], every vi
must be contained in D′. Hence, the vertices {v10, . . . , v
k−1
0 } are not
dominated by a vertex from D′, a contradiction.
(ii) If cj ∈ D
′ for some j ∈ [ℓ], then for all but at most three i ∈ [s] we
have vi ∈ D
′. Then, there is a vertex cq, such that q ∈ [ℓ] and cq is not
dominated by a vertex from D′, a contradiction.
(iii) If c∗ ∈ D′, then cj must be dominated by a vertex x
t
i or x
f
i for every
j ∈ [ℓ]. Now, consider the truth assignment ϕ : X → {t, f} where
ϕ(xi) = t if and only if x
t
i ∈ D
′ and observe that ϕ satisfies the 3-SAT
instance C.
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This finishes the proof.
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