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Sharp conditions are established for the existence of a pair of regularly varying solutions
with nonzero indices of half-linear functional differential equations of the type
(|x′(t)|αsgn x′(t))′ = q(t)|x(g(t))|αsgn x(g(t)), α > 0, q(t) > 0, g(t) < t.
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1. Introduction
Theory of regularly varying functions in the sense of Karamata has proved to be a powerful tool for the study
of nonoscillation and asymptotic behavior of second order ordinary differential equations with or without functional
arguments (see the papers [1–12]). Systematic investigation of differential equations in the framework of regular variation
started with a paper of Marić and Tomić [9], and a good survey of the results on the subject developed up to 2000 is given
in the monograph of Marić [8].
We recall that a positive measurable function f (t) on (0,∞) is said to be regularly varying of index ρ ∈ R if it satisfies
lim
t→∞
f (λt)
f (t)
= λρ for any λ > 0.
The totality of regularly varying functions of index ρ is denoted by RV(ρ). The symbol SV is used to denote RV(0) and a
member of SV = RV(0) is referred to as a slowly varying function. If f (t) ∈ RV(ρ), then f (t) = tρL(t) for some L(t) ∈ SV.
Therefore, the class of slowly varying functions is of fundamental importance in the theory of regular variation. The following
representation theorem is one of the most important properties of regularly varying functions.
Proposition 1.1 (Representation Theorem). A positive measurable function f (t) defined on (0,∞) is regularly varying of index
ρ if and only if it can be expressed in the form
f (t) = c(t) exp
{∫ t
t0
δ(s)
s
ds
}
, t = t0, (1.1)
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for some t0 > 0, where c(t) and δ(t) are measurable functions such that
lim
t→∞ c(t) = c ∈ (0,∞) and limt→∞ δ(t) = ρ. (1.2)
If in particular c(t) ≡ c ∈ (0,∞), then f (t) is called a normalized regularly varying function of index ρ. We use the symbol
n− RV(ρ) to denote the totality of normalized regularly varying functions of index ρ.
We begin by considering the second order linear differential equation
x′′(t) = q(t)x(t), (A)
where q(t) is a positive continuous function which is integrable on [a,∞), a ≥ 0. For this equation sharp conditions for
the existence of regularly varying solutions has already been established as the following theorems show.
Theorem A1 ([8, Theorem 1.1]). Eq. (A) has a slowly varying solution x1(t) and a regularly varying solution x2(t) of index 1 if
and only if
lim
t→∞ t
∫ ∞
t
q(s)ds = 0. (1.3)
Theorem A2 ([8, Theorem 1.2]). Let c > 0 be any given constant and let λ1, λ2, λ1 < λ2 denote two real roots of the quadratic
equation
λ2 − λ− c = 0. (1.4)
Eq. (A) has a fundamental set of solutions {x1(t), x2(t)} such that
x1(t) ∈ RV(λ1), x2(t) ∈ RV(λ2)
if and only if
lim
t→∞ t
∫ ∞
t
q(s)ds = c. (1.5)
Theorem A1 was proved by Marić and Tomić [11], while Theorem A2 was proved by Howard and Marić [1].
An attempt to investigate functional differential equations by means of regular variation was made for the first time by
Kusano and Marić in the paper [5]. They found criteria for the existence of slowly varying solutions of second order linear
retarded differential equations of the form
x′′(t) = q(t)x(g(t)), (B)
where q(t) is as in (A).
Theorem B1 (Kusano and Marić [5]). Suppose that
g(t) is increasing, g(t) < t and lim
t→∞ g(t) = ∞; (1.6)
lim sup
t→∞
t
g(t)
<∞. (1.7)
Then, Eq. (B) possesses a slowly varying solution x(t) if and only if (1.3) holds.
Moreover, the same authors showed that the condition (1.5) is also necessary and sufficient for Eq. (B) to have two
regularly varying solutions with nonzero indices.
Theorem B2 (Kusano and Marić [7]). Let c > 0 be any given constant and let λ1, λ2, λ1 < λ2, be two real roots of the quadratic
equation (1.4). Suppose that g(t) satisfies (1.6) and
lim
t→∞
g(t)
t
= 1. (1.8)
Eq. (B) has two normalized regularly varying solution xi(t), i = 1, 2 of indices λi, i = 1, 2 if and only if (1.5) holds.
Considering the well-known qualitative similarity between linear differential equations and half-linear differential
equations (see e.g. the book of Došlý and Řehák [13]), it is natural to expect that the above mentioned results for Eqs. (A)
and (B) could be extended to the second order half-linear ordinary differential equation
(|x′|αsgn x′)′ = q(t)|x|αsgn x, (q(t) > 0) (C)
and its companion functional differential equation
(|x′(t)|αsgn x′(t))′ = q(t)|x(g(t))|αsgn x(g(t)) (q(t) > 0, g(t) < t). (D)
T. Kusano et al. / Computers and Mathematics with Applications 59 (2010) 411–425 413
We note that Theorems A1 and A2 for (A) have been extended to Theorems C1 and C2 for (C) stated below by Jaroš,
Kusano and Tanigawa [4].
Theorem C1 (Jaroš, Kusano, Tanigawa [4]). Eq. (C) has a slowly varying solution x1(t) and a regularly varying solution x2(t) of
index 1 if and only if
lim
t→∞ t
α
∫ ∞
t
q(s)ds = 0. (1.9)
Theorem C2 (Jaroš, Kusano, Tanigawa [4]). Let c > 0 be any given constant and denote by λ1, λ2, λ1 < λ2 two real roots of the
equation
|λ|1+ 1α − λ− c = 0. (1.10)
Eq. (C) has two solutions xi(t), i = 1, 2 such that
x1(t) ∈ RV
(
λ
1
α ∗
1
)
, x2(t) ∈ RV
(
λ
1
α ∗
2
)
(1.11)
if and only if
lim
t→∞ t
α
∫ ∞
t
q(s)ds = c. (1.12)
Notice that in (1.11) use is made of the ‘‘asterisk’’ notation
yγ ∗ = |y|γ−1y = |y|γ sgn y, y ∈ R, γ > 0
which will be extensively used throughout the paper.
Recently, Tanigawa has proved in [14] the following theoremwhich extends Theorem B1 for the linear retarded equation
(B) to the half-linear retarded equation (D).
Theorem D1 (Tanigawa [14]). Suppose that g(t) satisfies (1.6) and (1.7). Then, Eq. (D) possesses a slowly varying solution and
a regularly varying solution of index 1 if and only if (1.9) holds.
Therefore, it remains to generalize Theorem B2 to the half-linear functional differential equation (D). Our conjecture is
that condition (1.12) would also be necessary and sufficient for the existence of a pair of regularly varying solutions with
nonzero indices for Eq. (D). The objective of this paper is to verify the truth of the conjecture which is formulated below as
Theorem D2.
Theorem D2. Let c > 0 be any given constant and let λ1, λ2, λ1 < λ2 denote two real roots of the equation (1.10). Suppose
that g(t) satisfies (1.6) and (1.8). Eq. (D) has two regularly varying solutions xi(t), i = 1, 2 of indices λ
1
α ∗
i , i = 1, 2 if and only if
(1.12) holds.
The proof of TheoremD2will be given in Section 3, and in Section 4we present some examples which illustrate ourmain
result. The proof of Theorem D2 heavily depends on the existence of regularly varying solutions (as stated in Theorem C2)
of half-linear differential equations without retarded arguments of the form (C). What we really need is the representations
and properties of such solutions which are not provided by the original proof of Theorem C2. So we present in Section 2 a
modified proof of Theorem C2 which is crucial for our purposes.
2. Regularly varying solutions of the equation without retarded argument
Wewill give amodified version of the original proof of TheoremC2 given in [4]. Themodified proof of TheoremC2, which
is re-stated below as Theorem 2.1, will be essential in constructing regularly varying solutions for the functional differential
equation (D). We use the notation:
Q (t) = tα
∫ ∞
t
q(s)ds− c (2.1)
Fi(t, w) = |λi − Q (t)+ w|1+ 1α − |λi|1+ 1α −
(
1+ 1
α
)
λ
1
α ∗
i w, i = 1, 2. (2.2)
Theorem 2.1. Let c > 0 be any given constant and let λ1, λ2, λ1 < λ2 denote two real roots of the equation (1.10). Condition
(1.12) is necessary and sufficient for Eq. (C) to possess two regularly varying solutions xi(t), i = 1, 2 having the representations
xi(t) = exp
{∫ t
T
(
λi − Q (s)+ vi(s)
sα
) 1
α ∗
ds
}
, t ≥ T , i = 1, 2 (2.3)
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for some T ≥ a, where vi(t) are solutions of the integral equations
v1(t) = αtα−µ1
∫ ∞
t
sµ1−α−1F1(s, v1(s))ds, t ≥ T , (2.4)
v2(t) = −αtα−µ2
∫ t
T
sµ2−α−1F2(s, v2(s))ds, t ≥ T . (2.5)
We note that since c > 0, the two roots λi, i = 1, 2 of equation (1.10) are such that
λ1 < 0, λ2 >
(
α
1+ α
)α
.
For simplicity we put
µ1 = (α + 1)λ
1
α ∗
1 , µ2 = (α + 1)λ
1
α ∗
2 .
It is clear that µ1 < 0 and µ2 > α.
Basic to our discussion is the well-known relationship between the half-linear differential equation (C) and the
generalized Riccati equation associated with it.
Lemma 2.1. (i) If x(t) is a solution of (C) which is not zero on [t0,∞), then the function u(t) = (x′(t)/x(t))α∗ satisfies the
generalized Riccati equation
u′ + α|u|1+ 1α − q(t) = 0, t ≥ t0. (2.6)
(ii) If u(t) is a solution of the equation (2.6) for t ≥ t0, then the function
x(t) = exp
{∫ t
t0
u(s)
1
α ∗ds
}
is a solution of the half-linear equation (C) on [t0,∞).
Proof of Theorem 2.1 (The ‘‘Only If’’ Part). Suppose that (C) has solutions xi(t) ∈ RV
(
λ
1
α ∗
i
)
, i = 1, 2. Since, their derivatives
x′i(t) are increasing, it follows from Proposition 9 of [8] that xi(t) ∈ n− RV
(
λ
1
α ∗
i
)
, i = 1, 2. Therefore, from this point one
can proceed exactly as in the proof of the ’’only if’’ part of Theorem 3.1 in [4].
(The ‘‘if’’part): Suppose that (1.12) is satisfied. According to Lemma 2.1, for i = 1, 2 the function xi(t) defined by (2.3) is
a solution of (C) on [ti,∞) if vi(t) is chosen in such a way that
ui(t) = λi − Q (t)+ vi(t)tα
satisfies the generalized Riccati equation (2.6) on [ti,∞). The differential equation for vi(t) then reads:
v′i −
α
t
vi + αt
[
|λi − Q (t)+ vi|1+ 1α − |λi|1+ 1α
]
= 0, i = 1, 2. (2.7)
Multiplying (2.7) by t(α+1)λ
1
α ∗
i −α = tµi−α , we can transform (2.7) into
(tµi−α vi(t))′ + α tµi−α−1Fi(t, vi(t)) = 0, i = 1, 2, (2.8)
with Fi(t, w) defined by (2.2). We now express Fi(t, w) as
Fi(t, w) = Gi(t, w)+ Hi(t, w)+ ki(t), (2.9)
where
Gi(t, w) = |λi − Q (t)+ w|1+ 1α −
(
1+ 1
α
)
(λi − Q (t)) 1α ∗w − |λi − Q (t)|1+ 1α , (2.10)
Hi(t, w) =
(
1+ 1
α
)[
(λi − Q (t)) 1α ∗ − λ
1
α ∗
i
]
w, (2.11)
ki(t) = |λi − Q (t)|1+ 1α − |λi|1+ 1α . (2.12)
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Since Q (t)→ 0 as t →∞, there exist ti > a, i = 1, 2 such that
|Q (t)| ≤ |λi|
4
, t ≥ ti, i = 1, 2. (2.13)
We now restrict the variable (t, w) to the setDi = {(t, w) : t ≥ ti, |w| ≤ |λi|/4}. It is amatter of elementary calculation
(with the help of the mean value theorem) to see that there exists a constant Ai depending only on λi and α such that the
following inequalities hold inDi:
|Gi(t, w)| ≤ 1
α
(
1+ 1
α
)
Aiw2, (2.14)
|Hi(t, w)| ≤ 1
α
(
1+ 1
α
)
Ai|Q (t)||w|, (2.15)
|ki(t)| ≤
(
1+ 1
α
)
Ai|Q (t)|, (2.16)∣∣∣∣∂Gi(t, w)∂w
∣∣∣∣ ≤ 1α
(
1+ 1
α
)
Ai|w|, (2.17)∣∣∣∣∂Hi(t, w)∂w
∣∣∣∣ ≤ 1α
(
1+ 1
α
)
Ai|Q (t)|. (2.18)
For example, Ai can be taken to be
Ai = max
{(
5|λi|
4
) 1
α
,
( |λi|
2
) 1
α−1
}
if α > 1,
Ai = max
{(
5|λi|
4
) 1
α
,
(
3|λi|
2
) 1
α−1
}
if α ≤ 1.
Let us first deal with the case i = 1. We have to solve (2.8) for i = 1. Let m1 be a positive constant such that
m1 < min{1, |λ1|/4} and
(α + 1)(α + 2)
α(α − µ1) A1m1 ≤ 1, (2.19)
and choose T1 > a so that
|Q (t)| ≤ m21, t ≥ T1. (2.20)
We consider the Banach space C0[T1,∞) of all continuous functions on [T1,∞) that tend to zero as t →∞, with the norm
‖v‖0 = sup{|v(t)| : t ≥ T1}.
Define the set V1 and the integral operator F1 by
V1 = {v(t) ∈ C0[T1,∞) : |v(t)| ≤ m1, t ≥ T1}, (2.21)
and
F1v(t) = αtα−µ1
∫ ∞
t
sµ1−α−1F1(s, v(s))ds, t ≥ T1. (2.22)
We claim that F1 is a contraction on V1. In fact, if v(t) ∈ V1, then, using (2.9), (2.14)–(2.16), (2.19) and (2.20), we have
|F1v(t)| ≤ α tα−µ1
∫ ∞
t
sµ1−α−1|F1(s, v(s))|ds
≤ α tα−µ1
∫ ∞
t
sµ1−α−1
(
|G1(s, v(s))| + |H1(s, v(s))| + |k1(s)|
)
ds
≤ α tα−µ1
∫ ∞
t
sµ1−α−1
(α + 1)(α + 2)
α2
A1m21ds
= (α + 1)(α + 2)
α(α − µ1) A1m
2
1 ≤ m1
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for t ≥ T1, which shows that F1 maps V1 into itself. If v1(t), v2(t) ∈ V1, then, using (2.17) and (2.18), we obtain
|F1v1(t)− F1v2(t)| ≤ α tα−µ1
∫ ∞
t
sµ1−α−1
(
|G1(s, v1(s))− G1(s, v2(s))| + |H1(s, v1(s))− H1(s, v2(s))|
)
ds
≤ α tα−µ1
∫ ∞
t
sµ1−α−1
2(α + 1)
α2
A1m1|v1(s)− v2(s)|ds ≤ 2(α + 1)
α(α − µ1)A1m1‖v1 − v2‖0,
which implies that
‖F1v1 − F1v2‖0 ≤ 2(α + 1)
α(α − µ1)A1m1‖v1 − v2‖0.
In view of (2.19) this means that F1 is a contraction mapping. Consequently, there exists v1(t) ∈ V1 such that v1(t) =
F1v1(t) for t ≥ T1, that is, v1(t) is a solution of the integral equation (2.4), and hence is a solution of the differential equation
(2.7) (with i = 1). With this v1(t) form the function x1(t) by (2.3) (with i = 1). Then, x1(t) gives a solution of the half-linear
equation (C) on [T ,∞). From the representation theorem we see that x1(t) is a regularly varying function of index λ
1
α ∗
1 .
Next we turn to the construction of a solution x2(t) ∈ RV(λ
1
α
2 ). Letm2 be a positive constant such thatm2 < {1, |λ2|/4}
and
(α + 1)(α + 2)
α(µ2 − α) A2m2 ≤ 1. (2.23)
Then, choose T2 > a so that
|Q (t)| ≤ m22, t ≥ T2, (2.24)
and consider the set V2 and the integral operator F2 by
V2 = {v(t) ∈ C0[T2,∞) : |v(t)| ≤ m2, t ≥ T2}, (2.25)
and
F2v(t) = −αtα−µ2
∫ t
T2
sµ2−α−1F2(s, v(s))ds, t ≥ T2. (2.26)
It can be shownwithout difficulty thatF2 is a contraction on V2, and so there exists v2(t) ∈ V2 such that v2(t) = F2v(t), t ≥
T2, which implies that v2(t) satisfies the integral equation (2.5) and hence the differential equation (2.8) (with i = 2).
Therefore, the function x2(t) defined by (2.3) (i = 2) with this v2(t) provides the desired regularly varying solution of index
λ
1
α
2 of Eq. (C). This completes the proof. 
3. Proof of the main result
We are now in a position to prove our main result, Theorem D2.
(The ‘‘only if’’ part): Let xi(t) be a positive solution of (D) on [ti,∞) belonging to RV(λ
1
α ∗
i ), where λ1, λ2 are the real roots
of Eq. (1.10). Then, xi(t) can be regarded as a solution of the half-linear differential equation (without delay)
((x′(t))α∗)′ = qx, g(t)(x(t))α∗,
where
qx, g(t) = q(t)
(
x(g(t))
x(t)
)α∗
, (3.1)
so that from Theorem C2 it follows that
lim
t→∞ t
α
∫ ∞
t
qx, g(s)ds = c. (3.2)
Notice that since x′i(t) are increasing, xi(t) are normalized regularly varying functions (cf. Proposition 9 of [8]). So, by the
representation theorem, xi(t) can be expressed as
xi(t) = ci exp
{∫ t
ti
δi(s)
s
ds
}
, t = ti, i = 1, 2,
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for some ti > a and some continuous function δi(t) such that
lim
t→∞ δi(t) = λ
1
α ∗
i , i = 1, 2.
We then have
xi(g(t))
xi(t)
= exp
{
−
∫ t
g(t)
δi(s)
s
ds
}
, t ≥ Ti, i = 1, 2, (3.3)
where Ti is such that g(Ti) ≥ ti. Since∫ t
g(t)
|δi(s)|
s
ds ≤ sup
s≥g(t)
|δi(s)| · log tg(t) , t ≥ Ti,
using the assumption (1.8) we have
lim
t→∞
∫ t
g(t)
|δi(s)|
s
ds = 0, i = 1, 2, (3.4)
which, combined with (3.3), implies that
lim
t→∞
xi(g(t))
xi(t)
= 1, i = 1, 2. (3.5)
Combining (3.5) with (3.2), we conclude that (1.12) holds.
(The ‘‘if ’’ part): Suppose that (1.12) holds. We present a detailed proof for the case i = 1 and then for the case i = 2 we
give a sketch of a similar proof pointing out necessary alternations. Therefore, the subscripts i = 1, 2 will be deleted from
the functions xi(t), vi(t).
Case i = 1: Letm be a positive constant such thatm < {1, |λ1|/4},
(α + 1)(α + 2)
α(α − µ1) A1m ≤ 1,
and
m ≤ α
4
|λ1| K 1− 1α , (3.6)
where
K = 3
2
if α ≤ 1; K = 1
2
if α > 1.
Choose T > a so that
2α|Q (t)| ≤ m2 for t ≥ T . (3.7)
LetΞ denote the set of all functions ξ(t) ∈ C[g(T ),∞) ∩ C1[T ,∞)which are nonincreasing and satisfy
ξ(t) = 1, g(T ) ≤ t ≤ T , (3.8)
and
ξ(t) = exp
{∫ t
T
(
λ1 + fξ (s)
sα
) 1
α ∗
ds
}
, t ≥ T , (3.9)
for some continuous function fξ (t) satisfying
lim
t→∞ fξ (t) = 0, −R(t)−m ≤ fξ (t) ≤ −λ1, t ≥ T , (3.10)
where R(t) = 2α Q (t)+ (2α − 1)c.
From (3.9) and (3.10) we see that all members of Ξ are decreasing regularly varying functions of index λ
1
α ∗
1 . Moreover,
Ξ can be regarded as a closed convex subset of the locally convex space C1[T ,∞) endowed with the topology of uniform
convergence of functions and their first derivatives on compact subintervals of [T ,∞).
Put
Λ(t) = exp
{∫ t
a
(
λ1 − R(s)−m
sα
) 1
α ∗
ds
}
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and define
qΛ(t) = q(t)
(
Λ(g(t))
Λ(t)
)α
, QΛ(t) = tα
∫ ∞
t
qΛ(s)ds− c.
Then, using the decreasing nature ofΛ(t) and the inequality g(t) < t , we have
1 ≤ Λ(g(t))
Λ(t)
= exp
{
−
∫ t
g(t)
(
λ1 − R(s)−m
sα
) 1
α ∗
ds
}
= exp
{∫ t
g(t)
(
R(s)+m− λ1
sα
) 1
α
ds
}
. (3.11)
Now, since Q (t)→ 0, t →∞, we have
0 < R(t)+m− λ1 = 2αQ (t)+ (2α − 1)c +m− λ1 ≤ kα, t ≥ T ,
for some k > 0, and hence∫ t
g(t)
(
R(s)+m− λ1
sα
) 1
α
ds ≤ k log t
g(t)
→ 0, t →∞.
Using this fact in (3.11) we have
lim
t→∞
Λ(g(t))
Λ(t)
= 1. (3.12)
Therefore, we may assume with no loss of generality that
1 ≤ Λ(g(t))
Λ(t)
≤ 2, t ≥ T . (3.13)
It follows that qΛ(t) ≤ 2αq(t) and
QΛ(t) ≤ 2α tα
∫ ∞
t
q(s)ds− c = 2αQ (t)+ (2α − 1)c = R(t), t ≥ T .
For any ξ ∈ Ξ we have that
1 ≤ ξ(g(t))
ξ(t)
= exp
{
−
∫ t
g(t)
(
λ1 + fξ (s)
sα
) 1
α ∗
ds
}
= exp
{∫ t
g(t)
(−λ1 − fξ (s)
sα
) 1
α ∗
ds
}
≤ exp
{∫ t
g(t)
(
R(s)+m− λ1
sα
) 1
α
ds
}
= Λ(g(t))
Λ(t)
, (3.14)
and using (3.12) and (3.13), we find that for all ξ ∈ Ξ
lim
t→∞
ξ(g(t))
ξ(t)
= 1, 1 ≤ ξ(g(t))
ξ(t)
≤ 2, t ≥ T . (3.15)
Let us consider the family of half-linear differential equations
((x′(t))α∗)′ = qξ (t)(x(t))α∗, ξ ∈ Ξ , (3.16)
where qξ (t) is given by
qξ (t) = q(t)
(
ξ(g(t))
ξ(t)
)α∗
, t ≥ T .
We define the functions Qξ (t) by
Qξ (t) = tα
∫ ∞
t
qξ (s)ds− c, t ≥ T , ξ ∈ Ξ .
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By (3.14) and (3.15) we have for all ξ ∈ Ξ
q(t) ≤ qξ (t) ≤ qΛ(t) ≤ 2αq(t), t ≥ T ,
which implies
Q (t) ≤ Qξ (t) ≤ QΛ(t) ≤ R(t), t ≥ T . (3.17)
Therefore, from (3.17) we conclude that Qξ (t)→ 0 as t →∞ for all ξ ∈ Ξ , and using (3.7), it follows that
|Qξ (t)| ≤ m2, t ≥ T , for all ξ ∈ Ξ . (3.18)
Because of (3.18) we are able to apply Theorem 2.1 to (3.16), concluding that for every ξ ∈ Ξ Eq. (3.16) possesses a
regularly varying solution of index λ
1
α ∗
1 having the expression
Xξ (t) = exp
{∫ t
T
(
λ1 − Qξ (s)+ vξ (s)
sα
) 1
α ∗
ds
}
, t ≥ T , (3.19)
where vξ (t) is the solution of the integral equation
vξ (t) = α tα−µ1
∫ ∞
t
sµ1−α−1F1(s, vξ (s))ds, t ≥ T (3.20)
satisfying vξ (t)→ 0 as t →∞ and |vξ (t)| ≤ m for t ≥ T .
We denote byΦ the mapping which assigns to each ξ ∈ Ξ the functionΦξ defined by
Φξ(t) = 1 for g(T ) ≤ t ≤ T , Φξ(t) = Xξ (t) for t ≥ T .
Wewill show thatΦ is a continuous self-map onΞ which sendsΞ into a relatively compact subset ofΞ in the topology of
C1[T ,∞).
(i)Φ(Ξ) ⊂ Ξ . Let ξ ∈ Ξ . It suffices to restrict our attention to the interval [T ,∞). Rewrite (3.19) as
Φξ(t) = Xξ (t) = exp
{∫ t
T
(
λ1 + fξ (s)
sα
) 1
α ∗
ds
}
, fξ (t) = vξ (t)− Qξ (t).
It is clear that fξ (t)→ 0 as t →∞. Since λ1 < 0, Xξ (t) is a decreasing solution of (3.16), that is,
X ′ξ (t) = Xξ (t)
(λ1 + fξ (t)) 1α ∗
t
≤ 0, t ≥ T ,
which implies that λ1 + fξ (t) ≤ 0 or fξ (t) ≤ −λ1 for t ≥ T . It is easy to see that
fξ (t) ≥ −m− Qξ (t) ≥ −m− QΛ(t) ≥ −m− R(t), t ≥ T .
This shows thatΦ(Ξ) ⊂ Ξ , implying thatΦ is a self-map onΞ .
(ii)Φ(Ξ) is relatively compact in C1[T ,∞). Using the inequality
−
(
|λ1| + 2m
) 1
α ≤
(
λ1 − Qξ (t)+ vξ (t)
) 1
α ∗ ≤ −
(
2m− |λ1|
) 1
α
, t ≥ T ,
we obtain for all ξ ∈ Ξ(
t
T
)−(|λ1|+2m) 1α
≤ Φξ(t) ≤ 1, t ≥ T ,
and (
t
T
)−(|λ1|+2m) 1α (2m− |λ1|) 1α
t
≤ −(Φξ)′(t) ≤
(|λ1| + 2m) 1α
t
, t ≥ T ,
which means that the sets of functions {Φξ(t)}, {(Φξ)′(t)} are uniformly bounded on [T ,∞). Moreover, the uniform
boundedness of the set of functions {(Φξ)′′(t)} follows from the equation
(Φξ)′′(t) = q(t)
α
(
Φξ(t)
)α(
(Φξ)′(t)
)1−α
,
which is derived from the differential equation (3.16). Therefore, the relative compactness of Φ(Ξ) in C1[T ,∞) follows
from the Arzela–Ascoli theorem.
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(iii) Φ is a continuous mapping. Let {ξn} be a sequence of functions in Ξ converging to η ∈ Ξ in C1[T ,∞). To prove the
continuity ofΦ we have to show that {Φξn} converges toΦη in C1[T ,∞), i.e. that
Φξn(t)→ Φη(t), (Φξn)′(t)→ (Φη)′(t) as n→∞ (3.21)
uniformly on compact subintervals of [T ,∞). Applying the mean value theorem, we have for t = T ,
|Φξn(t)− Φη(t)| = |Xξn(t)− Xη(t)|
=
∣∣∣∣∣exp
{∫ t
T
(
λ1 − Qξn(s)+ vξn(s)
sα
) 1
α ∗
ds
}
− exp
{∫ t
T
(
λ1 − Qη(s)+ vη(s)
sα
) 1
α ∗
ds
}∣∣∣∣∣
≤
∫ t
T
∣∣∣∣∣
(
λ1 − Qξn(s)+ vξn(s)
sα
) 1
α ∗
−
(
λ1 − Qη(s)+ vη(s)
sα
) 1
α ∗
∣∣∣∣∣ ds
and
|(Φξn)′(t)− (Φη)′(t)| ≤ |Φξn(t)− Φη(t)| ·
∣∣λ1 − Qξn(t)+ vξn(t)∣∣ 1α
t
+Φη(t)
∣∣∣∣∣
(
λ1 − Qξn(t)+ vξn(t)
tα
) 1
α ∗
−
(
λ1 − Qη(t)+ vη(t)
tα
) 1
α ∗
∣∣∣∣∣
≤ (|λ1| + 2m) 1α · |Φξn(t)− Φη(t)|t
+
∣∣∣∣∣
(
λ1 − Qξn(t)+ vξn(t)
tα
) 1
α ∗
−
(
λ1 − Qη(t)+ vη(t)
tα
) 1
α ∗
∣∣∣∣∣ .
We put
Ωn(t) =
(
λ1 − Qξn(t)+ vξn(t)
tα
) 1
α ∗
−
(
λ1 − Qη(t)+ vη(t)
tα
) 1
α ∗
, t ≥ T .
Using the inequality |xλ − yλ| ≤ |x− y|λ for x ∈ R+ and 0 < λ < 1, we see that
|Ωn(t)| ≤
( |vξn(t)− vη(t)| + |Qξn(t)− Qη(t)|
tα
) 1
α
if α > 1,
and using the mean value theorem, we see that
|Ωn(t)| ≤ M0 |vξn(t)− vη(t)| + |Qξn(t)− Qη(t)|tα if α 5 1,
whereM0 > 0 is a constant depending only on α, λ1 andm. Consequently, in order to establish the convergence (3.21) it is
sufficient to show that the two sequences
|vξn(t)− vη(t)|
tα
,
|Qξn(t)− Qη(t)|
tα
(3.22)
converge to 0 uniformly on any compact subinterval of [T ,∞). The uniform convergence of the second sequence in (3.22) is
an immediate consequence of the Lebesgue dominated convergence theorem applied to the right hand side of the inequality
|Qξn(t)− Qη(t)|
tα
≤
∫ ∞
t
q(s)
∣∣∣∣(ξn(g(s))ξn(s)
)α
−
(
η(g(s))
η(s)
)α∣∣∣∣ ds.
In fact, it turns out that the convergence in question is uniform on [T ,∞).
Next, let us examine the first sequence in (3.22). Using (3.20), we have
|vξn(t)− vη(t)|
tα
≤ α
tµ1
∫ ∞
t
sµ1−α−1
∣∣F1(s, vξn(s))− F1(s, vη(s))∣∣ ds, (3.23)
where F1(t, w) is defined by (2.2). We first observe that
F1(t, vξn(t))− F1(t, vη(t)) =
∣∣λ1 − Qξn(t)+ vξn(t)∣∣1+ 1α − ∣∣λ1 − Qη(t)+ vη(t)∣∣1+ 1α
−
(
1+ 1
α
)
λ
1
α ∗
1
(
vξn(t)− vη(t)
)
. (3.24)
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By the mean value theorem, we have for some θ = θ(t) ∈ (0, 1)∣∣λ1 − Qξn(t)+ vξn(t)∣∣1+ 1α − ∣∣λ1 − Qη(t)+ vη(t)∣∣1+ 1α
=
(
|λ1| + Qξn(t)− vξn(t)
)1+ 1α − (|λ1| + Qη(t)− vη(t))1+ 1α
=
(
1+ 1
α
)(
|λ1| + (1− θ)
(
Qξn(t)− vξn(t)
)+ θ(Qη(t)− vη(t))) 1α ((Qξn(t)− Qη(t))− (vξn(t)− vη(t))). (3.25)
Therefore, by combining (3.24) and (3.25), and noting that λ
1
α ∗
1 = −|λ1|
1
α , we have
F1(t, vξn(t))− F1(t, vη(t)) =
κ1(t)
α
(vξn(t)− vη(t))+
κ2(t)
α
(Qξn(t)− Qη(t)) (3.26)
where
κ1(t) = (α + 1)
[
|λ1| 1α −
(
|λ1| + (1− θ)
(
Qξn(t)− vξn(t)
)+ θ(Qη(t)− vη(t))) 1α ] ,
κ2(t) = (α + 1)
(
|λ1| + (1− θ)
(
Qξn(t)− vξn(t)
)+ θ(Qη(t)− vη(t))) 1α .
Since ∣∣(1− θ)(Qξn(t)− vξn(t))+ θ(Qη(t)− vη(t))∣∣ ≤ 4m < |λ1|2 , (3.27)
we have
1
2
|λ1| ≤
∣∣|λ1| + (1− θ)(Qξn(t)− vξn(t))+ θ (Qη(t)− vη(t))∣∣ ≤ 32 |λ1|. (3.28)
Applying now the mean value theorem to κ1(t) and using (3.28), we see that
|κ1(t)| ≤ α + 1
α
4m
(
K |λ1|
) 1
α−1
, t ≥ T ,
which, combined with (3.6), implies
|κ1(t)| ≤ (α + 1)|λ1| 1α = |µ1|. (3.29)
As for κ2(t), using (3.27) we have
|κ2(t)| ≤ (α + 1)
(
|λ1| + 4m
) 1
α ≤ (α + 1)
(
3
2
|λ1|
) 1
α
= κ2. (3.30)
From (3.23), (3.26), (3.29) and (3.30) it follows that∣∣vξn(t)− vη(t)∣∣
tα−µ1
≤
∫ ∞
t
|µ1| ·
∣∣vξn(s)− vη(s)∣∣+ κ2 ∣∣Qξn(s)− Qη(s)∣∣
sα−µ1+1
ds. (3.31)
Letting
Vn(t) =
∫ ∞
t
|vξn(s)− vη(s)|
sα−µ1+1
ds,
we derive from (3.31) the following differential inequality for Vn(t):
−
(
t |µ1|Vn(t)
)′
≤ κ2t |µ1|−1
∫ ∞
t
|Qξn(s)− Qη(s)|
sα−µ1+1
ds, t ≥ T . (3.32)
Since t |µ1|Vn(t)→ 0 as t →∞ and the right hand side of (3.32) is integrable, wemay integrate (3.32) over [t,∞). Thus we
obtain
Vn(t) 5
κ2
t |µ1|
∫ ∞
t
s|µ1|−1
∫ ∞
s
|Qξn(r)− Qη(r)|
rα−µ1+1
drds
= κ2
t |µ1|
∫ ∞
t
|Qξn(r)− Qη(r)|
rα−µ1+1
∫ r
t
s|µ1|−1dsdr
5
κ2
|µ1| ·
1
t |µ1|
∫ ∞
t
|Qξn(r)− Qη(r)|
r1+α
dr, t ≥ T . (3.33)
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Combining (3.31) with (3.33), we find that
|vξn(t)− vη(t)|
tα+|µ1|
5
κ2
t |µ1|
∫ ∞
t
|Qξn(s)− Qη(s)|
s1+α
ds+ κ2
∫ ∞
t
∣∣Qξn(s)− Qη(s)∣∣
sα+|µ1|+1
ds
5
2 κ2
t |µ1|
∫ ∞
t
|Qξn(s)− Qη(s)|
s1+α
ds, t ≥ T ,
or
|vξn(t)− vη(t)|
tα
≤ 2 κ2
∫ ∞
t
|Qξn(s)− Qη(s)|
s1+α
ds, t ≥ T .
Consequently, the sequence |vξn(t)− vη(t)|/tα converges to 0 uniformly on compact subintervals of [t0,∞). Thus we have
proved that the mappingΦ is continuous in the topology of C1[t0,∞).
Therefore, by the Schauder–Tychonoff fixed point theorem there exists a function ξ1 ∈ Ξ such that ξ1 = Φξ1, in
particular, ξ1(t) = Xξ1(t) for t ≥ T . This means that ξ1(t) is a regularly varying function of index λ
1
α ∗
1 and satisfies the
differential equation
((ξ ′1(t))
α∗)′ = qξ1(t)(ξ1(t))α∗,
or equivalently
((ξ ′1(t))
α∗)′ = q(t)(ξ1(g(t)))α∗.
This completes the proof that condition (1.12) ensures the existence of an RV(λ
1
α ∗
1 )-solution of Eq. (D).
Case i = 2: Letm be a positive constant such thatm < {1, λ2/4} and
(α + 1)(α + 2)
α(µ2 − α) A2m ≤ 1,
and choose T > a such that
|Q (t)| ≤ m2 for t ≥ T .
This time we defineΞ to be the set of all functions ξ(t) ∈ C[g(T ),∞) ∩ C1[T ,∞)which are nondecreasing and satisfy
ξ(t) = 1, g(T ) ≤ t ≤ T , (3.34)
and
ξ(t) = exp
(∫ t
T
(
λ2 + fξ (s)
sα
) 1
α ∗
)
, t ≥ T , (3.35)
for some continuous function fξ (t) such that for all ξ ∈ Ξ
lim
t→∞ fξ (t) = 0, |fξ (t)| ≤ 2m, t ≥ T . (3.36)
Clearly,Ξ can be regarded as a closed convex subset of the locally convex space C1[T ,∞).
Consider the function χ(t) defined by
χ(t) =
(
t
a
)(2λ2) 1α
, t ≥ a
and define
qχ (t) = q(t)
(
χ(g(t))
χ(t)
)α∗
, Qχ (t) = tα
∫ ∞
t
qχ (s)ds− c.
Then, using (1.8) we have that
χ(g(t))
χ(t)
=
(
g(t)
t
)(2λ2) 1α
→ 1 as t →∞, (3.37)
which together with the assumption that Q (t)→ 0 as t →∞ implies that
Qχ (t)→ 0 as t →∞. (3.38)
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For any ξ ∈ Ξ we have that
1 ≥ ξ(g(t))
ξ(t)
= exp
(
−
∫ t
g(t)
(
λ2 + fξ (s)
sα
) 1
α
ds
)
≥ exp
(
−(2λ2) 1α
∫ t
g(t)
ds
s
)
= χ(g(t))
χ(t)
, (3.39)
so that by (3.37), we get
lim
t→∞
ξ(g(t))
ξ(t)
= 1. (3.40)
For any ξ ∈ Ξ we define
qξ (t) = q(t)
(
ξ(g(t))
ξ(t)
)α∗
, t ≥ T ,
Qξ (t) = tα
∫ ∞
t
qξ (s)ds− c, t ≥ T , ξ ∈ Ξ
and consider the family of half-linear differential equations
((x′(t))α∗)′ = qξ (t)(x(t))α∗, ξ ∈ Ξ . (3.41)
Due to (3.39) we have for all ξ ∈ Ξ and for t ≥ T that
Qχ (t) ≤ Qξ (t) ≤ Q (t),
which by (3.38) implies that Qξ (t)→ 0 as t →∞. Then, T can be chosen such that
|Qξ (t)| ≤ m2, t ≥ T , for all ξ ∈ Ξ . (3.42)
Because of (3.42) we may apply Theorem 2.1, concluding that for every ξ ∈ Ξ Eq. (3.41) possesses a regularly varying
solution Xξ (t) of index λ
1
α ∗
2 = λ
1
α
2 having the form
Xξ (t) = exp
(∫ t
T
(
λ2 − Qξ (s)+ vξ (s)
sα
) 1
α
ds
)
, t ≥ T , (3.43)
where vξ (t) is the solution of the integral equation
vξ (t) = −α tα−µ2
∫ t
T
sµ2−α−1F2(s, vξ (s))ds, t ≥ T (3.44)
and vξ (t)→ 0 as t →∞ and |vξ (t)| ≤ m for t ≥ T .
Let us define the mappingΦ by
Φξ(t) = 1 for g(T ) ≤ t ≤ T , Φξ(t) = Xξ (t) for t = T .
We claim thatΦ has a fixed point inΞ by the Schauder–Tychonoff fixed point theorem.
(i)Φ(Ξ) ⊂ Ξ . This follows from the expression (3.43) for Xξ (t), since
fξ (t) = vξ (t)− Qξ (t)
satisfies (3.36) on [T ,∞).
(ii)Φ(Ξ) is relatively compact in C1[T ,∞). This is a consequence of the local uniformboundedness of the sets of functions
{Φξ(t)}, {(Φξ)′(t)} and {(Φξ)′′(t)} on [T ,∞). In fact, we have for all ξ ∈ Ξ the following inequalities:
1 ≤ Φξ(t) ≤ χ(t),
(λ2 − 2m) 1α
t
≤ (Φξ)′(t) ≤ (λ2 + 2m) 1α χ(t)
and
(Φξ)′′(t) = qξ (t)
α
(
Φξ(t)
)α(
(Φξ)′(t)
)1−α
.
(iii) Φ is a continuous mapping. Let {ξn} be a sequence of functions in Ξ converging to η ∈ Ξ in C1[T ,∞). We have to
prove that
Φξn(t)→ Φη(t), (Φξn)′(t)→ (Φη)′(t) as t →∞
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uniformly on any compact subinterval of [T ,∞). For this purpose, estimating
|Φξn(t)− Φη(t)| and |(Φξn)′(t)− (Φη)′(t)|
as in the case i = 1,we are required to verify that the two sequences (3.22) converge to 0 as n→∞ on compact subintervals
of [T ,∞). We can deal with the second sequence in (3.22) exactly as in the previous case. As for the first sequence, we use
(3.44) to obtain the inequality∣∣vξn(t)− vη(t)∣∣
tα
≤ µ2
tµ2
∫ t
T
(1+ k1)
∣∣vξn(s)− vη(s)∣∣+ k1 ∣∣Qξn(s)− Qη(s)∣∣
sα−µ2+1
ds, (3.45)
where µ2 = (1+ α)λ
1
α
2 and k1 = 2
1
α . Letting
Wn(t) =
∫ t
T
|vξn(s)− vη(s)|
sα−µ2+1
ds,
inequality (3.45) can be transformed into(
Wn(t)
tµ2(1+k1)
)′
≤ µ2 k1
tµ2(1+k1)+1
∫ t
T
|Qξn(s)− Qη(s)|
sα−µ2+1
ds, t ≥ T . (3.46)
Integration of (3.46) from T to t yields
Wn(t) 5 µ2k1 tµ2(1+k1)
∫ t
T
1
sµ2(1+k1)+1
∫ s
T
|Qξn(r)− Qη(r)|
rα−µ2+1
drds
= µ2k1 tµ2(1+k1)
∫ t
T
|Qξn(r)− Qη(r)|
rα−µ2+1
∫ t
r
dsdr
sµ2(1+k1)+1
= k1
1+ k1 t
µ2(1+k1)
∫ t
T
|Qξn(r)− Qη(r)|
rµ2k1+α+1
dr. (3.47)
Combining (3.47) with (3.45), we obtain
|vξn(t)− vη(t)|
tα
≤ µ2k1tµ2k1
∫ t
T
|Qξn(s)− Qη(s)|
sµ2k1+α+1
ds+ µ2k1
tµ2
∫ t
T
|Qξn(s)− Qη(s)|
sα−µ2+1
ds
for t ≥ T , which clearly ensures that |vξn(t) − vη(t)|/tα → 0 uniformly on compact subintervals of [T ,∞). Thus the
mappingΦ is shown to be a continuous mapping.
Therefore, by applying the Schauder–Tychonoff fixed point theorem, we conclude that there exists a fixed point ξ2 ∈ Ξ
such that ξ2 = Φξ2, which provides a regularly varying solution of index λ
1
α ∗
2 of Eq. (D). This completes the proof of
Theorem D2.
4. Examples
Example 4.1. Consider the half-linear retarded differential equation(
(x′(t))3
)′ = q(t)(x(t − τ))3, (D1)
with
q(t) = 6
t4
(
(t − τ) log(t − τ)
t log t
)3 (
1+ A
log t
)2 (
1+ B
log t
+ C
log2 t
)
,
where τ and A, B, C are constants. This is a special case of Eq. (D)with α = 3 and g(t) = t − τ . It is easy to check that
lim
t→∞ t
3
∫ ∞
t
q(s)ds = 2. (4.1)
Let λ1 < 0 and λ2 > 0 be the real roots of the equation
|λ| 43 − λ− 2 = 0. (4.2)
In fact, the exact value of the smaller root of (4.2) is known, while no exact value of λ2 can be found, i.e.
λ1 = −1, λ2 ∈ (3, 4).
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We conclude by Theorem D2 that Eq. (D1) possesses a pair of solutions
x1(t) ∈ RV(−1), x2(t) ∈ RV
(
λ
1
3
2
)
for any values of A, B and C . Indeed, if A = 1, B = 3/2 and C = 1, x(t) = 1t log t is an RV(−1)-solution of Eq. (D1).
Example 4.2. Consider the half-linear retarded differential equation(
(x′(t))
1
3
)′ = q(t)(x(t − τ)) 13 , (D2)
q(t) = 14
3
(
t
(t − τ)2
) 4
3
(
log t
log(t − τ)
) 1
3
(
1+ A
log t
)− 23 (
1+ B
log t
)
,
where τ > 0, A and B are constants, which is a special case of Eq. (D)with α = 13 and g(t) = t − τ . One easily finds that
lim
t→∞ t
1
3
∫ ∞
t
q(s)ds = 14. (4.3)
Letting λ1 < 0 and λ2 > 0 be the real roots of the equation
|λ|4 − λ− 14 = 0, (4.4)
by Theorem D2 Eq. (D2) has a pair of solutions xi(t) ∈ RV(λ3i ), i = 1, 2. Noting that λ1 ∈ (−2,− 32 ) and λ2 = 2, Eq. (D2)
always possesses an RV(8)-solution for any values of A and B. If in particular A = 18 and B = 1556 , then x(t) = t8 log t is an
RV(8)-solution of (D2).
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