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ABSTRACT 
 
In this dissertation, advanced and robust numerical algorithms are developed to 
expand the capability and improve the efficiency of the finite-element analysis of 
electromechanical problems. First, the formulation of the dual-primal finite element 
tearing and interconnecting (FETI-DP) method is presented in details. With the FETI-DP 
method, an original large-scale problem is decomposed into smaller subdomain problems 
and parallel computing schemes are then employed to reduce the computation time 
significantly. Second, the tree-cotree splitting (TCS) method is adopted to deal with the 
low-frequency breakdown problem, which often accompanies the finite-element analysis 
of electromechanical problems. Third, higher-order hierarchical basis functions are 
implemented to improve the accuracy of the simulation and also to facilitate the treatment 
of the low-frequency breakdown problem. Fourth, the LU recombination method is 
adopted as an alternative for solving the low-frequency breakdown problem. Since the 
LU recombination method deals with the system matrices directly, it is a more general 
approach which can be applied across different basis functions or even different 
numerical methods. Various numerical examples are presented to validate the proposed 
algorithm and demonstrate its performance and applications. 
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CHAPTER 1 
INTRODUCTION 
1.1 Computer-Aided Design of Electromechanical Devices 
Design and optimization of electromechanical devices usually rely on powerful 
computer-aided design (CAD) tools. Ideally, a robust CAD tool should be able to: (1) 
model the complex geometry and various material properties of an electromechanical 
device and (2) provide accurate results in a reasonable amount of time. Popular CAD 
tools currently in use, however, have to compromise on one of these two requirements. 
For example, the lumped-parameter method [1]-[3], which is very efficient, lacks the 
necessary modeling capability to handle leakage, saturation, eddy-current, and skewing 
effects. The magnetic equivalent circuit method [4]-[7] extends the capability of the 
lumped-parameter method and still preserves low computational complexity. However, it 
cannot model nonlinear and eddy-current effects easily [7].  
At the other end of the spectrum, the finite-element analysis (FEA) can yield an 
accurate performance prediction. By solving Maxwell’s equations, FEA naturally 
includes the skin, eddy-current, and displacement current effects. Due to its geometric 
basis, leakage and local saturation can be automatically considered. As a result, FEA is 
commonly used for validating new designs or extracting necessary parameters for 
designers [8]-[10]. It can also serve as a reference for other CAD models [5], [11], [12]. 
However, finite-element simulations usually require massive computational effort, 
especially for three-dimensional (3-D) problems. Problems with several million 
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unknowns are common in a 3-D simulation and are challenging to solve within a short 
time. Consequently, two-dimensional (2-D) instead of 3-D FEA is more commonly used 
because of its lower computational complexity. With 2-D FEA, it is generally not 
possible to model: (1) the skewing effect, (2) variation of material properties along the 
axial direction, and (3) the flux leakage in the end-winding regions. Although past work 
has offered various geometric or algebraic compensation terms to try to bridge the gap 
[13], [14], a complete 3-D FEA simulation that fully resolves these shortcomings is 
necessary when one desires an accurate prediction of electric machine performance. But 
the computational burden has been too high for wide acceptance of 3-D methods. 
1.2 Dual-Primal Finite Element Tearing and Interconnecting 
(FETI-DP) Method 
In this dissertation, the dual-primal finite element tearing and interconnecting (FETI-
DP) method [15]-[22], a robust domain decomposition method, is adopted to expand the 
capability and improve the efficiency of 3-D finite-element analysis of electromechanical 
problems. The FETI-DP method divides an original large-scale problem into smaller 
subdomain problems and then deals with the subdomains in parallel using multiple 
processors to significantly reduce the total computation time. 
Unlike many domain decomposition methods (DDMs), the FETI-DP method achieves 
an excellent numerical scalability through the introduction of dual variables and the 
construction of a global coarse system. The method generally consists of three steps. First, 
the computational domain is divided into nonoverlapping subdomains, and an incomplete 
solution of each subdomain is obtained using a direct solver. Next, Dirichlet and 
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Neumann boundary conditions are enforced at the subdomain interfaces using Lagrange 
multipliers, which results in a global interface and a global corner system. These two 
global systems are then solved using the Krylov subspace method, whose solution is then 
used in the third step to recover the field values inside each subdomain. In all three steps, 
computations can be accelerated using parallel computing schemes to reduce the 
computation time. 
1.3 Tree-Cotree Splitting Method 
Most electromechanical problems can be categorized into low-frequency problems. 
However, it has been observed that when the operating frequency decreases, the vector-
based finite element system matrix becomes more and more ill-conditioned or even 
singular at very low frequencies, which may cause both direct and iterative solvers to 
breakdown. This is often referred to as the low-frequency breakdown problem. As for the 
FETI-DP algorithm, it causes breakdown in the direct solution of srrK  and ccK , and in 
the iterative solution of the interface problem. This low-frequency instability issue may 
also occur when very small elements are used in the finite element mesh, which is often 
necessary in solving multiscale problems.  
An effective approach to solving this problem is to use the tree-cotree splitting (TCS) 
technique to remove the dependent equations [23]-[28]. It has been shown that the 
number of dependant equations in the stiffness matrix equals the number of edges in the 
minimum spanning tree of a finite element mesh. Once the minimum spanning tree is 
found, the degrees of freedom (DOFs) associated with the tree edges can be removed, so 
that the stiffness matrix becomes regularized.  
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From Maxwell’s equations, the electric field can be decomposed into the sum of the 
magnetic vector potential and the gradient of the electric scalar potential. After the 
application of the TCS process, the resulting lowest-order edge element is deficient to 
represent the pure-gradient component of the electric field. Therefore, to expand the 
electric filed accurately, two sets of basis functions within nonoverlapping subspaces are 
used to expand its two different components. Specifically, the magnetic vector potential 
is expanded by rotational-like basis functions jN  and the gradient of the electric scalar 
potential is expanded by pure-gradient basis functions jN∇ . It has been observed that 
this separate representation of the electric fields significantly improves the condition 
number of the system matrix. 
1.4 Hierarchical Basis Functions 
In finite-element analysis of electromechanical problems, first-order basis functions 
are commonly employed to expand the magnetic vector potential A . However, when this 
is the case, the magnetic flux, which is the curl of A , is only piecewise constant over 
each element. Moreover, it has been observed that the calculation of force and torque 
converges more slowly than that of the field [6], [29], [30]. When only first-order basis 
functions are employed, the only way to improve the accuracy of the analysis is through 
refining the mesh, which may lead to an unacceptable amount of computational efforts.  
In this dissertation, higher-order hierarchical basis functions will be adopted to 
improve the accuracy of the simulation and also to facilitate the treatment of the low-
frequency breakdown problem.  
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1.5 LU Recombination Method 
Despite its wide application in solving the low-frequency breakdown problem, the 
TCS method has to search for a minimum spanning tree, which can be difficult for 
complicated structures and meshes. More importantly, when general higher-order vector 
basis functions are used, the dependent DOFs can associate with element facets and 
volumes, which cannot be identified by the TCS method.  
In this dissertation, the LU recombination method [31]-[33] is applied as an 
alternative to eliminate the low-frequency breakdown problem. By using this method, the 
system matrix is first factored into upper- and lower-triangular matrices. Since the system 
matrix is highly ill-conditioned, some diagonal values of the upper-triangular (U) matrix 
are several orders smaller than others. These nearly zero diagonal values correspond to 
the dependent DOFs, which can then be identified and eliminated so that the system 
matrix is regularized. Similar to the TCS method, additional pure-gradient basis functions 
are introduced to expand the electric field accurately. In contrast to the TCS method, the 
LU recombination method deals with the system matrix directly. Therefore, dependent 
DOFs associated with facets and volumes can also be identified, which makes it more 
flexible when dealing with different types of higher-order basis functions.  
1.6 Nonlinearity and Saturation 
Modeling of nonlinear ferromagnetic materials is imperative for solving 
electromechanical problems. Extensive work has been done on solving nonlinear 
magnetic problems with the finite-element method (FEM). The most widely used 
approach is the Newton-Raphson method. The major advantage of the Newton-Raphson 
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method is its quadratic convergence within the neighborhood of the true solution. 
However, the convergence of this method largely depends on the initial guess. A bad 
choice of initial guess may lead to a divergence in the Newton-Raphson iteration. To 
ensure a stable convergence of the Newton-Raphson method, the relaxation technique is 
introduced. Various approaches of determining the relaxation factor have been proposed 
to trade off the computational complexity of determining the relaxation factor, the 
number of Newton-Raphson iterations, and the number of iterations of the iterative solver. 
In this dissertation, the FETI-DP method is combined with the Newton-Raphson 
method to expand the capability and improve the efficiency of 3-D nonlinear FEA. Since 
the Newton-Raphson method linearizes the original nonlinear problem, the FETI-DP 
method can be applied within each Newton-Raphson iteration and the total computation 
time can then be reduced through parallel computing techniques. 
When dynamic simulation involves nonlinear materials, the harmonic balance method 
can be used to account for the multi-frequency effect. In order to account for nonlinearity, 
the harmonic balance method can be combined with the Newton-Raphson or the fixed-
point method. However, different harmonics are coupled if the Newton-Raphson method 
is used, which significantly increases the size of the problem. In contrast, the fixed-point 
method decouples different harmonics, which facilitates parallel implementation. 
Therefore, when dealing with the nonlinear dynamic problem, the fixed-point method, 
instead of the Newton-Raphson method, is adopted in this dissertation. Moreover, the 
FETI-DP method is combined with the harmonic balance method and the fixed-point 
method to speed up nonlinear dynamic simulation of 3-D electromagnetic problems. 
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CHAPTER 2 
THE DUAL-PRIMAL FINITE ELEMENT 
TEARING AND INTERCONNECTING 
METHOD 
2.1 Introduction 
The FEM has been widely applied in simulation of electromechanical problems 
because of its robustness and accuracy. In a finite-element analysis, the structure of the 
problem is first discretized into elements. The geometric basis of the FEM makes it 
flexible enough to handle the leakage, skin effects, and eddy-current effects. Incorporated 
within an iterative algorithm, it accurately models nonlinear effects and local saturation.  
Despite its wide application, the FEM is often claimed to be computationally 
expensive compared with other numerical models in this field, such as lumped-parameter 
models [1]-[3] and magnetic equivalent circuit (MEC) models [4]-[7]. Therefore, the 
FEM is usually limited to 2-D simulation for relatively small problems. In this 
dissertation, the dual-primal finite element tearing and interconnecting (FETI-DP) 
method [15]-[22], a robust domain decomposition method, is adopted to expand the 
capability and improve the efficiency of 3-D finite-element analysis. The FETI-DP 
method divides an original large-scale problem into smaller subdomain problems and 
then deals with the subdomains in parallel using multiple processors to significantly 
reduce the total computation time. 
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2.2 FETI-DP Formulation 
A general electromechanical device consisting of linear materials can be described by 
a boundary-value problem (BVP) governed by the magnetic diffusion equation 
3( )    in ij Rν ωσ∇× ∇× + = Ω ⊂A A J                       (2.1) 
and the boundary conditions 
ˆ 0   on Bn× = ΓA                                       (2.2) 
ˆ ( ) 0   on Hn ν× ∇× = ΓA                                (2.3) 
 
where A , σ , ν , and iJ  stand for the magnetic vector potential, electrical conductivity, 
magnetic reluctivity, and impressed current, respectively.  
With the FETI-DP method, the entire computational domain is first partitioned into 
sN  subdomains. Degrees of freedom (DOFs) shared by two subdomains are called 
interface DOFs. DOFs shared by at least three subdomains are called corner DOFs. At 
each subdomain interface, the tangential continuity of the magnetic field intensity and the 
normal continuity of the magnetic flux density are enforced by the use of Dirichlet- and 
Neumann-type boundary conditions 
ˆ ˆ ˆ ˆ( ) ( )
1 1
ˆ ˆ
i i i j j j
i i j j
ri rj
n n n n
n n
µ µ
× × = × ×

  
× ∇× = − × ∇× =       
A A
A A Λ
                        (2.4) 
where iˆn  and ˆ jn  are the unit normal vectors of subdomain i  and j , respectively. Note 
that since the above Dirichlet- and Neumann-type boundary conditions work perfectly at 
low frequencies, the Robin-type boundary condition [21], which aims to solve the interior 
resonance problem at high frequencies, is not used in this work. The second boundary 
condition contains an unknown vector Λ , which is called the dual unknown. If Λ  is 
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known, the BVP can be solved for each subdomain. Therefore, the above problem is a 
constrained BVP problem which can be solved with the Lagrange multiplier method.  
The DOFs inside each subdomain are categorized as volume DOFs sVA , interface 
DOFs sIA , and corner DOFs 
s
cA , if they are shared by one, two, or at least three 
subdomains. The combination of volume and interface DOFs is referred to as the 
remaining DOFs srA  
[ ,  ,  ] [ ,  ]s s s s T s s TV I c r cA A A A A A= = .                                     (2.5) 
In order to enforce the continuity condition along corner edges, one set of global corner 
DOFs, cA , often referred to as the “primal” unknowns, is used within the entire 
computational domain. By using the Boolean matrix scB , we can extract the local corner 
DOFs of the sth subdomain from cA  as 
s s
c c cA A=B .                                                           (2.6) 
The global corner DOFs form a global coarse system which propagates the residual errors 
globally to each subdomain, and thus significantly improves the convergence rate of the 
Krylov subspace method for an iterative solution of the interface system.  
Application of the standard finite element method using vector basis functions sN  to 
each subdomain, denoted as sΩ , yields the subdomain system 
( )
( ) 0
s s s s s T
rr rc r r r
s T s s s
rc cc c c
A f
A f
λ       
= −       
      
K K B
K K                            (2.7)
 
where 
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( ) ( )
s
s s s T s sTj dVν ωσ
Ω
 = ∇× ⋅ ∇× + ⋅ ∫∫∫K N N N N                  (2.8) 
s
s s
if dV
Ω
= ⋅∫∫∫N J .                                             (2.9) 
The unknown λ , often referred to as the “dual” unknowns, represents the Neumann 
boundary condition at the subdomain interface. Specifically, λ  is given by 
( )
s
s T s
r dSλ
∂Ω
= ⋅∫∫B N Λ .                                          (2.10) 
In (2.10), the matrix srB  is a signed Boolean matrix which extracts the interface DOFs of 
the sth subdomain from the global interface DOFs. The Dirichlet-type boundary 
condition in (2.4) is satisfied by imposing  
1
0
sN
s s
r r
s
A
=
=∑B .                                                  (2.11) 
The subdomain system (2.7) can be assembled for all the subdomains to yield the 
global system, which can be represented in the matrix form as 
1 1 1 1 1
1
1 1
1 1
1
0 ( )
0 ( )
( ) ( ) ( ) 0 ( )
0 0 0
s s s s s
s
s s
s s
s
T
rr rc c r r
r
N N N N NT
rr rc c r rN
rN N
N NT T s T s s s T s
crc c rc c c cc c c c
s s
N
r r
f
A
f
A
A f
λ= =
   
    
    
    
  =   
    
    
     
     
∑ ∑
K K B B
K K B B
K B K B B K B B
B B

     



 (2.12)
 
where the last equation of (2.12) is the result of the enforcement of the Dirichlet 
boundary condition in (2.4). By eliminating the remaining and corner unknowns, we 
obtain a global interface equation 
1 1[ ]Trr rc cc rc r rc cc cd fλ− −+ = −K K K K K K                                  (2.13) 
where 
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1
1 1
( ) ( )
s sN N
s s s s T
rr rr r rr r
s s
−
= =
= =∑ ∑K K B K B 
                              (2.14)
 
1
1 1
( )
s sN N
s s s s s
rc rc r rr rc c
s s
−
= =
= =∑ ∑K K B K K B                             (2.15) 
1
1 1
( )
s sN N
s s s s
r r r rr r
s s
d d f−
= =
= =∑ ∑B K                                   (2.16) 
1
1 1
[( ) ( ) ( ) ]
s sN N
s s T s s s T s s
c c c c rc c rr r
s s
f f f f−
= =
= = −∑ ∑ B K B K 
                 (2.17)
 
1
1 1
[( ) ( ) ( ) ( )]
s sN N
s s T s s s s T s s s
cc cc c cc c rc c rr rc c
s s
−
= =
= = −∑ ∑K K B K B K B K K B  .        (2.18) 
The interface system (2.13), which has a much smaller number of unknowns than that 
in the original 3-D problem, can be solved by a Krylov subspace method. The solution λ  
can then be used in (2.7) to compute the field values inside each subdomain. To solve the 
interface problem, we need to invert the corner-related global system ccK , which appears 
in the right-hand side of (2.13) and is a highly sparse matrix. This sparse corner system 
improves the convergence rate of the Krylov subspace method in a similar manner to the 
multigrid method. This procedure is often referred to as the coarse grid correction. In 
addition, the Dirichlet preconditioner [19] can also be implemented to improve the 
convergence and this preconditioner is given by  
1
1
1
0 0
[ ] ( )
0 ( ) ( )
sN
D s s T
rr r rs s s s T
s II IV VV IV
−
−
=
 
=  
− 
∑K B B
K K K K
 .             (2.19) 
The preconditioner is so named because it is obtained by assuming a Dirichlet boundary 
condition at the subdomain interface and it is a good approximation of the inverse of rrF
in (2.13). 
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2.3 Parallel Implementation 
With the introduction of dual unknowns, the FETI-DP subdomain systems are fully 
decoupled and therefore it is naturally suitable for parallel implementation. As can be 
seen in Chapter 2.2, the FETI-DP algorithm can be divided into three steps, namely the 
tearing, interconnecting, and recovery stages. In all three steps, parallel computing can be 
adopted to reduce the computation time significantly. In this section, the parallel 
implementation details of the proposed algorithm on a distributed-memory system using 
the massage passing interface (MPI) are provided.  
Before applying the proposed algorithm, the entire computation domain is 
automatically partitioned into any user-specified number of subdomains. This is 
accomplished by using the mesh partitioning package METIS [34], which provides an 
excellent load balance across subdomains and relatively small number of nodes on 
subdomain interfaces. Here, a balanced load means that each subdomain contains 
similar number of elements, which results in a similar amount of workload for each 
processor. The resultant subdomains may have irregular subdomain interfaces, 
inhomogeneous materials, and large mesh-size ratio. However, with the proposed 
method, these situations can be well handled and a good convergence rate for solving 
the interface problem is still achieved.  
In the tearing process, the subdomain data is first evenly distributed across 
processors. Then, the subdomain finite-element matrices and right-hand sides are 
assembled. In addition, the sparse matrices srrK  and 
s
VVK  are factorized and stored. 
Later on in the simulation, when 1( )srr
−
K  and 1( )sVV
−
K  are involved, only forward and 
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backward substitutions have to be performed. Apparently, this step involves only 
subdomain operations and can be carried out completely in parallel. 
Next, the interface system is solved using a Krylov subspace method. In this work, 
the BiCGstab(l) method [35], [36] is adopted due to its fast and stable convergence. In 
the iterative solution, the matrix is involved only in the computation of its product with a 
vector. For this calculation, there is no need to assemble the interface matrix explicitly. 
Instead, the matrix-vector product (MVP) is obtained as a sum of the MVPs from each 
subdomain, which can be computed in parallel. As can be seen, rrK , rcK , and 
T
rcK
  are 
actually summations of subdomain matrices. Therefore, the matrix-vector product (MVP) 
1[ ]T krr rc cc rc λ−+K K K K                                             (2.20) 
can be obtained by first computing the subdomain MVPs in parallel. The allreduce 
command is then used to combine all the subdomain MVPs to get the total MVP. It is 
worthwhile to mention that the matrix ccK , which functions as the coarse grid 
correction, is explicitly assembled and factorized. As can be seen, ccK  is also a 
summation of subdomain matrices, and therefore can be assembled in parallel. Although 
the factorization of ccK  is conducted in serial, its computation time is usually very 
small due to the small coarse problem sizes.  
After solving the interface system, the values of the dual unknowns are broadcast 
into each subdomain and the subdomain solutions are then computed completely in 
parallel by solving (2.7) individually and independently. 
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2.4 Summary 
In this chapter, the formulation and parallel implementation of the FETI-DP method 
are introduced. With the FETI-DP method, the entire finite-element system fully 
decoupled into any user-specified number of subdomains. The communication across 
subdomains is accomplished through the dual unknowns, which represent the Neumann-
type boundary conditions at subdomain interfaces. The original large-scale 3-D system is 
then reduced to an interface system which only involves the dual unknowns. The 
construction of a corner system employs the coarse grid correction and reduces the 
slowly varying errors effectively.  
The FETI-DP method can be efficiently implemented in parallel. In the first stage, the 
system matrices are assembled and factorized independently. Then, the interface system 
is solved using a Krylov subspace method. The MVP in the Krylov subspace method is 
implemented in parallel through computing the subdomain MVPs independently. Finally, 
the field values within each subdomain can be recovered in parallel after broadcasting the 
dual variables into each subdomain.  
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CHAPTER 3 
THE TREE-COTREE SPLITTING 
METHOD AND LOW-FREQUENCY 
BREAKDOWN PROBLEM 
3.1 The Low-Frequency Breakdown Problem 
Most electromechanical problems can be categorized as quasi-static problems. For 
such problems, the finite-element analysis with vector basis functions results in an ill-
conditioned system matrix at low frequencies. This situation may also occur when very 
small elements are used in the finite-element mesh, which is often necessary in modeling 
thin air gaps and laminated materials. The ill-conditioned matrices may cause both direct 
and iterative solvers to break down, which is the so-called low-frequency breakdown 
problem. For the FETI-DP algorithm, this problem leads to a breakdown in the matrix 
factorization and interface solution processes. 
As can be seen from (2.8), the finite element matrix has two components, the stiffness 
matrix sK  and the mass matrix mK , which are given by 
 
1
( ) ( )Ts dVµΩ
 
= ∇× ⋅ ∇× 
 
∫∫∫K N N                              (3.1) 
 Tm j dVωσ
Ω
 = ⋅ ∫∫∫K N N .                                      (3.2) 
The stiffness matrix sK  arises from discretization of the curl-curl operator. Since any 
gradient functions belong to the null space of the curl-curl operator, the stiffness matrix 
is only nonsingular if the basis function space contains no gradient functions. However, 
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the widely used vector basis function space does contain gradient functions, and the 
resultant stiffness matrix is therefore singular. At high frequencies, the well-conditioned 
mass matrix effectively compensates the deficiency of the stiffness matrix. Since the 
well-conditioned mass matrix scales with frequency, the singular stiffness matrix 
dominates at low frequencies, which leads to an ill-conditioned system matrix. 
3.2 The Tree-Cotree Splitting Method 
An effective approach to solving this problem is to use the TCS technique to remove 
the dependent equations. It has been shown that the number of dependent equations in the 
stiffness matrix equals the number of edges in the minimum spanning tree of a finite-
element mesh [23]. Once the minimum spanning tree is found, the DOFs associated with 
the tree edges can be removed, so that the stiffness matrix becomes regularized. 
From Maxwell’s equations, the relation between potentials and fields are given by 
= ∇×B A                                                      (3.3) 
( )j j V j Vω ω ω= − − ∇ = − + ∇E A A                                (3.4) 
where A  and V  are the magnetic vector and electric scalar potentials. To expand the 
electric field E  accurately, two sets of basis functions within nonoverlapping subspaces 
are used to expand its two different components. Specifically, the magnetic vector 
potential A  is expanded by rotational-like basis functions jN  and the gradient of the 
electric scalar potential is expanded by pure-gradient basis functions jN∇ . It has been 
observed that this separate representation of the electric fields significantly improves the 
condition number of the system matrix [24]-[28]. 
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The first step in applying the TCS algorithm is to construct a minimum spanning tree 
on the finite-element mesh. A commonly used approach is to start from a reference node 
and include more and more nodes without forming a loop, until every node is connected 
by the tree. The edges included in the tree are called tree edges, while the remaining 
edges are called cotree edges. Note that all the nodes on Dirichlet boundaries should be 
identified as one single reference node in the tree-cotree splitting algorithm. For a mesh 
without any Dirichlet boundaries, any node in the mesh can be chosen as the reference 
node.  
The algorithm for finding the minimum spanning tree is outlined as follows: 
Definition of groups: 
(1) Root: It consists of all the nodes that are already connected. 
(2) Neighbor: It is formed by all the nodes connected to Root.  
(3) Tree: It contains all the edges that have been marked as tree edges. 
Procedure: 
(1) Add all the reference nodes (for example, all the nodes on Dirichlet boundaries) to 
Root. 
(2) Loop all the members in Neighbor and do (3) – (6). 
(3) If node jN Neighbor∈  is not a member of Root do (5) – (6). 
(4) Add jN  to Root. 
(5) Add the edge connecting jN  and the nodes in the Root group to Tree. 
(6) Repeat the process in (3) for the updated Root and Neighbor until all the nodes are 
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included in Root. 
After constructing the minimum spanning tree, we remove all the basis functions 
associated with the tree edges and then add pure gradient basis functions defined at the 
nonreference nodes. Since the number of tree edges is always the same as the number of 
nonreference nodes, the dimension of the system matrix remains unchanged. Note that no 
pure-gradient basis functions have to be added for static problems, since no electric 
potential is present.  
3.3 TCS within FETI-DP Framework 
To apply the TCS method in the FETI-DP framework, three conditions must be 
satisfied simultaneously: (1) A minimum spanning tree is constructed for the corner 
system consisting of all the corner edges, so that 1cc
−
K  can be solved directly; (2) A 
minimum spanning tree is constructed on the remaining system for each subdomain so 
that 1( )srr
−
K  can be solved directly; (3) The tree and cotree edges are defined consistently 
on the subdomain interfaces so that boundary conditions (2.4) can be enforced.  
In order to satisfy all three requirements, we apply the TCS algorithm in a nested 
manner. First, we construct a tree structure for the corner system to connect all the corner 
nodes, which together with the original reference nodes are considered as the new root. 
Next, we grow the tree from the new root to include all the nodes on the subdomain 
interfaces, so that a consistent tree structure can be built on the interfaces. Once all the 
corner and interface nodes are connected, we continue to construct the tree structure 
inside each subdomain until a complete tree is founded.  
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3.4 Challenges for Implementing a Nonconformal FETI-DP 
The proposed domain decomposition method so far requires a conformal mesh at 
subdomain interfaces, meaning that two neighboring subdomains must have the same 
surface mesh at their interface. For rotating electric machines, it is usually desirable to 
simulate the machine performance for different rotor positions, which may require 
regenerating the mesh for different cases. With the nonconformal FETI-DP method, the 
meshes for different components of the machine can be generated separately. Through 
rotating the coordinates of the mesh, the performance versus rotor position can be 
evaluated without remeshing the rotated geometries. Furthermore, the machine designers 
may only modify certain components when refining the design. With the nonconformal 
FETI-DP method, the mesh for the unchanged components can be maintained, which 
therefore reduces the computational burden. Therefore, the ability to deal with 
nonconformal meshes is useful for improving the flexibility and robustness of the FETI-
DP method.  
A preliminary exploration of the nonconformal FETI-DP was conducted. However, 
numerical results show that the usage of TCS becomes a challenge for implementing this 
algorithm. The formulation and numerical results of this preliminary research are 
presented in this section. 
The governing equation and the interface boundary conditions are the same as (2.1) 
and (2.4). For a two subdomain case, subdomain i is assigned as the master subdomain 
and subdomain j is considered to be the slave one. Different from the conformal FETI-DP, 
the dual variable Λ  is expanded by the basis functions in the master subdomain i 
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ˆ ˆ( ) ( )T i i ibn nλ= ⋅ × ×Λ N                                          (3.5) 
where ibN  are the basis functions belonging to the subdomain i and located on the 
interface and λ  are the unknown coefficients.  
The finite element system for subdomain i can be formulated as 
1
( ) ( )
i i
ij
i i i i i ij dV dS dVωσ
µ ΓΩ Ω
 ∇× ⋅ ∇× + ⋅ + ⋅ = ⋅ 
 
∫∫∫ ∫∫ ∫∫∫N A N A N Λ N J         (3.6) 
i i ii i
rr r rA fλ+ =K M                                                 (3.7) 
where  
1
( ) ( )
i
i i i T i iT
rr j dVωσµΩ
 
= ∇× ⋅ ∇× + ⋅ 
 
∫∫∫K N N N N                        (3.8) 
ˆ ˆ( ) ( )
ij
ii i i i i T
bn n dS
Γ
= − × ⋅ ×∫∫M N N                                        (3.9) 
.
i
i i
rf dV
Ω
= ⋅∫∫∫N J                                                    (3.10) 
The finite element system for the slave subdomain j is given by 
1
( ) ( ) ( )
j j
ij
j j j j j jj dV dS dVωσ
µ ΓΩ Ω
 ∇× ⋅ ∇× + ⋅ + ⋅ − = ⋅ 
 
∫∫∫ ∫∫ ∫∫∫N A N A N Λ N J    (3.11) 
j j ji j
rr r rA fλ− =K M                                                (3.12) 
where  
1
( ) ( )
j
j j j T j jT
rr j dVωσµΩ
 
= ∇× ⋅ ∇× + ⋅ 
 
∫∫∫K N N N N                       (3.13) 
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ˆ ˆ( ) ( )
ij
ji j j i i T
bn n dS
Γ
= × ⋅ ×∫∫M N N                                        (3.14) 
.
j
j j
rf dV
Ω
= ⋅∫∫∫N J                                                    (3.15) 
To satisfy the Dirichlet boundary condition in (2.4), we test both sides of the equation 
with basis functions in the master subdomain ibN  and integrate it over ijΓ  
ii i ij j
b b b bA A=M M                                                    (3.16) 
where  
ˆ ˆ( ) ( )
ij
ii i i i i T
b b bn n dS
Γ
= − × ⋅ ×∫∫M N N                                    (3.17) 
ˆ ˆ( ) ( ) .
ij
ij i i j j T
b b bn n dS
Γ
= × ⋅ ×∫∫M N N                                    (3.18) 
Matrices M  and 
bM  are related as 
 [0 ]b bb= ⋅M I M .                                                 (3.19) 
By assembling (3.7), (3.12) and (3.16) together, a symmetric system can be obtained as 
 
0
0
( ) ( ) 0 0
i ii i i
rr r r
j ji j j
rr r r
ii T ji T
A f
A f
λ
     
     
− =     
     
−     
K M
K M
M M
.                               (3.20) 
The interface system can then be derived by eliminating the remaining unknowns as 
1 1 1 1{[ ( ) ( ) ( )] [ ( ) ( ) ( )]} ( ) ( ) ( ) ( )ii T i ii ji T j ji ii T i i ji T j jrr rr rr r rr rK K K f K fλ− − − −− + − = − +M M M M M M .
 (3.21) 
By solving (3.21) with a Krylov subspace method, the field values within each 
subdomain can be recovered by solving (3.7) and (3.12). 
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This formulation is tested on a modified version of the 3-D benchmark problem 
proposed by the IEEJ [37], as shown in Fig. 3.1. Because of symmetry, only the 0x ≥  
and 0y ≥  portion of the problem is simulated. The whole computational domain is 
divided into two subdomains by the 200 mmx =  plane. The field distribution on the 
subdomain interface is extracted to validate the accuracy of the algorithm. Figure 3.2 
shows the tangential magnetic flux density ( ˆ  n × B ) field obtained by the proposed 
nonconformal FETI-DP algorithm. For comparison, the ˆ  n × B  field from the conformal 
FETI-DP method is shown in Fig. 3.3. A large discrepancy can be observed between the 
conformal and nonconformal results.  
In order to investigate the reason for the discrepancy, a comprehensive case study was 
conducted with a conformal interface mesh. The first case is that the tree structures on 
both sides of the interface are also conformal. The ˆ  n × B  field of this case is plotted in 
Fig. 3.4. Compared with Fig. 3.3, this case produces a reasonably accurate field 
distribution. Furthermore, the tree structure on the interface and the tangential magnetic 
vector potential ( ˆ  n × A ) field are plotted together in Fig. 3.5. As can be seen, the 
magnitude of the ˆ  n × A  field is significantly high in the center slot, where no tree edges 
present. Based on this result, it is inferred that the ˆ  n × A  field on the interface is highly 
influenced by the interface tree structure. To prove this hypothesis, a different but still 
conformal interface tree is constructed in the second case. The ˆ  n × B  field of this case is 
plotted in Fig. 3.6. The interface tree structure of this case and the ˆ  n × A  field are 
plotted together in Fig. 3.7. In this case, the interface tree is constructed from the bottom-
left corner. As can be seen, the ˆ  n × A  field is significantly high in the top and right strip 
regions, where no tree edges are present. As can be seen from Figs. 3.4 and 3.6, accurate 
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tangential magnetic fields can be provided by two different interface tree structures as 
long as they are conformal on the interface. However, the ˆ  n × A  fields are significantly 
different in cases one and two, which shows that the ˆ  n × A  field is highly influenced by 
the interface tree structure. When the tree structures are nonconformal across the 
interface, the imposing of the Dirichlet boundary condition  
 ˆ ˆ ˆ ˆ( ) ( )i i i j j jn n n n× × = × ×A A                                       (3.22) 
becomes difficult. In the third case, the tree structures in cases one and two are 
constructed for subdomains one and two respectively, which means a conformal mesh but 
a nonconformal tree is used in this case. The ˆ  n × B  field of this case is plotted in Fig. 
3.8. Compared with Fig. 3.3, a large error is observed in this case.  
Another test was conducted to investigate the uniqueness and existence of solutions 
of (3.20). In this test, a nonconformal mesh and tree structure are used on the interface. 
The unknown λ  is computed from an accurate traditional finite element analysis. 
Subdomain systems (3.7) and (3.12) are then solved based on this accurate dual variable. 
The ˆ  n × B  field of this case is plotted in Fig. 3.9. As can be seen, accurate results are 
obtained. However, by substituting ibA  and 
j
bA  into (3.16), the relative error of this 
equation is on the order of 110− , which again shows the difficulty of imposing the 
Dirichlet boundary condition when nonconformal tree structures are used.  
Attempts are made by expanding Λ  with ˆ  ( )n × ∇× N , ˆ  n × N , and nodal basis 
functions. But inaccurate results are obtained in all these cases, since the imposition of 
the Dirichlet boundary condition is still obstructed by the nonconformal trees across the 
interface.  
24 
 
In summary, the nonconformal FETI-DP method proposed in this section requires 
constructing nonconformal tree structures across the subdomain interfaces, which causes 
difficulties in imposing the Dirichlet boundary condition of the magnetic vector 
potentials. However, this boundary condition is necessary in the FETI-DP method to 
couple neighboring subdomains. Future researchers of this nonconformal algorithm may 
consider relaxing this Dirichlet boundary condition. For example, one may consider 
enforcing the continuity of ˆ ( )n ⋅ ∇× A  instead of ˆ ˆ    n n× × A . 
3.5 Numerical Examples 
In this section, several numerical examples are simulated to validate the proposed 
algorithm and demonstrate its performance and applications. All the computations were 
performed on a distributed-memory cluster, where each node has two 2.67 GHz Intel 
Xeon hexa-core processors. For each simulation, the order of the BiCGstab(l) method is 
set to three and the convergence tolerance is set to 410− , and the Dirichlet preconditioner 
in (2.19) is employed. To automatically partition the computational domain, we adopt the 
graph partitioning package METIS [34], which provides an excellent load balance across 
subdomains.  
3.5.1 The IEEJ Model in Free Space 
The first example is the modified IEEJ model, shown in Fig. 3.1. The problem has a 
highly permeable rectangular iron core with a relative permeability of 1000. The core is 
surrounded by a race-track-shaped coil having a DC current of 3000 A. Instead of being 
shielded by an iron box, the whole structure is placed in free space. Simulation of this 
example is challenging mainly because of three reasons. First, the large contrast of the 
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permeability between the core and air regions could lead to an inaccurate solution for the 
traditional nodal FEM using the Coulomb gauge, especially at the core-air interface [38]. 
Second, the convergence rate of an iterative solver may significantly deteriorate after 
TCS is applied [23]. Third, in order to accurately compute the magnetic flux density, the 
mesh density around the core edges has to be very high and the computational boundaries 
have to be placed sufficiently far from the objects, which results in an extremely 
nonuniform mesh with a large number of elements.  
We first partition the whole computational domain into 128 subdomains. The total 
number of FEM unknowns, interface unknowns, and corner unknowns are 61.3  10× , 
49.1  10× , and 26.2  10× , respectively. To test the accuracy of the proposed algorithm, 
we extract the magnetic flux density along line A ( 6.25 mm, 110 mm)y z= =  and line B 
( 45 mm, 110 mm)y z= = , which are both close to the core surfaces. The results 
computed using the proposed method are compared with those from a vector FEM solver 
(without domain decomposition) and also measured data. Figure 3.10 shows that the 
FETI-DP results agree well with both measured and FEM results. To investigate the 
parallel efficiency, the total wall-clock time and the time for tearing and interconnecting, 
which includes LU factorization, solving the interface system, and recovering the fields 
in all the subdomains, are recorded and shown in Table 3.1. The speedup is defined with 
respect to the wall-clock time using eight processors as 
 8
8  
Speedup
pN
T
T
×
=
                                               (3.23)
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where pN  denotes the number of processors. Eight processors are taken as a reference 
since the memory limit of the specific computer we used requires at least eight processors 
to handle all the 128 subdomains for this simulation. The tearing and interconnecting 
speedup and the total speedup are plotted in Fig. 3.11 based on the computation times 
shown in Table 3.1. As can be seen, an excellent speedup can be achieved up to 128 
processors. The tearing and interconnecting speedup exceeds the ideal speedup in this test, 
because there are round-off errors introduced in the MPI data transfer and consequently 
the total number of iterations in the interface solving process is slightly different when a 
different number of processors is used. Specifically, the 8- and 64-processor cases take 
two more steps to converge to the aforementioned tolerance level compared with other 
cases. For comparison, the direct FEM computation without domain decomposition took 
941.1 seconds on the same computer.  
3.5.2 TEAM Problem 21a-2 
The second example is an eddy-current problem chosen from the TEAM-based 
benchmark problem family [39], which is known as the TEAM problem 21a-2. In this 
problem, there are two identical exciting coils with electric currents flowing in opposite 
directions. The magnetomotive force (MMF) is set to 3000 A-t, and the frequency is 50 
Hz. There is a nonmagnetic conducting plate having a conductivity of 61.3889  10  S/m×
with two slits. The multi-connected structure may cause problems for some numerical 
schemes. The configuration of the problem is shown in Fig. 3.12. It is worthy to mention 
that due to the quasi-static nature of this problem, the electric potential and therefore the 
pure-gradient basis functions are applied only in the eddy-current region where the 
electric field values are of interest, which reduces the total number of DOFs.  
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For the FETI-DP simulation, the whole computational domain is partitioned into 128 
subdomains. The total number of FEM unknowns, interface unknowns, and corner 
unknowns are 61.1  10× , 48.7  10× , and 26.2  10× , respectively. To test the accuracy of 
the proposed algorithm, we extract the magnetic flux density along line A (x = 5.67 mm, 
y = 0.0 mm) and line B (x = -5.67 mm, y = 0.0 mm). We compare the results from the 
proposed method to the results from FEM without domain decomposition and 
measurement. Figure 3.13 shows that the FETI-DP results agree well with both measured 
and FEM results.  
To examine the parallel efficiency of the proposed method, we conduct the following 
two tests. First, we fix the problem to have a total of 61.1  10×  DOFs and the number of 
subdomains to be 128. We then record the speedup by increasing the number of 
processors. Table 3.2 shows the wall-clock time for different steps of the proposed 
scheme. For both the preprocessing and the tearing and interconnecting steps, the wall-
clock time of the major time-consuming substeps are recorded. Figure 3.14 shows the 
speedup defined in the same manner as in the first example. It can be seen that an 
excellent total speedup is achieved when pN  is smaller than 32, and a reasonable 
performance is obtained when pN  is further increased. The speedups, especially the 
speedup for factorizing srrK , in this eddy-current problem are not as good as those in the 
first example, which is largely due to a poor load balance between processors. Since the 
pure-gradient basis functions are only introduced in the eddy-current region, the elements 
in this region generate more DOFs and therefore it takes more effort to handle them. 
However, the domain partition algorithm only guarantees approximately the same 
28 
 
number of elements for each subdomain regardless of material properties, which causes a 
poor load balance. For comparison, the direct FEM computation without domain 
decomposition took 1205.6 seconds on the same computer. 
Next, we conduct the “unit-load-per-processor” parallel efficiency test, in which we 
increase the problem size and also the number of processors accordingly, so that the load 
for each processor is kept almost the same. We then define the parallel efficiency as 
p
ref
unit load
N
T
T
η
−
=
                                                 (3.24)
 
where refT  and pNT  denote the reference time and the computation time using pN  
processors. The computational results of this test are given in Table 3.3, where the 
computation time using eight processors is used as the reference time. We can observe 
that when the problem size is increased by a factor of 14.5, the total computational time is 
increased only by a factor of 1.2. This parallel scalability indicates that when the problem 
size is increased, one can solve the problem within a similar amount of time simply by 
increasing the number of processors accordingly.  
The reason for the deterioration of the parallel efficiency can be explained in the 
following three aspects. First, the sequential fraction of the program, including the TCS 
procedure, limits the maximum achievable speedup according to Amdahl’s law, although 
the time associated with it is small. Unfortunately, the sequential parts cannot easily be 
paralleled because they all require global information within each subdomain. Second, to 
achieve the ideal linear speedup requires a perfect load balance, which is almost 
impossible to achieve when dealing with real-life problems. It is also worthy to mention 
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that when the number of processors is increased the communication time between 
processors also increases, which is another reason for the non-ideal speedup. 
Next, we examine the numerical scalability of the proposed method with respect to 
the number of subdomains and the total number of DOFs. Since solving the interface 
system consumes the major portion of the computation time, our examination focuses on 
the number of iterations of the BiCGstab(l) solver. The order of the BiCGstab(l) solver is 
set to three and the convergence tolerance is set to 41  10−×  throughout the test. First, we 
fix the problem to have a total of 61.1  10×  DOFs and change the number of subdomains. 
The results are given in Table 3.4, which shows clearly that the proposed method is 
numerically scalable with respect to the number of subdomains. Next, we fix the number 
of subdomains to be 32 and examine the convergence rate for solving the interface 
system (2.13) versus the problem size. The results are given in Table 3.5. It is obvious 
that the largest problem is this test is about 15 times larger than the smallest problem, 
while the total iteration counts stay almost the same, which is highly desirable for large-
scale applications.  
3.5.3 Force Calculation Example 
The following example, formerly analyzed and measured in [6], is chosen to 
demonstrate the accurate and efficient force calculation using the proposed algorithm. 
The Maxwell stress tensor method is used to compute the force based on the field 
solution of FEM. The detailed expressions of the Maxwell stress tensor method is given 
in the Appendix. The problem consists of an iron bar and a U-shaped electromagnet with 
an electric coil around it, as shown in Fig. 3.15. The DC current in the coil generates a 
magnetic field which pulls the iron bar toward the U-shaped electromagnet. Here we 
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assume that the electromagnet is made of linear material and the permeability is extracted 
from the B-H curve given in [6]. Figure 3.16 shows the computed force versus the 
magnetomotive forces (MMF) for three different air gap widths. It is clear that the FETI-
DP results agree well with the measured results before saturation occurs. To test the 
parallel efficiency, we choose the problem with the thinnest air gap. The multiscale 
nature of this problem gives rise to a total of 62.0  10×  DOFs. The whole computational 
domain is automatically partitioned into 256 subdomains. The wall-clock time for tearing 
and interconnecting and the total computation time are shown in Table 3.6. Figure 3.17 
shows the parallel efficiency defined with respect to the computational time using 16 
processors. Again, a relatively good parallel efficiency has been achieved. For 
comparison, the direct FEM computation without domain decomposition took 7142.7 
seconds on the same computer. 
3.6 Summary 
To deal with the low-frequency breakdown problem, the TCS method is adopted and 
its implementation details are described. By eliminating the DOFs associated with the 
tree edges, the ill-conditioned system matrix can be regularized and solved effectively. 
In order to be combined with the FETI-DP method, the tree structures are constructed in 
a nested manner.  
The proposed technique is applied to solve electromechanical devices with high 
permeability, conducting materials, and thin air gaps. Simulation results show good 
agreement with both measured data and brute-force finite-element calculations without 
domain decomposition. A relatively good parallel efficiency has been achieved on a 
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distributed-memory system with hundreds of processors. A comprehensive scalability 
test is conducted and the results show that the proposed method is scalable with respect 
to the number of subdomains and the size of the problem. 
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3.7 Figures and Tables 
( )1000rµ =
 
(a) 
 
( )1000rµ =
 
(b) 
 
Figure 3.1. A highly permeable rectangular core surrounded by a DC coil (a modified 
version of the IEEJ model). (a) Side view. (b) Top view.  
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Figure 3.2. The interface ˆ  n × B  field from the proposed nonconformal FETI-DP method. 
 
 
Figure 3.3. The interface ˆ  n × B  field from the conformal FETI-DP method. 
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Figure 3.4. The interface ˆ  n × B  field for case one. 
 
Figure 3.5. The interface ˆ  n × A  field and the interface tree structure for case one. 
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Figure 3.6. The interface ˆ  n × B  field for case two. 
 
Figure 3.7. The interface ˆ  n × A  field and the interface tree structure for case two. 
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Figure 3.8. The interface ˆ  n × B  field for case three (conformal mesh and nonconformal 
tree). 
 
Figure 3.9.  The interface ˆ  n × B  field for the case with nonconformal mesh and λ  
computed from a known tangential magnetic field. 
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(a) 
 
(b) 
Figure 3.10. Comparison of the z-component of the magnetic flux density in the modified 
IEEJ model. (a) Along line A. (b) Along line B. 
 Figure 3.11. Parallel speedup versus the number of processors for the modified IEEJ 
problem. 
 
Figure 3.
38 
12. Benchmark TEAM problem 21a-2. 
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(a) 
 
(b) 
Figure 3.13. Comparison of the x-component of the magnetic flux density in the TEAM 
problem 21a-2 model. (a) Along line A. (b) Along line B. 
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Figure 3.14. Parallel speedup versus the number of processors for the TEAM 21a-2 
model. 
 
Figure 3.15. A U-shaped electromagnet and an iron bar.  
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(a) 
 
(b) 
 
(c) 
Figure 3.16. Comparison of the force for the electromagnet for three different air gaps. (a) 
1.194 mm. (b) 1.60 mm. (c) 3.302 mm. 
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Figure 3.17. Parallel speedup versus the number of processors for the electromagnet 
problem. 
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Table 3.1. Computation times for the modified IEEJ problem with 128 subdomains. 
Number of processors 8 16 32 64 128 
Time for tearing and 
interconnecting (s) 
319.3 139.6 70.6 41.8 20.5 
Total time (s) 352.7           159.1 82.6 50.3 26.9 
 
Table 3.2. Detailed computation times for the TEAM 21a-2 model with 128 subdomains. 
Number of Processors 8 16 32 64 128 
Time for 
preprocessing (s) 
TCS 3.73 3.75 3.77 3.79 3.73 
Numbering DOFs 21.12 12.05 7.22 4.99 4.48 
Matrix filling 43.76 24.94 13.82 7.25 5.88 
Subtotal 68.20 40.78 24.87 16.15 14.3 
Time for tearing and 
interconnecting (s) 
Factorizing srrK  20.78 11.9 6.25 3.85 3.01 
Assembling and 
factorizing ccK  
17.74 7.83 4.51 2.57 1.49 
Solving the interface 
problem 
227.62 96.25 46.04 24.32 16.15 
Subtotal 284.58 129.88 63.39 34.33 23.34 
Total time (s) 352.78 170.66 88.26 50.48 37.64 
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Table 3.3. Computational information for the “unit-load-per-processor” parallel 
efficiency test. 
Total DOFs 47.6  10×  51.4  10×  52.9  10×  55.7  10×  61.1  10×  
Number of subdomains 8 16 32 64 128 
Number of CPUs 8 16 32 64 128 
DOFs per subdomain 9908 9555 9874 9552 9854 
Number of iterations 3 5 4 5 4 
Total wall-clock time 
(s) 
14.39 16.43 15.18 17.05 17.83 
unit loadη −  (%) 100    87.58 94.80 84.40 80.71 
 
Table 3.4. Numerical scalability with respect to the number of subdomains. 
Number of subdomains 20 40 64 80 120 200 
Number of iterations 3 4 4 4 4 4 
 
Table 3.5. Numerical scalability with respect to the total number of DOFs. 
Total DOFs 47.6  10×  51.4  10×  52.9  10×  55.7  10×  61.1  10×  
Number of iterations 3 4 3 5 4 
 
Table 3.6. Computation time for the force calculation problem with 256 subdomains. 
Number of processors 16 32 64 128 256 
Time for tearing and 
interconnecting (s) 
494.43 282.67 127.38 70.08 45.73 
Total time (s) 526.57 302.14 140.96 80.78 55.62 
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CHAPTER 4 
INCORPORATION OF HIGHER-ORDER 
HIERARCHICAL BASIS FUNCTIONS 
4.1 Introduction 
Incorporated with the TCS method and parallel programming techniques, it has been 
shown that the FETI-DP method significantly improves the efficiency of 3-D finite-
element analysis of electromechanical problems. However, the method employed until 
now only utilizes first-order basis functions. Consequently, the only choice to improve 
the accuracy of the analysis is through refining the mesh, which may be highly inefficient 
for electromechanical problems. When first-order basis functions are used to expand A , 
the magnetic flux = ∇×B A , is only expanded with zeroth-order (i.e. a constant number 
is produced). Furthermore, it usually requires a significant amount of computation efforts 
for generating the refined mesh, which may take even more computation time than the 
finite-element analysis itself. As a result, it is imperative to implement higher-order basis 
functions when solving electromechanical problems.  
There are two widely used higher-order vector basis functions, namely interpolatory 
and hierarchical basis functions. The lowest-order version of both basis functions reduces 
to the so-called edge elements. For both approaches, higher-order basis functions are then 
constructed on element edges [37], [40], faces, and also within the volume. However, the 
low-frequency breakdown problem still remains when higher-order basis functions are 
sued and the TCS method only deals with basis functions on the edges. In this chapter, we 
first introduce the hierarchical basis functions and then present how they are combined 
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with TCS and FETI-DP methods. Numerical examples will be presented next to show the 
performance of the proposed method.  
4.2 Hierarchical Basis Functions 
When solving the vector magnetic diffusion equation, it has long been observed that 
the traditional nodal FEA has difficulty handling interfaces between different materials 
and sharp corners and edges [37]. These problems can be resolved by the use of vector 
elements, for which the DOFs are assigned on the edges instead of vertices [40]. The 
first-order Whitney element [40] is widely used and is simple to implement. However, it 
is often necessary to use higher-order elements to obtain sufficiently accurate results, 
especially for electromechanical problems. When a first-order Whitney element is used to 
expand A, the magnetic flux   = ∇ ×B A , is only expanded with zeroth-order (i.e. a 
constant number is produced). It has been observed that the calculation of the force, 
which is of great importance for machine designers, converges even slower than that of 
magnetic flux [6], [29], [30]. As a result, the use of higher-order vector elements is 
necessary when solving electromechanical problems.  
Higher-order vector elements can be classified into two categories: interpolatory and 
hierarchical. Interpolatory basis functions, although having better linear independence, 
have to maintain the same order within the whole computational domain. On the other 
hand, hierarchical basis functions are constructed by adding more functions to existing 
ones, which makes it possible to mix different orders within the same mesh while still 
preserving tangential continuity. Benefiting from this property, it is possible to adaptively 
increase the order of basis functions in regions where the magnetic flux changes rapidly 
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(p-refinement). On the other hand, accuracy of the results can also be improved by 
increasing mesh density (h-refinement). The combination of h- and p-refinements, which 
is usually referred to as the hp adaptive method, leads to exponential convergence of an 
FEA calculation. Therefore, higher-order hierarchical basis functions are employed in this 
dissertation. 
The construction of hierarchical basis functions in this dissertation mainly follows 
[41], except that the orthogonalization process is omitted for simplicity. According to 
Helmholtz's decomposition theorem, any smooth and rapidly decaying vector field can be 
decomposed into the sum of solenoidal (divergence-free) and irrotational (pure-gradient) 
vector fields. It is therefore desirable to separate pth-order polynomial function spaces 
into two nonoverlapping rotational and pure-gradient subspaces, which is done in the 
construction of hierarchical basis functions. This separation is especially important for 
solving electromechanical problems, for which = ∇×B A  is more important than the 
potential itself. This being the case, it is sometimes better to remove some or all of the 
pure-gradient basis functions, which lie in the null space of the curl operator. This results 
in a system with fewer DOFs and a better balance between representation of the magnetic 
potential and the flux. In particular, when solving magnetostatic problems, all pure-
gradient basis functions should be removed to eliminate singularity of the system matrix. 
The number of pth-order vector hierarchical basis functions within a tetrahedral 
element is shown in Table 4.1. Refer to [41] for more implementation details of these 
basis functions.  
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4.3 Hierarchical Basis Functions, TCS, and Low-Frequency 
Breakdown Problems 
As can be seen from (2.1), when operating frequency decreases, the curl-curl term 
dominates the left-hand side. Unfortunately, finite element discretization of the curl-curl 
operator with the lowest-order edge elements results in a singular matrix [23]. To analyze 
this problem, we take a magnetostatic case as an example, for which the governing 
equation becomes 
31    in i Rµ
 ∇× ∇× = Ω ⊂ 
 
A J .                                      (4.1) 
The solution of (4.1) is not unique since any φ= + ∇A A  would satisfy (4.1) with φ  
being an arbitrary scalar function. The non-uniqueness leads to a singular system matrix 
which causes the low-frequency breakdown problem. Since any pure-gradient functions 
belong to the null space of the system matrix, it is necessary to expand the unknown 
function A  using pure-rotational basis functions for magnetostatic problems. This again 
shows that it is necessary to separate rotational and gradient basis functions in the 
construction of hierarchical basis functions.  
Unfortunately, the space spanned by the lowest-order hierarchical basis functions is 
not truly rotational, since it does contain gradient functions. These basis functions are 
given by 
ij i j j iξ ξ ξ ξ= ∇ − ∇N                                              (4.2) 
where i  and j  represent the local vertex indices and iξ  and jξ  are the simplex 
coordinates [40]. Take one tetrahedron as an example. The summation of 12N , 13N , and
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14N  gives a constant vector which is a gradient function. To eliminate these gradient 
functions, the TCS method is adopted in this work. 
To apply the TCS algorithm, the first step is to construct a minimum spanning tree on 
the finite-element mesh. A minimum spanning tree is defined as a subgraph of the 
original mesh, which connects all the nodes in the mesh without forming a loop. A 
commonly used approach to finding the minimum spanning tree is to start from a 
reference node and include more and more nodes and edges without forming a loop, until 
every node is connected by the tree [26]-[28]. The edges included in the minimum 
spanning tree are called tree edges, while the remaining edges are called cotree edges. 
Once the tree structure is constructed, all basis functions associated with tree edges are 
removed, so that remaining basis functions associated with cotree edges span a truly 
rotational function space, in which the only gradient function is zero. In this way, the 
stiffness matrix resulting from FEM discretization of (4.1) can be regularized. It is 
worthwhile to mention that higher-order rotational basis functions are truly rotational and 
therefore they do not make the stiffness matrix singular, which is not the case for higher-
order interpolatory basis functions. 
For dynamic problems, induced eddy currents are of great importance. Therefore, it is 
necessary to expand the electric field accurately. From Maxwell’s equations, the relations 
between potentials and fields are given by 
*( )j V jω ω= − + ∇ = −E A A                                        (4.3) 
= ∇×B A                                                      (4.4) 
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where A  and V  are the magnetic vector and electric scalar potentials. It can be seen that 
the magnetic vector potential A  has both a rotational component *A  and a gradient 
component V∇ . Therefore, additional gradient basis functions have to be added, since 
the basis function space does not contain any nonzero gradient functions after TCS. This 
can be accomplished by taking the gradient of the lowest-order scalar basis functions 
defined on the nodes of the finite element mesh. In this way, the magnetic vector 
potential is expanded by two sets of basis functions within nonoverlapping subspaces. 
This separate representation agrees with the Helmholtz decomposition and improves the 
convergence rate of an iterative solution [24]-[28]. It is worthwhile to mention that since 
displacement current is omitted for solving quasi-static problems, additional gradient 
basis functions are applied only in conducting regions, which leads to a reduction of the 
total number of DOFs. 
4.4 Numerical Examples 
In this section, a magnetostatic problem, an eddy-current problem, and a switched 
reluctance motor (SRM) problem are analyzed. All simulations are conducted on a 
distributed-memory parallel computer, which consists of approximately 300 nodes, each 
with two 2.67 GHz Intel Xeonhexa-core processors and 24 GB of RAM. The primary 
network connecting the cluster nodes is Voltaire QDR Infiniband. In addition, all nodes 
in the cluster are also connected by a 1 Gb/s switched, full-duplex Ethernet. The 
BiCGstab(l) method [35], [36] is adopted for solving the interface problem due to its 
stable convergence and good parallel scalability. The order of the BiCGstab(l) method is 
set to three and a convergence criterion of 410−  is used. The mesh partitioning package 
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METIS [34] is used to partition the computation domain automatically into any user-
specified number of subdomains. 
4.4.1 Magnetostatic Problem 
The first example is a magnetostatic problem proposed by IEEJ [37]. The 
configuration of this problem is shown in Fig. 3.1. The problem consists of a rectangular 
iron core with 1000rµ = , which is surrounded by a race-track-shaped coil having a DC 
current of 3000 A.  
For the numerical simulation, the entire computational domain is meshed into 
242,591 tetrahedral elements. Second-order hierarchical basis functions are used and the 
total number of unknowns is 1,206,955. The computational domain is automatically 
partitioned into 128 subdomains, each of which contains approximately 10,000 unknowns. 
To validate the accuracy of the proposed algorithm, magnetic flux density along a line 
( 6.25 mm, 110 mm)y z= =  is calculated and compared with brute-force FEM 
calculation and measurement results. As can be seen in Fig. 4.1, the FETI-DP results 
agree well with both brute-force FEM and measurement results. In particular, the 
difference between FETI-DP results and brute-force FEM results is almost negligible, 
which means that domain decomposition introduces no extra errors compared to FEM 
without domain decomposition. 
The same problem is solved using the same mesh and same number of subdomains, 
but with first-order vector basis functions instead. The results are also shown in Fig. 4.1, 
from which it can be seen that higher-order basis functions provide much more accurate 
results. 
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Next, we examine the parallel efficiency of the proposed algorithm by solving the 
problem with second-order basis functions using various numbers of processors. Table 
4.2 shows the total computation time and the time for solving the interface problem. It is 
worthwhile to mention that it takes only nine iteration steps to solve the interface problem. 
This excellent convergence shows that the TCS method successfully eliminates the low-
frequency breakdown problem. Based on computation times in Table 4.2, total speedup 
and speedup for solving the interface problem are plotted in Fig. 4.2. As can be seen, an 
excellent speedup has been achieved with up to 128 processors. Here, speedup is defined 
with respect to wall-clock time using four processors, since the memory limit of this 
computer requires at least four processors to handle all 128 subdomains for this 
simulation. For comparison, brute-force FEM computation without domain 
decomposition takes 740.9 seconds on the same computer. 
4.4.2 Eddy-Current Problem 
The second example is an eddy-current problem called “TEAM Workshop Problem 7” 
[42]. As shown in Fig. 4.3, this problem consists of a race-track-shaped coil and a 
multiply connected aluminum plate where eddy-current is induced. The coil driving 
current is 2742 A at 50 Hz. The conductivity of the aluminum plate is 73.526  10×  S/m. 
For the FETI-DP simulation, the finite element mesh consists of 204,764 tetrahedral 
elements. The computational domain is partitioned into 128 subdomains. With second-
order basis functions, the total numbers of FEM unknowns, interface unknowns, and 
corner unknowns are 61.0  10× , 48.6  10× , and 31.2  10×  respectively. In Fig. 4.4, first- 
and second-order FETI-DP results and measurement results are compared. The quantity 
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plotted in Fig. 4.4 is the magnitude of zB  along a line ( 72.0 mm, 34.0 mm)y z= = . 
Again, second-order basis functions provide substantially more accurate results than first-
order basis functions.  
Total computation time and computation time for solving the interface problem with 
second-order basis functions are shown in Table 4.3. The iterative solver converges in 8 
steps for the interface problem. Speedups, defined in the same way as in the first example, 
are plotted in Fig. 4.5. As can be seen, an excellent parallel efficiency is achieved up to 
128 processors.  
4.4.3 Switched Reluctance Motor 
Finally, we simulate a switched reluctance motor (SRM) problem. The SRM is robust 
and has received steady attention from industry over the past ten years. It can operate at 
high speed and has high power density. The SRM being simulated has eight stator poles 
and six rotor poles. The 3-D configuration of the motor is shown in Fig. 4.6, with detailed 
motor parameters given in Table 4.4. The coils are wound so as to best utilize the 
interpolar space. Each phase consists of two coils, wound around two opposite stator 
poles and connected in series. Conventionally, each phase is individually excited in 
sequence. The material is assumed to be linear and has a relative permeability rµ  of 750. 
The total magnetomotive force (MMF) for each phase is 2200 A∙turn.  
Static torque is computed with respect to rotor position. For FETI-DP simulations, 
second-order hierarchical basis functions are used. The average total number of 
tetrahedrons and unknowns are approximately 57.4  10×  and 63.7  10× . Figure 4.7 
shows the mesh for one simulation. For each simulation, the computational domain is 
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partitioned into 96 to 240 subdomains. Figure 4.8 shows torque with respect to electric 
degrees eθ , where 0oeθ =  represents the unaligned position and 180oeθ =  represents the 
aligned position. Good agreement between FETI-DP results and measurement results can 
be observed. The magnitude of magnetic flux at the 0z =  plane is plotted on a 
logarithmic scale in Fig. 4.9.  
Next, we examine the parallel efficiency of the proposed method for solving this 
SRM problem. We select the 180oeθ =  case and simulate it with different numbers of 
processors. The total number of tetrahedral elements is 625,433. With second-order basis 
functions, the total number of FEM unknowns is 3,111,026. The computational domain is 
decomposed into 256 subdomains. The iterative solver takes 23 steps to solve the 
interface problem. Total computation time and computation time for solving the interface 
problem for different numbers of processors are given in Table 4.5. Total speedup and 
speedup for solving the interface problem are plotted in Fig. 4.10 and a good parallel 
efficiency can again be observed.  
4.5 Summary 
In this chapter, higher-order hierarchical basis functions are introduced. With the 
higher-order basis functions, the accuracy of the simulation can be more efficiently 
improved through either refining the mesh or increasing the polynomial degree, which is 
often referred to as the hp adaptive method. The effectiveness of higher-order basis 
functions has been shown by several numerical examples.  
According to Helmholtz's decomposition theorem, any smooth and rapidly decaying 
vector field can be decomposed into the sum of solenoidal and pure-gradient vector 
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fields. For electromechanical simulations, the electric field can be decomposed into the 
sum of the magnetic vector potential A , which is solenoidal, and the electric scalar 
potential V, which is pure-gradient. Therefore, it is desirable to separate pth-order 
polynomial function spaces into two nonoverlapping rotational and pure-gradient 
subspaces. Fortunately, when constructing higher-order hierarchical basis functions, the 
pure-rotational and pure-gradient basis functions are completely separated except for the 
lowest-order ones. By using the TCS method, the lowest-order vector basis functions are 
also rectified into pure-rotational functions. Consequently, the magnetic vector potential 
A  and the electric scalar potential V  can be expanded by exactly pure-rotational and 
pure-gradient basis functions respectively, which leads to the elimination of the low-
frequency breakdown problem and an excellent convergence rate.  
In this chapter, the proposed method is applied to a magnetostatic iron core problem, 
an eddy current problem, and a switched reluctance motor problem. The FETI-DP 
results show good agreement with brute-force finite element and measurement results. 
Moreover, good parallel efficiency is achieved consistently up to more than one hundred 
processors. 
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4.6 Figures and Tables 
 
Figure 4.1. Comparison of the z-component of magnetic flux density for the modified 
IEEJ model. 
 
Figure 4.2. Parallel speedup with respect to number of processors for the modified IEEJ 
model. 
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( )73.526 10 /S mσ = ×
 
(a) 
 
(b) 
Figure 4.3. TEAM Workshop Problem 7 (all dimensions are in millimeters). (a) Top view. 
(b) Side view.  
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Figure 4.4. Comparison of the z-component of magnetic flux density for TEAM 
Workshop Problem 7. 
 
Figure 4.5. Parallel speedup with respect to the number of processors for TEAM 
Workshop Problem 7. 
  
Figure 
Figure 
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4.6. 3-D model of the SRM problem. 
4.7. FEM mesh for the SRM problem. 
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Figure 4.8. Torque with respect to electric degrees for the SRM problem. 
 
 
Figure 4.9. The magnitude of magnetic flux density plotted on a logarithmic scale for the 
SRM with 90oeθ = . 
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Figure 4.10. Parallel speedup with respect to number of processors for the SRM problem. 
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Table 4.1. Number of pth-order hierarchical basis functions within a tetrahedral element. 
 Gradient  Rotational Total 
Edge 6 ( 1)p× −  6 6 p×  
Face 4 ( 1)( 2) / 2p p× − −  4 ( 1)( 2) / 2p p× − +  4 ( 1)p p× −  
Volume ( 1)( 2)( 3) / 6p p p− − −  ( 1)( 2)(2 3) / 6p p p− − +  ( 1)( 2) / 2p p p− −  
 
Table 4.2. Computation times for the modified IEEJ model with 1,206,955 unknowns and 
128 subdomains. 
Number of processors 4 8 16 32 64 128 
Time for solving the 
interface problem (s) 
225.56 131.77 55.87 28.69 15.74 9.05 
Total time (s) 300.18 171.75 75.35 39.58 22.83 14.00 
 
Table 4.3. Computation times for TEAM Workshop Problem 7 with 1,018,269 unknowns 
and 128 subdomains.  
Number of processors 4 8 16 32 64 128 
Time for solving the 
interface problem (s) 
315.47 186.63 86.46 43.02 23.64 13.73 
Total time (s) 428.56 246.85 117.92 62.33 35.88 23.11 
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Table 4.4. Detailed parameters for the SRM problem. 
Parameter Value 
Stator/Rotor poles 8/6 
Stator/Rotor pole angle (deg) 20/25 
Stator/ Rotoroutside radius (mm) 120.0/69.8 
Stator/Rotor yoke width (mm) 17.0/48.6 
Bore radius (mm) 70.3 
Air gap (mm) 0.5 
Shaft radius (mm) 25 
Core length (mm) 200 
 
 
Table 4.5. Computation times for the SRM problem with 3,111,026 unknowns and 256 
subdomains.  
Number of processors 8 16 32 64 128 
Time for solving the 
interface problem (s) 
695.52 399.42 264.47 125.56 71.75 
Total time (s) 807.09 460.65 299.87 145.43 85.72 
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CHAPTER 5 
THE LU RECOMBINATION METHOD 
5.1 Introduction 
Many solutions have been proposed for solving the low-frequency breakdown 
problem, one of which is the TCS method introduced in Chapter 3. However, 
constructing the tree structure can be cumbersome for a complex mesh, which is often 
necessary for modeling electromechanical problems. Also, the TCS method assumes that 
dependent DOFs are always associated with edges, which may not be true for certain 
higher-order basis functions, such as interpolatory basis functions. 
In this chapter, the LU recombination method is adopted to extend the applicability of 
the FETI-DP method to arbitrarily low frequencies [43]. The LU recombination method 
was first introduced in [31] to solve the low-frequency instability issues in the method of 
moments (MoM). It was then extended to the FEM system, where it deals with sparse 
matrices [32].  Later, the method was successfully applied in a hybrid field-circuit 
simulator [33]. Without constructing a tree structure and any restrictions on the locations 
of the dependent basis functions, the LU recombination method deals with the system 
matrices directly. Therefore, it is a more general approach which can be applied across 
different basis functions or even different numerical methods. In this chapter, the LU 
recombination method is first introduced in detail and its combination with the FETI-DP 
method is then presented, followed by several multiscale numerical examples to show the 
performance of the proposed method. 
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5.2 The LU Recombination Method 
Many solutions have been proposed for the low-frequency breakdown problem, one 
of which is the TCS method. This method uses the fact that dependent DOFs are 
associated with a minimum spanning tree structure constructed on the finite element 
mesh. However, constructing the tree structure can be cumbersome for a complex mesh, 
which is often necessary for modeling multiscale electromechanical problems. Also, the 
TCS method assumes that dependent DOFs are always associated with edges, which may 
not be true when higher-order basis functions are adopted. 
In this work, the LU recombination method is adopted to extend the applicability of 
the FETI-DP method to arbitrarily low frequencies. Since the main reason for the low-
frequency breakdown problem is a singular stiffness matrix, the LU recombination 
method is used to determine the dependent equations and eliminate them to regularize the 
stiffness matrix and improve the condition of the overall system matrix. With the LU 
recombination method, the stiffness matrix is first factored into lower- and upper-
triangular matrices 
s =K LU .                                                      (5.1) 
Since the stiffness matrix is singular, some diagonal values of the U matrix are several 
orders smaller than others. These nearly zero diagonal values actually correspond to the 
dependent equations, which can be identified easily. By eliminating the dependent 
equations and the corresponding unknowns, the stiffness matrix is then regularized.  
In this dissertation, the full pivoting scheme is adopted for LU decomposition. The 
factorization is then given by 
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( )s⋅ =P R K Q LU                                                (5.2) 
where P  and Q  are permutation matrices which reorder rows and columns of sK . 
Matrix R  is a diagonal scaling matrix. The matrix ( )s⋅P R K Q  is also singular and the 
indices of dependent DOFs form a set D , which is given by 
{ }: ( , )D j j j ε= ∈ <U                                           (5.3) 
where the threshold ε  is set to be 410−  in this dissertation. With the presence of the Q  
matrix, the indices of DOFs are reordered. The indices of dependent DOFs for matrix sK  
are then given by 
{ }: ( , ) 1,D i i j j D= ∈ = ∈Q  .                                    (5.4) 
Since the basis function space is purely rotational after dependent DOFs are 
eliminated, it is necessary to introduce additional pure-gradient basis functions, defined 
on each node of the mesh, so that the electric field can be expanded properly. In this way, 
both the magnetic vector and electric scalar potentials are expanded properly and 
explicitly, which improves convergence rate of solving the interface problem iteratively. 
This treatment is often referred to as a mixed finite element formulation. 
Next, we apply the LU recombination method to a magnetostatic problem to validate 
this algorithm. This problem consists of an iron core with 500rµ = . The excitation is a 
race-track-shaped coil with DC currents around the core. For validation, the whole 
structure is meshed into 196 tetrahedral elements. Both second-order hierarchical and 
interpolatory basis functions are used. Figure 5.1 shows the singular values of the system 
matrix with second-order hierarchical basis functions. It can be seen that there are very 
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small singular values, which means that the matrix is nearly singular. The condition 
number of the matrix can be defined as 
max
min
σ
κ
σ
=                                                         (5.5) 
where maxσ  and minσ  are maximum and minimum singular values. Based on (5.5), the 
condition number of the original system matrix before LU recombination is 146.1  10× . 
Figure 5.2 shows the diagonal values of the U matrix before LU recombination. As can 
be seen, very small diagonal values exist, which causes breakdown if forward and 
backward substitutions are to be applied. Figures 5.3 and 5.4 show the singular values 
and diagonal values of the U matrix after dependent DOFs are eliminated by the LU 
recombination method. It is clear that nearly zero singular values and diagonal values are 
eliminated and the condition number is improved to 34.8  10× . A similar analysis is 
conducted for second-order interpolatory basis functions and the results are shown in Figs. 
5.5-5.8. Again, singularity is eliminated by the LU recombination method. In contrast, 
when TCS is used instead of LU recombination, the system matrix with second-order 
interpolatory basis functions cannot be regularized.  
5.3 The LU Recombination Method within FETI-DP 
Framework 
In order to apply the LU recombination method within the FETI-DP framework, two 
requirements have to be satisfied. First, since svvK , 
s
rrK , and ccK  have to be solved 
directly, all these matrices have to be regularized. Second, dependent DOFs have to be 
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eliminated consistently at subdomain interfaces and corners, so that interface boundary 
conditions (2.7) can be enforced properly.  
To satisfy these requirements, we apply the LU recombination method in a nested 
manner. First, the method is simply applied to every svvK  in parallel. Since all the volume 
DOFs are not shared by more than one subdomain, dependent volume DOFs can be 
eliminated directly and interface consistency is maintained. Next, in order to regularize 
s
rrK , the LU recombination method is used to find dependent DOFs for each subdomain 
interface. Note that directly applying the LU recombination method to each srrK  may 
destroy the interface boundary conditions since the remaining DOFs include interface 
DOFs which are shared by two subdomains. To ensure interface consistency, the LU 
recombination method is applied to an auxiliary matrix sIIK  which is defined for each 
subdomain interface and is given by 
1( )s s s s sII II IV VV VI
−
= −K K K K K .                                    (5.6) 
In this way, the dependent DOFs for each subdomain interface can be identified and 
eliminated consistently, so that interface boundary conditions are satisfied. Note that sVVK  
in (5.6) is regularized in the first step and can be solved directly. Finally, the LU 
recombination method is applied to the global matrix ccK  and the dependent DOFs on 
the corner system are eliminated.  
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5.4 Numerical Examples 
In this section, three multiscale low-frequency problems are solved to test the 
performance of the proposed algorithm. It is worthwhile to mention that the BiCGstab(l) 
method [35], [36] is used for solving the interface problem due to its stable convergence. 
The order of the BiCGstab(l) method is set to three and a convergence tolerance of 410−  
is adopted. The automatic partitioning package METIS [34], which provides an excellent 
load balance, is used to divide the total computational domain into any number of 
subdomains.  
5.4.1 TEAM Workshop Problem 7 
The first example is a benchmark eddy-current problem called TEAM Workshop 
Problem 7 [42], which was previously analyzed in Section 4.4.2 with the TCS method. It 
is worthwhile to mention that the frequency of the exciting currents is only 50 Hz, which 
is very low so that the traditional FEM with vector basis functions fails to provide 
convergent results. A 3-D configuration of the problem is shown in Fig. 5.9.  
For numerical simulation, the entire computational domain is partitioned into 128 
subdomains. The finite element mesh consists of 204,764 tetrahedral elements. The mesh 
size is very small within the conducting plate so that the eddy-current effect can be 
modeled accurately. Both first- and second-order hierarchical basis functions are used to 
expand the scalar and vector potentials, which give rise to 236,885 and 1,051,181 DOFs, 
respectively. Numerical results are compared with measured data in Fig. 5.10. The 
quantity plotted in Fig. 5.10 is the magnitude of the z-component of magnetic flux density 
along a specific line (y = 72.0 mm, z = 34.0 mm). As can be seen, compared with first-
70 
 
order basis functions, second-order basis functions provide much more accurate results, 
which agree well with measured data. This demonstrates that the ability of using higher-
order basis functions is essential in the finite element analysis of eddy-current problems, 
since it yields more accurate results and allows the p-adaptive refinement. With the LU 
recombination method, the low-frequency breakdown problem is eliminated regardless of 
the order of basis functions, since the method deals with system matrices directly. Figure 
5.11 compares the convergence histories with and without LU recombination at 50 Hz 
and 1 kHz. As can be seen, the iteration diverges for the case without LU recombination 
at 1 kHz. The convergence history for the case at 50 Hz without LU recombination is not 
shown in Fig. 5.11, because the iteration diverges quickly and reports error starting from 
the second step. In contrast, with the LU recombination method, the iteration converges 
quickly for both the 50 Hz and 1 kHz cases, which indicates that the low-frequency 
breakdown problem is eliminated successfully.   
5.4.2 Switched Reluctance Motor 
Next, we examine the performance of the proposed algorithm at DC using an 8/6 
switched reluctance motor (SRM) example which has been analyzed in Section 4.4.3. 
Static torque with respect to rotor position θ is computed and compared to measured data 
in Fig. 5.12. Here, 00θ =  represents the aligned position and 030θ =  represents the 
unaligned position. For all the FETI-DP simulations, second-order hierarchical basis 
functions are used. The average total numbers of tetrahedral elements and DOFs are 
approximately 57.4  10×  and 63.7  10× , respectively. The computation domains are 
partitioned into 96 to 240 subdomains. As can be seen in Fig. 5.12, the results of the 
proposed algorithm agree well with the measured data. The average iteration counts for 
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solving the interface problem are approximately 22 steps. On the other hand, the brute-
force FETI-DP simulation without LU recombination fails to provide convergent results 
when solving the interface problems. Figure 5.13 shows the magnetic flux density 
distribution at 015θ =  and 0z =  on a logarithmic scale. In this case, the top and bottom 
coils are excited and a very high magnetic field is produced within and near the top and 
bottom of the air gap regions, which again shows the multiscale nature of this problem.  
5.4.3 Logging-While-Drilling Tool 
For the last example, we simulate a novel logging-while-drilling (LWD) tool within a 
large formation environment. The purpose of adopting this example is mainly to examine 
the numerical scalability of the proposed algorithm with respect to frequencies.  
LWD tools are widely used well logging tools since they provide detailed information 
for geo-steering drilling and formation evaluation in real time. Simulation of the well 
logging problems faces very similar challenges as simulation of electromechanical 
problems. First, both electromechanical and well logging problems can be categorized as 
multiscale problems, for which modeling of fine features is imperative and challenging. 
Second, the operating frequency of well logging tools can be as low as several kHz, so 
the low-frequency breakdown problem may also occur. Therefore, the proposed 
algorithm is applied to this LWD tool example and the numerical scalability with respect 
to frequencies is examined. 
The configuration of this example is shown in Fig. 5.14. The LWD tool consists of a 
steel mandrel with a 4-inch radius which is modeled as a perfect electric conductor (PEC). 
The transmitter ( 1T ) and two receivers ( 1R  and 2R ) consist of 4.5-inch in radius loop 
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antennas wrapped around the mandrel. The distance between 1T  and 2R  is 24 inches and 
the distance between the two receivers is 6 inches. The tool is centered inside a 5-inch in 
radius borehole, which is filled with oil-based mud having a conductivity of 45  10−×  
S/m. The formation is assumed to have a radius of 161.5 inches and a height of 393.7 
inches. For numerical simulation, the whole computational domain is meshed into 
1,022,266 tetrahedral elements and partitioned into 128 unstructured subdomains. The 
first-order basis functions are used and the total number of DOFs is 1,145,429. 
The amplitude ratio and phase difference between the voltages of the two receivers 
are computed for different formation conductivities at 2 MHz. In Fig. 5.15, the results of 
the proposed algorithm are compared with those obtained from the numerical mode 
matching method (NMM) and a good agreement is achieved. Figure 5.16 compares the 
convergence histories of the proposed algorithm and the brute-force FETI-DP for solving 
the interface problem at 0.2 Hz. As can be seen, fast convergence is achieved when the 
LU recombination method is used, while the iteration fails to converge without this 
method. Table 5.1 shows the total iteration counts of the proposed algorithm for solving 
the interface problem at different frequencies. It can be seen that good convergence has 
been achieved from 2 MHz down to 32  10−×  Hz, which indicates that the low-frequency 
breakdown problem has been eliminated successfully by the proposed algorithm. 
5.5 Summary 
When solving low-frequency multiscale problems, the traditional vector finite 
element method encounters the low-frequency breakdown problem, caused by the 
singular and dominant stiffness matrix. The LU recombination method is used to 
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regularize the system matrix and improve its condition. Through identifying nearly zero 
diagonal values of the upper-triangular matrix, dependent DOFs can be determined easily 
and eliminated, and the condition of the system matrix is improved. Since the LU 
recombination method deals with matrices directly, it can be applied with different types 
and orders of basis functions. A nested LU recombination scheme is used to regularize
s
vvK , 
s
rrK , and ccK and maintain proper enforcement of the interface boundary 
conditions at the same time. The proposed algorithm is applied to solve eddy-current, 
switched reluctance motor, and logging-while-drilling tool problems. Excellent accuracy 
and convergence have been achieved from middle frequencies down to DC. Combined 
with the LU recombination method, the FETI-DP method with higher-order basis 
functions is extended to be free of the low-frequency breakdown problem.  
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5.6 Figures and Tables 
 
Figure 5.1. Singular values with second-order hierarchical basis functions before LU 
recombination. 
 
Figure 5.2. Diagonal values of the U matrix with second-order hierarchical basis 
functions before LU recombination. 
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Figure 5.3. Singular values with second-order hierarchical basis functions after LU 
recombination. 
 
Figure 5.4. Diagonal values of the U matrix with second-order hierarchical basis 
functions after LU recombination. 
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Figure 5.5. Singular values with second-order interpolatory basis functions before LU 
recombination. 
 
Figure 5.6. Diagonal values of the U matrix with second-order interpolatory basis 
functions before LU recombination. 
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Figure 5.7. Singular values with second-order interpolatory basis functions after LU 
recombination. 
 
Figure 5.8. Diagonal values of the U matrix with second-order interpolatory basis 
functions after LU recombination. 
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Figure 5.9. Configuration of the TEAM Workshop Problem 7. 
 
Figure 5.10. Comparison of the simulated and measured magnetic flux density for TEAM 
Workshop Problem 7. 
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Figure 5.11. Convergence histories with and without LU recombination at 1 kHz and 50 
Hz. 
 
 
Figure 5.12. Torque with respect to the rotor position for the SRM problem. 
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Figure 5.13. Magnetic flux density distribution at 015θ =  and 0z =  on a logarithmic 
scale. 
 
 
Figure 5.14. Configuration of the LWD tool problem. 
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(a) 
 
(b) 
Figure 5.15. LWD tool response with respect to the formation conductivity. (a) 
Amplitude ratio. (b) Phase difference. 
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Figure 5.16. Convergence histories with and without LU recombination for the LWD tool 
problem at 0.2 Hz. 
 
Table 5.1. Total iteration counts for solving the interface problem at different frequencies. 
Frequency (Hz) 
62  10×  32  10×  12  10×  12  10−×  32  10−×  
Iteration counts 6 4 2 2 2 
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CHAPTER 6 
NONLINEAR ANALYSIS WITH THE 
NEWTON-RAPHSON METHOD 
6.1 Finite-Element and Newton-Raphson Formulations 
The governing equations for a magnetostatic boundary value problem (BVP) are 
given by 
31    in i Rµ
 ∇× ∇× = Ω ⊂ 
 
A J                             (6.1) 
with the boundary conditions 
ˆ 0   on Bn× = ΓA                                              (6.2) 
1
ˆ 0   on Hn µ
 
× ∇× = Γ 
 
A                                   (6.3) 
where A , µ , and iJ  stand for the magnetic vector potential, magnetic permeability, and 
impressed current, respectively. For ferromagnetic materials, the relation between the 
magnitude of the magnetic flux density B  and the magnitude of the magnetic field 
intensity H  is nonlinear and the magnetic permeability is a function of B . Note that we 
use the normal magnetization curve to approximate the hysteresis loop, which works well 
for soft magnetic materials.  
To solve the nonlinear BVP governed by (6.1)-(6.3), we adopt the polarization 
formulation [44]. The computational domain Ω  is divided into the linear region oΩ  and 
the nonlinear region mΩ . Within the linear region, B  and H  have the relation 
1
optνµ
 
= = 
 
H B B                                                  (6.4) 
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where optν  denotes the reluctivity of the material. Note that optν  is a constant within the 
linear region. Within the nonlinear region, H  is separated into two components as 
optν= +H B R                                                  (6.5) 
where R  is called the polarization term. By using the magnetic vector potential, (6.4)-
(6.5) become 
( )opt iν∇× ∇× =A J in oΩ                                       (6.6) 
( )opt iν∇× ∇× + ∇× =A R J in mΩ .                             (6.7) 
Since R  is a function of B , it is also a function of A . We can then approximate R  
using the Taylor series as 
( ) ( ) ( )d optν ν+ ∆ ≈ + − ∇× ∆R A A R A A                        (6.8) 
where dν  is defined as 
dν
∂
=
∂
H
B
.                                                    (6.9) 
By substituting (6.8) into (6.6) and (6.7), and using Galerkin’s method, we can obtain the 
weak form of the governing equations for step k  of the Newton-Raphson iteration as 
( ) ( ) ( ) ( )
( ) ( ) ( )
o m
o m m o m
k k
opt d
k k
opt i
dV dV
dV dV dV
ν ν
ν
Ω Ω
Ω ∪Ω Ω Ω ∪Ω
∇× ⋅ ∇× ∆ + ∇× ⋅ ∇× ∆ =
− ∇× ⋅ ∇× − ∇× ⋅ + ⋅
∫∫∫ ∫∫∫
∫∫∫ ∫∫∫ ∫∫∫
N A N A
N A N R N J
     (6.10)
 
where N  denotes the hierarchical vector basis functions. In (6.10), kH  is obtained from 
kB  by using the B-H relationship of the nonlinear material. And dν  and 
kR  can then be 
calculated using (6.5) and (6.9). Note that dν  is set to be optν  in the first iteration. After 
solving for k∆A , kA  is updated as 
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1k k k kα+ = + ⋅∆A A A                                               (6.11) 
where kα  is called the relaxation factor, which is set to be one in the traditional Newton-
Raphson method. A proper choice of the relaxation factor is very important for the 
convergence and efficiency of the algorithm, and it will be discussed in Section 6.3. 
6.2 Cubic Spline Interpolation 
For nonlinear ferromagnetic materials, the measured B-H relation is usually only 
available at discrete points. How to interpolate the discrete points to obtain a smooth B-H 
relation is critical for ensuring the convergence of the Newton-Raphson iteration, since 
not only H  and B , but also the derivative dν  are needed in the formulation. In this 
dissertation, cubic splines [29] are used to model the B-H curve, since both its first and 
second derivatives are continuous. The method will be briefly reviewed here. A cubic 
polynomial has a form 
( ) 2 31 2 3 4p x a a x a x a x= + + + .                                      (6.12) 
Suppose that this function spans the closed interval [0,1]. The coefficients 1 4a a∼  can be 
determined as 
( )
( )
( )
( )
1
2
3
4
01 0 0 0
00 1 0 0
11 1 1 1
10 1 2 3
pa
pa
pa
pa
   
   
′     =   
     
     ′     
.                                    (6.13) 
By solving (6.13) and substituting 1 4a a∼ into (6.12), we obtain 
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( ) [ ]
[ ]
3
2
2 (0) 2 (1) (0) (1)
        3 (0) 3 (1) 2 (0) (1)
        (0) (0).
p x p p p p x
p p p p x
p x p
′ ′= − + +
′ ′+ − + − −
′+ +                            (6.14)
 
For a general segment [ ]0 1,  B B , the following substitution is made 
0B Bx
L
−
=
                                                     (6.15)
 
where 1 0L B B= − .  
Suppose that we have 1n +  data points ( )0 0,  B H , ( )1 1,  B H , …, ( ),  n nB H . There 
will be n  segments, each of which has a length of iL . In order to find the first derivative 
of our interpolation function at those 1n +  data points, we set the first and second 
derivatives of two adjacent functions to be continuous to obtain 
2 2 2 2
1 1
1 12 2 2 2
1 1
1 1
1 1 1 1
2
1 1 1 1
3     1,2,... 1.
i i i i
i i i
i i i i
ii iB B B B B B
H H H
L B L L B L B
H H H i n
L L L L
+ +
− +
+ +
− += = =
 ∂ ∂ ∂
+ + + = ∂ ∂ ∂ 
  
−
+ − + = −  
                  (6.16)
 
We also need to let the second derivatives of the interpolation function at ( )0 0,  B H  and 
( ),  n nB H  vanish to obtain 
0 1
1
0 1
1
2 3 3
2 3 3 .n n
nn
B B B B
B B B B
H H
H H
B B
H H
H H
B B
−
−
= =
= =
∂ ∂
+ = − +
∂ ∂
∂ ∂
+ = − +
∂ ∂
                          (6.17)
 
Consequently, 1n +  independent linear equations have been formed and /
iB B
H B
=
∂ ∂  
can be determined.  
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6.3 Relaxation Factor 
It is well known that the convergence of the Newton-Raphson method largely 
depends on the initial guess. If the initial guess is not within a sufficiently close region of 
the exact solution, it is possible for the brute-force Newton-Raphson method to diverge. 
However, 0=A  is sometimes the inevitable choice for the initial guess. Therefore, the 
relaxation method is adopted to guarantee a stable convergence. Instead of choosing kα  
in (6.11) to be one, its value is determined in each iteration. The optimal value of kα  
would be the one that minimizes the Galerkin’s residual which is given by 
1 1
1
( ) ( ) [ ( )]
                ( ) ( ) .
o m
m o m
k k k k
opt
k k
i
dV
dV dV
α ν α
α
+ +
Ω ∪Ω
+
Ω Ω ∪Ω
= ∇× ⋅ ∇×
+ ∇× ⋅ − ⋅
∫∫∫
∫∫∫ ∫∫∫
G N A
N R N J
                   (6.18)
 
This unconstrained minimization problem can be solved by many approaches, such as the 
golden search method and the successive approximation method. However, in order to 
find the optimal value of kα , 1( )k kα+G  has to be evaluated many times, which may 
consume a considerably large amount of time. In this dissertation, an approach that 
requires less computation effort on 1( )k kα+G  is adopted. The iteration starts with 1kα =  
and kα  is divided by 2 in each iteration until the following condition is satisfied 
1k k+ <G G .                                                (6.19) 
Note that the relaxation factor chosen in this way might not be optimum. However, 
experiments show that it does guarantee a stable convergence and is more efficient in 
determining the relaxation factor.  
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6.4 Newton-Raphson Method within FETI-DP Framework 
By using the Newton-Raphson method, the original nonlinear problem is linearized 
within each iteration. Consequently, we can partition the finite-element system (6.10) into 
subdomains and apply the FETI-DP method within each Newton-Raphson iteration [45]. 
The difference is that we solve for the increments instead of the unknowns themselves. 
Following the FETI-DP procedure, the global system similar to (2.12) can be obtained as 
1, 1, 1 1
, ,
,1, 1 ,
1
1
1,
,
0 ( )
0 ( )
( ) ( ) ( ) 0
0 0
                                             
s s s s
s
s s
s
s
k k T
rr rc c r
N k N k N N T
rr rc c r
N
N k Nk T T s T s k s
rc c rc c c cc c
s
N
r r
k
r
N k
r
k
c
A
A
A
λ
=
 
 
 
 
 
 
 
 
  
∆
× ∆
∆
∆
∑
K K B B
K K B B
K B K B B K B
B B

    




1,
,
,
1
( )
0
s
s
k
r
N k
r
N
s T s k
c c
sk
f
f
f
=
 
   
   
   
  =  
   
   
    
  
∑ B

                    (6.20)
 
where k denotes the kth Newton-Raphson iteration. The finite-element matrices and right-
hand sides are modified into 
, ,
, ( ) ( ) ( ) ( )
s o s m
s k s s T s s T
opt ddV dVν ν
Ω Ω
   = ∇× ⋅ ∇× + ∇× ⋅ ∇×   ∫∫∫ ∫∫∫K N N N N  (6.21) 
,
, , ,( ) ( ) ( )
         ( )
s s m
s
s k s s k s s k
r opt
s s T k
i r
f dV dV
dV
ν
λ
Ω Ω
Ω
= − ∇× ⋅ ∇× − ∇× ⋅
+ ⋅ −
∫∫∫ ∫∫∫
∫∫∫
N A N R
N J B
             (6.22)
 
,
, , ,( ) ( ) ( )
s s m s
s k s s k s s k s
c opt if dV dV dVν
Ω Ω Ω
= − ∇× ⋅ ∇× − ∇× ⋅ + ⋅∫∫∫ ∫∫∫ ∫∫∫N A N R N J .  (6.23) 
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Following the general FETI-DP procedure, the increment dual unknowns kλ∆  can be 
solved and the increment remaining and primal unknowns for each subdomain can be 
recovered. Then, , 1s kA +  and 1kλ +  will be updated as  
, 1 , ,s k s k k s kA A Aα+ = + ⋅∆                                    (6.24) 
1k k k kλ λ α λ+ = + ⋅∆ .                                      (6.25) 
The relaxation factor kα  is determined as discussed in Section 6.3, except that the 
Galerkin’s residual is computed as  
1 , 1 , 1
1 1
( ) ( )
s sN N
k k s k s T s k
r c c
s s
f fα+ + +
= =
= +∑ ∑G B .                     (6.26) 
6.5 Numerical Examples 
In this section, four numerical examples are presented to validate the proposed 
algorithm and demonstrate its performance. All simulations were performed on a 
distributed-memory parallel computer, in which each node has two 2.67-GHz Intel Xeon 
hex-core processors and 24 GB of RAM. The BiCGstab(l) method [35], [36] is used to 
solve the interface problem. Its order is set to three and the convergence criterion is set to 
410− . The Newton-Raphson iteration is terminated when the Galerkin’s residual is below 
one percent of the norm of the excitation if , which is computed as 
2
1
s
s
N
s
i i
s
f dV
= Ω
= ⋅∑ ∫∫∫N J .                                        (6.27) 
When linear and nonlinear regions are not deliberately separated into different 
subdomains, the graph partitioning package METIS [34] is adopted to automatically 
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partition the entire computational domain into any number of subdomains. It has been 
shown through numerical experiments that the optimal number of subdomains is such 
that each subdomain contains 7,000-25,000 unknowns. METIS provides excellent load 
balance across subdomains, which is important for achieving good parallel efficiency. 
 
6.5.1 TEAM Workshop Problem 10 
The first example is a benchmark problem called TEAM Workshop Problem 10 [44]. 
The geometry of this problem is shown in Fig. 6.1. The race-track exciting coil carries dc 
current. The steel plates have the nonlinear B-H characteristic shown in Fig. 6.2. The 
continuous B-H curve is obtained by interpolating measured data with cubic splines. 
When B  is greater than 1.8 T, the curve is approximated by  
2
0
0
( )       1.8 2.22 
                       2.22            s
a b c T T
M T
µ
µ
 + + + ≤ ≤
= 
+ ≥
H H B
B
H B
                     (6.28) 
where 0µ  is the permeability of free space, and the constants a, b, c, and sM  are given 
by 102.381  10−− × , 52.327  10−× , 1.59 , and 2.16 , respectively. 
To validate the accuracy and efficiency of the proposed algorithm, the entire 
problem is meshed into 844,536 tetrahedral elements. With first-order vector hierarchical 
basis functions, the total number of DOFs is 835,420. METIS is then used to 
automatically partition the computational domain into 64 subdomains, resulting in 
approximately 41.3  10×  DOFs for each subdomain. The numbers of dual and primal 
unknowns are 49,213 and 253, respectively.  
The magnetic flux density within the steel plates is extracted and compared with 
those computed by a brute-force FEM. The comparison is shown in Fig. 6.3 for both 
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3000 A-turn and 913.68 A-turn excitations. As can be seen, these two sets of results 
agree well. This demonstrates that the proposed method introduces no additional error 
compared to brute-force FEM.  
Next, we examine the parallel efficiency of the proposed method by solving this 
problem with 4, 8, 16, 32, and 64 processors. The 64 subdomains are evenly distributed 
among processors. The stopping criterion for the Newton-Raphson iteration is achieved 
in six steps and the average number of iterations for solving the interface problems is 
approximately 20 steps. The total computation times with various numbers of processors 
are shown in Table 6.1. The entire 3-D nonlinear FEA with 835,420 DOFs is completed 
in less than 150 seconds for the 64-processor case. The total speedup is calculated based 
on Table 6.1 and is compared with the ideal linear speedup in Fig. 6.4. Here the speedup 
is defined with respect to wall-clock time using four processors, as memory limitations of 
the computer require at least four processors to handle all 64 subdomains. Figure 6.4 
shows that excellent parallel efficiency is achieved for up to 64 processors. For 
comparison, the computation time to solve this problem using brute-force FEM is on the 
order of hours. 
 
6.5.2 Separating Linear and Nonlinear Subdomains 
As can be seen from (6.21), if one subdomain contains only linear materials, its 
subdomain matrices remain unchanged during Newton-Raphson iterations. With the 
FETI-DP method, it is possible to separate linear and nonlinear regions and further 
improve simulation efficiency. For linear subdomains, the subdomain matrices have to be 
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assembled and factorized only once, and therefore the total computation time can be 
reduced significantly. 
The modified IEEJ model [37] is used to demonstrate performance enhancement by 
separating linear and nonlinear regions. This problem consists of an iron core surrounded 
by a race-track coil with dc excitation. The device is placed within free space. The iron 
core is assumed to have the same nonlinear characteristic as in TEAM Workshop 
Problem 10. The problem is partitioned into 16 subdomains with two nonlinear 
subdomains and 14 linear subdomains. The average number of DOFs for each subdomain 
is 41.0  10×  and the total number of DOFs is 51.6  10× . There are totally 51.4  10×  
DOFs in the linear region and 42.0  10×  DOFs in the nonlinear region. The Newton-
Raphson iteration converges in six steps and the average number of iterations for solving 
the interface problems is approximately three, which is small due to the relatively small 
size of the problem. 
Two simulation schemes are tested and compared. The first distinguishes linear and 
nonlinear subdomains. For linear subdomains, the subdomain matrices and their 
factorizations are constructed only once and reused throughout the Newton-Raphson 
iterations. The second scheme treats all subdomains the same way with no special 
treatment for linear subdomains. Table 6.2 shows the total computation times for these 
two schemes with various numbers of processors. When one or two processors are used, 
linear and nonlinear subdomains are both evenly distributed to each processor. However, 
when four or eight processors are used, subdomains are still evenly distributed to each 
processor, and special care is taken to ensure the two nonlinear subdomains are assigned 
to two different processors. 
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As can be seen in Table 6.2 for the one-processor case, the total computation time is 
reduced by almost half with the proposed scheme compared to the general approach. The 
efficiency improvement decreases as the number of processors increases, due to the 
increasingly unbalanced load distribution in this case. In summary, the total computation 
time can be reduced by separating linear and nonlinear regions, and the efficiency 
improvement is significant especially when the number of processors is small. As the 
number of processors increases, the efficiency improvement may decrease is some cases 
due to load imbalance issues, and this problem can be resolved with a more balanced 
subdomain distribution. 
 
6.5.3 U-I Core Problem 
The third example consists of two ferromagnetic cores as shown in Fig. 6.5. The U-
shaped core is surrounded by a coil with dc excitation. The I-shaped core is separated 
from the U-shaped core by a small air gap. An attractive force is established between the 
two cores. The cores are made of ferrite material Ferroxcube 3C90 [46]. The nonlinear 
B-H curve is interpolated by cubic splines. 
This example is used to demonstrate accurate force calculation capability of the 
proposed method. The Maxwell stress tensor (MST) method is adopted for force 
computation. The detailed expressions of the Maxwell stress tensor method is given in 
the Appendix. 
This problem was analyzed and measured in [6] for three different air-gap lengths. 
The total numbers of tetrahedral elements, DOFs, and subdomains for three air-gap 
configurations are given in Table 6.3. The forces computed by the proposed method are 
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compared with measured results in Fig. 6.6. The simulated and measured data agree well 
for both unsaturated and saturated conditions. 
To test the parallel efficiency, we solve the 1.60-mm air-gap case with 8, 16, 32, 64, 
and 128 processors, by distributing 128 or 256 subdomains evenly to each processor. The 
stopping criterion for the Newton-Raphson iteration is achieved in five steps and the 
average number of iterations for solving the interface problems is approximately 31 steps. 
The total wall-clock times with various numbers of processors are shown in Table 6.4. 
Figure 6.7 shows the parallel speedup defined with respect to the computational time 
using eight processors. Relatively good parallel efficiency has been achieved. 
 
6.5.4 Switched Reluctance Motor 
The fourth example is a switched reluctance motor (SRM). This problem is chosen 
to show the capability of the proposed method for analyzing 3-D rotating machinery with 
nonlinear materials. The simulated SRM consists of eight stator poles and six rotor poles. 
The geometric parameters of the motor are shown in Fig. 6.8. Each stator pole has one 
coil carrying switched dc current. The two coils on opposite stator poles form a phase; 
this is a four-phase machine. The windings are arranged to best utilize the interpolar 
space. Figure 6.9 shows the end-winding region of the motor. With a full 3-D FEA, end 
effects are accounted for and can be studied.  
The air gap of the simulated motor is only 0.5 mm, which is very small compared 
with the motor. The multiscale nature of electromechanical problems requires a large 
number of unknowns to provide accurate results. The cases with different rotor positions 
are meshed separately, and the average total number of tetrahedral elements is 57.4  10× . 
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With second-order hierarchical vector basis functions, the average total number of 
unknowns is 63.7  10× . The total number of subdomains ranges from 96 to 240. In Fig. 
6.10, the computed torque is compared with measured data [47] for different excitation 
currents. The horizontal axis represents the electrical degrees eθ , with 0oeθ =  
representing the unaligned position and 180oeθ =  representing the aligned position. As 
can be seen in Fig. 6.10, the simulation results match well with measured data for all four 
excitations. Note that for the 20-A phase-current case, the stator and rotor poles are 
highly saturated. 
Next, we examine the speedup with respect to the number of processors, using the 
example with 90oeθ = . The problem consists of 665,713 tetrahedral elements and 
3,310,389 DOFs. The entire computational domain is automatically partitioned into 128 
subdomains with METIS. The stopping criterion for the Newton-Raphson iteration is 
achieved in five steps and the average number of iterations for solving the interface 
problems is approximately 27 steps. Table 6.5 shows total wall-clock times with various 
numbers of processors. The total speedup defined with respect to the computational time 
using eight processors is computed based on Table 6.5 and shown in Fig 6.11. Good 
parallel efficiency is achieved up to 128 processors. When using 128 processors, the 
entire simulation is completed within seven minutes.  
6.6 Summary 
The FETI-DP method was previously applied to improve 3-D FEA performance of 
electromechanical devices consisting of only linear materials [48]. Combined with tree-
cotree splitting, higher-order hierarchical basis functions, and parallel computing 
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techniques, the FETI-DP method was shown to be an efficient, accurate and stable 
numerical algorithm. To further enhance its modeling capability, this advanced algorithm 
has been combined with the Newton-Raphson method in this chapter to solve problems 
involving nonlinear materials.   
Formulations of the Newton-Raphson and FETI-DP methods were presented in 
detail. The FETI-DP method was applied within each Newton-Raphson iteration to solve 
the linearized systems and parallel computing techniques were used to reduce the total 
computation time. In order to ensure stable convergence of the Newton-Raphson method, 
cubic splines were used to interpolate B-H characteristic data, and the relaxation factor 
was selected to guarantee a monotonically decreasing Galerkin’s residual.  
Several numerical examples demonstrated the validity and performance of the 
proposed method. Simulation results show a high degree of agreement with either brute-
force FEA results or measured data for both unsaturated and saturated cases. Stable and 
fast convergence was consistently achieved for Newton-Raphson iteration. With parallel 
computing techniques, the total computation time was reduced significantly and good 
parallel efficiency was achieved up to 128 processors. The simulation efficiency was 
further improved by separating linear and nonlinear regions, and the results show that 
total computation time can be reduced further, especially for cases with a relatively small 
number of processors. 
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6.7 Figures and Tables 
 
(a)                                                                                                    (b) 
Figure 6.1. Geometry of TEAM Workshop Problem 10. (a) Side view. (b) Top view. 
 
 
Figure 6.2. B-H relation for TEAM Workshop Problem 10. 
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Figure 6.3. Magnetic flux density within the plates for TEAM Workshop Problem 10. 
 
 
Figure 6.4. Parallel speedup with respect to the number of processors for TEAM 
Workshop Problem 10. 
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Figure 6.5. Geometry of the U-I core problem. 
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(a) 
 
 
(b) 
 
 
(c) 
Figure 6.6. Comparison of the simulated and measured forces for the U-I core problem. 
(a) 1.194-mm air gap. (b) 1.60-mm air gap. (c) 3.302-mm air gap.  
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Figure 6.7. Parallel speedup with respect to the number of processors for the U-I core 
problem. 
25 o
10
o
 
Figure 6.8. Geometric parameters for the 8/6 switched reluctance motor. 
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Figure 6.9. End-winding region of the 8/6 switched reluctance motor. 
 
 
Figure 6.10. Torque with respect to electric degrees for the 8/6 SRM problem. 
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Figure 6.11. Parallel speedup with respect to the number of processors for the 8/6 SRM 
problem. 
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Table 6.1. Computation times for TEAM Workshop Problem 10 with 835,420 unknowns 
and 64 subdomains. 
Number of processors Total time (s) 
4 1618.4 
8 968.9 
16 456.0 
32 251.2 
64 137.4 
 
 
Table 6.2. Comparison of computation times for two schemes with different number of 
processors. 
Number of 
processors 
Total time (s) 
Efficiency improved 
approach 
General approach 
1 154.2 300.5 
2 80.8 152.3 
4 47.6 79.1 
8 30.9 43.8 
 
 
Table 6.3. Simulation parameters for the U-I core problem. 
 Case 1 Case 2 Case 3 
Air gap length (mm) 1.194 1.600 3.302 
Number of elements 1,559,569 1,079,960 2,030,944 
Number of DOFs 1,548,978 1,071,506 2,024,865 
Number of subdomains 128 128 256 
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Table 6.4. Computation times for the U-I core problem with 1,071,506 unknowns and 
128 subdomains. 
Number of processors Total time (s) 
8 1372.4 
16 730.9 
32 333.9 
64 198.0 
128 129.8 
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CHAPTER 7 
NONLINEAR DYNAMIC ANALYSIS WITH 
THE FIXED-POINT METHOD 
7.1 Introduction 
Nonlinear dynamic simulations are usually desired in the design of saturable 
electromechanical devices. The ferromagnetic materials may exhibit a highly nonlinear 
B-H relationship, which brings significant challenges in solving dynamic problems. The 
time-domain (or time-stepping) finite element method (TDFEM) can be used to provide 
transient responses of such problems, where the nonlinear B-H curve is followed in the 
time marching process. However, many time steps may have to be performed until a 
periodic steady state can be reached. Meanwhile, nonlinear iterations are necessary 
within each time step, which further increases the computation complexity. On the other 
hand, the harmonic balance (HB) method, which solves problems in the frequency 
domain, is an efficient alternate for steady-state analysis. In the HB method, Fourier-
series are introduced to expand the unknown field quantities, where the coefficients of 
different frequency components are solved by the finite element analysis (FEA). 
To account for nonlinearity and saturation, the HB method has been combined with 
two methods, namely the Newton-Raphson (NR) method and the fixed-point (FP) method. 
The NR method combined with the HB method was first introduced for FEA of 
electromagnetic problems by Yamada et al. [49], [50] in the 1980s and was further 
improved by Gyselinck et al. [51]. The FP method was first proposed to be combined 
with the HB method by Ausserhofer et al. in [52]. In the NR method, both field quantities 
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and the magnetic reluctivity ν  are expanded by Fourier-series, which leads to a much 
larger and denser FEA system where different frequency components are fully coupled. 
In the FP method, however, the magnetic reluctivity is assumed to be a constant and the 
nonlinearity is accounted for by introducing a polarization term, which appears on the 
right-hand side only. This special treatment leads to a FEA system where different 
frequency components are fully decoupled. Therefore, instead of solving a large system 
having dimension of f FEN N× , it only needs to solve fN  separate systems, each having 
dimension of FEN , where fN  and FEN  stand for the number of frequency components 
being considered and the number of degrees of freedom (DOFs) for one frequency 
component respectively. Furthermore, for the FP method, the system matrices stay 
unchanged during nonlinear iterations, which avoids reassembly and refactorization. 
Therefore, the FP method instead of the NR method is adopted in this dissertation. 
When ferromagnetic devices are heavily driven into the saturation state, more and 
more harmonics become non-negligible and have to be included in the HB simulation. 
Consequently, the FEA system increases dramatically in size and become very time 
consuming to solve for a general three-dimensional (3-D) problem. The DDM is suitable 
for increasing the efficiency of large-scale nonlinear HB simulations. In this dissertation, 
the FETI-DP method is combined with the HB method and the FP method to improve the 
efficiency of 3-D nonlinear dynamic FEA of electromagnetic problems. 
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7.2 Formulation 
By using the magnetic vector potential A  and the electric scalar potential V , the 
governing differential equations can be written as 
i σ∇× = +H J E                                                   (7.1) 
( ) 0σ∇⋅ =E                                                      (7.2) 
= ∇ ×B A                                                       (7.3) 
V
t t
∂ ∂
= − − ∇
∂ ∂
A
E                                                 (7.4) 
where iJ  and σ  are the impressed current density and conductivity, respectively. In 
order to account for nonlinearity and saturation, we adopt the polarization formulation 
[44], where B  and H  have the following relation 
optν= +H B R                                                    (7.5) 
where R  stands for the polarization term, which is a function of B . Within the linear 
region 0Ω , optν  equals to the constant reluctivity of the linear material and thus R  is 
zero. Within the nonlinear region mΩ , R  is nonzero and optν  is a fixed value which 
affects the convergence of the FP method. From (7.1) to (7.5), the governing equations 
can be derived as 
opt( ) iV
t t
ν σ σ
∂ ∂ ∇× ∇× + + ∇ = − ∇× ∂ ∂ 
A
A J R                            (7.6) 
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0V
t t
σ σ
∂ ∂ ∇ ⋅ + ∇ = ∂ ∂ 
A
.                                         (7.7) 
For steady-state simulations, the unknown potentials, the excitation, and the polarization 
term can be approximated as Fourier series 
0
0
Re
fN
jh t
h
h
e
ω
=
  
=  
  
∑A A                                              (7.8) 
0
0
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fN
jh t
h
h
V V e
ω
=
  
=  
  
∑                                               (7.9) 
0
0
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fN
jh t
i ih
h
e
ω
=
  
=  
  
∑J J                                            (7.10) 
0
0
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fN
jh t
h
h
e
ω
=
  
=  
  
∑R R                                            (7.11) 
where fN  denotes the total number of harmonics being considered. Since the exponential 
basis functions are orthogonal, the governing equations become 1fN +  decoupled 
systems 
opt 0( ) ( )h h h ih hjh Vν ω σ∇× ∇× + + ∇ = − ∇×A A J R                     (7.12) 
0 [ ( )] 0h hjh Vω σ∇⋅ + ∇ =A                                     (7.13) 
where 0,1, , fh N=  . With the FP method, the unknown potentials are updated in each 
iteration and the polarization term is evaluated using the latest field values. The equation 
systems being solved in each FP iteration can be written as 
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( 1) ( 1) ( 1) ( )
opt 0
k k k k
h h h ih h
jh Vν ω σ+ + +   ∇ × ∇× + + ∇ = − ∇ ×   A A J R                  (7.14) 
( 1) ( 1)
0 0
k k
h h
jh Vω σ σ+ + ∇ ⋅ + ∇ = A .                                  (7.15) 
The discrete Fourier transform (DFT) is used to compute the coefficients of the Fourier 
series. For the impressed current, ihJ  can be calculated as 
1
0
0
1
( )
M
i i
s
s t
M
−
=
= ∆∑J J                                                              
21
0
2
( )        1,..., 1
M j hs
M
ih i
s
s t e h M
M
pi
−
−
=
= ∆ = −∑J J .          (7.16) 
The polarization term ( )khR  can be calculated similar to (7.16), but the transient values 
( ) ( )k s t∆R  need to be evaluated using the B-H characteristic and ( ) ( )k s t∆A , which comes 
from the summation of all the harmonic components.   
When combined with the FP method, the FETI-DP method is applied to speed up 
each nonlinear iteration step and therefore improves the overall efficiency of the whole 
simulation. When the total number of harmonics being considered is fN , one has to 
construct fN  independent subdomain systems, which are given by 
( )
( ) 0
s s s s s T
rr rc r r r
s T s s s
rc cc c c hh h h
A f
A f
λ       
= −       
      
K K B
K K
                           (7.17) 
where  
opt 0( ) ( )
s
s s s T s sTjh dVν ω σ
Ω
 = ∇× ⋅ ∇× + ⋅ ∫∫∫K N N N N                       (7.18) 
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 ( )
s s
s s s
ih hf dV dV
Ω Ω
= ⋅ − ∇× ⋅∫∫∫ ∫∫∫N J N R .                                      (7.19) 
To determine the convergence of the FP method, the Galerkin’s residual for each 
subdomain and each harmonic is defined as 
 
( )
( ) 0
s s s s s T
s rr rc r r r
h s T s s s
rc cc c c hh h h
A f
A f
λ       
= − +       
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K K B
G
K K
.                              (7.20) 
The total Galerkin’s residual for each harmonic can then be defined as 
 
2
1
sN
s
h h
s
G
=
= ∑ G .                                                                  (7.21) 
 
7.3 Numerical Examples 
In this section, three numerical examples are simulated to validate the proposed 
algorithm and demonstrate its performance and applications. The FP iteration is stopped 
when the Galerkin’s residuals of all harmonics are below 110− . Since higher-order 
harmonics often converge slower than lower-order ones and the total results are usually 
dominated by lower harmonics, the 110−  stopping criterion is good enough for providing 
a converged result. For comparison, the traditional finite element analysis without 
domain decomposition is also conducted and the total computation time is recorded. For 
the cases without domain decomposition, the entire linear system is solved in parallel by 
the PETSC package [53]. In particular, the GMRES solver and the Block Jacobi 
preconditioner are adopted, since they provide a relatively good parallel efficiency.   
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7.3.1 Modified TEAM Workshop Problem 10 
The first example is the modified TEAM Workshop problem 10. The geometry 
and the B-H characteristic of this problem are shown in Figs. 6.1 and 6.2. Instead of dc 
excitation, the race-track-shaped coil carries 50-Hz sinusoidal current. 
For the numerical simulation, the entire computational domain is meshed into 
844,536 tetrahedral elements. First-order hierarchical basis functions are used and the 
total number of unknowns is 835,420. The computational domain is automatically 
partitioned into 64 subdomains, each of which contains approximately 41.3  10×  
unknowns.  
To validate the accuracy and convergence of the proposed method, we extracted the 
time domain profiles of the magnetic flux density inside the upper steel plate (x = 62.9 
mm, y = 0.0 mm, z = 61.6 mm) for two different magnetomotive forces (MMFs). HB 
simulations with up to four frequencies (50, 150, 250, and 350 Hz) have been conducted. 
The results are shown in Fig. 7.1. As can be seen, the HB simulation is already converged. 
It can also be observed that when the excitation current increases, the steel plate is driven 
more and more into the saturation region, which increases the contribution of higher-
order harmonics. Figure 7.2 shows the spectra of the transient responses of the magnetic 
flux density depicted in Fig. 7.1. In Fig. 7.3, simulation results with different total 
numbers of harmonics are compared with each other. As can be seen, the HB simulation 
has converged when fN  is increased to seven. 
Next, we examine the parallel efficiency of the proposed method for solving this 
problem with up to four frequencies (50, 150, 250, and 350 Hz) and MMF equal to 1500 
A-turn. The FP iteration converges in 17 steps. The 64 subdomains are evenly distributed 
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to 4, 8, 16, 32, and 64 processors. The total computation times of the entire simulation are 
recorded and shown in Table 7.1. The total speedups are calculated based on Table 7.1 
and are compared with ideal linear speedups in Fig. 7.4. Here, the speedup is defined 
with respect to wall-clock time using four processors. For comparison, the traditional 
FEA without domain decomposition is also conducted. The linear system is solved in 
parallel with four processors using the PETSC package. The total computation time for 
solving the same problem is 10,378 seconds on the same computer. 
 
7.3.2 TEAM Workshop Problem 21-B 
The second example is an eddy-current problem called TEAM Workshop Problem 
21-B [54]. It is an engineering-oriented benchmarking problem for testing 
electromagnetic analysis algorithms, which aids the design and optimization of modern 
complex electromagnetic devices, such as HV power transformers and electric machines. 
The configuration of this problem is shown in Fig. 7.5. In this problem, there are two 
race-track-shaped coils carrying 50-Hz ac current of 3000 A-turns. The two coils have the 
same specification, in which the currents flowing in opposite directions. There is a 
magnetic steel plate placed close to the coils. The steel plate has a conductivity of 
66.484  10×  S/m and its B-H characteristic is shown in Fig. 7.6. Again, the continuous 
curve comes from the cubic splines interpolation. In order to model the saturated steel 
plate, the B-H characteristic curve is extrapolated when B  is greater than 1.85 T as 
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µ
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where 0µ  is the permeability of free space, and the constants a, b, c, and sM  are given by 
101.9538  10−− × , 51.9043  10−× , 1.5729 , and 2.0368 , respectively. 
To simulate this problem, the entire computational domain is meshed into 950,743 
tetrahedral elements, which provides totally 948,828 unknowns when first-order basis 
functions are used. The computational domain is automatically partitioned into 128 
subdomains. To validate the accuracy of the proposed method, we extract the simulated 
magnetic flux density (rms value) along a line (x = 5.76 mm, y = 0.0 mm) and compare it 
with measured data. As can be seen from Fig. 7.7, good agreement is achieved between 
simulation and measurement results.  
For the parallel efficiency test, we simulate this problem with up to 128 processors. 
The stopping criterion of the FP iteration is achieved in eight steps. The total computation 
times with different number of processors are recorded in Table 7.2. The total speedups 
with respect to the eight-processor case are plotted and compared with ideal linear 
speedups in Fig. 7.8. As can be seen, a good parallel efficiency has been achieved up to 
128 processors. 
 
7.3.3 Three-Phase Inductor Problem 
The third example being simulated is a three-phase inductor, shown in Fig. 7.9. This 
problem consists of an iron core and three windings, which are mounted on the three 
limbs of the core. The B-H characteristic of the iron core is shown in Fig. 7.10. The three 
windings carry three-phase ac currents with MMF equal to 50 A-turns. We extract the 
magnetic fluxes in the center limb when three phases are excited independently. The 
simulation results with up to the fifth and seventh harmonics are plotted in Fig. 7.11. As 
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can be seen, the magnetic iron core has been driven to saturation in all three cases. Figure 
7.12 shows the results with different total numbers of harmonics being considered. It is 
observed that the HB simulation converges when up to the seventh harmonic is included.  
For this simulation, the whole computational domain is partitioned into 226,125 
tetrahedral elements. In order to obtain better accuracy, second-order basis functions are 
used, which produce totally 1,125,474 DOFs. METIS is used to partition the 
computational domain into 128 subdomains, which leads to approximately 41.0  10×  
DOFs inside each subdomain. The parallel efficiency is tested by distributing this entire 
simulation into 8, 16, 32, 64, and 128 processors. The total computation times are 
recorded in Table 7.3. Figure 7.13 shows the total speedups computed with respect to the 
eight-processor case. For comparison, the traditional FEA without domain decomposition 
is also conducted. The linear system is solved in parallel with four processors using the 
PETSC package. The total computation time for solving the same problem is 42,228 
seconds on the same computer. 
To test the capability of the proposed algorithm, a very large-scale simulation of this 
three-phase inductor problem is conducted. The whole problem is meshed into 1,315,827 
tetrahedral elements. With third-order basis functions, the total number of DFSs is 18.3 
million. METIS is used to partition the computational domain into 882 subdomains and 
294 processors are used to conduct this simulation. HB simulations with up to three 
frequencies (50, 150, and 250 Hz) have been conducted. The FP iteration converges in 29 
steps and the average number of iterations for solving the interface problems is 
approximately 12 steps.  The total computation time of solving this very large-scale 
nonlinear dynamic problem is 42.56  10×  seconds, which is about seven hours.  During 
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the entire FP iteration, 85 linear systems in total have been solved, each of which having 
a dimension of 18.3 million.  The average time of solving one linear system is 299 
seconds.  
7.4 Summary 
In traditional TSFEA, many time steps may have to be marched on to provide the 
entire transient response and nonlinear iterations are required within each time step, 
which can be very time consuming for a 3-D problem. In contrast, the HB method, which 
solves the problem in the frequency domain, is likely to be more preferable to the TSFEA 
when only steady-state response is needed. To account for nonlinearity and saturation, the 
FP method is applied together with the polarization formulation. Since a constant 
reluctivity is assumed in the FP method, the coupling between different harmonics 
becomes zero, which leads to a decoupled FEA system and significantly reduces the 
computational complexity. 
In this chapter, the FETI-DP method is applied to further improve the efficiency of 
nonlinear dynamic simulations. To be specific, the FETI-DP method is applied for each 
harmonic and within each FP iteration. When parallel programming techniques are 
employed, the total computation time can be reduced significantly. The proposed method 
is validated by two benchmark problems and a practical three-phase inductor. Good 
parallel efficiency has been consistently achieved up to more than one hundred 
processors and significant speedup is attained compared with brute-force FEA 
simulations. 
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7.5 Figures and Tables 
 
Figure 7.1. Time domain profiles of the magnetic flux density inside the upper steel plate 
(x = 62.9 mm, y = 0.0 mm, z = 61.6 mm). 
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(a) 
 
(b) 
Figure 7.2. Specta of the magnetic flux density inside the upper steel plate. (a) MMF = 
800 A-t, 5fN = . (b) MMF = 2000 A-t, 7fN = . 
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Figure 7.3. Time domain profiles with different total numbers of harmonics. 
 
 
Figure 7.4. Parallel speedup with respect to the number of processors for TEAM 
Workshop Problem 10. 
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Figure 7.5. Geometry of TEAM Workshop Problem 21-B.  
 
Figure 7.6. B-H characteristics for TEAM Workshop Problem 21-B. 
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Figure 7.7. Flux distributions (x = 5.76 mm, y = 0.0 mm).  
 
 
Figure 7.8. Parallel speedup with respect to the number of processors for TEAM 
Workshop Problem 21-B. 
 
 Figure 7.9
 
Figure 7.10. B-H characteristics
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. Geometry of the three-phase inductor.  
 for the three-phase inductor problem
 
 
. 
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Figure 7.11. Time domain profiles of the total magnetic flux inside the center limb of the 
three-phase inductor. 
 
 
Figure 7.12. Simulation results with different total numbers of harmonics for the three-
phase inductor problem. 
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Figure 7.13. Parallel speedup with respect to the number of processors for the three-phase 
inductor problem. 
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Table 7.1. Total computation times for the modified TEAM Workshop Problem 10. 
Number of processors Total computation time (s) 
4 6358.2 
8 3513.3 
16 1926.6 
32 1172.4 
64 574.1 
 
Table 7.2. Total computation times for TEAM Workshop Problem 21-B. 
Number of processors Total computation time (s) 
8 1190.7 
16 597.7 
32 374.4 
64 187.6 
128 109.5 
 
Table 7.3. Total computation times for the three-phase inductor problem. 
Number of processors Total computation time (s) 
8 6488.1 
16 3422.3 
32 2170.1 
64 1251.8 
128 799.2 
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CHAPTER 8 
CONCLUSION 
In this research, an accurate, efficient, and stable domain decomposition method has 
been developed for enhancing 3-D finite-element analysis of electromechanical and 
electric machine simulations. Compared with other CAD methods in this area, the FEM 
exhibits excellent accuracy and modeling capability. As shown in the numerical 
examples, the proposed domain decomposition method perfectly maintains the great 
accuracy of the brute-force FEM. Moreover, by incorporating higher-order hierarchical 
basis functions, the accuracy of the simulation is further improved significantly. 
Through decomposing the original large-scale FEM system into subdomain systems, 
parallel computing techniques can be naturally applied to significantly improve the 
efficiency of the brute-force FEM. Furthermore, with the TCS method and the LU 
recombination method, the proposed domain decomposition method is shown to be 
immune to the low-frequency instability problem, which accompanies the conventional 
FEM. In addition, the Newton-Raphson method is proposed to be combined with the 
proposed domain decomposition method for modeling nonlinear and saturation effects 
in order to further extend its modeling capability. In this chapter, conclusions of the 
current research are drawn and possible future work is proposed. 
In Chapter 2, the FETI-DP method is introduced and its formulation is discussed in 
detail. As a nonoverlapping domain decomposition method, the FETI-DP method 
decomposes an original large-scale problem into smaller subdomain problems and 
distributes the subdomain data across processors, so that parallel computing schemes 
can then be employed to reduce the computation time significantly. In addition to a 
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global interface problem, the method also constructs a global coarse problem and 
employs a Dirichlet preconditioner to improve the convergence rate of the iterative 
solution of the interface system. 
To deal with the low-frequency breakdown problem, the TCS method is adopted and 
its implementation details are described in Chapter 3. In order to be combined with the 
FETI-DP method, the tree structure is constructed in a nested manner. A minimum 
spanning tree is constructed on the corner system, subdomain interfaces, and then within 
each subdomain. By eliminating the DOFs associated with the tree edges, the ill-
conditioned system matrices can be regularized and solved effectively. The proposed 
technique is applied to solve electromechanical devices with high permeability, 
conducting materials, and thin air gaps. Simulation results show good agreement with 
both measured data and brute-force finite-element calculations without domain 
decomposition. A good parallel efficiency has been achieved on a distributed-memory 
system up to hundreds of processors. A comprehensive scalability test is conducted and 
the results show that the proposed method is scalable with respect to the number of 
subdomains and the size of the problem. 
In order to further improve the accuracy of the simulation, higher-order hierarchical 
basis functions are adopted and discussed in Chapter 4. As shown by the numerical 
examples, higher-order basis functions provide significantly accurate results, since 
smooth functions can be approximated much more efficiently with higher-order 
polynomials. Furthermore, with higher-order basis functions, the computational 
complexity of generating the mesh is greatly reduced. The proposed method is applied 
to a magnetostatic iron core problem, an eddy-current problem, and a switched 
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reluctance motor problem. The FETI-DP results show good agreement with brute-force 
finite element and measurement results. Moreover, good parallel efficiency is achieved 
consistently up to more than one hundred processors. 
In Chapter 5, the LU recombination method is introduced to solve the low-frequency 
breakdown problem through regularizing the system matrix and improving its condition. 
Through identifying nearly zero diagonal values of the upper-triangular matrix, 
dependent DOFs can be determined easily and eliminated, and the condition of the 
system matrix is improved. Compared with the TCS method, the LU recombination 
method deals with matrices directly, and therefore it can be applied with different types 
and orders of basis functions more easily. A nested LU recombination scheme is used to 
regularize svvK , 
s
rrK , and ccK and maintain proper enforcement of the interface 
boundary conditions at the same time. The proposed algorithm is applied to solve eddy-
current, switched reluctance motor, and logging-while-drilling tool problems. Excellent 
accuracy and convergence have been achieved from middle frequencies down to DC. 
Combined with the LU recombination method, the FETI-DP method with higher-order 
basis functions is extended to be free of the low-frequency breakdown problem. 
Nonlinear and saturation effects exist in most electromechanical problems, because 
of the existence of ferromagnetic materials. In such a case, the relation between the 
magnitude of the magnetic flux density and the magnitude of the magnetic field 
intensity is nonlinear and the magnetic permeability is a function of the local magnetic 
fields which are unknown. In Chapter 6, the FETI-DP method is combined with the 
Newton-Raphson method to expand the capability and improve the efficiency of three-
dimensional FEA of nonlinear electromechanical problems. Since the Newton-Raphson 
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method linearizes the original nonlinear problem, the FETI-DP method can be applied 
within each iteration and reduces the total computation time through parallel computing 
techniques. Furthermore, with the FETI-DP method, linear and nonlinear subdomains 
can be treated separately, which further improves simulation efficiency and flexibility. 
Cubic splines and relaxation techniques are adopted to ensure stable and fast 
convergence of the Newton-Raphson method. Several numerical examples are presented 
to demonstrate the validity and performance of the proposed method. Simulation results 
show a high degree of agreement with either brute-force FEA results or measured data 
for both unsaturated and saturated cases. Stable and fast convergence was consistently 
achieved for Newton-Raphson iteration. With parallel computing techniques, the total 
computation time was reduced significantly and good parallel efficiency was achieved 
up to more than one hundred processors. The simulation efficiency was further 
improved by separating linear and nonlinear regions, and the results show that total 
computation time can be reduced further, especially for cases with a relatively small 
number of processors. 
When transient simulation involves ferromagnetic materials, the nonlinear B-H 
relationship may excite multiple frequency components in the final time domain results. 
To account for the multi-frequency effect, the harmonic balance method can be adopted. 
Compared with the TDFEM, the HB method solves the problems in the frequency 
domain, which avoids the computationally expensive time-marching process. To 
account for nonlinearity, the FP method is applied together with the polarization 
formulation. Since a constant reluctivity is assumed in the FP method, the coupling 
between different harmonics becomes zero, which leads to a decoupled FEA system and 
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significantly reduces the computational complexity. When ferromagnetic devices are 
heavily driven into the saturation state, more and more harmonics become non-
negligible and have to be included in the HB simulation. Consequently, the FEA system 
increases dramatically in size and becomes very time consuming to solve for a general 
(3-D) problem. In Chapter 7, the FETI-DP method is combined with the HB method and 
the FP method to speed up nonlinear dynamic simulation of 3-D electromagnetic 
problems. Specifically, the FETI-DP method is applied for each harmonic and within 
each FP iteration. When parallel programming techniques are employed, the total 
computation time can be reduced significantly. The proposed method is validated by two 
benchmark problems and a practical three-phase inductor. Good parallel efficiency has 
been consistently achieved up to more than one hundred processors and significant 
speedup is attained compared with brute-force FEA simulations. 
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APPENDIX 
THE MAXWELL STRESS TENSOR 
METHOD 
Since force and torque are of great importance for electric machine designs, it is 
necessary to compute them accurately and efficiently. Based on FEA field solutions, two 
approaches are commonly used to compute force and torque, namely the virtual work 
method (VWM) and the MST method [6]. Although the two approaches are equivalent in 
principle, the more direct MST method is adopted in this dissertation. In accordance with 
the MST method, the total force on an object is defined by 
ˆ( )
S
n ds= ⋅∫∫F T                                                   (A.1) 
where nˆ  is the outward unit vector normal to the surface S  and T  is the Maxwell stress 
tensor 
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Equation (A.1) can be extended easily to compute torque τ  as 
ˆ( )
S
n dsτ = × = × ⋅∫∫r F r T

                                           (A.3) 
where r  is the displacement vector. 
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