Abstract. Computational multi-scale methods capitalize on large separation between different time scales in a model to efficiently simulate its slow dynamics over long time intervals. For stochastic systems, the focus lies often on the statistics of the slowest dynamics and most methods rely on an approximate closed model for slow scale or a coupling strategy that alternates between the scales. Here, we analyse the efficiency of a micro-macro acceleration method that couples short bursts of stochastic path simulation with extrapolation of spatial averages forward in time. To have explicit derivations, we first elicit an amenable linear model that can accommodate multiple time scales. We show that the stability threshold on the extrapolation step, above which the simulation breaks down, is largely independent from the time-scale separation parameter of the linear model, which severely restricts the time step of direct path simulation. We make derivations and perform numerical experiments in the Gaussian setting, where only the evolution of mean and variance matters, and additionally analyse the asymptotics of non-Gaussian laws to indicate the scope of the method. Our results demonstrate that the micro-macro acceleration method increases the admissible time step for multi-scale systems beyond step sizes for which a direct time discretization becomes unstable.
Introduction
Models with multiple time scales abound in a large variety of domains: complex fluids, materials research, life sciences and bio-mechanics, to name a few [13, 16, 29, 35, 42] . At the same time, the design and analysis of efficient numerical methods for multi-scale stochastic differential equations (SDEs) remains challenging. While explicit schemes require excruciatingly small time steps, implicit schemes -though successful for stiff ordinary differential equations (ODEs) -may not yield the correct invariant distribution in the stochastic case [37] . Thus, dedicated computational multiscale methods for SDEs are required. An extensive body of work already exists, see [2, 17, 30] and references therein.
In [12] , we introduced a micro-macro acceleration method for the simulation of SDEs with a separation between the (fast) time scale of individual trajectories and the (slow) time scale of the macroscopic function of interest. The method couples the microscopic model, of which we have full knowledge, to a macroscopic level, described by a finite set of macroscopic state variables -averages over the microscopic distribution. To bypass the prohibitive cost of the direct Monte Carlo simulation, the method alternates between short bursts of microscopic path simulation and extrapolation of macroscopic states forward in time. After each extrapolation, a new microscopic state is obtained by matching the last available microscopic distribution with the extrapolated macroscopic state. The matching is an inference procedure that renders a minimal perturbation of a prior microscopic state (available just before the extrapolation) consistent with the extrapolated macroscopic state.
In this manuscript, we study asymptotic numerical stability of the micro-macro acceleration method -preservation of asymptotic qualitative behaviour of equilibria under time discretisation 1 -in terms of the extrapolation time step and the time-scale separation present in the system. Linear stability analysis constitutes a necessary part of analysis for any numerical scheme. Indeed, to be of computational interest, the micro-macro acceleration method should satisfy two basic properties: (i) it should converge to the full microscopic dynamics in an appropriate limit; and (ii) it should be more efficient than a full microscopic simulation. In [36] , convergence was analysed in a general setting, in the limit when the number of macroscopic state variables tends to infinity and both the microscopic and extrapolation time steps tend to zero. Here, we tackle item (ii). We do this for a simple linear test case so that we have explicit derivations at our disposal.
The main results of this work demonstrate that the micro-macro acceleration method increases the admissible time step for stiff systems well beyond step sizes for which a direct time discretization becomes unstable. In the models we analyse, the stiffness results from the presence of the fast and slow microscopic variables -evolving on vastly different time scales quantified by the eigenvalues of the associated linear operator. At the macroscopic level, we only extrapolate averages of the slow variables. We show that in this case, the extrapolation time step is only limited by the "slow" eigenvalues of the system. Therefore, the extrapolation time step is not artificially constrained by the "fast" eigenvalues, and can be determined purely based on accuracy considerations. ( We defer a precise definition of "slow" and "fast" eigenvalues to Section 4.2.)
Before proceeding to the technical content of this manuscript, we briefly review the complications that arise when analysing linear stability in the stochastic setting.
Linear stability of numerical methods. In deterministic numerical analysis, the study of linear stability of time-discretization methods focuses on the simple scalar linear test equatioṅ x = κx [24] . The results can be transferred to systems of linear ODEs by decoupling the system into a set of scalar (complex) test equations using spectral factorisation. One then considers the same linear scalar equation, in which κ runs over all eigenvalues of the linear system. To generalize the analysis to the asymptotic stability of nonlinear systems of ODEs, one linearizes around an equilibrium solution, leading to a vector linear equation. The validity of this last step relies on the Hartmann-Grobman or first approximation theorems, which bring the linear stability results back to the nonlinear problem [24, 46] .
Obtaining similar stability results for SDEs is highly non-trivial, for at least three reasons. First, the transfer of linear stability results to the nonlinear setting remains unjustified in the case of stochastic nonlinear systems; no rigorous results on the connection between nonlinear and linearised systems exist [8] . We do not address this issue in the present study and start from a linear test equation from the outset. Specifically, we study linear vector stochastic differential equations in R d with additive noise
in which W t is a standard d-dimensional Wiener process on [0, ∞) and the constant, nonrandom matrices A ∈ R d×d and B ∈ R d×d are called the drift and diffusion matrix, respectively. Second, the connection between the vector and scalar cases is not a straightforward extension of the deterministic case. In general, this connection can only be achieved under the assumption of simultaneous diagonalizability of matrices appearing in (1.1) [7] . In the context of slow-fast SDEs, this assumption turns out to be too restrictive, and we cannot reduce the problem to studying linear stability for a scalar complex equation, as in the deterministic case. Thus, an important issue we address in this paper concerns the definition of a suitable slow-fast vector test equation that allows studying linear stability of the micro-macro acceleration method.
Finally, both the choice of test equation and stability concept vary in the SDE literature [8] . Concerning the linear test equation, we face the alternative of SDEs with multiplicative or additive noise, which display different qualitative behaviour but both arise from a perturbation of the same underlying ODE. Regarding the stability concept in the stochastic setting, we distinguish between strong stability, which usually looks at the almost sure or mean square convergence of paths of the process to a suitable stationary solution, and weak stability, which investigates the convergence (e.g., in distribution) of laws of the process to an invariant measure of the SDE. Until now, research mostly focused on (both linear and non-linear) SDEs with multiplicative noise and strong stability of zero solutions of the discrete and continuous systems [1, 7, 11, 14, 21, 44, 45] . Also, several works investigating the weak stability of such systems exist [38, 47] . For the additive noise, the definition of the stationary solution requires the theory of random dynamical systems [8, 10, 14] .
In our study, we focus on the convergence of the (time-marginal) laws of (1.1) to its invariant distribution. We therefore choose the combination of additive noise and weak stability, incidentally the least represented in the literature so far, see [20, 43] . We consider the perturbation by additive noise in (1.1) since it leads to a non-degenerate Gaussian stationary distribution, as opposed to a Dirac mass in the multiplicative case. Moreover, the nature of the micro-macro acceleration method -which, by the presence of forward extrapolation of averages and the matching procedure, produces only weak approximations to the underlying SDE -motivates the choice of the weak stability concept.
Organization of the paper. In Section 2, we describe the micro-macro acceleration method with two matching procedures: one based on matching with the mean only, and a second one with both mean and variance. We also discuss the appropriate modifications when extrapolating the mean and variance of the slow variables only. In Section 3, we discuss the properties of linear vector SDEs with additive noise and introduce the stability concepts that will be considered throughout the manuscript. We then turn (in Section 4) to the specific case of slow-fast SDEs and introduce a block-diagonalisation to separate slow variables from fast ones. We study the linear stability of the micro-macro acceleration method for Gaussian initial conditions, analytically and numerically, in Section 5. Finally, in Section 6, we extend the stability analysis to a class of initial distributions having Gaussian tails. We consider the extrapolation of mean only, which allows us to use the properties of cumulant generating functions in our analysis.
Basic notation. Probability. By P d we denote the collection of all probability measures on
In particular, N µ,Σ ∈ P d stands for the normal distribution with vector mean µ and covariance matrix Σ. For any
are the mean and covariance operators of P , respectively. If X is a random vector distributed according to P , in short X ∼ P , we indicate by E[X] its vector mean and by V[X] its covariance matrix.
Matrices. We denote with R d×d the space of d × d real matrices. In what follows, we do not indicate matrix multiplication, i.e., the matrix product of M and M is simply M M . For 
T y equals their scalar product. We also use the symbol I to denote the identity matrix in
Accordingly to this decomposition, for y ∈ R ds and z ∈ R d f , we denote x = y ⊕ z ∈ R d the vector concatenation of y and z. In the remainder of the manuscript, we always place the indices related to the decomposition of R d in the superscripts of relevant symbols, for example P s indicates the set of all probability measures on R ds , reserving subscripts to indicate time and/or step number.
Code. For the numerical experiments, we used the Python 3 programming language (Python Software Foundation, https://www.python.org/). The code can be found at https://doi. org/10.5281/zenodo.1252983.
Micro-macro acceleration with Kullback-Leibler divergence matching
One time step of the micro-macro acceleration method consists of four stages: (i) microscopic simulation of the full stochastic system with a small batch of time steps of size δt; (ii) restriction, i. e., extraction of an estimate of the macroscopic time derivative, based on the simulation in the first stage; (iii) forward in time extrapolation of the macroscopic state; and (iv) matching of the last microscopic state from stage (i) with the extrapolated macroscopic state.
Matching is a crucial stage of the algorithm. In this stage, we aim to obtain, after extrapolation, a new probability distribution of the full system compatible with given macroscopic states. To address and regularize this inference problem, we concentrate on a strategy for matching that uses a prior distribution P ∈ P d , which comes from the last available microscopic state at the end of stage (i), and alters it to make it consistent with the extrapolated macroscopic state.
In this paper, we build upon the work in [12, 36] and obtain the matched distribution from the prior P by minimising the Kullback-Leibler divergence (also called logarithmic relative entropy)
= E Q ln dQ dP over all probability distributions Q absolutely continuous with respect to P and having correct (extrapolated) macroscopic state. The Kullback-Leibler divergence between two probability distributions is always non-negative (a consequence of Jensen's inequality), but it is not a metric on P d -it lacks the symmetry property and fails to satisfy the triangle inequality. Nevertheless, we can use it to quantify the proximity of two distributions P and Q. For instance, D provides an upper bound on the total variation distance d TV (Q, P ) .
For additional motivation for the use of the Kullback-Leibler divergence for matching, see [36] .
2.1. Matching with mean and variance via minimum Kullback-Leibler divergence.
In this manuscript, we are interested in two particular inference procedures to recover the microscopic distribution: one based on the mean only, and one based on both mean and variance. For a more general description of matching with an arbitrary number of moments, we refer to [12, 36] .
Matching with mean only. The first procedure is based on preserving the mean only and reads
where Π denotes the identity operator in R
d2
. The density of the matched distribution Q µ = M(µ, P ) with respect to the prior P is [12] 
where the log-partition function A(λ, P ) = ln E P exp(λ · Π) gives the normalizing constant in (2.3) and λ ∈ R d is a vector of Lagrange multipliers that satisfies
Note that the log-partition function A(λ, P ) for matching with mean only coincides with the value of the cumulant generating function (CGF) of P at λ. We explore this connection in Section 6 to study the propagation of non-Gaussian initial conditions. Here, let us only point out that A(λ, P ) is finite only when λ belongs to the domain of the CGF of P , and we can look for solutions to (2.4) only in this domain. We do not consider in the full generality the question whether Lagrange multipliers exist for any given prior P and mean µ. In Section 5, we work within a Gaussian framework, where we can solve (2.4) explicitly. In Section 6, we make additional assumption on the CGFs of priors that guarantee the solvability of (2.4).
Matching with mean and variance. The second procedure employs additionally the full covariance matrix and it reads
We introduce the vectors of Lagrange multipliers λ ∈ R d and Λ ∈ R d×d , and write the RadonNikodym derivative of the matched distribution
where
In this case, the log-partition function reads A(λ, Λ,
and the Lagrange multipliers (λ, Λ) satisfy
Note that, due to symmetry in Σ, the systems for the constraints and for the Lagrange multipliers are overdetermined. In fact, to obtain the Lagrange multipliers, we only need to solve d(d + 3)/2 non-linear equations. Similarly as for the matching with mean only, there arises a question whether we can find a solution to the above system for a given prior P and (µ, Σ). In our analysis and during numerical experiments, we employ (MEV) only with Gaussian priors, thus we can always find a solution provided the matrix Σ is non-negative definite.
2.2.
Combining matching and coarse-graining. The matching procedures introduced in the previous section use the first two moments of the full distribution. However, as we describe in Section 4, in the simulation of the multi-scale systems, we are usually interested in the evolution of d s slow variables. Therefore, it is reasonable to combine the micro-macro acceleration method with coarse-graining: employing only the moments related to the slow variables during extrapolation. The matching procedures from Section 2.1 can be easily modified to encompass this case. The only required change in the formulas amounts to replacing the identity Π on R d with the orthogonal projection Π s : R d → R ds onto the space of slow variables, and using the marginal mean µ s and marginal covariance Σ s in the constraints. Therefore, the matching with slow mean only reads
and the matching with mean and variance becomes 3 Now, we can easily see that we obtain the matching based on slow moments by (i) performing the full matching on the space of slow variables only with prior P s ; and (ii) multiplying the result with the conditional distribution P f |s (·|y) of the fast variables, given the slow ones. We detail this observation for (ME) s ; the case of (MEV) s follows similarly. To see (i), consider the log-partition function A(λ, P ), where λ ∈ R ds , related to (ME) s . Employing [15, Thm. 10.2.1], we compute
6)
3 The basic relation between these three probabilities is that for every measurable rectangle U ×V ⊆ R ds ⊕R
where A(λ, P s ) is the log-partition function of (ME) with d = d s . Therefore, the vector of Lagrange multipliers λ ∈ R ds of M(µ s , P ), the coarse-grained matching (ME) s , solves equivalently
so it corresponds to M(µ s , P s ), the full matching on the space R ds of slow variables. To see (ii), we start from the following observation: if Q = M(µ s , P ) ∈ P d and Q s = M(µ s , P s ) ∈ P s , we have the following identity
Formula (2.7) means that the marginal density (dQ/dP ) s equals dQ s /dP s and the conditional (dQ/dP ) f |s (·|y) is constant, equal to 1, for all y ∈ R ds . Thus, we can obtain the coarse-grained matching by performing the full matching on the space of slow variables R ds only, and reusing the conditional distributions of the prior P f |s (·|y). Let us also present the corresponding formulas for priors that are absolutely continuous with respect to the Lebesgue measure dx on R d . If the prior measure P has density p, that is P = p dx, the matching density reads
and, using (2.7), we can write
where q s is the density on R ds of M(µ s , P s ).
Algorithm formulation.
In this section, we describe in detail the micro-macro acceleration method. First, we present the time-discretized version, based on propagation of the laws of random variables, that we analyse in this manuscript. The extrapolation and matching stages utilize macroscopic states of slow variables on R ds , d s ≤ d. In particular, with d s = d we encompass the micro-macro acceleration on full state space. For implementation, it is necessary to discretize the probability distributions as well. We outline the Monte Carlo procedure, which we use in numerical experiments, in the second part of this Section.
Micro-macro time discretisation. Assume we have a distribution P ∆t n ∈ P d at time t n = n∆t. One time step ∆t of the micro-macro acceleration method advances P ∆t n to P ∆t n+1 using four stages.
Stage 1: Propagation of microscopic laws. As an inner integrator in the micro-macro acceleration method, we use the Euler-Maruyama scheme for equation (3.1) . For a fixed micro time step δt ∆t, we have 
Monte-Carlo simulation. For the discretisation in probability, we consider an initial distribution given as a random empirical measure
where X j n , j = 1, . . . , J, are i.i.d. replicas with associated weights w j n . In Stage 1, we freeze the weights and propagate each replica over the K steps of Euler-Maruyama method (2.9) obtaining X δt,j n,k , k = 1, . . . , K. These replicas are associated to the following empirical measures
In Stage 2, we compute the restriction operator R s of the empirical measures. For example, when restricting to the slow mean only, we find K vectors 
, where
In this fashion, we obtain, up to a given tolerance, the vector λ s,J n+1 of Lagrange multipliers with which, following (2.3), we evaluate weights
The matched empirical distribution reads
Remark 2.1 (On matching failure). We cannot guarantee that the Newton-Raphson iteration applied to (2.11) reaches desired tolerance, especially when, for efficiency, we limit the maximum number of iterations in the matching stage. Whenever the Newton-Raphson iteration does not converge within the prescribed number of iterations, we call this situation matching failure. The natural strategy to deal with matching failures during the Monte Carlo simulation of micromacro acceleration method is to use adaptive extrapolation time-stepping. In Section 5.2.2, we discuss the application of adaptive extrapolation time-stepping to the study of stability of micro-macro acceleration method.
Linear SDEs and stability concept
Having described the micro-macro acceleration algorithm, we are ready to specify the stability concept that we will investigate for systems of linear SDEs. Let us consider the standard d-dimensional Wiener process W t on [0, ∞) and constant, nonrandom matrices A ∈ R d×d and B ∈ R d×d , which we call the drift and diffusion matrix, respectively. We make a standing assumption that the initial random vector X 0 is independent of W and that B is symmetric positive definite. To make the formulas in later sections more concise, see Remark 3.1, we consider the following linear vector stochastic differential equation in R
where √ B is the symmetric positive definite square root of B [22, Thm. 7.2.6]. The positive definiteness of the diffusion matrix B ensures that the distribution of X t stays nondegenerate whenever this is the case for X 0 . 
where B ∈ R d×d and W t is a d -dimensional Brownian motion. To preserve nondegeneracy, it suffices to assume 4 that the rank of B equals d, yielding d ≤ d . When this is the case, the
has orthogonal rows, and we can decompose B = √ B C. Due to orthogonality, the process W t = C W t is a d-dimensional Wiener process, and plugging the decomposition of B into (3.2) brings us back to (3.1).
In this section, we first look into the asymptotics of the mean and variance of (3.1) (Section 3.1). We then look at the convergence of (3.1) to an invariant measure (Section 3.2) and the invariant measure of the micro-macro acceleration method (Section 3.3).
3.1. Asymptotics of mean and variance. For the linear stability analysis of the micromacro acceleration method, we are concerned with the asymptotics of trajectories in P d of equation (3.1) . Let us first look at the evolution of the first two moments -mean and variance -of the laws of stochastic dynamics. Applying the Itô rule, we can verify that the solution to (3.1) is an Ornstein-Uhlenbeck process, which for t > 0 reads [27, p. 354 
The integral on the right-hand side is the so-called Wiener integral. For each t > 0, it is a Gaussian random vector with mean 0 and variance
and Cor. 2.3.5]). Moreover, the independence of X 0 and W t , for each t ≥ 0, results in X 0 and the Wiener integral being independent as well. Using these facts we deduce from (3.3) that the vector mean m(t) . = E[X t ] and the covariance matrix V (t)
provided that X 0 has the first two moments finite. 4 More generally, the sufficient and necessary condition requires that the pair (A, B) is controllable, see [27, pp. 355-356] . Assuming controllability only, we may not always be able to reduce (3.2) to (3.1). However, as (3.1) serves as a convenient test equation for asymptotic stability, this discrepancy is of minor importance.
Formula (3.4) indicates that the boundedness of m(t) and V (t), as t goes to +∞, depends only on the spectrum Sp(A) of the drift matrix A. The limiting behaviour of the variance depends additionally on B. More precisely, under the assumption that all the eigenvalues of A have negative real parts, that is
converges, is positive definite, and it holds that
Using (3.7) we can already discuss the asymptotic behaviour of solutions to (3.1) for normally distributed initial conditions. Indeed, assuming that X 0 is a Gaussian vector, by independence, its sum with the Wiener integral is also normally distributed. Hence, the solution X t to (3.1) remains Gaussian for all t > 0. Since mean and variance uniquely define a Gaussian random vector, the relations in (3.7) indicate that X t converges to a N 0,V∞ distributed random vector. Employing the formula for the Kullback-Leibler divergence between two Gaussian vectors [33, p. 189] we get
and using (3.7), to pass to the limit, we see that the distribution of X t converges to N 0,V∞ in the Kullback-Leibler divergence. Moreover, the probability distribution N 0,V∞ itself stays invariant during the evolution of (3.1): if we take any X 0 ∼ N 0,V∞ and denote by P t the law of the solution X t to (3.1) initiated with X 0 , it holds P t = N 0,V∞ for all t > 0.
Convergence to the invariant distribution.
Here and in what follows, we look at the asymptotic stability as a property of the laws of time marginals; we require that these laws converge (with an appropriate notion of convergence for probability measures) to N 0,V∞ , as time goes to infinity. That is, whenever (3.5) holds and P t is the law of a solution X t of (3.1), we require that
This is the property against which we will test the numerical scheme described in Section 2.3, asking for conditions guaranteeing the same asymptotic behaviour of the laws generated by the micro-macro acceleration method. For now, let us formalise (3.8) for two different notions of convergence -weak convergence 5 and convergence in Kullback-Leibler divergence. For weak convergence, note that we can extend the analysis from Section 3.1 to higher moments of X t . In this way, we establish the following (see Appendix A): Theorem 3.2. Suppose that (3.5) holds and that the initial random vector X 0 has all moments finite. Then, P t converges weakly to N 0,V∞ .
We return to Theorem 3.2 in Section 6, where we use the properties of the cumulant generating functions to reproduce the weak convergence of the micro-macro acceleration scheme to N 0,V∞ , for a class of initial random variables strictly larger than Gaussian.
Second, by requiring that D(P 0 N 0,V∞ ) < +∞, where P 0 is the law of the initial random variable X 0 , we can obtain convergence in Kullback-Leibler divergence. The poof of the following theorem can be found in Appendix A. By Pinsker's inequality (2.2), Theorem 3.3 yields convergence in total variation distance d TV . Because P t is absolutely continuous with respect to N 0,V∞ for every t, convergence in d TV is equivalent to convergence in L 1 (R d , dN 0,V∞ ). Theorem 3.3 underlines the considerations in Section 5, where we initialise the micro-macro acceleration scheme with Gaussian random variables and establish the convergence of mean and variance of the numerical solution. Similarly as at the end of Section 3.1, convergence of the first two moments yields the convergence to invariant distribution in Kullback-Leibler divergence.
3.3. Invariant distribution of the micro-macro acceleration method. In this section, we demonstrate that the micro-macro acceleration method possesses the same invariant distribution as the underlying inner integrator (the Euler-Maruyama method): a centred Gaussian N 0,V δt ∞ with variance V δt ∞ that we compute below, which depends also on the micro time step. Having this invariant measure allows us to correctly formulate the numerical counterpart of asymptotic stability. Namely, whenever the microscopic time step δt is stable (see (3.10) below), we want to establish a condition on the macroscopic time step ∆t such that
where P ∆t n is the law generated by the micro-macro acceleration method. Let us first recall briefly the relevant properties of Euler-Maruyama scheme (2.9). To resolve the evolution of the first two moments of X δt k , note that the mean and variance at the kth step are
Therefore, the limits of (3.9) exist as k goes to +∞ whenever (3.10)
where we denote by D(z, r) the disk in the complex plane with center z and radius r. Equation (3.10) implies that, when δtκ ∈ D(−1, 1) for all κ ∈ Sp(A), we have
Analogously as in Section 3.1, we can infer that all Gaussian initial conditions remain Gaussian and are attracted under (2.9) to the normal distribution N 0,V δt 
is also an invariant measure of the micro-macro acceleration algorithm described in Section 2.3. In fact, assume that the initial distribution at time t n satisfies P 
Slow-fast linear SDEs with block-diagonal structure
In the present work, we focus on a particular subclass of linear SDEs (3.1) with a large gap in the spectrum of the drift matrix, Sp(A), see Section 4.1. In contrast to the deterministic case, the linear system (3.1) does not generally decouple into a number of independent complex SDEs, as a simultaneous diagonalisation of the matrices A and B in equation (3.1) is not normally possible for multiscale systems. In Section 4.2, we circumvent this problem by only performing a block diagonalisation of the drift matrix; a procedure that is always possible to adopt for equation (3.1) . In Section 4.3, we make a connection between this block-diagonalisation and the coarse-graining of Section 2.2.
4.1. Spectral properties of the drift matrix. We focus on a particular subclass of linear SDEs (3.1) for which the spectrum, denoted Sp(A), of the drift matrix A lies in the (open) left-half complex plane C − (see also the discussion in Section 3.1) and it decomposes into two pieces, according to a large gap between the real parts of eigenvalues. More precisely, we posit:
In what follows, we call elements of Ω s the slow eigenvalues of equation (3.1) and denote their cardinality by d s ; likewise, the d f fast eigenvalues are the members of Ω f . This terminology relates to the time scales present in system (3.1). To illustrate this relation, let us consider for a moment the deterministic part of (3.1) only,ẋ = Ax. The solution x(t) = e tA x(0) decays to zero as t goes to infinity, since all eigenvalues have negative real parts, and we discern d time scales of this decay that are quantified by e R(κ)t , where κ runs through all eigenvalues of A. Therefore, condition (4.1) implies that there are two vastly different decay rates of x(t), which we denominate slow and fast, corresponding to the gap in Sp(A). We can expect that these two different time scales prevail in the stochastic system, since (3.1) results from agitating the deterministic part with additive noise. We discuss in more detail the time scales present in the stochastic case in Appendix B.
With the decomposition of Sp(A) comes naturally the representation of the state space R d as the direct sum of a d s -and a d f -dimensional subspace, the invariant subspaces associated to the slow and fast eigenvalues, respectively. Accordingly, we will denote by y the d s -dimensional vector of slow variables and by z the d f -dimensional vector of fast variables.
Example 4.2 (Slow-fast systems). A simple example of a two-by-two system
with a 11 , a 12 , a 22 ∈ R and ε > 0. Here the drift and diffusion matrices read
The spectrum of the drift Sp(A) = {a 11 , a 22 /ε} resides in the left-half complex plane whenever a 11 , a 22 < 0. As ε → 0, when the system becomes slow-fast, we see that |a 22 /ε| |a 11 | and Sp(A) splits into two distant parts. This rupture does not interfere with the stability of the exact solution to equation (4.2) but, as described in Section 3.3, it has profound consequence on the stability of the Euler-Maruyama scheme as the system becomes more stiff (when ε tends to zero).
Slow-fast systems like equation (4.2) constitute an example of models with vast time-scale differences [17] . The feature (4.1) appears generally in multiscale systems where one couples macroscopic evolution equations to microscopic ones to increase the accuracy of description of a particular model [6] . From the computational perspective, this coupling produces stiff system of equations. According to this interpretation, equation (3.1) together with condition (4.1) constitutes a simple model for such a situation and we test the micro-macro procedure against its asymptotic behaviour.
Even though the effects of microscopic variables play an important role in obtaining sufficient accuracy of the simulation, the computational interest of the multiscale systems often lies in the macroscopic observables, i.e., the averages over the slow variables. The evolution of fast and slow variables proceeds on very different time scales, which makes the simulation a difficult task. To overcome this issue, the micro-macro acceleration method of Section 2.3 aims at breaking the time-step barrier for the slow variables.
4.2. Imposing block-diagonal structure on the drift. As we mentioned in the introduction, no connection between the scalar SDEs with additive noise and the linear stochastic system (3.1) generally exists. Only when matrices A and B are simultaneously diagonalisable can we decouple (3.1) into a number of independent complex SDEs with additive noise. However, simultaneous diagonalisation of drift and diffusion matrices never occurs in the context of multiscale models, compare with Example 4.2, and we cannot use this assumption (nevertheless, see [32] for the use of simultaneous diagonalisability in the case of multiplicative noise). Here, we only perform a block diagonalisation of the drift matrix instead; a procedure always possible to adopt for equation (3.1) . This procedure simplifies derivations, allowing us to obtain certain analytical results about the asymptotics of the micro-macro acceleration method.
By Assumption 4.1, we can find a non-singular matrix C ∈ R d×d , such that
The existence of C is based on the real Jordan canonical form, which gives the block diagonalisation into a number of full real Jordan blocks corresponding to either one real eigenvalue, or a pair of complex eigenvalues. By rearranging, we can always combine multiple Jordan blocks into a bigger block. In our case, we base the arrangement into blocks D s and D f on the division of the spectrum Sp(A) into the slow modes contained in Ω s and the fast ones contained in Ω f , respectively. By the Itô formula, the stochastic derivative of the process X t . = CX t , where X t solves (3.1), satisfies d X t = CAX t dt + C √ B dW t . As a result, X t is the solution to the following linear SDE
Remark 3.1) and W t is an orthogonal transformation of W t . Note that our standing assumptions still hold for (5.5) -the random variable CX 0 keeps being independent of the Wiener process W t and, since C √ B has full rank, the matrix B is positive definite [22, p. 440] . Moreover, the moments of X t and X t are connected through direct formulas involving the matrix C. In particular, we have E[ X t ] = CE[X t ] and V( X t ) = CV(X t )C T , so that the asymptotic relations (3.7) hold for (4.3) with limiting variance CV ∞ C T . Most importantly, however, the drift matrices of (3.1) and (4.3) have the same eigenvalues, thus the asymptotic stability of both SDE systems is equivalent.
Remark 4.3 (On issues with diagonalisation in the complex field). Employing complex linear transformation C ∈ C d×d , we could diagonalise the drift matrix A whenever it had a full set of eigenvectors. This procedure would tend to resemble the corresponding approach for linear stability of ODEs, which we discussed at the beginning of Section 4. However, applying complex transformations to the drift matrix of (3.1) yields a number of difficulties in the interpretation of the resulting complex linear SDE systems.
First 
, and consider the complex process W t = C W t , so that the transformed equation reads
The problem is that W t is not a Brownian motion, unless C is orthogonal. It is possible to diagonalise A with an orthogonal matrix only if A is symmetric in the first place. However, multiscale systems lack such symmetry property basically by their definition, see (4.2) for an example. More generally, also connecting the stability of real and complex linear equations remains problematic. The invariant distribution of a complex equation is the complex normal distribution whose density has the form
where ξ H is the complex (Hermitian) conjugate and H is a complex positive-definite matrix (see [3, Chapter 2] for more on the multivariate complex normal distribution). However, the transformation CN 0,V∞ , with non-singular C ∈ C d×d , of the real invariant normal distribution will generally follow a degenerate complex normal distribution. By using only block diagonalisation, and remaining in the real field, we bypass all these problems.
4.3.
Relation with coarse-graining. The main advantage of the SDE system (4.3), with block diagonal drift matrix, is that it allows an analytical stability analysis. Moreover, the block diagonal form sheds light on the connection between Assumption 4.1 and coarse-graining for multiscale models, which we now briefly explain.
By the Spectral Decomposition Theorem, there exist orthogonal projections
Decomposition (4.4) is within the framework of coarse-graining, where the coarse-graining operator is given by the projection Π s onto the slow variables. In this approach, one aims to approximate the evolution of the projected process Π s X t by building a closed Markov dynamics on Π s R d [19, Sect. 3] . In our case, we look only at the moments of the projected process Π s X t and the micro-macro acceleration method allows us to build the closure "on the fly" (for more details see Section 2.3). Since we use the block diagonal system (4.3), we introduce the notation x = y ⊕ z ∈ R d according to (4.4) , where y = Π s x ∈ R ds is the slow variable and z = Π f x ∈ R d f is the fast one.
Stability of micro-macro acceleration with Gaussian initial conditions
We are now ready to discuss the stability of the micro-macro acceleration method when starting from Gaussian initial conditions. In Section 5.1, we first discuss the matching itself. Afterwards, we look at a micro-macro acceleration algorithm that only extrapolates the mean (Section 5.2). Finally, we consider extrapolation of both mean and variance (Section 5.3).
5.1.
Matching a multivariate normal distribution with marginal mean. When we match a Gaussian prior with a new mean, the minimum Kullback-Leibler divergence matching produces a normal distribution with the same variance and the new mean swapped for the original one (see Appendix C, Corollary C.4). In this section, we extend this fact to the case of matching with a marginal mean -when we consider only a part of variables.
Let N µ,Σ be the normal distribution on
and positive-definite covariance matrix (in block form)
where Σ s , Σ f are the variance matrices of the marginal distributions, and C ∈ R ds×d f contains the cross-covariances between fast and slow variables. Here, we use the notation from Section 4, where d s stands for the number of slow variables (modes) and d f for the number of fast ones.
Consider the restriction operator R s that computes the s-marginal mean in R d , corresponding to the slow modes. That is, given a probability distribution P ∈ P d , the restriction evaluates
where Π s : R d → R ds is the orthogonal projection onto the slow variables, defined in Section 4.2.
Proposition 5.1. Let M be the minimum Kullback-Leibler divergence matching (ME) s associated to R s . Then, for any given s-marginal mean vector µ s ∈ R ds , it holds
Proof. Letting x = y ⊕ z ∈ R ds ⊕ R d f , we decompose the density of the normal distribution N µ,Σ into the product of the slow density and the conditional density as follows:
The conditional mean for the fast variable z (parametrised by the slow variable y) and the conditional variance read
Fix a new (slow) marginal mean µ s ∈ R ds . The considerations from Section 2.2, and formula (2.8) in particular, imply that we obtain the density of M(µ s , N µ,Σ ) by evaluating the density of M(µ s , N µ s ,Σ s ) and multiplying the result with the conditional density of the prior N µ,Σ . Since Π s is the identity on R ds , the matching M µ s , N µ s ,Σ s , which corresponds to (ME) with d = d s , yields the normal density with prior variance Σ s and new mean µ s (Corollary C.4). Therefore, we arrive at
By adding and subtracting C T (Σ s ) −1 µ s in the conditional mean (5.2) we get
and comparing with (5.2), we can interpret µ f |s (y) as the conditional mean of the vector
with the marginal variance Σ s . Accordingly, identity (5.3) represents the decomposition of the normal density on R d with mean µ and covariance Σ into its marginal and conditional distributions. From this, (5.1) follows.
Remark 5.2 (On independent modes). When the marginals of N µ,Σ are uncorrelated (C = 0), and thus independent, the matching results in a normal density with µ s substituted for µ s in the prior mean µ, that is
In this case, no correction to the (fast) marginal mean µ f is needed. However, this situation is uninteresting in the multiscale framework, where the slow and fast variables are always dependent. where (w 1 , . . . , w J ) is a vector of weights. The extension is straightforward but the computations become tedious. Nevertheless, since Gaussian mixtures are weakly dense in the space of all probability measures, such generalisation significantly extends the scope of aforementioned results. We do not pursue this track because, in Section 6, we study the stability of the micro-macro acceleration method with initial random variables having Gaussian tales, which encompasses Gaussian mixtures as well.
5.2.
Stability bounds for the extrapolation of the marginal mean.
Analytical result. Consider a linear SDE in
where B ∈ R d×d and
According to the discussion in Section 4.2, we do not lose generality in studying the asymptotic properties of the micro-macro acceleration method applied to (5.5) instead of to the general test equation (3.1). We also retain the validity of Assumption 4.1 with
Therefore, the block-diagonal form of D conforms to its spectral decomposition into slow and fast modes.
We use the forward Euler extrapolation (2.10) of the marginal mean in R ds , based on one Euler-Maruyama step of size δt (thus K = 1), to propagate it over a time interval of size ∆t. We initialize with the normal distribution N µ0,Σ0 . Since both the microscopic scheme and extrapolation/matching preserve the Gaussianity of the initial distribution, we focus on the evolution of the mean and variance only. In the following theorem, ρ(•) denotes the spectral radius of a matrix -the largest absolute value of its eigenvalues.
Theorem 5.4. When applying the micro-macro acceleration method to the linear SDE (5.5) with block-diagonal structure (5.6), the mean µ n and covariance Σ n of the resulting Gaussian law at nth step satisfy f , and thus the stiff bound acts on the micro step δt only, whereas the extrapolation step ∆t experiences a much milder restriction. (b) Moreover, the stability bound for the extrapolation scheme coincides with the stability threshold of the macroscopic closure for the slow mean. Indeed, the closed ODE for the slow mean of (5.5), according to (3.4), readṡ
and the stability bound for the Euler scheme applied to this equation is ∆t 1/ρ s . (c) Note also that the bias in variance, always present when discretising in time, depends only on δt. Therefore, by extrapolating the (slow) marginal mean over ∆t, we do not introduce additional bias on top of the one due to the Euler-Maruyama scheme, see (3.11). We observe this property numerically in Section 5.2.2 and compare with the extrapolation of (slow) marginal mean and variance in Section 5.3. (d) As we already mentioned, the asymptotic behaviour of mean and variance depends only on the spectral properties of matrix D. Hence, the conclusion of Theorem 5.4 stays valid for any other drift matrix A with the same spectrum as D, see the discussion in Section 4.2.
Proof. Let us fix n ≥ 0 and let N µn,Σn be the law at time t n . We apply only one time step of the inner Euler-Maruyama scheme (2.9), thus the mean and variance of the prior are µ n,1 = (I + δtD)µ n ,
Moreover, since we restrict with the (slow) marginal mean only, the extrapolation formula (2.10) becomes
(5.8)
According to Proposition 5.1, matching the extrapolated (slow) marginal mean µ s n+1 with the prior N µn,1,Σn,1 produces the normal distribution N µn+1,Σn+1 with covariance matrix Σ n+1 = Σ n,1 and vector mean
As a result, as long as the microscopic method remains stable, the covariance matrix Σ n of the method stays bounded and converges to V δt ∞ when n grows to infinity. For the EulerMaruyama scheme, this is guaranteed by the inequality ρ(I+δtD) < 1. Therefore, the bias in the asymptotic variance of the micro-macro acceleration method depends only on the microscopic time step δt, as the extrapolation time ∆t does not enter in the microscopic simulation.
For the mean, note first that
because D n is block lower-triangular. Since the spectrum of the matrix I + D n does not depend on the current step, the recurrence (5.9) is stable (that is lim n→∞ µ n = 0) when
This shows that the asymptotic stability of the mean prevails, regardless of the spectral gap, for ∆t and δt satisfying assumption (5.7).
Numerical illustration.
We complement and extend Section 5.2.1 with numerical experiments in which the extrapolation time step ∆t crosses its stability bound. First, we show that the presence of matching failures, see Remark 2.1, indicates, even before blow-up, that the extrapolation time step lies beyond the stability threshold. Second, using matching failures as stability criterion, we explore the (δt, ∆t)-parameter space against the stability of micro-macro acceleration method. We do this for two linear systems having the same drift spectrum: one with diagonal drift matrix, which falls within the scope of Theorem 5.4, and the other one with slow-fast structure, which displays more intricate behaviour. Third, we discuss an adaptive extrapolation time-stepping strategy based on matching failures that allows to perform the micro-macro accelerations when the exact stability threshold remains unknown. As our first model, we consider the linear system with diagonal drift matrix The coefficients in (5.11) correspond to the slow-fast equation (4.2) with parameters a 11 = −1, a 12 = 1, a 22 = −1 and ε = 1/10, see also Example (4.2). The systems (5.11) and (5.10) only differ by the coordinate transform that ensures the block-diagonalisation. In both systems, the spectrum of drift equals {κ s = −1, κ f = −10} and thus the stability bound on the micro time step δt is 2/|κ f | = 0.2. In the numerical experiments, we perform the micro-macro acceleration with extrapolation of the slow mean, as described in Section 2.3. We always use one micro time step δt for inner Euler-Maryuama integrator, thus setting K = 1. For the Monte Carlo simulation, described t = 1. Detecting instability with matching failures. In a first experiment, we look at the slow marginal of drift-diagonal system (5.10) at final time T = 210 obtained for a range of macro time steps ∆t that goes beyond the stability bound ∆t * = 2, which results from Theorem 5.4. To asses the accuracy, or lack thereof, we compare this slow marginals to the slow marginal of the invariant distribution of the micro-macro acceleration method for system (5.10). The full invariant distribution is Gaussian with mean 0 and variance V δt ∞ (which we approximate computing a partial sum of (3.11)), corresponding to the inner Euler-Maruyama scheme with time step δt, see Section 3.3. Thus, the slow marginal of invariant distribution is also normally distributed with zero mean and variance V s,δt ∞ given by the top left entry of V δt ∞ . Since we use a fixed extrapolation step ∆t − δt, with the micro time step δt set to 0.09, we cannot guarantee, especially for ∆t beyond stability bound, that the Newton-Raphson procedure for the matching converges with a given tolerance within a fixed number of iterations, see remark 2.1. In this experiment, we set the maximum number of iterations to 50, to give Newton-Raphson procedure enough time to converge. When we still do not reach the given tolerance, we set the weights using the last available Lagrange multipliers. Hence, throughout this experiment we proceed with the simulation even if the weights obtained after matching are incorrect. We call this situation matching failure and record the number of times it happened during the simulation. For macroscopic time steps below ∆t = 2 we never encountered matching failures.
In Figure 1 , we plot histogram densities resulting from the micro-macro acceleration method and compare them with the contour of the invariant distribution. Below ∆t = 2 the histogram density aligns well with this contour; we also do not record any matching failures. After crossing the threshold ∆t = 2, we encounter matching failures and the resulting histogram density fails to correspond to the contour any more. Figure 2 . The (δt, ∆t)-parameter space classified according to the stability (blue dots) or instability (orange stars) of the micro-macro acceleration method for two linear systems with the same drift spectrum. For drift-diagonal system (5.10) (left figure), the result agree with the conclusion of Theorem 5.4: the macroscopic stability threshold (solid black line) stays independent of micro time step δt and equals 2. In the case of slow-fast system (5.11) (right figure), the stability of extrapolation decreases as δt approaches microscopic stability threshold 0.2. Around δt = 0.1, where the macroscopic stability threshold plunges below 2, we can approximate the borderline with the solutions of ρ(I + A(δt, ∆t)) = 1 (solid black line), see text.
Comparing stability bounds for drift-diagonal and slow-fast systems. In a second experiment, using matching failures as benchmark, we compare the stability of the two systems (5.11) and (5.10) as a function of combined micro δt and macro ∆t time steps. The effect of the coordinate transform that gives (5.10) its block-diagonal structure, is that the extrapolated slow variable in both systems is different.
We perform micro-macro simulations as in the previous test for a number of grid points (δt, ∆t) in the rectangle [0, 0.2] × [0.2, 2.3]. For the micro time step δt, we choose a range of values below the stability threshold δt = 0.2, so we always keep inner integrator stable. For the range of macro time steps ∆t, the smallest chosen value corresponds to ∆t = δt, i.e., no extrapolation, and the largest chosen value goes beyond the stability threshold ∆t * = 2 from Theorem 5.4. We classify every grid point either as unstable (orange stars), when at least one matching failure occurred during the simulation, or stable (blue dots), when no failures took place up to the final time T = 210. We present the results in Figure 2 .
First, we verify once more that detecting matching failures provides a good criterion to quickly test the stability of micro-macro simulation. The classification of grid points in the left figure, which indicates stability of drift-diagonal system (5.10), aligns with the conclusion of Theorem 5.4. The splitting of the slow and fast variables in the drift matrix corresponds to the splitting of stability thresholds for the micro and macro time steps. Second, the micro and macro stability bounds cease to be independent for the slow-fast system (5.11) without block-diagonal structure. We can see in the right figure that simulations become unstable for smaller extrapolation steps when the micro time step δt tends to its stability threshold.
The dependence of macroscopic stability threshold on δt results from the influence of fast modes on the extrapolated slow mean. To see this, note that when using matrix A from (5.11) instead of matrix D from (5.10) the matrix D n in (5.9) becomes A n (δt, ∆t) = −∆t ∆t − δt
Therefore, the matrix ceases to be lower-triangular, and its spectrum depends on the values of the covariance C n and slow-variance Σ s n at each step of the micro-macro acceleration procedure (through the left bottom entry of A n ).
It is difficult to analyse the stability of I + A n , because we cannot evaluate the joint spectral radius. However, we can gain some insight by assuming that the variance matrix Σ n is close to
, we can focus on the matrix
which is independent on the current step. Plotting the values of (δt, ∆t) where the spectral radius of I + A(δt, ∆t) equals 1 we obtain the solid black lines in Figure 2 . We can see that on the right figure this line agrees well with the results of simulation for small and moderate values of δt; for micro time steps close to the stability threshold of Euler-Maryuama scheme, the line deviates from the results of simulation. We can attribute this inconsistency to the fact that for large δt the values of Σ n oscillate more around the equilibrium, invalidating our assumption. Nevertheless, the line remains accurate around the values of δt = 0.1 where it plunges below 2 -the macroscopic stability threshold of the slow part only. We can characterise the point δt = 0.1 on the right figure as the value for which C δt ∞ = 0. To see this, note that when R(δt) = 0 the matrix A(δt, ∆t) becomes upper-triangular and its spectral radius stays below 1 for all ∆t smaller than 2. The regression coefficient vanishes only when C δt ∞ = 0. To conclude, the analysis of system (5.11) suggests that the macro stability threshold for the micro-macro acceleration method stays independent on the time-scale separation present in the slow-fast system when we keep the micro time step δt below the value for which C δt ∞ = 0. Adding adaptive time-stepping. In a third experiment, we investigate the influence of crossing stability bound on an adaptive strategy for the extrapolation time step. The adaptive strategy reduces the extrapolation time step by a half when the Newton-Raphson procedure for the matching does not reach the desired tolerance within 5 iterations. Whenever it converges, we enlarge the proposed extrapolation length, by a factor 1.2, for the next step of micro-macro algorithm. The actual ∆t is always kept within the interval [δt, ∆t max ]. For the simulation we use the same parameters as in the first experiment and we apply the micro-macro acceleration method to slow-fast system (5.11).
In Figure 3 , we plot the resulting evolution of slow mean and slow standard deviation together with basic statistics of time steps produced during the simulation over [0, T ]. We see that the adaptive strategy reduces ∆t when ∆t max crosses 2, but not when it stays below 2: activation of adaptive time-stepping indicates the crossing of stability threshold. Moreover, the further ∆t max exceeds the stability threshold, the more often the adaptive strategy is invoked. Therefore, we can safely assume that this adaptive time-stepping procedure works in situations where the stability threshold remains unknown (or changes as a function of time). We can also see that on average ∆t stays above the stability bound sometimes giving a good approximation to the invariant density of the EM scheme. The values of the standard deviation indicate that ∆t drops below 2 from time to time.
Stability bounds for the extrapolation of marginal mean and variance.
Kronecker's symbols. To study stability of the micro-macro acceleration method when extrapolating both mean and variance, we derive recurrence relations for the variance that are based on Kronecker products and sums [23] . For two matrices M, M ∈ R d×d , we define their Kronecker product, denoted M ⊗ M , as a linear operator on R d×d such that
where the lower dot '.' indicates the application of an operator on a matrix, to visually distinguish it from the matrix multiplication. In what follows, we also employ the Kronecker sum defined as M ⊕ M = M ⊗ I + I ⊗ M . The spectrum of the Kronecker product and sum operators is the spectrum of the underlying matrices in R Figure 3 . The evolution of slow mean (solid blue) and slow standard deviation (dashed orange) of the micro-macro acceleration method with adaptive extrapolation strategy of the slow mean. The adaptive time-stepping activates when the maximal value of extrapolation step ∆t max is set above the stability threshold (equal to 2). We can see adaptivity by measuring the average extrapolation time step ∆t avg over [0, T ] which becomes smaller than the maximal value ∆t max . Even though ∆t avg can be larger than the stability threshold, the actual time steps drop occasionally below 2, as their standard deviation
variance, and covariance matrix as well. These relations incorporate the influence of matching on fast moments and are based on an appropriate modification of Proposition 5.1. 6 We do not present this derivation due to the complexity of the resulting formulas. Instead, we find it more insightful to focus on the slow moments only and supplement the analysis with the numerical illustration From (5.8), we already know that the forward Euler extrapolation of the mean results in
s n goes to zero as n increases, which corresponds to the behaviour of the slow mean in Section 5.2.
After applying one step of the EM scheme, the (slow) marginal variance reads
Forward Euler extrapolation gives
The preceding recursion shows that the asymptotic behaviour (as n increases) of Σ s n depends on the spectrum of L s ⊗s δt
Before investigating this spectrum, we note 6 Stating that the matching of a prior N µ,Σ with a slow mean µ s and a slow variance Σ s results in the normal distribution with the fast mean
that, whenever Sp(∆tL 
Disregarding the perturbation by D s ⊗D s for a moment, we see that the asymptotic stability of the (slow) marginal variance is related to requiring Sp(∆tD , 1) , which, by the form of the spectrum of Kronecker's sum, reads Sp(∆tD s ) ⊂ D(−1/2, 1/2). Note that D(−1/2, 1/2) equals the Euler stability region of the linear system of ODEṡ m
for the evolution of slow mean and variance. Thus, the stability bound on the leading part of ∆tL s ⊗s δt coincides with the bound of the Euler method for the moment closure with time step ∆t.
To estimate the influence of the perturbation, we employ the Bauer-Fike theorem [22, Thm. 6.3.2] that, for any κ ∈ Sp(L s ⊗s δt ), gives an estimate min
where K 2 (S) is the condition number, with respect to the spectral norm, of the similarity matrix S between D s ⊕ D s and its diagonal form. The estimate worsens for a very large condition number K 2 (S), which can be the case when eigenvectors of D s ⊕ D s are nearly linearly dependent. Assuming that this is not the case, the Bauer-Fike theorem ensures that all eigenvalues of L s ⊗s δt are contained within disks centred around eigenvalues of D s ⊕ D s and having radius Cδt ∆t. Therefore, to guarantee the stability of the extrapolated (slow) marginal variance, it suffices to bring all these disks inside D(−1/2, 1/2). This is achieved whenever ∆t is such that Sp(∆tD s ) ⊂ D(−1/2, 1/2 − Cδt). According to this property, we can refer to the deflated disk D(−1/2, 1/2 − Cδt) as a sufficient stability region of micro-macro acceleration algorithm with extrapolation of (slow) marginal mean and variance.
In the numerical practice, as the value of Cδt is small compared to ∆t, one should choose a sufficient stability region as a target for the slow eigenvalues. Nevertheless, in a particular case of D s , such as we encounter in Section 5.3.2, the location of the eigenvalues of L s ⊗s δt within the disks can be more advantageous. In the most extreme situation, it may be enough to bring the centres of disks only within a Cδt-neighbourhood of D(−1/2, 1/2). This means that the stability of micro-macro acceleration method actually improves on the stability of deterministic closed ODEs for mean and variance, and we can refer to the inflated disk D(−1/2, 1/2 + Cδt) as necessary stability region. We summarise the relations between the different stability regions in . The value of a 11 is negative, to comply with Assumption 4.1, and we can read explicitly the structure of perturbation in L s ⊗s δt . The Kronecker's sum equals to 2a 11 and the product is a Figure 4 . The necessary stability region for extrapolation of the slow variance (union of orange disk and green ring) lies mostly in the stability region for the extrapolation of the slow mean (interior of solid circle) but can exceed the stability region for variance closure (interior of dashed circle). The innermost orange disk represents the region where the stability is guaranteed by the Bauer-Fike theorem, whilst for slow modes in the green ring the stability hinges on the particular perturbation. mode 2a 11 . Therefore, the stability bound for the extrapolation time step ∆t increases and reads
Moreover, within this bound, the asymptotic (slow) variance equals −1/(2a 11 + δta 2 11 ). For numerical illustration, we take the drift and diffusion matrices as in (5.11). The stability threshold for the extrapolation of slow mean and variance equals 2/1.9 ≈ 1.05. We test this threshold by performing the micro-macro simulation as described in Section 5.2.2, but with extrapolation of slow mean and variance. We use the adaptive time-stepping strategy and look at the statistics of actual time step to locate the threshold. In Figure 5 we plot the distances (in the Frobenius norm) of the vector mean µ and variance matrix Σ of the micro-macro acceleration method to the mean and variance of the invariant distribution of the inner Euler-Maruyama scheme, equal to 0 and V δt ∞ respectively. The results are similar to the results for the extrapolation of mean only: we see that adaptive strategy activates only after crossing 1.05, which indicates instability as predicted by analytical considerations. In this case, the instabilities arise only in the evolution of variance, since the time steps considered in the experiments are well below stability threshold, equal to 2, for the extrapolation of the slow mean. Additionally, for stable extrapolation times, the distances between first two moments of micro-macro acceleration method and invariant Gaussian distribution become small quickly. Since the intermediate distributions of the method are also Gaussian, the agreement between first two moments indicates that this distributions converge, as time grows to infinity, to the invariant normal distribution N 0,V δt ∞ in Kullback-Leibler divergence, as was the case in Section 5.2.1.
Stability of the micro-macro acceleration with extrapolation of the (slow) marginal mean and initial conditions having Gaussian tales
In Section 5 we restrict our consideration to Gaussian initial conditions, which yield Gaussian solutions to (1.1) and the micro-macro acceleration method. Here, we go beyond the Gaussian case when extrapolating the slow mean only and work within a class of probability measures that have Gaussian tales. The main result of this section, Theorem 6.7, follows along with , where µ is the vector mean and Σ the variance matrix of the micro-macro acceleration method with adaptive extrapolation strategy of the slow mean and variance. The adaptive time-stepping activates after the maximal extrapolation time step ∆t max crosses the theoretical value equal to 2/1.9 ≈ 1.05 (two bottom figures). The simulation is stable below this threshold, even though we crossed the deterministic stability bound equal to 1 (two upper figures). Moreover, in the stable regime, both norms quickly become small, which indicates the convergence of full distributions to the invariant Gaussian density N 0,V δt ∞ . weak convergence only, but also partly stronger than Theorem 5.4, because we consider a larger class of initial probability distributions.
To establish the weak convergence, we explore the properties of cumulant generating functions (CGFs) to produce a convenient recursion formula for the laws generated by the method. Definition 6.1. For any probability distribution P ∈ P d , we define the cumulant generating
where Π is the identity on R d , and its effective domain as
When X ∼ P we also write K X instead of K P , and Θ X instead of Θ P . We summarize the basic properties of CGFs in Appendix C.
6.1. Micro-macro step in terms of the cumulant generating function. To effectively use the CGFs to describe the micro-macro acceleration procedure, we assume that for the initial random variable X 0 it holds Θ 0 . = Θ X0 = R d . In view of Proposition C.3, the CGF of matched distribution results from shifting and translating the CGF of the prior based on the current value of Lagrange multipliers. Having priors with full effective domain removes the issue of falling outside the effective domain while shifting CGF -a clear sign that the matching is impossible.
). Let us fix θ ∈ R d and r > 0. According to the Chernoff's bound [9, p. 392], we have
for all s ≥ 0. From Proposition C.2(iii), applied with l = 1 and M = θ T , we have K θ·X0 (s) = K X0 (sθ). Thus, taking logarithms on both sides of (6.1), we can equivalently write
where we denote K 0 = K X0 . Since K 0 (sθ) is finite for all s ≥ 0, dividing by r and taking the limit gives
Therefore, because s can be arbitrarily large, the log-tail function of θ · X 0 is superlinear at +∞. The same holds at −∞ by repeating the argument for P(θ · X 0 ≤ −r).
To simplify the notation, we use only one micro step for each extrapolation in the micro-macro acceleration procedure from Section 2.3. In the Proposition below, we consider micro-macro acceleration method as applied to test equation (3.1), where we do not block diagonalise the drift.
Proposition 6.4. Let n ≥ 1 and assume that for a random variable X n−1 with cumulant generating function K Xn−1 = K n−1 we have Θ n−1 = R d . Then, if X n is obtained from the micro-macro procedure with extrapolation of the (slow) s-marginal mean (as described in Section 2.3, with K = 1), its CGF K n = K Xn has effective domain Θ n = R d and satisfies
where λ s n is a vector of Lagrange multipliers. Proof. According to Section 2.3, the law of X n is given by M(µ 
where λ s n is the Lagrange multiplier associated to the extrapolated marginal mean µ s n . In the current notation, the recursive formula (2.9) reads
Because X n−1 and δW n,1 are independent, from Proposition C.2(v) we obtain
Bθ and using Proposition C.2(iii) we obtain (6.4)
Combining (6.3) with (6.4) results in (6.2). Since the effective domain of X n−1 was equal to R d , the right-hand side of (6.2) is finite for all θ. This implies Θ n = R d .
6.2.
Convergence to the equilibrium with stable mean extrapolation. The basic result of this section depends on the following property of the initial random variable for the micromacro acceleration method. Recall from Proposition C.2(iv) that the cumulant generating function is always analytic on the interior of its effective domain.
Assumption 6.5. The CGF K 0 , of an initial random variable X 0 , has full effective domain (Θ 0 = R d ), all derivatives of order at least 2 bounded, and for every θ ∈ R d it satisfies
where (2) j = j−1 i=0 (2 − i) denotes the falling factorial and w : R d → (0, +∞) is continuous and homogeneous of order 2.
Theorem 6.7. Suppose that Assumption 6.5 holds for an initial random variable X 0 , that ρ(I + δtA) < 1, and that the mean µ n of random variables X n obtained from the micro-macro acceleration method is stable, that is lim n→+∞ µ n = 0. Then, the laws of X n converge weakly to N 0,V δt ∞ .
The assumption on the stability of the mean µ n is closely related to the condition that ∆tκ ∈ D(−1, 1) for all slow modes κ of the drift matrix A (compare with Remark 5.5(a)). Such a condition guarantees that the slow marginal mean µ s satisfies lim n→+∞ µ s n = 0. The behaviour of fast marginal µ f n is influenced at each step by both extrapolation over ∆t and the matching. In the non-Gaussian setting, we can only say that this influence is encoded in the nonlinear procedure to obtain Lagrange multipliers λ n . Having no explicit formulas for the multipliers, see also the discussion following (6.9) below, we work under the stability of the full mean assumption, which should be easy to establish in the particular cases.
Proof. First note that differentiating identity (6.2) produces
One could obtain the closed-form solution to these recurrence relations, as well as for K n , but it does not allow to pass to the limit as n → ∞. This is due to the presence of expressions with the Lagrange multipliers λ s n in the argument of ∇K n and an additional summand in (6.9). These multipliers exist for all n, a consequence of Θ n = R d , but we do not have any a priori estimates on them that would allow to control the limits of the closed-form solutions as n → ∞. Therefore, our strategy in proving the convergence is to look at the recurrences for the tails of ∇K n , which do not contain λ s n any more, and for the higher order derivatives, which do not contain any additional summands.
First, we show by induction that for all θ ∈ R d the function ∇K n (rθ) · θ is asymptotically linear as r → +∞ and find the corresponding constants. Indeed, let us suppose that this is true for ∇K n−1 (rθ) · θ with constant 2w n−1 (θ). Note that Assumption 6.5 and formula (6.7) guarantee that this holds for K 0 . The recursive relation (6.9) for ∇K n gives
Note that the boundedness of ∇ 2 K 0 propagates, due to (6.9), throughout the whole sequence ∇ 2 K n . Therefore, from the inductive hypothesis and Lemma 6.6, the limit as r → +∞ on the right hand side exists and is equal to 2w n−1 (I + δtA T )θ + δtθ T Bθ. Denoting by 2w n (θ) the limit of the left hand side, we have the following recursion
By back-substituting we obtain (6.10)
Since the micro time step δt is stable, we can now take the limit as n → ∞ on the right-hand side of (6.10). In consequence, we know that the pointwise limit
exists and by (3.11) it results in the following expression for the limiting function
For any j ≥ 3 and θ ∈ R d , we treat the jth order derivative
where the supremum is taken over all θ i = 0. We also denote (6.9) shows that the higher order derivatives satisfy
and by back-substituting
Assumption 6.5 ensures that D j K 0 is bounded on R d for all j ≥ 3, so from (6.12) we can estimate
which demonstrates that D j K n converges uniformly to zero as n → +∞. In particular, via the fundamental theorem of calculus and the asymptotic property (6.8) of the Hessian, we can write for a fixed
and, by the uniform convergence, swap the integration with the limit as n → +∞ to obtain
where we also used (6.11). Moreover, employing Taylor expansion to the Hessian, see Proposition C.2(iv), we can write
All the derivatives D j K n (0), j ≥ 3, converge to 0 as n goes to +∞, thus (6.13) and (6.14), because they are valid for any θ ∈ R d , imply that ∇ 2 K n (0) converges to V δt ∞ . In conclusion, since ∇K n (0) = µ n converges to 0 as n → +∞, ∇ 2 K n (0) converges to V δt ∞ , and all higher order derivatives to 0, we obtain the following limiting sequence of cumulants Whenever at least one component of e tA X 0 is present in a summand of the binomial sum, it brings the corresponding summand to zero as t goes to infinity, a consequence of (3.5). Therefore, after passing to the limit on both sides, we end up with T du, thus all higher-order moments are either zero, when |α| is odd, or a function of this variance F α (V t ), when |α| is even (Isserlis' theorem [25] ). In the latter case, taking the limit as t goes to infinity, implies that E[X α t ] converges to F α (V ∞ ). Since the sequence of its moments uniquely determine the normal distribution, the Frechét-Shohat theorem [4, p. 307 ] yields the weak convergence of the laws of X t to N 0,V∞ .
In the proof of Theorem 3.3, we use a following notion [9, p. 243 where S = cl{x ∈ R d : f (x) > 0} is the support of X.
We also list a few properties [9, Ch. 8. Proof of Theorem 3.3. Since D(P 0 N 0,V∞ ) < +∞, P 0 is absolutely continuous with respect to N 0,V∞ , and, in consequence, has density p 0 with respect to the Lebesgue measure on R d . Moreover, P t = e tA • P 0 N 0,V (t) , where e tA • P 0 denotes the image of P 0 under the map e tA , and stands for the convolution of two probability measures. Since V (t) is non-degenerate, this expression indicates that P t also has density for all t > 0. Let P t = p t dx and let γ 0,V∞ denote the density of N 0,V∞ . We have D(P t N 0,V∞ ) = Since Kullback-Leibler divergence is always non-negative, we conclude the proof.
Appendix B. Gap in the drift spectrum and the time scales of (3.1)
To elucidate how Assumption 4.1 influences the time scales present in the stochastic dynamics, recall first that equation Every eigenpair (γ, φ), with R(γ) < 0 and φ 2 = 1, is related to a decay of e tL φ towards the equilibrium on time scales of order |2γ| −1 , to wit
where we used condition (B.2) and · 2 denotes the associated L f, φ p 2 φ p decomposes the trend of e tL f towards the equilibrium into separate modes, supported by the invariant subspaces generated by each φ p and exponentially decaying with rates given by R(γ p ).
The spectrum of the Ornstein-Uhlenbeck operator (B.1) in L There are three main implications of these facts in our setting. First, the spectrum of L is independent of the diffusion matrix B. This demonstrates that B has no effect on the time scales of the dynamics and justifies the omission of any assumptions on its spectrum. Second, the eigenvalues of the drift matrix are embedded inside the spectrum of L and induce the most prominent time scales. Indeed, every γ = κ i is uniquely determined by n i = 1 and n j = 0 for j = i. The associated eigenfunction is a homogeneous polynomial of degree 1 in a variable associated to the invariant subspace of κ i . Therefore, in the Fourier expansion (B.3), all eigenvalues κ i constitute the first approximation of f . Finally, the dynamics of e tL has infinite number of different time scales but the gap in Sp(A) reveals itself at the lowest order modes. This can be seen by applying the decomposition of the state space R d into the slow vector variable y, associated to Ω s , and the fast vector variable z, associated to Ω f , see the paragraph following Assumption 4.1. This grouping decomposes the first approximation of f into polynomials in y and z that equilibrate under the action of e tL on two different time scales with gap given by the gap in Sp(A).
Proof. Using formulas (2.3) and (2.7) we compute K Q (θ) = ln E P e θ·Π dQ dP 
