We present a new interactive and online approach to 3D scene understanding. Our system, SemanticPaint, allows users to simultaneously scan their environment whilst interactively segmenting the scene simply by reaching out and touching any desired object or surface. Our system continuously learns from these segmentations, and labels new unseen parts of the environment. Unlike offline systems where capture, labeling, and batch learning often take hours or even days to perform, our approach is fully online. This provides users with continuous live feedback of the recognition during capture, allowing to immediately correct errors in the segmentation and/or learning-a feature that has so far been unavailable to batch and offline methods. This leads to models that are tailored or personalized specifically to the user's environments and object classes of interest, opening up the potential for new applications in augmented reality, interior design, and J. Valentin, V. Vineet, M.-M. Cheng, S. Izadi, and P. Torr are joint first authors.
INTRODUCTION
Imagine walking into a room with a wearable consumer depth camera. As you move within the space, the dense 3D geometry of the room is automatically scanned in real time. As you begin to physically interact with the room, touching surfaces and objects, the 3D model begins to be automatically segmented into semantically meaningful regions, each belonging to a specific category such as wall, door, table, book, cup, and so forth. As you continue interacting with the world, a learned model of each category is updated and refined with new examples, allowing the model to handle more variation in shape and appearance. When you start observing new instances of these learned object classes (perhaps in another part of the room), the 3D model will automatically and densely be labeled and segmented, almost as quickly as the geometry is acquired. If the inferred labels are imperfect, you can quickly and interactively both correct the labels and improve the learned model. At the end, you rapidly generate accurate, labeled 3D models of large environments. Fig. 1 . Our system allows users to quickly and interactively label the world around them. The environment is scanned using a consumer RGB-D camera, and in real time a volumetric fusion algorithm reconstructs the scene in 3D with additional color data (left) . At any point, the user can reach out and touch objects in the physical world and provide object class labels through voice commands (middle). Then, an inference engine propagates these user-provided labels through the reconstructed scene, in real time. In the meantime, in the background, a new, streaming random forest learns to assign object class labels to voxels in unlabeled regions of the world. Finally, another round of volumetric label propagation produces visually smooth labels over the entire scene (right).
Although simple and intuitive from the user interaction perspective, this type of scene understanding scenario has remained challenging since the field of computer vision was first established over 50 years ago [Roberts 1963 ]. Approaches typically first perform an offline acquisition phase where images, RGB-D data, or 3D models are acquired. These are then labeled, often using crowd-sourcing techniques such as Russell et al. [2008] . The labeled data is then used for offline batch training of generative or discriminative models [Koppula et al. 2011; Silberman et al. 2012 ]. This is followed by a test phase where the learned models are used for labeling semantic parts. It is not unusual for existing systems to take hours or even days to train [Shotton et al. 2006] , and even the test phase can often take multiple seconds per image [Shotton et al. 2006; Kohli et al. 2009 ] due to the use of expensive feature extraction and recognition algorithms. Furthermore, it is hard to know in advance how much labeled training data is required and how varied it should be. Even then, the learned model is not guaranteed to generalize well and, if so, the whole process must begin again with further acquisition.
This article aims to address these issues associated with offline techniques, and bring us closer to realizing the challenging and yet compelling preceding scenario: rather than offline data collection, labeling, and training, we describe a system that can perform all parts of the pipeline, from low-level 3D reconstruction, through to semantic segmentation, training, and testing, interactively (i.e., with the user in the loop) and in an online manner. We provide a simple and unified user experience, which even novice users can perform. The user receives continuous and immediate feedback of the semantic pipeline during capture. This allows online correction of errors in the segmentation and/or learning. This also leads to 3D semantic models that are tailored or personalized specifically to the user's environments and object classes of interest. Our online system allows anyone to interactively acquire semantically labeled 3D models of arbitrary environments in minutes (see Figure 1 and supplementary video accessible in the ACM Digital Library).
Under the hood, a dense 3D model of the environment is captured in real time by fusing noisy depth maps into an implicit volumetric surface representation. Our system then allows the user to walk up to any object of interest, simply touch and "paint" the physical surface, and vocally call out a new or existing object class name. Our method first cleanly segments any touched object from its supporting or surrounding surfaces, using a new volumetric inference technique based on an efficient mean-field approximation. This is lightweight to perform and places the user "in the loop" during the process, allowing her to focus on objects that are of personal interest rather than those predefined by application developers or dataset creators.
In the background, a new form of streaming random forest is trained and updated as new labeled object examples become available. The decision forest can quickly infer the likelihood that any newly observed voxel belongs to each object class. The final stage of our pipeline estimates a spatially consistent dense labeling of the voxel reconstruction by again performing mean-field inference over the voxel space, but now using the results from the decision forest. This creates a system that can be used to rapidly segment 3D scenes and learn from these labels in an online manner. Furthermore, if after initial labeling, the learned model does not generalize well to new object instances or 3D viewpoints, the user can quickly relabel parts of the scene as necessary and see the improved results almost instantaneously as the learned models are updated online.
All pipeline components (including the features used during learning and inference) work directly on the volumetric data used for reconstruction, as opposed to requiring lossy and potentially expensive conversion of the data to depth-image, point-cloud, or mesh-based representations. Additionally, the entire reconstruction, segmentation, classification, and filtering pipeline runs in real time, with the learning occurring in an online manner in the background.
We foresee numerous potential practical applications of our system. For example, for quickly gathering large numbers of labeled 3D environments for training large-scale visual recognition systems such as Krizhevsky et al. [2012] and Silberman and Fergus [2011] ; generating personalized environment maps with semantic segmentations to be used for the navigation of robots or partially sighted people; recognizing and segmenting objects for augmented reality games which "understand" the player's environment; and planning the renovation of a building, automating inventory, and designing interiors [Merrell et al. 2011] .
Contributions. Our work builds on the existing body of research on 3D reconstruction, semantic modeling, and scene understanding in the following ways:
First and foremost, we present a general-purpose 3D semantic modeling system which fuses live 3D scene geometry as input, allows the user to segment and label surfaces interactively, continuously learns models of object classes, and performs classification and filtering, all in an online manner. This, to our knowledge, is the first time that all parts of a 3D semantic pipeline have been shown to work online and mostly in real time, alongside acquisition. 
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This is combined with an intuitive way for users to label physical objects using a multimodal interface, which uses the metaphor of painting semantics onto the real world, combined with speech commands.
To realize this system, we have made specific technical contributions along the way. While secondary, these extend the field of 3D scene understanding further. Specifically we present: (i) an online learning algorithm called streaming random forests that uses reservoir sampling to maintain fixed-length unbiased samples of streaming data; (ii) robust 3D rotation-invariant appearance and geometric features that are computed directly on the volumetric data; and (iii) an efficient mean-field algorithm for performing inference in a dynamically changing volumetric random field model.
Our results demonstrate high-quality object segmentations on varied sequences (see Figure 1 , supplementary video, and Section 7). The segmentations are achieved with intuitive user interaction: seconds suffice to label individual objects or correct labels, just by touching surfaces and issuing voice commands, and a reasonably sized room can be scanned in and fully labeled in just a few minutes. Our entire semantic processing pipeline runs at interactive rates on a commodity desktop PC with a single GPU.
RELATED WORK
Acquiring 3D models of the real world is a long-standing problem in computer vision and graphics, dating back over five decades [Roberts 1963 ]. Since then, offline 3D reconstruction techniques have digitized cultural heritage with remarkable quality [Levoy et al. 2000 ], and given rise to world-scale, Internet-accessible 3D maps reconstructed using street-side [Pollefeys et al. 2008] , aerial [Hirschmuller 2008] , and online photo collections [Snavely et al. 2006; Shan et al. 2013 ]. More recently, real-time or online 3D scanning has emerged, with the rise of consumer depth cameras and GPU-based algorithms. Methods for real-time dense reconstructions, even over large physical scales with only a single commodity depth or RGB camera, have been demonstrated [Rusinkiewicz et al. 2002; Newcombe et al. 2011a Newcombe et al. , 2011b Izadi et al. 2011; Chen et al. 2013; Nießner et al. 2013; Pradeep et al. 2013 ]. This has given rise to compelling new applications such as live 3D scanning, physically plausible augmented reality, autonomous robot or vehicle guidance, and 3D fabrication.
Beyond low-level geometry acquisition and reconstruction, researchers have explored how to interpret the content of captured 3D models that is, the objects or types of surfaces that are present. There is considerable interest and work on scene understanding and semantic modeling dating back as far as the reconstruction algorithms themselves, when primitive "block world" representations were first devised [Roberts 1963] . Much work has happened in this area since. 2D techniques have been proposed that automatically partition an input RGB image into semantically meaningful regions, each labeled with a specific object class such as ground, sky, building, and so forth (e.g., Shotton et al. [2006] ). Others have focused on geometric reasoning to extract 3D structure from single RGB images (e.g., Gupta et al. [2010] ) or exlicit object detection (e.g., Yao et al. [2012] ). In the remainder, we focus on methods that additionally use depth data rather than purely 2D input, but refer the reader to Xiao [2014] for a review of 2D approaches.
With the advent of affordable depth sensors, there has been growing interest in working with RGB-D input [Silberman and Fergus 2011; Silberman et al. 2012; Couprie et al. 2013; Ren et al. 2012; Kähler and Reid 2013] , as well as 3D point clouds [Brostow et al. 2008; Koppula et al. 2011; Anand et al. 2013; Stückler et al. 2013] , meshes [Valentin et al. 2013] , or voxel representations [Kim et al. 2013a; Karpathy et al. 2013; Salas-Moreno et al. 2013; Häne et al. 2013] . Methods have been proposed to break down meshes into semantic parts [Chen et al. 2009 ], perform dense segmentation of reconstructed scenes [Lin et al. 2013b; Ladickỳ et al. 2012; Valentin et al. 2013] , even in an online manner [Herbst et al. 2014] , localize objects in small scenes [Abdelrahman et al. 2013; Bonde et al. 2013; Karpathy et al. 2013; Lin et al. 2013a] , or replace objects with synthetic models [Salas-Moreno et al. 2013; Kim et al. 2012; Shao et al. 2012; Nan et al. 2012; Wang et al. 2014 ]. There has also been a wide body of research on capturing large and compelling datasets which have moved from traditional 2D object images to RGB-D and full 3D scenes [Xiao et al. 2010; Geiger et al. 2012 ].
In the computer graphics literature, there has been significant work on automatically segmenting 3D meshes into semantic parts [Chen et al. 2009; Kalogerakis et al. 2010; Shapira et al. 2010; Kim et al. 2013b] , including incremental depth-camera-based methods [Shen et al. 2012 ]. Most of these methods consider only connected noise-free meshes and geometric properties, ignoring the appearance. Furthermore, these techniques operate only on single objects and not in real time. More recently, there has been relevant work on matching scan data to synthetic 3D model databases [Kim et al. 2012; Nan et al. 2012; Shao et al. 2012] , with the aim to replace noisy point clouds with detailed CAD models. These approaches are compelling in that they increase final reconstruction fidelity and exploit repetition of objects to minimize the memory footprint. These systems first perform automatic or interactive segmentation of the scene into constituent parts which are then individually matched to the model database. However, these techniques require a model database to be built and learned offline, and the test-time matching techniques can take seconds to minutes to perform.
Salas-Moreno et al. [2013] take this concept a step further by building an online SLAM system that can recognize objects and update the model live. However, the model database is still captured and generated offline. Only a single object class (chair) is recognized, and it is unclear how the system can support larger surfaces such as floors, walls, and ceilings. However, this system demonstrates the power of semantic recognition alongside the reconstruction process, improving relocalization, memory efficiency, and loop closure. This type of semantic information has also been explored in the context of bundle adjustment [Fioraio and Di Stefano 2013] , and extended to sparse map representations [Ramos et al. 2008; Castle et al. 2007 ].
For outdoor scene labeling, much of the work has concentrated on classification of images [Brostow et al. 2008; Posner et al. 2009; Ladickỳ et al. 2012] . generate a dense semantic 3D reconstruction, but labeling is performed on the images and projected to the final model, which limits the use of full 3D geometry in their inference. Häne et al. [2013] perform joint volumetric dense reconstruction and semantic segmentation, using a computationally complex global optimization. Lin et al. [2013b] decompose outdoor scenes into semantic parts and employ 3D model matching techniques, similar to Kim et al. [2012] , Nan et al. [2012] , and Shao et al. [2012] , to create reconstructions from LiDAR data. None of these systems operates in a real-time or online manner. Silberman and Fergus [2011] , Silberman et al. [2012] , Couprie et al. [2013] , Ren et al. [2012] , and Kähler and Reid [2013] attempt to label indoor scene images captured using RGB-D sensors. Classification or recognition is performed in image space, along with 3D priors to aid segmentation. Again these systems fail to exploit full 3D geometry and are the counterpart of image-based segmentation but for RGB-D frames. Valentin et al. [2013] exploit 3D meshes and geometric and appearance features for improved Fig. 2 . Interacting with the system to capture geometry, label classes, and use these for online learning. See text for details. inference in outdoor and indoor scenes. Kim et al. [2013a] use a voxel-based conditional random field (CRF) for segmentation and occupancy-grid-based reconstruction. However, these techniques are not efficient enough to be used in an online system, and operate only on coarse reconstructions.
Our approach differs from these systems in several compelling ways. First, our system runs entirely online and interactively, including data capture, feature computation, labeling, segmentation, learning, and filtering. Second, our pipeline leads to robust and dense object labels directly on the acquired 3D model. Finally, in our system, the user is "in the loop" during the labeling and training process, allowing the system to evolve to new object classes in an online fashion and allowing the user to label a minimal amount and correct any mistakes interactively. This allows the user to rapidly build up models personalized to their spaces and goals.
SCENARIO OF USE
Our system offers a new way of capturing, labeling, and learning semantic models, all in an online manner. In this section we walk through the main interactive capabilities of our system. Figure 2 provides one example scenario of use. The user walks into a room with a number of chairs, tables, and smaller objects placed on the tabletops. The user is holding a consumer depth camera, such as a Kinect. Immediately he is able to capture the geometry of the room, and generate a dense, globally consistent 3D model which can be viewed on a tablet screen or using heads-up displays.
The user can then reach out and touch surfaces in proximity, and issue a voice command to label these objects. Initially, the user points the camera downwards, towards the ground, and puts out their foot, performing a "stroke" gesture across the floor. She then issues a voice command-"floor". This user annotation then triggers our system to automatically propagate this label across the floor as shown in Figure 2 (top row). This leads to a smooth segmentation across the floor (as shown later, we use both geometry and appearance cues to perform this segmentation). Now the user-defined class "floor" will be associated with these segmented voxels. The user next walks up to a chair and, again using a simple touch-and-speech command, annotates it appropriately. Again our algorithm smoothly segments this object as shown in Figure 2 (middle row, left). The user can also perform an "enclose" gesture around smaller objects where directly touching the surface would be more challenging, as in the case of the banana in Figure 2 (middle row, right). At the end of the user annotation stage, the user has labeled the floor, one chair, the table, banana, and mug, and these objects are cleanly segmented in the 3D model as shown in Figure 2 (middle row, right). Interacting in this way firmly places the user in the loop and is analogous to successful 2D segmentation tools such as GrabCut [Rother et al. 2004 ], but where the interaction and segmentations are performed directly on the physical 3D world.
As new classes are labeled, these are added as examples to a new online learning algorithm. When the user says the voice command "test mode", the system enters a mode where the learning is activated. At this stage all unlabeled parts of the scene are automatically labeled based on the output of the learning. As shown in Figure 2 (bottom row, left), the two chairs either side of the annotated chair are now automatically labeled correctly. As the user explores a new part of the scene, the floor is also correctly labeled. This includes another table with the same object classes, which is again correctly and automatically labeled. Notice in Figure 2 (bottom row, middle), the chairs are incorrectly labeled. This is due to the fact that these chairs are actually yellow in color (see Figure 1 ), and we use both appearance and geometry cues for learning (and have only trained on blue chairs so far). However, given that our system is fully online, we can correct these labels. Here we first say "annotation mode" to enter user labeling mode and, again by simply touching the yellow chair and saying the voice command "chair", we can add this additional example to the training set. We then say "training mode" to add the additional example, followed by the voice command "test mode", which will now activate the learning, but based on this new training example. Note the ability of our system to correct mistakes is crucial: no learning system is perfect, and our approach allows the user to see immediately where more training data (and thus user interaction) is required and to provide it in a natural way. Finally, we see how all yellow chairs are now also labeled correctly as shown in Figure 2 
SYSTEM PIPELINE
The overall architecture of our system is illustrated in Figure 3 and contains the following main components. 3D model acquisition engine. The first component of our system is 3D model acquisition. This component takes the color and depth image frame stream coming from the RGB-D sensor and fuses it on the GPU to generate a 3D model. We adopt the truncated signed distance function (TSDF) of Curless and Levoy [1996] to fuse depth images into a 3D volume as in KinectFusion [Newcombe et al. 2011a; Izadi et al. 2011] . To handle large-scale scenes, we employ the hashed volumetric representation from Nießner et al. [2013] and use a voxel resolution of 6mm 3 .
User interaction. Our system allows for two modes of user interaction: touch-based interaction using hands and feet, and voicebased commands. As in Izadi et al. [2011] , we detect touch by looking for large components in the observed depth image that differ from the raycasted model which are close to the implicit surface. This allows the user to draw strokes on real-world objects and have those strokes appear as labels on screen. As in Cheng et al. [2014] , we use a standard voice recognition system to input labels such as "table", "chair", etc., and to recognize commands such as "annotation mode", "training mode" or "test mode".
Mean-field inference on CRF energy. At the heart of our semantic labeling approach is an efficient mean-field inference engine [Krähenbühl and Koltun 2011] applied to a dynamic conditional random field (CRF) model. The inference algorithm computes a pervoxel approximate posterior distribution over the set of object labels that the user provided. These distributions can be rendered as label maps and provided to the user as feedback. Both the user-specified interaction hints and the predictions coming from the classification forest (see what follows) are integrated into the CRF through unary likelihood functions that operate on individual voxels. Pairwise terms in the CRF model ensure a smooth segmentation and allow the user labels to propagate outwards to object boundaries in the scene. In our application, the unary likelihoods (and thus the CRF model) change dynamically from one frame to the next as: (i) more data is acquired and the 3D model is updated, and (ii) the user continues to interact and specifies further labels. We show how the mean-field updates can be applied to such dynamic environments and implemented on the GPU, and how the computational cost can be amortized over multiple video frames to enable an efficient implementation. This ensures that super-real-time speeds can be maintained (one update of the messages requires ∼6 milliseconds) and, as a by-product, results in a visually pleasing "label propagation" effect.
Streaming random forest classifiers. Our system operates in two modes: training and test. The user can switch between these using voice commands. During the training mode, the labels that result from running the mean-field inference given the user-specified labels are fed into a streaming random forest algorithm that learns to predict likelihoods for assigning object labels to unlabeled parts of the 3D scene. The streaming decision tree algorithm continuously adapts in the background and will process any updates that have been made to the reconstruction volume, including any newly provided user labels. The forest employs a new type of 3D rotation-invariant appearance feature that can be efficiently computed directly from the TSDF volume. In test mode, the forest is evaluated in parallel on the GPU for every visible voxel, and the results are used to update the unary likelihoods in the CRF. The mean-field inference then in turn produces a smoothed output to display to the user.
In the next sections, we first detail the volumetric mean-field inference and user interaction in Section 5, before describing the online learning in Section 6.
PAINTING AND SEGMENTING THE WORLD
In this section we describe the volumetric segmentation algorithm used to generate the smooth results that are presented to the user. Our results depend both on labels provided interactively by the user and on inferences made by the learned classifier (described later in Section 6).
All parts of the pipeline directly work with the implicit surface data stored in the volume. Each voxel contains the TSDF (stored as a 32-bit float), a color value (24 bits, in Lab color space), and a weight (8 bits) for averaging distance values. Additionally, we also store class labels associated with: user annotations (8 bits), predictions from the online forest (8 bits), and the results of the mean-field inference before and after classification (two 8-bit values). Finally, the probability distributions from the mean-field inference are also directly stored in the voxels (as a 32-bit float per class). To allow for this additional data per voxel, we exploit the sparse nature of the TSDF using the hashing-based approach of Nießner et al. [2013] .
We formulate the problem of assigning semantic labels to voxels using a pairwise conditional random field (CRF) [Lafferty et al. 2011] . While pairwise CRFs have been widely used for image labeling problems such as image segmentation and stereo and optical flow, a key distinguishing feature of our formulation is its dynamic nature that requires a special-purpose inference routine. This allows to deal with a continuously changing underlying 3D model (as more depth frames are fused), new user-provided labels, and an on-the-fly trained decision-forest-predictor-based likelihood function.
Dynamic Conditional Random Field Model
Each voxel i in the 3D reconstruction volume (denoted by V) of the scene is represented by a discrete random variable x i that represents the semantic class (e.g., floor, wall, table, mug) to which the voxel belongs. Note that the choice and number of labels will depend on the interactive user input. The posterior distribution over the labeling of voxels under the pairwise CRF factorizes into likelihood terms ψ i defined over individual voxels and prior terms ψ ij defined over pairs of random variables. The posterior is formally written as
where x is the concatenation of the x i for all i ∈ V, D is the volumetric data at time t, and set E with i ∈ V and j ∈ V defines the neighborhood system of the random field 1 . To encourage smoother results, we employ a large neighborhood system which densely includes all voxels within a 6cm radius. This can be handled efficiently by our GPU-based volumetric mean-field inference algorithm described shortly.
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An equivalent but perhaps more convenient definition can be reached by taking the negative log of the posterior. This gives the energy of the labeling under the CRF as
where φ i encode the cost of assigning label x i at voxel i, φ ij are pairwise potentials that encourage neighboring (i.e., (i, j ) ∈ E) voxels to take the same label, K is a constant, and the conditioning on the data D t is now implicit. Note that the unary and pairwise terms in (2) will be constantly changing in our dynamic CRF. This is because: (i) the volumetric reconstruction is constantly being updated with new observations, and (ii) the user is interacting with the environment and providing new labels. We next provide more details of the particular forms of these dynamic potentials.
Transition-sensitive smoothness costs. For our application, we employ a standard Potts model for the pairwise potentials, defined as:
In the 2D segmentation domain, the cost λ ij of assigning different labels to neighboring pixels is generally chosen such that it preserves image edges [Boykov et al. 2001; Rother et al. 2004] . Inspired from these edge-preserving smoothness costs, we make the label discontinuity cost λ ij dependent on a number of appearance and depth features:
where p i , a i , and n i are, respectively, the 3D world coordinate position, RGB appearance, and surface normal vector of the reconstructed surface at voxel i, and θ p θ a and θ n are hand-tuned parameters. Note that the surface normals are calculated from the gradient of the TSDF at the zero-crossing. Observe that, as the 3D model is updated from one frame to the next, the appearance and surface normals associated with the voxels change. The energy landscape thus continuously changes over time.
Initialization of the unary costs. The unary potentials φ i of the CRF model defined before are initialized for all i ∈ V by specifying a fixed cost that initially encourages all voxels to take the background label:
Note that each unary can be thought of as a table of values (one entry for each l ∈ L). During operation of our system, the entries in these tables are gradually replaced based on user interactions and predictions from the streaming-random-forest-based classifier that encodes the cost for a voxel being assigned a particular label, as described next.
User "paint" interactions. As illustrated in Figure 2 , our system allows two types of user interaction gestures for labeling the world. The first user interaction supported is a "paint" (or "stroke") gesture. The user reaches out and touches the surface of the object she wants to label. Note that the user need not precisely label every voxel belonging to the object, and can instead roughly mark a small set of voxels. We denote the set of voxels that the user has stroked as H S . The user also specifies a semantic label l S through speech recognition, and can specify an existing label or a new one, in which case the label set L is enlarged. These labelings are used to update the unary potentials to enforce that these voxels take the specified semantic label. The update is applied to all voxels i ∈ H S as
Multiple such labelings with different regions H S and labels l S can be provided in sequence. In the case of incorrect propagation due either to wrongly placed user strokes or to problems with the meanfield inference, the user can specify another stroke labeling. This will overwrite any existing labeling and thus update the unary and allow the new label to propagate. User "enclose" interactions. The second form of user interaction supported is the "enclose" gesture, where the user reaches out and draws a rough enclosing circle around the object she wants to describe. This interaction mode is most useful for small objects such as bananas and pens. Again, voice is used to provide the semantic label l. To obtain an accurate labeling, we follow an approach similar to Rother et al. [2004] . First, the user annotation is projected into the current frame's input image. On the CPU, a Gaussian mixture model (GMM) is fit to the colors in the foreground and background regions. Foreground is taken as the interior of the convex hull of the user annotations, and background as the rest of the image. Then we transfer the GMMs to the GPU where a shader computes in parallel the probability
based on the voxel's foreground (fg) and background (bg) color likelihoods (and assuming uniform priors). This is computed for all voxels i in a bounding volume surrounding the user annotations. Inference is performed within this bounding volume to estimate which of the two labels (foreground-background) is most likely to be assigned to each voxel. This is used to update the unary cost in the energy defined over the full 3D model as
Learned class predictions. There is one final source of updates to the unary costs. We describe in Section 6 how a decision forest is able to learn and make predictions about object classes in newly observed regions of the world that are not hand labeled. The output of the forest is a prediction of the distribution P F (x i = l | D) over semantic labels l ∈ L at voxel i. For voxels i that have not been hand labeled using either of the interactions described previously or label propagation by mean field, this distribution is used to update the unary likelihood costs as
Efficient Mean-Field Inference
Given the unary and pairwise terms defined earlier, the labeling can be propagated through the volume by inferring the optimal labeling x given the pairwise energy functions. The maximum a posteriori (MAP) labeling for pairwise energy functions such as the one defined in Eq.
(2) could be computed using standard graphcut-based move-making algorithms like α-expansion and αβ-swap. However, these algorithms are intrinsically sequential, and it is hard to tailor them to high-throughput architectures like GPUs without significant engineering overheads [Vineet and Narayanan 2008] .
Instead, we propose an online volumetric mean-field inference framework that efficiently infers the approximate maximum posterior marginal (MPM) solution of our energy. While based on Krähenbühl and Koltun [2011] , we make two key technical contributions. First, we show how such a volumetric energy minimization can be implemented efficiently on the inherently parallel architecture of the GPU. Second, we exploit the fact that the energy landscape usually changes only gradually from one frame to the next. This allows to amortize the optimization cost over multiple frames. This not only enables the system to run at a high frame rate but also results in a pleasing result to the user, as user labels appear to gradually propagate out from the initial strokes until they accurately delineate the object's boundaries based on the energy function (2) of the model.
The mean-field optimization [Krähenbühl and Koltun 2011] proceeds as follows. We introduce a probability distribution Q(x) that approximates the original distribution P (x) (1) under the KLdivergence D(Q||P ). Further, we choose a factorized distribution Q(x) such that the marginal of each random variable is independent, that is, Q(x) = i Q i (x i ). Taking the fixed-point solution of the KL-divergence [Koller and Friedman 2009] , we obtain the following mean-field update:
where l ∈ L is a label taken by random variable x i , Q t i (l) denotes the marginal probability at iteration t of variable x i taking label l, N i denotes the set of neighbors of i (i.e., j ∈ N i ⇔ (i, j ) ∈ E), and Z i normalizes the distribution. After iterating the updates (10) to iteration T , the output MPM estimates can be obtained as
Given unlimited computation, one might run multiple update iterations until convergence. 2 However, in our online system, we assume that the next frame's updates to the volume (and thus to the energy function) are not too radical, and so we can make the assumption that the Q i distributions can be temporally propagated from one frame to the next rather than re-initialized (e.g., to uniform) at each frame. Thus, running even a single iteration of mean-field updates per frame effectively allows to amortize an otherwise expensive inference operation over multiple frames and maintain real-time interactive speeds. Note this effectively means that the t variable spoken of earlier becomes both the frame number and the meanfield iteration count. Furthermore, this approach results in a smooth propagation of the inferred labels through the world from one frame to the next, providing continuous feedback to the user.
Integration of forest predictions. As described before, the output of the streaming random forest (Section 6) is used to update the unary distributions, which will, over several frames, impact the final segmentation that results from the mean-field inference. However, to speed-up convergence, we propose an additional step that ex-2 If applied sequentially on a fixed energy function, the mean-field inference comes with some convergence guarantees [Krähenbühl and Koltun 2011] . These do not apply to our algorithm as our algorithm is dynamically updated in each frame, but this does not appear to be a problem in practice.
ploits our temporal propagation of the Q distributions. Rather than simply propagating the Q t−1 i s from the previous frame, we instead provide the next iteration of mean-field updates with a weighted combination of Q t−1 i and the forest prediction P F (x i = l | D). We thus useQ
in place of the Q t−1 i in (11), where γ is a weighting parameter. In practice, this step appears to result in considerably quicker updates to the segmentation result given the forest predictions.
Implementation on the GPU
To achieve real-time performance, we run the mean-field inference on the GPU. Each GPU thread independently computes theQ t i distribution in parallel for all voxels i based on the previous frame's estimatesQ t−1 i and the forest probabilities P F (x i | D). We employ three GPU shaders which are executed in sequence. The first shader calculatesQ according to (14) . The second shader applies the meanfield update (10) to the class probabilities stored at each voxel. This entails looking up the unary and adding in the pairwise terms for all neighbors of the voxel. While previous methods such as Krähenbühl and Koltun [2011] have considered fully connected CRFs, a reasonable trade-off between accuracy and speed was achieved by using a radius of 6cm to determine the neighborhood. The third shader finally evaluates the MPM solution using (13) for the current time t.
Each thread is processed independently, and the computation required is proportional to the neighborhood size times the number of classes. We do other optimizations to improve the speed of mean-field inference on the GPU. These take the form of adaptive scheduling of message updates. First, we do not apply the meanfield update for voxels where the probability for a particular class is very high, as this is unlikely to change the final labeling. Second, we do not perform the mean-field updates for voxels that lie away from the surface (i.e., outside the truncation region of the TSDF). Finally, we look at the neighbors only if they lie within the truncation region. All these updates are important to enable inference in real time.
LEARNING TO LABEL THE NEW WORLD
The previous section detailed our efficient mean-field inference that, given a set of unary and pairwise potentials, optimizes an energy function to produce spatially smooth segmentations. We have seen how the unary potentials in (2) are initially encouraged to be background (5), and later are updated based on user interactions (6), and (8). This section details how we can learn and infer distributions P F (x i = l | D) that can be used as another form of unary (9) to allow the CRF inference to automatically predict smooth segmentations for unlabeled parts of the world. We apply a new approach called streaming random forests to this task. These forests are extremely fast both to train and test, and are capable of learning online from a stream of labeled training voxels and being updated to correct for mistakes. Another contribution in this section is a new set of features called voxel-oriented patches (VOPs). VOPs can be efficiently computed from the raw TSDF volume and thus avoid the expense of computing an explicit surface reconstruction. They are also designed to be 3D rotation invariant, allowing the inference to generalize well across 3D object rotations in the world. The following sections elaborate on our approach.
Decision Forests
Decision forests [Breiman 2001; Criminisi and Shotton 2013] with large datasets, forests can learn to recognize the trained object classes in new scenes. However, we cannot hope to employ such offline learning approaches to our scenario due to the often long training times (typically hours or even days) and our desire to allow interactive updates and corrections to the classifier. We thus turn to online forest learning [Domingos and Hulten 2000; Bifet et al. 2009; Saffari et al. 2009 ]. While typically less accurate than an offline-trained forest, online learning supports incremental (and thus more interactive) updates given new or improved training data, and can require less memory to train. Our new streaming decision forests framework extends Saffari et al. [2009] to use reservoir sampling [Vitter 1985 ]. This allows to maintain a fixed-size unbiased sample of all training data seen so far and avoid discarding samples observed early on during training, resulting in faster and more accurate classifiers. Our approach also requires considerably less memory to train.
We first briefly review the standard offline (or "batch") decision forests (see, e.g., Criminisi and Shotton [2013] for more details), before describing Saffari et al. [2009] , and finally our new streaming decision forest algorithm.
Offline forests. A forest comprises an ensemble of decision
trees. Each tree comprises binary split nodes and leaf nodes. At test time, starting at the root, a left/right decision is made for voxel i according to the evaluation of a binary split function f (i; θ) ∈ {L, R} with learned parameters θ . As described in Section 6.3, parameters θ are used to specify the particular features used at this node. According to the result, the left or right child branch is followed, and the process is repeated for each split node encountered until a leaf node is reached. At the leaf node, a stored distribution P F (x i = l | D) is looked up and used to update the voxel's unary as described previously.
Each tree is trained independently (offline) on subsets of the training data. A set S n of examples is provided to the root node n = 0. Example set S consists of example pairs (i, l) where i represents the training voxel index, and l is the associated class label provided by user interaction. A set n of candidate binary split function parameters θ is proposed randomly. Each candidate split induces a partitioning of the set of examples into left and right subsets, S L n (θ ) and S R n (θ ). We can compute the information gain objective as
where H (S) is the Shannon entropy of the distribution of labels l in S. The (locally) optimal parameters can then be obtained as the maximization
Having found the best split parameters for node n, the tree growing proceeds greedily for the left and right children until a predefined stopping criterion is reached.
Online random forests. We next review the online forest algorithm of Saffari et al. [2009] . Given a current tree structure (initially this will be a single root node), any incoming observations (i, l) are passed down the tree until they reach a leaf node. At each leaf, there now exists a set n of candidate features and, for each feature θ ∈ n , a set of left and right class label statistics are stored. These histogram statistics are sufficient to compute the information gain (15). Based on the output of f (i; θ), the new observation's label l is used to update the relevant (i.e., left or right) statistics for each θ . If the updated leaf has now seen a large enough number of observations and if at least one of the candidate features gives a good local optimum of (16), then the leaf will be split and two child nodes with their statistics created. Hoeffding trees [Domingos and Hulten 2000] work in a similar way, but use a Hoeffding bound to decide whether to split.
Streaming random forests. We propose a new method called the streaming random forest. This can be seen as an extension of Saffari et al. [2009] with reservoir sampling. Reservoir sampling Vitter [1985] is a method of storing an unbiased sample of a fixed maximum size from a stream of data. If the incoming data were i.i.d., then we could, of course, simply store the first K samples and we would be done. However, in practice our stream of training data is very much not i.i.d., due in part to considerable correlation between one frame and the next. Using a reservoir accumulated over a potentially large temporal window of observations can thus smooth out any imbalance in the distribution of incoming samples and thus improve the quality of the classifier. A reservoir maintains a list T of at most K examples, and a count m of the total number of examples observed so far. Given a new labeled observation (i, l), if m < K then the example is simply appended to T . If instead m ≥ K and thus the reservoir is full, then a uniform random integer k ∈ {1, . . . , m} is chosen. If k ≤ K then reservoir entry k is replaced by (i, l), otherwise the observation is discarded. Finally, m is incremented, ready for the next observation. Note that the probability of retaining a new sample is K m , and so as m increases we are more likely to discard new observations. However, in the limit of M samples, the probability of any individual sample remaining in the reservoir is exactly uniform at K M . In Saffari et al. [2009] , at each current leaf node n, it was necessary to store a set of class label statistics at the potential left and right children that would result for every candidate split function. We propose instead to store a single reservoir R n = (T n , m n ) at each potential parent (i.e., current leaf), which saves considerable memory. By storing the count m n of observations separately, the reservoir allows to maintain a fixed maximum size set |T | ≤ K of unbiased samples of the incoming observations, where K is a parameter of the method. We show shortly how the reservoir representation allows to efficiently compute a good approximation of the information gain (15) from only a small subset of the observations.
Optimizing the objective. When it is decided to split node n, we must evaluate the objective (15) with the example sets Ss now replaced by reservoirs Rs. This requires a sweep through reservoir R n for each θ ∈ n . This can be performed efficiently, as follows.
The procedure is illustrated in Figure 4 . At the parent n we simply define |R n | = m n , and the distribution required to evaluate the entropy H (R n ) can be calculated by normalizing the histogram of class labels l in T n . The remaining terms in the objective are |R d n | and H (R d n ) for each child d ∈ {L, R}. These can be computed without explicitly computing the sub-reservoirs R d n (refer to "Splitting the reservoirs" in the following and compare above and below the dashed line in Figure 4) . First, the examples (i, l) ∈ T n are partitioned into left and right subsetsT d n using split function f (i; θ ). We can then efficiently compute the "effective value" for child count |R d n | asm d n = |T d n | max 1,
and compute the entropies H (R d n ) from P (l|T d n ), the normalized histogram of labels l inT d n .
Splitting the reservoirs. The slight extra cost of the aforesaid sweep compared to Saffari et al. [2009] does come with a further • 154:9 Fig. 4 . A toy example of splitting a reservoir. Top: a reservoir R n of capacity K = 10 that has observed m n = 20 samples. The dots represent examples i and their colors the labels l. The empirical distribution P (l|T n ) is computed from the labels (colors) in T n . Bottom, above dashed line: for any setting of the split parameters θ n , the list T n can be efficiently partitioned into two halves,T d n for d ∈ {L, R}. Given these, the corresponding empirical distributions can be computed as before. Bottom, below dashed line: once the optimal θ n has been chosen, we can resample to generate child reservoirs: the child counts m d n are computed, and then m d n samples fromT d n are drawn and added to the new reservoir R d n .
benefit beyond reduced memory consumption. Having chosen the optimal θ n based on (15), rather than throw away the statistics stored at the node (as done in Saffari et al. [2009] ), we can instead split the reservoir R n into sub-reservoirs R d n . For each of d ∈ {L, R}, we start with a new, empty sub-reservoir R d n of capacity K. We first compute the partitionsT d n as described before. To the nearest integer, the number of examples in R d n should be m d n = |T d n | max(1, mn K ) + 0.5 . We thus draw m d n random samples (with replacement) from T d n , and add each into the new reservoir R d n in the standard fashion. Except for rounding errors, this gives the reservoirs containing unbiased sets of examples for the left and right children.
Advantages of reservoirs. The ability not to throw the statistics away gives a considerable head start compared to Saffari et al. [2009] in which each new node must start with an initially empty set of statistics after being created. This in turn means that the new nodes can themselves be split much sooner with fewer additional observations. Furthermore, the reduced memory consumption gives the potential for the algorithm to scale to larger trees. In practice for our scenario, this new approach gives a considerable improvement in accuracy, which is later quantified in experiments on standard classification datasets.
On average, our CPU implementation of the streaming decision forest training process is able to process the addition of 5000 new samples in 30ms per tree. In order not to stall the interactive system while the learner is updating its structure, the learning process is running as a background task and can make use of all the available CPU cores. Note that we split at most 4 leaves per epoch, as empirically this helps gather better statistics of the split candidates. GPU implementations (e.g., Sharp et al. [2008] ) could drastically speed-up the learning process, and also allow more samples to be processed.
Sampling training voxels.
In order for the online classifier to update its structure and the distributions stored in the leaves, training samples must be fed to the classifier. We sample at random an equal number of voxels for each class from regions of the volume that have been hand labeled. Each voxel is assigned its current label as given by the mean-field inference, allowing to learn both from the explicitly user-labeled regions (H S and H E ) and also from the labels that have been propagated by the CRF inference. Fig. 5 . Illustration of voxel-oriented patches (VOPs). VOPs encode height and color information directly from the TSDF without requiring explicit surface extraction. They are also fully 3D rotation invariant. Note that for illustration purposes the VOP shown above stores RGB, which is not the setup used in our system as described in Section 6.2.
Given the voxels in the current view frustum, an equal number of random samples (1000 in our implementation) of each class are extracted. Samples are extracted in small batches spaced by constant time steps, except for when the user is interacting with the world.
Voxel-Oriented Path Features
The ability of the decision forest to learn to distinguish different object classes depends on the availability of discriminative features. A variety of features have been used with great success in the past. For 2D applications, these have included pixel comparisons [Lepetit and Fua 2006] , texton region integrals [Shotton et al. 2006] , and invariant descriptors such as SIFT [Lowe 1999 ] and HOG [Dalal and Triggs 2005] . Features that describe 3D point clouds and meshes have also been proposed, including rotation-invariant spin images [Johnson 1997 ], SfM point-cloud-derived features [Brostow et al. 2008] , and difference of normals [Ioanou et al. 2012 ]. Such features are typically designed with certain invariances in mind, including additive photometric invariance, and 2D or 3D rotation invariance. Such invariances can help the classifier by reducing the amount of training data required (though too much invariance can lead to loss of discriminative power).
For our real-time application, speed is crucial and, given the dynamic nature of the scene, we do not have the time to first extract a mesh or point cloud before computing features. As one of our key contributions, we thus propose a new type of feature, the voxeloriented patch (VOP), that can be efficiently computed directly from the TSDF volume, and 3D rotation invariant. Our implementation can efficiently handle the computation of features for millions of voxels.
For a voxel i of interest at position p i , a VOP V i is extracted as follows; see also Figure 5 . The voxel's normal n i is calculated directly from the gradient of the TSDF values, and defines a plane (p − p i ) · n i = 0. Choosing an arbitrary vector on this plane as an initial x-axis and a third, orthogonal vector as a y-axis, we form an image patch of size r × r that contains the color values stored in the TSDF on the plane. To reduce the effect of illumination (especially specularities), we employ the CIELab color space, storing the raw L component as well as a/(a + b) and b/(a + b) . To complement the appearance information, each V i also stores a signed distance to the dominant horizontal surface present in the scene. Note that the resolution of the patch size (i.e., mm per pixel) can be independent of the resolution of the TSDF reconstruction volume; our current implementation uses r = 13 with a resolution of 10mm per pixel.
To achieve rotation invariance, we compute a histogram of intensity gradients in the image patch and rotate the patch to align with the strongest gradient orientation, in precisely the same way as SIFT [Lowe 1999 ].
We end up with a VOP V i that can now store discriminative information about the local appearance around voxel i with full 3D rotation invariance. Examples are given in Figure 5 . Note that these features exploit the fact that the TSDF volumetric integration process "spreads" the color information along the camera ray within the truncation window such that the voxel i does not need to be precisely aligned with the implicit surface to contain interesting and discriminative information. If the patch intersects regions of empty space (those with a TSDF weight of zero), the relevant pixel in the patch is flagged with an "invalid" color value, which provides for a weak geometric cue.
A single VOP is computed on the GPU at each voxel being processed by the forest. This is done without having to extract the surface explicitly from the TSDF volume. Note that the forest will evaluate split functions (see the following) with different parameters on the same VOP as it descends its trees; the VOP need only be computed once per voxel for a full evaluation of the forest.
Possible variants of VOPs traverse the volume along the normal direction towards the nearest zero-crossing in the TSDF and then take either the color or distance along the normal as the VOP pixel value. This was found to be too expensive for our real-time requirements and not explored further. Other potential variants to explore could make use of the raw TSDF value as a way to describe the geometric properties of the object to learn.
Split Functions
Our split functions come in three varieties: VOP based, surface orientation, and world height.
The VOP-based split functions work as follows. Each split node in the forest performs a comparison by either taking the raw value or pairwise operations between two VOP pixels' colors
where op ∈ {+, −}, (x 1 , y 1 ) and (x 2 , y 2 ) specify particular pixels in the VOP, c 1 and c 2 specify color channels, τ is a threshold, and θ = (VOP, op, x 1 , y 1 , c 1 , x 2 , y 2 , c 2 , τ ) define the parameters of this VOP-based split function. The second type of split function applies a threshold to the dihedral angle between the surface normal and the world up vector. These are designed to help separate classes such as wall and table, which are often flat and textureless and thus would be difficult to split using a texture-or geometry-based feature such as a VOP. The final split function applies a threshold to the world height, allowing the classifier to efficiently deal with "easy" classes such as the floor. The choice between the three types of split function, and the parameters θ thereof, is determined during the learning process. Note that the classifier will make the easiest choice available to it. For example, if world height is discriminative for the current training examples, it will use it. If this results in mistakes (for example, the user moves an object from a table to the floor) then the user can correct the labels and the forest can then be updated to use other features that are more appropriate for this object class.
Efficient Test-Time Classification
The learned decision forests are extremely efficient to evaluate at test time. Our GPU-based implementation can handle approximately 17 million voxel classifications per second, which compares well with the roughly 3-10 million voxels visible the view frustum at once [Nießner et al. 2013] . To maintain interactive rates, we batch the visible voxels randomly and only test one batch at each frame. Each voxel is assigned a flag to say whether it has been classified yet. Once all voxels have been processed, the process repeats, applying the forest to the volume which may have been updated in the meantime.
RESULTS
We first present qualitative results, then discuss the efficiency of our system, and finally provide quantitative results.
Qualitative Results
Given the interactive and sequential nature of our approach, the accompanying video best demonstrates the capabilities of our system. Figure 12 shows results from four recorded datasets. In both LIVINGROOM and KITCHEN, the user labels one half of the scene interactively. The model is learned online and tested on the second part of the scene. The DESK sequence is an office table with computer monitor and objects such as phones, and textured objects such as books. After user labeling, the test sequence is based on the user reshuffling the desk and automatically labeling the objects. BEDROOM is a bed containing multiple objects, which is user labeled. The user returns to this bedroom, from a completely different viewpoint and reconstructs the scene, and objects are automatically segmented using the online learned model. All these examples include a variety of objects, some of which are uniformly colored whilst others are heavily textured. The video also demonstrates the power of our online approach, in particular allowing for continual correction of the model during segmentation and learning.
Propagation of user labels. The user strokes the surface of objects in the physical world. Our system interprets such a gesture • 154:11 Fig. 7 . Forest predictions and final mean-field inference results for two scenes. Our streaming random forest is able to learn to make per-voxel predictions about the object classes present in the scene. Each pixel is classified independently, and so the forest predictions can be somewhat noisy. The mean-field inference effectively smooths these predictions to produce a final labeling output to display to the user. The arrows indicate a region that is initially incorrectly labeled (2nd row), but is successfully corrected (3rd row) by updating the forest based on new user interactions. as a paint stroke, and voice input is used to associate an object class label with the corresponding "touched" voxels. Then, our mean-field inference engine (see Section 5) propagates these labels through the reconstructed scene, very efficiently. Thanks to the pairwise potentials (3), the result is a spatially smooth segmentation that adheres to object boundaries. Examples of label propagation are shown in Figure 6 .
Forest predictions. Our system learns a streaming random forest classifier in a background CPU thread given the labels provided by the user. At some point, the user selects "test mode", and the forest starts classifying all voxels. In Figure 7 we illustrate the resulting intermediate predictions (the "unaries" in the middle column), and compare them with the final, smoothed result obtained by running the mean-field inference on these unaries (right column). Let us focus on LIVINGROOM in the figure. In the first row, we see an example result in the region used for training the forest. Here, all the chairs are blue and, as expected, the unaries and mean-field results are of very high quality. The second row shows a failure case (highlighted by the arrows) in a region of the environment that was not used for training. The seat of the yellow chair gets confused with the floor, since only a blue chair was used for learning. At this point the user makes a stroke interaction (not shown) to correct the labels of the chair, and the forest is updated. After correction (row three), the chair can be correctly recognized. Note the ability of our system to correct mistakes is crucial: no learning system is perfect, and our approach allows the user to see immediately where more training data (and thus user interaction) is required and to provide it in a natural way. This final row illustrates the generalization capabilities of our system to previously unavailable viewpoints. Scene 2 shows slightly noisier predictions from the forest, due in part to more challenging lighting conditions and problems with holes in the reconstruction (no user corrections were made in this sequence). The mean-field inference does a good job of smoothing and improving the final result, though some errors do remain that we expect could be corrected through simple further user strokes (an advantage of an online system).
Discriminative features. The training data given to the streaming random forest is a transformation of the RGB-D values around each training point. That transformation is usually referred to as a feature. The discriminative power of the feature used to describe these voxels directly impacts the quality of the object segmentation. We compare the proposed VOP feature against fast and established features in the 2D object segmentation literature, as well as one widely used 3D feature. The features we compare against are SURF [Bay et al. 2008 ] (OpenCV implementation), depth probes , difference of mean color of two randomly sampled boxes [Shotton et al. 2006] , color probe (similar to the depth probe, but in the RGB image), and SPIN images [Johnson 1997 ] (PCL implementation). Figure 8 illustrates the qualitative classification results obtained by the aforementioned features. It has to be noted that we also tried to compare against PCL's implementation of PPF [Drost et al. 2010] . For each scene, we extracted the model of each object (mug, duvet cover, etc.) . The approach failed to correctly detect most objects, even in the point clouds from which models were extracted. Consequently, we did not include that method in the comparisons. Fig. 8 . Quantitative results for the proposed VOP and baseline features on different scenes. One can observe that the proposed VOP feature leads to qualitatively better results than all the baseline approaches. Reconst. = reconstruction, Eval. = evaluation. Despite small fluctuations, we observed consistently good, interactive frame rates.
Computational Efficiency
The inherently volumetric nature of our approach parallelizes well on modern GPU architectures. For our experiments we employed an Nvidia Titan with 6GB of RAM, although the system works on lower-end setups for smaller scenes. We provide approximate system timings in Table I . Although the timings change as a function of the number of visible voxels and resolution, in all tests we performed we observed interactive frame rates. Numbers are provided for 6mm voxel resolution. Note that the forest learning runs asynchronously in a background thread. This thread continuously samples new labeled training data from the current view frustum and updates itself. This ensures an up-to-date forest is available for classification whenever the user requests it.
Quantitative Results
System components. We first evaluate the accuracy of our main system components, namely the user segmentation, streaming random forest, and the mean-field filtering of the forest predictions, based on the sequences introduced earlier. For each sequence, a series of RGB-D keyframes were hand labeled with object segmentations. Keyframes were selected to ensure full coverage of The measure used is the percentage of correctly classified pixels. Note that overall VOP is also much better than the baseline methods under the class average precision and intersection over union measures.
the scene. Examples of these ground-truth images are shown in Figure 9 . These ground-truth images are then projected and aggregated onto the underlying TSDF, and then back-projected to all the views of each sequence. This generates a total of 4176 frames for LIVINGROOM, 12346 frames for KITCHEN, 7583 frames for BED-ROOM, and 8916 frames for DESK, of which roughly a third is used for test, and the rest for training. Table II shows the percentage of correctly classified pixels for each component. It can be observed that the accuracy of all components is high and that the mean-field filtering provides for a good improvement on top of the predictions made by the forest.
Voxel-oriented patch features. Using the same dataset, we evaluate the discriminative power of the proposed VOP feature against the baseline features listed in Section 7.1. For all these baseline features, we set the neighborhood from which data are sampled to be similar to the neighborhood from which VOP sample data. Table III shows these comparisons. One can observe that the proposed VOP feature provides for a substantial margin of discriminative power compared to the different baseline methods.
Streaming random forests. To evaluate the contribution of our new streaming random forest (SRF) learning algorithm, we compare it against two well-known online decision forest algorithms: online random forest (ORF) [Saffari et al. 2009 ] and Hoeffding trees (HT) [Domingos and Hulten 2000] . As an object can be trained in a sequential fashion, our system inherently has to deal with noni.i.d. data. In order to perform quantitative evaluations, we use the dataset of Lai et al. [2011] which contains 300 objects organized into 51 categories. Each of these objects is spun around a turntable at constant speed. One revolution of each object is recorded from 3 different points of view using an RGB-D camera. To generate an • 154:13 Fig. 10 . Comparison of the proposed streaming random forest (SRF) algorithm against online random forest (ORF) and Hoeffding trees (HT) on the dataset described in Section 7.3. For each configuration of the classes, each learner contains 3 trees and the results have been averaged over 10 folds. These figures demonstrate that the proposed method comfortably outperforms all the baselines. online and non-i.i.d. setting, each category is added sequentially. For each object and each viewpoint, a consecutive segment of one third of the images of each object is kept for test purposes and the rest used for training. All the learning methods have been evaluated over an increasing number of object classes, where the classes present and their order varies for each configuration. Figure 10 shows the corresponding results which demonstrate that the proposed learning algorithm outperforms the baseline methods, regardless the number of classes used. Note that, for these experiments, we use the difference of mean color of two randomly sampled boxes as a feature [Shotton et al. 2006 ].
DISCUSSION
We have demonstrated a practical system which allows a user to interactively segment and label the surrounding environment in real time. The labeling happens both explicitly through user interaction with the physical objects and implicitly through the decision forest's ability to infer class labels in unlabeled parts of the scene.
Applications. We foresee numerous potential practical applications of our system.
Our system can be used to quickly gather large numbers of labeled 3D environments for training large-scale visual recognition systems such as Krizhevsky et al. [2012] and Silberman and Fergus [2011] . Large-scale offline machine learning systems are currently attempting to solve the more general object recognition problem in both 2D [Krizhevsky et al. 2012 ] and 3D [Silberman and Fergus 2011] . But this requires vast amounts of labeled training data. Despite this, progress in crowd sourcing, data collection, and labeling (especially at the pixel/voxel level) remains difficult and expensive, especially for 3D environments. We envisage that our system could be deployed to rapidly capture large numbers of labeled 3D environments and thus hasten the availability of more general-purpose recognition systems.
Personalized environment maps with known object class segmentations could be used for way-finding and navigation, either for robots or end-users (e.g., the partially sighted). For example, one could ask one's robot to find and bring objects by semantically breaking down the world (e.g., "bring me the cup by the chair in the living room"). Furthermore, if such a model was maintained and updated over time, finding lost objects could be as simple as uttering a few words (e.g., "where have my gloves gone?!"). Augmented reality gaming could be a rich source of application. Imagine quickly scanning in and labeling one's living room, and then associating object classes with aspects of the game, for example, game characters to sit on chairs or pick up and drink from a cup. Such augmented reality scenarios could be expanded for planning the renovation of a building, automating inventory, and designing interiors [Merrell et al. 2011]. Limitations. Despite very encouraging results which we hope will inspire future work, our system clearly has limitations. So far we have only demonstrated simple real-world scenes, and it is clear that our system would struggle with more complex scenes. As shown in Figure 11 , there are currently many failure cases.
One of the main issues comes in our use of appearance data. While the combination of appearance and geometry adds a great deal of discriminative power, the use of RGB data comes at a cost. Careful calibration of an RGB camera with respect to the depth sensor is required, as well as temporal synchronization between the two. Spatial or temporal mis-registration between the sensors can cause misclassification (or "bleeding") at object boundaries, as shown in Figure 11 . In addition, our learning is not robust to strong illumination changes across different viewpoints of an object. As shown in Figure 11 (top left), this can result in misclassification of certain labels as the viewpoint of the camera changes. Using more samples at different time intervals could help during the learning phase. However, an interesting avenue of future work would be to focus purely on geometric features. Furthermore, while our method segments textured objects (i.e., non-uniformly colored objects), especially with strong geometric features, it cannot currently scale to segmentation of more complex foreground objects or backgrounds. Our learning is also very local, and using global context (such as the relationship of objects to the ground plane) could provide strong priors for classification.
Another challenge in the learning is to robustly support a "background" class. Currently when we add a new training example, we sample voxels associated with the segmented object, as well as other "background" voxels (that are unlabeled). This can lead to issues in the classification if a particular object is first labeled as background and then annotated by the user. Additionally, learning a background class for varied scenes is also challenging, as any new unobserved geometry and/or appearance will confuse the classification. As shown in Figure 11 (bottom right) , the oven has not been learned as part of the background and is therefore misclassified. Clearly, here the interactive nature of our system, could allow the user to quickly label the oven, or relearn to ensure it is added to the background class.
In terms of interaction, our system currently uses a voice command to switch between annotation, training, and test modes. We plan an extension where both the learning and forest predictions are always turned on. This will require considerable care to avoid "drift" in the learned category models: the feedback loop would mean that small errors could quickly become amplified. We also believe additional modes of interaction such as voice priors (e.g., "walls are vertical"), as well as more intelligent sampling of training examples, would improve results. Finally, algorithmic parameters such as pairwise weights are currently set at compile time (these are cross-validated and common across all datasets shown). Given a small training set (perhaps with boot-strapping), more reliable settings could be automatically selected online.
CONCLUSIONS
We have presented a system that allows a user to interactively segment and label an environment quickly and easily. A real-time algorithm reconstructs a 3D model of the surrounding scene as the user captures it. The user can interact with the world by painting on surfaces and using voice commands to provide object class labels. A GPU-enabled mean-field inference algorithm then propagates the user's strokes through a volumetric random field model representing the scene. This results in a spatially smooth segmentation that respects object boundaries. In the background, the propagated labels are used to build a classifier using our new streaming decision forests training algorithm. Once trained, the forest can predict a distribution over object labels for previously unseen voxels. These predictions are finally incorporated back into the 3D random field, and mean-field inference provides the final 3D semantic segmentation to the user. Our method generates dense 3D models that are broken down into semantic parts in just minutes.
Our system hopefully brings us closer to a future where people can create semantic models of their environments in lightweight ways which can then be used in a variety of interactive applications, from robot guidance, to aiding partially sighted people, to helping us find objects and navigate our worlds, or experience new types of augmented realities. It thus not only helps computers to reason about the space around them, but also gives the geometry so they observe semantic meaning. Our system also hopefully moves us closer to the vision of life-long learning: where semantic models adapt and extend to new object classes online, as users continuously interact with the world. With the increased power of mobile devices, coupled with ultra-mobile depth cameras, we hope such online semantic modeling tools will become more commonplace in our future lives.
