Nowadays, many companies and institutions need fast and reliable identification systems that are able to deal with very large databases. Fingerprints are among the most used biometric traits for identification. In the current literature there are fingerprint matching algorithms that are focused on efficiency, whilst others are based on accuracy.
Introduction
Personal identification has arisen as an important issue in the last few years for many companies and institutions [1] . Identification databases grow larger every year, ranging from a few tens of people for small companies to several millions for institutions such as the police. Although there are various biometric traits that allow for identification, fingerprints are widely used because of their uniqueness and universality, among other properties [2, 3] .
Fingerprint recognition can be tackled from two different perspectives: verification [4] and identification [5] . The former consists of matching two fingerprints to determine whether they belong to the same finger or not. The latter aims to identify an input fingerprint from a set of fingerprints and determine which of them matches with the input. In this context, an Automatic Fingerprint Identification System (AFIS) is a tool that allows us to perform identifications in fingerprint databases [3] .
Fingerprints are composed of a pattern of ridges and valleys, from which diverse features can be extracted. Among these features, minutiae are widely used for fingerprint matching, mostly due to their distinctiveness [2, 6] . When two fingerprints are to be compared, the minutiae are extracted from the images, and then a matching algorithm is applied over the two minutiae sets to determine a similarity level. There are multiple proposals of minutiae-based matching algorithms in the literature [7] . Some of them are very efficient due to their simplicity [8] , while others are very accurate [9] . However, these two objectives are usually not reached together because accurate algorithms tend to be complex, and therefore time-consuming. This restriction complicates the development of AFIS that are able to identify people in very large databases in a suitable time frame without precision loss.
Moreover, as the overall response time of an identification procedure is linear with respect to the size of the database, even the fastest matching algorithms may become useless when the database grows too large. Moreover, the huge number of matchings causes an accuracy loss.
Information fusion is a widely used paradigm that improves overall precision in many fields, including biometrics [10, 11, 12] . In particular, two main approaches have been proven to enhance the recognition capabilities: the use of several fingerprint images [13] and the use of several matching algorithms [14] . The information fusion can be performed at different levels:
• Feature fusion approaches merge the characteristics extracted from different fingerprint images, coming either from the same finger or different fingers [15, 16] .
• Score fusion methods perform separate matchings and then sum up the scores [14, 17] .
• Decision fusion methods apply the matching algorithms in a hierarchical mode over the fingerprints [11, 18] .
Although these approaches increase the accuracy of the AFIS, they also slow the identification down because the processing workload is higher. In this work, we combine the ideas of multi-finger and multi-algorithm identification to improve the runtime along with the accuracy.
High Performance Computing (HPC) is an important tool to speed up the runtime of a system [19, 20] , and several proposals in the literature apply it to AFIS. However, these systems focus on objectives other than precision, such as high availability [21] , load balancing [22] or reduced matching times [18] . Other systems provide the ability to identify in very large databases [23, 24, 25] , but their accuracy is not improved with respect to a sequential AFIS.
There are currently several systems in the world that maintain large fingerprint databases. For example, as of September 2015, India's UIDAI system [26] stores the fingerprints of around 907 million people, although so far they are only used for verification purposes, not identification. FBI IAFIS [27] (now included within Next Generation Identification, NGI) keeps the fingerprints (among other data) for around 104 million subjects, and is able to perform searches in an average time of 72 minutes.
In this paper, we propose a flexible, Dual Phase Distributed AFIS with Double Fingerprint Fusion (called DPD-DFF) that integrates two fingerprints and two matching algorithms, aiming to overcome the weaknesses of isolated approaches: high identification time and accuracy loss. To do so, the identification is split into two phases, each of which can either use a single fingerprint or fuse two of them, conforming a mixed score fusion and decision fusion process:
• In the first phase, the database is explored by a fast matching algorithm to select a candidate set. Jiang's algorithm [8] has been selected for this phase due to its high running speed [7] .
• Then, the second phase applies a more accurate algorithm to identify the correct identity within this candidate set. The matcher used in this phase is Minutia Cylinder-Code (MCC) [9] , which is very precise [7] .
With this design, the fingerprint fusion is powerful and flexible as it is performed at two separate levels. Furthermore, this strategy has been integrated within the parallel framework proposed in [23] in order to reach full scalability for arbitrarily large databases.
This manuscript is structured as follows. First, Section 2 provides the background information on the problem at hand. Section 3 presents DPD-DFF, the approach proposed in this paper. Section 4 describes the experiments performed and their results. Finally, Section 5 details the conclusions. Complementary material to the paper including tables, plots and identification times as well as additional studies over other databases can be found at http://sci2s. ugr.es/DPDDFF and in the associated Technical Report [28] .
Preliminaries
A fingerprint is a pattern of valleys and ridges located on a fingertip. Although there are several ways to perform a matching between two fingerprints, many matching algorithms use the minutiae [3, 7, 29] , comparing two minutiae sets to return a similarity score. The matching is performed once for each comparison between two fingerprints. Some of the existing matching algorithms offer very good matching precision [9] , and others provide a fast response with slightly diminished accuracy [8] , according to the taxonomy and results presented in [7] .
There are two main variants of the fingerprint recognition problem [3] . Verification [4] is a 1:1 comparison to check if two fingerprints represent the same finger. Identification [5] consists of determining which fingerprint in a database of previously captured and stored templates T = {T 1 , T 2 , ..., T n } corresponds to a given input fingerprint I.
An identification algorithm compares I to every T i and returns the identity with the best matching score as shown in Eq. 1, where Q(I, T i ) is the matching function. Thus, identification is a 1:n comparison.
This paper is focused on identification. Section 2.1 explains the current proposals for fast and scalable identification within large databases. Then, Section 2.2 presents the previous work about fingerprint fusion to improve the identification accuracy.
Scalable fingerprint recognition in large databases
The bottleneck of an AFIS when attempting to identify within a large database is the matching algorithm. Several proposals in the literature aim to overcome this problem.
FPGA-based systems implement the matching into a Field Programmable Gate Array [18, 30] , a hardware device that performs some operations very quickly, so that the overall identification time is reduced.
Other approaches reduce the penetration rate in the database by using a previous classification or indexing step [31, 32, 33, 34] . Nevertheless, in large databases this step may become the bottleneck, and the size of the subsets can become too large. Accuracy is degraded when the penetration rate is too small or the collision rate too high [33] .
HPC is a common solution for reducing high execution times [19, 20] . By using q computers with c cores each to perform a parallel search, the execution time can be reduced by up to a factor of qc. Moreover, the availability of more RAM memory allows more template fingerprints to be kept in a fast access device, avoiding slow access to secondary memory. Therefore, an adequate parallel framework can constitute a suitable tool for solving the identification problem in large databases [23, 24, 25] .
Fingerprint information fusion
This section introduces two of the main trends to improve the accuracy of fingerprint recognition. On the one hand, the use of several fingers [13] increases the distinctiveness of the identities and tries to avoid the difficulties posed by injured fingertips or low quality scans. The matching function for f fingerprints becomes of the form Q(I, T i ) where
This approach has been successfully applied over latent fingerprints, which are of very low quality [35] .
On the other hand, the combination of several matchers [14, 36] aims to profit from their advantages, while leaving aside their weaknesses. Multi-algorithm techniques work in a similar way as multi-finger ones, so that the fused score obtained for f algorithms is Q(I,
where F is an aggregation function.
Multi-finger and multi-algorithm approaches can be categorized together according to the type of fusion they perform:
• Feature fusion [15, 16, 37, 38] : this approach merges all f fingerprints of an identity into a single structure, which is compared to all n template structures. This avoids the necessity of performing f matchings per identity, but requires specific matching algorithms to handle such structures, as well as an additional conversion step.
• Score fusion [14, 17, 36, 39, 40] : this method applies several matchings (one for each fingerprint or algorithm) and aggregates the results into a single score. Although it does not need a specific matching algorithm, the use of f fingerprints or f matchings multiplies the identification time by f .
• Decision fusion [10, 11, 18, 32] : can be seen as a special case of score fusion, where matching is performed hierarchically. When the f input fingerprints are compared with some f template fingerprints for a given identity, the first pair is compared first. If the resulting score meets a certain condition, the second pair is compared, and so on.
Most fusion approaches are focused on improving accuracy, without considering runtime. Therefore, they are not adapted to address the identification in large databases because the execution time is higher than it is for simpler approaches. Empirical results obtained by some of the methods mentioned above can be found in the Technical Report associated with this paper [28] .
Dual Phase Distributed Scheme with Double Fingerprint Fusion
DPD-DFF carries out a hybrid fusion between two matching algorithms and two fingers within a flexible dual phase scheme that is implemented in a parallel HPC system. The proposal seeks to tackle large fingerprint databases with a good trade-off between two seemingly opposed objectives:
• Accuracy: identification accuracy must be better than it is for isolated models.
• Efficiency and scalability: the system should provide a real-time response. The runtime threshold depends on the specific application; it can vary between a few milliseconds and several minutes. Ideally the identification time should be lower than when using an isolated AFIS.
First, a fast matcher explores the whole database and extracts a set of candidate identities C. Then, an accurate matcher compares the input fingerprints with the templates in C. This corresponds to a decision fusion identification method as described in Section 2.2, in which the separate use of both algorithms avoids the necessity of transforming their respective outputs to a common domain and the consequent loss of precision, as it does for traditional multialgorithm score fusion approaches. The overall identification procedure is applied as follows:
1. Fast phase: according to the results obtained in [7] , Jiang's algorithm [8] has been selected to perform this first identification phase, because of its speed and its appropriate accuracy. Two different criteria may be used to compose the set C:
• Rank: given a rank r, select the r identities that provide the best scores. Thus, C has a fixed size |C| = r.
• Threshold: all templates T i whose score is higher than a fixed threshold φ when compared to the input fingerprint I are included in C. Therefore, the size of C is not previously known and will likely be different for each input fingerprint pair. The set can be described as
2. Accurate phase: the MCC algorithm [9] has been chosen for this phase due to its high accuracy. After comparing the input fingerprints with the templates in C, the identity with the best score is returned as the found match, as shown in Eq. 2.
In addition to this multi-algorithm scheme, we also use two different fingers (let them be finger A and finger B) per identity to even further improve identification accuracy. Two template fingerprints per person are stored, constituting a database T AB with n fingerprints pairs as described in Eq. 3. An identification requires an input set of two fingerprints I = {I A , I B }. According to this structure, each of the previously described identification phases can be carried out using either a single fingerprint or both fingerprints:
• Single finger: a single fingerprint of each identity is compared, as shown in Eq. 4. This alternative is proposed in a search for speed, minimizing the computation load.
• Double finger: both fingerprints are used for the comparison. This constitutes in itself a fusion method. Thus, a score-based fusion has been implemented, using the average as the aggregation function (Eq. 5), as recommended by the results of [17] . This approach is obviously slower than using a single finger, but it is much more accurate. The described method performs a hybrid fusion that uses both score and decision fusion to combine two fingers and two algorithms. The overall workflow is depicted in Figure 1 . A pseudocode of the identification procedure is shown in Algorithm 1. Out of this design, we take eight variants of the algorithm into consideration, which are denoted with three letters as shown in Table 1 . The first two letters represent the fingers that are taken for the fast and accurate phases respectively (S for single and D for double). The last letter stands for the criterion to build the candidate set (R for rank, T for threshold).
Note that the variants that use both fingers within a same phase (SD*, DS* and DD*) will eventually apply both matching algorithms over the fingerprints in C. This can enhance the identification accuracy, due to the synergy between two algorithms that perform the matching differently [14] .
Along with the algorithm variant, the choice of the parameters to build the candidate set (r or θ) is critical, as it will determine its size |C|, which in turn determines the trade-off between speed and accuracy: a small candidate set relies more on the fast phase and provides faster results (though less accurate), whilst a large candidate set leads to
end end return identity Algorithm 1: DPD-DFF algorithm more accurate results but needs longer runtime.
Despite the separation between fast and accurate phases, if the structure proposed so far is implemented in a sequential manner the scalability problem will eventually appear for arbitrarily large databases. To achieve high scalability, DPD-DFF has been developed within the two-level parallel framework proposed in [23] , as described in the Technical Report [28] . Hence, the scheme can be efficiently executed in a cluster of computers.
Experiments and results
This section describes the experiments performed over several fingerprint databases: a large database of SFinGegenerated fingerprints (Section 4.2), a database captured by the authors (Section 4.3), the well-known NIST-DB14
(Section 4.4) and several other public databases (Section 4.5). Section 4.1 describes the hardware and software used for these experiments.
The number of True Positives (TP), False Positives (FP) and False Negatives (FN) are used as accuracy measures, along with the True Positive Rate (TPR). The average identification time is denoted by t avg and measured in seconds in all cases. For the threshold variants, the average candidate set size |C| avg is also given. The plots include the accuracy and identification time of three reference AFIS: an isolated one that uses a single finger and a single matcher (as described in [8, 9] ), and two score fusion approaches, one multi-finger (as described in [17, 41] ) and one multialgorithm (as described in [11, 17, 36] ).
Note that for a fair comparison, both DPD-DFF and the reference AFIS were implemented in the framework proposed in [23] and executed over the same hardware. It is out of the scope of this paper to analyze the performance of the parallel procedure; the study is focused on the behavior of the proposed hybrid fusion method.
Additional details and results (such as tables, figures, database statistics, identification times, hardware configuration and results with more databases) are available in the associated Technical Report [28] and at http: //sci2s.ugr.es/DPDDFF.
Hardware and software environment
The experiments carried out for this paper have been executed in a cluster of 12 nodes, each of them with two Intel Xeon E5-2620 processors (6 cores each). The executions were performed with 12 slave processes (one in each node), each of them composed of 24 threads. Note that a smaller subset of nodes was used for the databases of small size.
All fingerprint minutiae were extracted using the NIGOS mindtct software [42] , whose parameters are detailed in Table 2 . The authors have written their own implementation of the underlying matching algorithms [8, 9] , with the sole aid of their respective original publications. The parameters used for these algorithms are also presented in the table.
To ensure a fair comparison, the same parameters were used for all the tested databases, so as to avoid any kind of over-fitting of the results. Even though this may produce low accuracy values for some of the databases, this setup aims to assess the robustness of the proposed method in different use cases.
SFinGe database
This section describes the experiments performed over a database of 50 000 fingerprint pairs, synthetically generated with the SFinGe software [3, 43] . First, Section 4.2.1 details the used fingerprint database. Then, Section 4.2.2
describes the experiments carried out and the obtained results. 
Database generation and parameters of the algorithms
In order to obtain very large databases and to control the fingerprint characteristics, we used the SFinGe software [3, 43] to generate synthetic fingerprints using the parameters specified in Table 3 . The fingerprint pairs are composed by joining two synthetic fingerprints. A fingerprint cannot be included in more than one pair to ensure that all pairs are unique and disjoint in the database. The test set for all the experiments carried out in this paper with the SFinGe database is composed of 1000 random input pairs, which are used to perform 1000 different identifications in the database of 50 000 template fingerprint pairs. Each input pair is formed by a different impression of each fingerprint of a template pair. Therefore, we obtain accuracy measures that range from 0 to 1000.
Discussion of the results
This section discusses the obtained results for all the described variants of DPD-DFF over the SFinGe database.
For the experiments, the rank values used to build the candidate set have been taken among the multiples of the number of cores of the cluster (144 in our setup), to maximize the throughput. However, we have also used lower values of the rank those in order to enrich the study and obtain more information about the behavior of the obtained accuracy. Tables 4 and 5 • The accuracy increases along with the amount of used information, so that DS* and DD* approaches are the most accurate ones.
• For a same average candidate set size, the rank approach produces more accurate results than the threshold variants, especially for small candidate sets. This might seem surprising because given an input pair, if both variants produce a candidate set of the same size, then these candidate sets are the same. However, recall that Table 5 shows the average set size. The actual value of |C| in the threshold variant is different for each input pair, which makes the variant less robust.
• The rank ensures that there are no false negatives because it allows us to fix the size of the candidate set, ensuring |C| > 0 and offering better control of the overall identification time.
• Even for a small |C|, the rank variants outperform Jiang over a single fingerprint.
• Similarly, for a very large |C|, DPD-DFF relies more on the second phase and therefore the results get closer to those obtained by MCC. The DS* variants are a particular case because the accuracy decreases as |C| increases.
As the candidate set grows, they rely less on multi-finger Jiang, and more on single-finger MCC, which is less accurate than the former.
• The most accurate variant is DDR, which uses the two fingerprints with both algorithms and the rank.
• The DS* and DD* variants of DPD-DFF outperform all reference AFIS, reaching 100% TPR along with the multi-finger approach with MCC.
If the average identification time is also taken into account, the following conclusions arise:
• As expected, in general the more precise variants also take more time. These results show how DPD-DFF can be tuned according to the system needs, so that reasonably good results can be obtained very quickly (SSR variant, r = 576), and very precise results can be obtained with slower configurations (DDR variant, r = 2304).
• These tables also show that given a certain variant, the configurations with small candidate sets have a very similar runtime because all the matchings can be performed in parallel, but the accuracy is better for bigger candidate sets. Therefore, in a real environment, configurations with less than one candidate per core are usually not interesting, as they do not use the whole capacity of the cluster.
In summary, the DPD-DFF model dominates in time and accuracy all the tested AFIS, even the multi-finger approaches which provide very good accuracy. The DDR variant reaches 100% TPR in about 0.45 seconds, while the only reference AFIS that reaches this accuracy (multi-finger MCC) takes 3 seconds.
DBSpain654
A database of 654 fingerprint pairs was captured by the authors to test DPD-DFF on a controlled framework.
This section describes the database (Section 4.3.1), the results obtained (Section 4.3.2), and an additional study with impostor fingerprints (Section 4.3.3). Due to the size of this database, all experiments described in this section were carried out using a single computer.
Database description
The fingerprints belong to the forefinger and middle finger of both hands of 334 non-experienced subjects from three different cities. Note that 14 fingerprint pairs failed in their enrolment and therefore were excluded from the database, making the resulting number of 654 pairs.
Both fingerprints of each pair were captured within the same image using a Suprema RealScan-D sensor. Each pair was captured 2 times as a template and 12 as an input over 3 different sessions several weeks apart. To compose the database and the test input set for this study, a single template and a single random input capture were selected for each pair. Then, the NIGOS nfseg algorithm [42] was used to segment the image and separate both fingerprints of each pair before applying the minutiae extraction. Tables 6 and 7 present the results of the eight variants of the proposed DPD-DFF. Figure 3 depicts both accuracy and the average identification time of all tested AFIS. The following conclusions can be extracted from these results:
Discussion of the results
• The algorithms behave in the same way as in the previously studied databases: Jiang is less precise than MCC, and the multi-finger approaches obtain the best results both among the reference AFIS and the DPD-DFF variants.
• Again, the rank variants show more robust behavior than the threshold ones for the same average size of the candidate set. The DDR variant obtains the best performance possible for any number of candidates.
• DDR and DSR dominate all the considered multi-algorithm AFIS, and get the same TPR as multi-finger MCC in a much faster time.
• The multi-finger Jiang algorithm is faster than DPD-DFF. Actually, it corresponds to the first phase of the DS* and DD* variants, and it is clear that its accuracy is significantly improved with a small time overhead. 
Results using impostor fingerprints
This section provides additional accuracy results for the DBSpain654 database.
In this section, the introduction of impostor fingerprints in the database requires additional error measures to study the behavior of DPD-DFF:
• False Acceptance Rate (FAR): rate of impostor fingerprints that are erroneously identified as genuine ones.
• False Rejection Rate (FRR): rate of genuine fingerprints that are erroneously rejected.
• Equal Error Rate (EER): error when FAR and FRR are equal. • FAR100, FAR1000: FRR when FAR is 1% and 0.1%, respectively.
• True Negatives (TN): number of input fingerprints that are not in the database, and are correctly detected as such.
• True Negative Rate (TNR): quotient of TN and the number of impostor test fingerprints. Tables 8 and 9 depict these error measures for all tested variants of DPD-DFF. To calculate these values, we took 3 random input fingerprint pairs for each of the 654 templates, and matched them with all the templates, making a total of 1 283 148 matchings for each matcher and each finger.
These tables show that the error rates become very low when the candidate set is big enough, especially for the DDR variant. Additionally, the FAR100 and FAR1000 values are very similar in most cases, meaning that the FAR drops quickly while the FRR remains almost constant, stating the robustness of DPD-DFF. The DRR variant obtains a very low FAR1000 when r = 48, which corresponds to a system that is robust against attacks (0.1% FAR), while avoiding rejections of genuine identities (0.25% FRR). To conclude this section, we performed a new test, for which half of the fingerprints were randomly removed from the database, so that 50% of the input fingerprints become impostors trying to break into the system. The criterion used by DPD-DFF to determine if a fingerprint does not belong to the database is a score threshold within the accurate phase: if the fingerprint selected as the most similar to the input does not reach that threshold, the input is considered to be an impostor. The threshold used for these tests was the one that gives 0.01% FAR for the standalone MCC algorithm. The results presented in Tables 10 and 11 show that, in contrast to the behavior of the TP, the TN decreases as the candidate size grows. This happens because a smaller candidate set allows the impostors to be detected during the first phase, while a bigger set makes the system more vulnerable to such attacks. This behavior provides good flexibility for the system: it can focus either on rejecting impostors or avoiding false rejections by modifying the rank parameter.
All rank variants of DPD-DFF show very good accuracy results when detecting impostors while identifying genuine fingerprints, keeping both FP and FN very low. As an example, DDR obtains the best result with the smallest r, and therefore the fastest configuration, without any false negatives in all cases. Similarly, the SSR variant is the one that is more robust against false positives, although this happens at the cost of a worse false negative rate. 
NIST-DB14 database
The NIST-DB14 database is composed of 27 000 rolled fingerprints, each of which was captured twice [44] . Tables 12 and 13 present the results of DPD-DFF over the NIST-DB14 database for the rank and threshold variants, respectively, using 12 slave machines. Figure 5 displays graphically the values of the tables. It has to be noted that the TPR is surprisingly low, in discrepancy with other studies that highlight these matchers as accurate for the NIST-DB14 database. However, they may require specific tuning to be optimized for rolled fingerprints, which falls beyond the scope of this study. Therefore, we focus on the results obtained with generalpurpose parameters that can highlight the robustness of the tested AFIS. For this database, which is difficult and computationally expensive, DPD-DFF outperforms all other approaches, in terms of both identification time and accuracy. The DDR variant is able to obtain better accuracy than the multi-finger MCC in about 25% more of the time than that required by the latter. 
Other real databases
We have performed an extensive experimental study over several publicly available databases composed of real fingerprints. The objective of this study is to analyze the behavior of DPD-DFF in several realistic systems, where the fingerprints have been captured by different sensors and techniques, and to do so in a reproducible way. DB25496 is a mixture of the other four real databases formed by plain fingerprints (DBSpain654, CASIA-FingerprintV5, MCYT100
and FingerPass), where four captures of each fingerprint pair were included into the template database. Table 14 summarizes the characteristics of the three selected databases. Figure 6 displays graphically the time and accuracy values obtained for them.
Again, the DDR variant is able to obtain the same results as the multi-finger MCC, in a much shorter time frame.
For the smaller databases, the multi-finger Jiang AFIS is able to obtain results that are faster than any of the variants of DPD-DFF. However, this time difference is less than 0.1s, which is usually an acceptable time to spend if the accuracy is improved. For a bigger database with the same characteristics, the relative difference in time would decrease as the accurate phase overhead would represent a smaller proportion of the overall time, thus making DPD-DFF even more [28] suitable for the identification. This is reflected in the largest and most difficult databases (CASIA-FingerprintV5 and DB25496), as well as in the previously analyzed NIST-DB14, where DPD-DFF improves accuracy in all the reference results. 
Conclusions
In this paper, we have proposed a novel dual phase identification model (denoted DPD-DFF) to address the identification problem in large fingerprint databases. Its goal is to overcome the two problems that arise when dealing with this kind of database: the accuracy loss and the long runtime. To do so, the model combines two matching algorithms and two fingerprints per identity, using a mixed decision-level and score-level fusion, and has been implemented in a distributed system.
One of the main strengths of the proposed system is its flexibility, so that it can be tuned to the desired balance between accuracy and speed. Furthermore, the proposal has been tested over six fingerprint databases of diverse characteristics. The attained results have shown that the solutions obtained by our model dominate both in time and in accuracy over those obtained by using a single fingerprint or score fusion with either two fingerprints or two matchers, especially when large or complex databases are involved.
With a database of 50 000 fingerprint pairs, the algorithm reaches 100% TPR for identification taking only 0.44 seconds in a cluster of 12 machines. As for the fast results, 98.0% accuracy is obtained within 0.17 seconds.
The experiments carried out over the remaining databases have confirmed these conclusions. The additional study including impostor scores claims that DPD-DFF is much more precise than the three reference AFIS in terms of the trade-off between TPR and TNR, being able to eliminate any false negatives within a fast identification time.
