One important user-oriented facet of digital video retrieval research involves how to abstract and display digital video surrogates. This study reports on an investigation of digital video results pages that use textual and visual surrogates. Twelve subjects selected relevant video records from results lists containing titles, descriptions, and three keyframes for ten different search tasks. All subjects were eye-tracked to determine where, when, and how long they looked at text and image surrogates. Participants looked at and fixated on titles and descriptions statistically reliably more than on the images. Most people used the text as an anchor from which to make judgments about the search results and the images as confirmatory evidence for their selections. No differences were found whether the layout presented text or images in left to right order.
Introduction
Digital video is an active research area on many fronts, ranging from storage and transfer challenges to psychological studies of multichannel information processes. The Open Video Project (www.open-video.org) currently has more than 1800 video segments with a variety of automatically and manually generated metadata elements. The repository is used as a testbed for creating and testing highly interactive user interfaces for digital video (See [1] for an overview of the project and [2] for details regarding one of the previous user studies). These interfaces are crucially dependent on surrogates (metadata that 'stands for' the full object) that provide context and clarity during the retrieval process. These surrogates are displayed via a search results page containing objects that have been retrieved in response to a query. Before downloading a video, users rely on the system's representation of those videos to make relevance judgments. While textual surrogates are often revealing, because they must be read and decoded, they are often unable to characterize the rich amounts and types of data that can be transferred through visual media. It is assumed that utilizing visual surrogates will help users develop a more thorough understanding of the videos retrieved. In order to develop the most useful mix of textual and pictorial representations of video objects, this study used eye tracking methods to explore the ways in which people interact with these media within the context of a video retrieval system interface.
Background
Eye tracking has been used to study people's processing of textual and pictorial information in a variety of contexts. Since the late 1880's there has been scientific interest in human eye movements and their ability to reveal cognitive strategies [3] . Of the many different patterns of eye movement, the saccade and point of fixation are most pertinent to a study of human computer interaction [4] . A saccade is a quick movement of the eye for the purposes of redefining the immediate visual field. During a saccadic interval, the eye doesn't collect information but is simply moving from one place to another [5] . A point of fixation is the period between saccades, typically ranging from 200-600ms 1 , in which a stable visual point is held and information can be viewed [4, 5, 6 ]. An analysis of saccades and fixations can capture the wide range of visual perceptions and, presumably, cognitive processes people undergo when accessing information from a computer generated visual display [4, 7] .
A review of the literature provides few examples of research regarding people's eye movements as they integrated both textual and visual elements in an information seeking context. As noted by Rayner et al. [8] , this may be due to the fact that the bulk of this research has probably been conducted by advertising agencies and the majority of it is not made readily available to the scientific community.
Faraday and Sutcliffe [9] studied the contact points between textual and pictorial elements. They suggested that a contact point "or co-reference between an image and a text" [9, pg. 29] should be carefully crafted to ensure that the maximum amount of encoded information is passed along to the viewer. Their findings revealed that, participants sought to link textual descriptions to visual depictions in a simple manner and if the link wasn't clear, participants often became confused as to how the two channels could be synthesized into a coherent whole. This work was based upon earlier research conducted by Hegarty [10, 11] . As her participants viewed instructional diagrams comprised of both visual and textual directions, they constructed representations of the instructional material that were mainly text based. Across analyses, imagery was found to supplement an initial and lasting impression that was decoded from the textual material.
The remaining research was generated by investigations of people's interactions with advertising materials. This work is mainly interested in what pieces of an advertisement are most likely to capture a user's interest. Work by Fox et. al. [12] and Lohse [13] are representative examples. A final study of particular interest was conducted by Rayner et. al. [8] . That work used magazine advertisements as source material for participants conducting searching related tasks. Participants were di-rected to, for example, "decide which skin lotion and body wash to buy", from a series of advertisements that contained both pictorial and textual elements. Results indicated that participants spent a majority of their time looking at the textual portions of the advertisement. While this was true, it was hypothesized that participants spent more time on the text due to the fact that images are more quickly and easily decoded than words. Their work also pointed to the fact that eye movement patterns are heavily affected by task. The current study is intended to address the interplay between text and images.
Study Methods
Twelve undergraduate students each completed ten search problems. As they browsed the results page for each search, their eye movements were tracked. They also completed a learning preference questionnaire and were debriefed at the completion of the study. The study methods are described in detail in this section.
The 12 subjects who participated in this study were all undergraduate students from UNC-CH. They came from a variety of departments, included 9 females and 3 males, and had a mean age of 20 (ranging from 18 to 24). All of the participants reported using computers on a daily basis and 4 of the 12 reported watching videos or films on a daily basis while the remainder (8) watched weekly. Half the participants reported searching for videos or films on a daily or weekly basis with the other half searching only occasionally or never. Each subject spent about two hours in the study and received $20 for participation.
Learning Preference, Layout Design and Lookzones
Because this study was asking users to view both pictures and text, it was hypothesized that verbal or visual learning preferences might affect results. Kirby, Moore and Schofield's [14] Verbalizer Visualizer Questionnaire (VVQ) was used to assess these preferences. The VVQ contains three sections of ten questions each dealing with, respectively, verbal themes, visual themes and questions regarding dreams. The questions regarding dreams were dropped due to their lack of relevance to this study. Scores on the verbal and visual scales were analyzed directly and were also used to categorize participants as verbal, visual or balanced. Participants were categorized with verbal or visual preference if the difference between their verbal and visual scores were more than or equal to three. If their scores were less than or equal to two, they were categorized as balanced.
Because this study intended to assess how users interacted with a search results page that included text and pictures, it became clear that the placement of either text or picture on the page might play a large part in how the participant used them. It was hypothesized that, due to the left-to-right reading habits of Western culture, whatever information was placed on the left hand side might be used first. To account for this possibility, two versions of the search results page were designed, one with the textual metadata on the left and the visual metadata on the right and one in which the placement was reversed. As users interacted with the search results pages, they were given either design one or design two depending on the protocol.
Because this study was also interested in how participants employed either visual or textual metadata, zones were defined for each instantiation of a search page, that delineated three areas-text, pictures and other. Areas that had titles and descriptions were assigned to the text zone, areas that had poster frames were assigned to the picture zone, and areas that included neither textual nor pictorial metadata (i.e. scrollbar, etc.) were defined as an "other" zone.
Study Procedures
The OpenVideo eye tracking study was conducted in the Interaction Design Lab at UNC-CH using an ASL 504 eye tracker and Flock of Birds head tracker. A separate piece of software called GazeTracker was used to correlate eye tracking data with data from the user workstation. A combination of the two was used as the basis for analysis and discussion of results. Based on a review of the literature [3, 4, 5, 6, 7] , a threshold of 200 ms. was used to define fixations.
Each session included ten trials and in each trial the subjects were given a search stimulus and one search results page. Each page contained between 20-25 video segments. For example, while viewing the appropriate search results page, the participant was asked to find a video "That discusses the destruction earthquakes can do to buildings." The first eight stimuli were topical and the remaining two asked subjects to select a video they might like. Each participant interacted with both page designs and search tasks that were counterbalanced to control for order effects.
After completing the ten searches, participants were debriefed with such questions as: Which of the two designs did you prefer and why? Name two or three strengths of the design you prefer. Name two or three weaknesses. Did the text give you different information than the pictures? If so, could you describe the difference?
In analyzing the data, we first asked how participants utilized text, pictures or other zones as they browsed the results pages. In addition, the effects of the layout, the search task, and the participants' learning preferences were investigated. These results were analyzed with a variety of tools (e.g., GazeTracker, SAS, MS Excel) and methods, including analysis of variance and contingency tables.
Results
After summarizing participants' use of textual and pictorial zones in the search results page, this section discusses the variables affecting the study results.
People's Use of Textual and Pictorial Representations
The primary question to be addressed in this study was how people use textual and pictorial representations of video objects. A summary of the results addressing this question is presented in Table 1 . It is clear that participants looked at the textual surrogates much longer than the visual surrogates. The mean time that participants spent looking at text, for the study as a whole, averaged more than 22 seconds longer, per search, than time spent looking at pictures-a difference that was statistically significant (t=14.08, p<0.0001). The differences in mean duration of fixation time over text, pictures or other was found to be statistically significant (F=170.86 with 2, 326 df, p<0.0001) and Duncan's multiple range test indicated that each mean was different from the other two. Thus, subjects consistently spent much more time decoding the text. The number of fixations appeared to be similarly focused on text, with participants spending 75% of their fixations over text, 18% of their fixations over pictures and less than 6% of their fixations over other sections of the results page. These differences were also statistically significant (F (2, 178)=181.06, p<0.0001). Interestingly, participants' first fixations were distributed approximately equally between the text (65) and pictures (54). 
Effects of Layout, Tasks and Learning Preference
The effects of the placement of the pictures and the text in the interface was evaluated in two ways: amount of time in each zone and the zone which was examined first. The layout did not affect the total fixation time in each region, nor the number of fixations in each region. The mean time per fixation in the text zone was affected by the layout, with slightly more time spent gazing at text when the text was on the left (.34 seconds versus .31 seconds, p=0.0018). The zone examined first also varied with the layout (Fisher's exact test, p=0.0017). When the pictures were on the left, participants predominately fixated over text first and when the text was on the left, participants predominately fixated over pictures 2 first. When looking at differences across search tasks, three results were of interest regarding participants' usage of the textual metadata. The total amount of time spent looking at text was affected by the task (F=5.19 with 9, 107 df, p<.0001; post hoc tests indicated a gradual change in this variable across the ten search tasks). Regardless of counterbalancing plans, some tasks required more time for completion than others. A similar pattern was detected when examining the amount of time spent in fixations in the text zone (F=3.74 with 9, 110df, p<.0004). Frequency of fixations in the text zone also varied across tasks (F=4.53 with 9, 110 df, p<.0001). No statistically significant effects of task was found for the time spent in the picture zone, fixation time spent in the picture zone, or number of fixations in the picture zone.
Among these 12 participants, the mean score on the VVQ verbal scale was 5.8 (s.d. = 2.5) and the mean on the visual scale was 8.5 (s.d. = 2.2). When these scores were used to categorize the participants, six were picture-oriented and six were balanced in their preferences; none were text-oriented. Further analysis revealed that the balanced group spent more time looking at text than did the picture-oriented group (Fisher's exact test, p<.0017).
Discussion
It seems clear from the data that participants looked at and fixated on titles and descriptions far more than on the pictures in the displayed results. Even more important, it seemed that most people used the text as an anchor from which to make judgments about the search results. In the analyses of scan paths (see sample in figure 2 ) and interview responses, it was clear that participants felt most comfortable searching for and finding videos with the textual metadata. While the data is consistent with this interpretation, there are some alternative possible explanations. As they searched, participants did spend more actual time and fixations over the text, but this could be attributable to the fact that information encoded in text takes longer to decode than information encoded in a picture [8] . It could also be attributed to the fact that a title and description probably carry more topical information about a video than the three images included in this interface. Were people spending less time looking at and fixating on the pictures because the images offered information that was more quickly accessed or because the images offered less information or different kinds of information? Further study is needed to answer this question, but in this preliminary study, it seems clear that participants were thoroughly proficient at using text as their primary tool for selecting relevant videos.
Even so, the visuals were not ignored completely. Some participants spent upwards of 25-30% of their time looking at and fixating on the pictures. The pattern that began to emerge was one of scanning the text for a possible video candidate and then confirming or rejecting that choice with the pictures. See figure 3 for an example screenshot of the moment a participant found the video that they subsequently chose. Note the fixation numbers begin over the text, with 2-6 falling over the description, and then move to the images, where 7-9 are located, and then back to the text.
Fig. 3. Example of Text Scanning with Image Confirmation
It is interesting to note that two participants reported using the images as the main access point for their search, but subsequent analysis of their scan path didn't reveal this to be true. Regardless, participants consistently noted that they liked the pictures and felt that they were necessary to their searches. Even though the visuals weren't utilized as much temporally, they were obviously adding some value to the search process. Our study was not designed to reveal what this added value might be, but some exploratory conclusions can be made.
Pictures were consistently used to confirm video choices that were made with the text. The added visual metadata seemed to make people more comfortable with their choices. One participant said pictures give you an "an actual visual object to look at." This makes sense in a medium (i.e., video) where visual information is one of two main signals (sound being the other). People want to "see" what the video looks like, not just read what it's about. It also makes sense that the visuals were communicating certain amounts and types of information that the text couldn't encode, such as the "feel of the film", what the characters looked like, and the colors used in the film. It was also noted by more than one participant that pictures can give you a quick overview of the film without having to read the text. To hazard a contrast between the two sources of metadata, text seemed to transmit information regarding what the video was about and the visuals seemed to transmit information regarding what the video was like.
Discussion of Layout, Tasks and Learning Preference
An assessment of the two layout designs used in this study reveals some interesting similarities and differences. First, the layouts did not radically affect searching patterns. For the most part, participants utilized a personal searching style across both designs. Regardless of where the text was placed it was utilized as the main information source. It is uncertain why subject's average length of fixation was slightly increased when the textual metadata was presented on the left hand side and not the right. It is possible that peoples preference for reading from left to right was more easily accommodated in this situation and therefore they fixated, on average, for slightly longer. It also seems possible that, while a statistically significant difference was found, the actual temporal difference of three one hundredths of a second was simply due to small sample size. As to the finding that participants' first fixations were different for the two layouts, it is uncertain whether this difference is caused by the layout, or simply due to people's tendency to start in the middle of the page. This tendency, alone, would account for the study results, because in one design, text was in the center of the page and in the other, pictures were in the center. It is possible that people weren't being influenced by the layout at all.
In any study that involves search tasks, the ways in which those tasks may have affected performance must be evaluated. The ten different tasks fall into two main categories. In the first eight tasks participants had fairly specific targets (e.g., find a video with nurses), while the final two tasks were much more open ended (e.g., find a video you like). It was hypothesized at the start of the study that the search type might influence visual behavior, but no evidence for such an influence was found. For all ten tasks, people made their initial decisions based on text and confirmed those decisions with pictures. A study of the transcriptions does reveal that most participants reported utilizing the visual metadata more for searches nine and ten. It seems likely that, when presented with a more open choice, people made relevance decisions that included the more "subjective" information presented in the images. Further study regarding the characteristics of search tasks and their effects on searching performance will need to be conducted to verify this preliminary finding.
The statistically-significant effects of individual tasks on performance must also be interpreted. Certainly some tasks took longer than others and we can surmise that those tasks were either harder to accomplish or had some inherent randomness that forced participants to search longer. Why this is true is not easily discerned from the data. Perhaps a larger sample size or a different set of search tasks specifically designed to investigate this issue would produce more interpretable results.
The Verbalizer Visualizer Questionnaire scores revealed an interesting result. The group that had a balanced score, meaning that they had no preference for either visual or verbal learning, spent more time looking at the text than the visual group. The most likely explanation for this result is that the balanced learners had a stronger preference for text than the visual group, and so spent more time with it. It is also possible that balanced learners couldn't decode the information presented in the text as quickly as the visual learners could, but to make this assumption would require more research.
Conclusion
This study explored the role of text and image representations of the video objects listed on a search results page. A small number of study participants were asked to react to a specific set of search results pages in relation to ten specific search tasks. Thus, the conclusions from the study should be generalized only with caution.
This research began with an overall question regarding the inclusion of visual metadata in a search results page. Would this help or hinder users as they tried to find videos? Will people use images if they are included with other textual metadata while they search for videos? Based upon the evidence presented in this study, the answer seems to be positive. Participants actively utilize visual metadata and include it in the process of making relevance judgments. Text was certainly utilized to a higher degree, but the images were frequently accessed by participants as well, especially to confirm judgments.
Many claims have been made about the value of non-textual cues in supporting video retrieval. This study demonstrated that although text dominates how people make sense of retrieval sets, images add confirmatory value and are strongly liked. In future work, we will continue to investigate how textual surrogates and visual surrogates interact to benefit video retrieval performance. A second iteration of the above study could investigate further variations in the design of the results page by including only text, only images or by comparing manually selected surrogates with randomly selected surrogates. It would also be worthwhile to investigate the amount and variety of information transfer through images and text as they relate to the source video. This work could be further extended through a study of search tasks and their effects on subject performance. It is anticipated that results from this line of research will support the architecture and design of future digital video retrieval interfaces.
