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Abstract
We give a group-theoretic interpretation of the AdS/CFT correspondence as
relation of representation equivalence between representations of the confor-
mal group describing the bulk AdS elds , their boundary elds 0 and
the coupled to the latter boundary conformal operators O. We use two kinds
of equivalences. The rst kind is equivalence between the representations de-
scribing the bulk elds and the boundary elds and it is established here. The
second kind is the equivalence between conjugated conformal representations
related by Weyl reflection, e.g., the coupled elds 0 and O. Operators
realizing the rst kind of equivalence for special cases were actually given by
Witten and others - here they are constructed in a more general setting from
the requirement that they are intertwining operators. The intertwining oper-
ators realizing the second kind of equivalence are provided by the standard
conformal two-point functions. Using both equivalences we nd that the bulk
eld has in fact two boundary elds, namely, the coupled elds 0 and O,
the limits being governed by the corresponding conjugated conformal weights
d− and . Thus, from the viewpoint of the bulk-boundary correspondence
the coupled elds 0 and O are generically on an equal footing.
Our setting is more general since our bulk elds are described by rep-
resentations of the Euclidean conformal group, i.e., the de Sitter group
G = SO(d+ 1; 1), induced from representations  of the maximal compact
subgroup SO(d+1) of G. From these large reducible representations we can
single out representations which are equivalent to conformal boundary repre-
sentations labelled by the conformal weight and by arbitrary representations
 of the Euclidean Lorentz group M = SO(d), such that  is contained
in the restriction of  to M . Thus, our boundary $ bulk operators can be
compared with those in the literature only when for a xed  we consider
a ’minimal’ representation  = () containing  . We also relate the
boundary ! bulk normalization constant to the Plancherel measure for G.
 Permanent address: Bulgarian Academy of Sciences, Institute of Nuclear Research and Nuclear
Energy, 72 Tsarigradsko Chaussee, 1784 Sofia, Bulgaria.
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1. Introduction
Recently there was renewed interest in (super)conformal eld theories in arbitrary dimen-
sions. This happened after the remarkable proposal in [1], according to which the large N
limit of a conformally invariant theory in d dimensions is governed by supergravity (and
string theory) on d + 1-dimensional AdS space (often called AdSd+1) times a compact
manifold. Actually the possible relation of eld theory on AdSd+1 to eld theory on Md
has been a subject of long interest, cf., e.g., [2{6], and also [7{9] for discussions motivated
by recent developments, and additional references. The proposal of [1] was elaborated in
[10] and [11] where was proposed a precise correspondence between conformal eld theory
observables and those of supergravity: correlation functions in conformal eld theory are
given by the dependence of the supergravity action on the asymptotic behavior at innity.
More explicitly, a conformal eld O corresponds to an AdS eld  when there exists
a conformal invariant coupling
R
0O where 0 is the value of  at the boundary of
AdSd+1 [11]. Furthermore, the dimension  of the operator O is given by the mass of
the particle described by  in supergravity [11]. Also the the spectrum of Kaluza-Klein
excitations of AdS5  S5, as computed in [12,13], can be matched precisely with certain
operators of the N = 4 super Yang-Mills theory in four dimensions [11]. After these ini-
tial papers there was an explosion of related research of which of interest to us are two
aspects: 1) calculation of conformal correlators from AdS (super)gravity, cf., e.g., [14{33];
2) matching of gravity and string spectra with conformal theories, cf., e.g., [34{47].
One of the main features furnishing this correspondence is that the boundary Md of
AdSd+1 is in fact a copy of d-dimensional Minkowski space (with a cone added at innity);
the symmetry group SO(d; 2) of AdSd+1 acts on Md as the conformal group. The fact
that SO(d; 2) acts on AdSd+1 as a group of ordinary symmetries and on Md as a group
of conformal symmetries means that there are two ways to get a physical theory with
SO(d; 2) symmetry: in a relativistic eld theory (with or without gravity) on AdSd+1, or
in a conformal eld theory onMd.
The main aim of this paper is to give a group-theoretic interpretation of the above
correspondence. In fact such an interpretation is partially present in [48] for the d = 3
Euclidean version of the AdS/CFT correspondence in the context of the construction of
discrete series representations of the group SO(4; 1) involving symmetric traceless tensors
of arbitrary nonzero spin.
In short the essence of our interpretation is that the above correspondence is a relation
of representation equivalence between the representations describing the elds , 0 and
O. There are actually two kinds of equivalences. The rst kind is new (besides the
example from [48] mentioned above) and is proved here - it is between the representations
describing the bulk elds and the boundary elds. The second kind is well known - it is
the equivalence between boundary conformal representations which are related by Weyl
reflections, the representations here being the coupled elds 0 and O.
Our interpretation means that the operators relating these elds are intertwining
operators between (partially) equivalent representations. Operators giving the rst kind
of equivalence for special cases were actually given in [11,14,17{19,25{27] - here they are
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constructed in a more general setting from the requirement that they are intertwining op-
erators. The operators giving the second kind of equivalence are provided by the standard
conformal two-point functions (and the latter intertwining property was known long time
ago, cf. [49], also [48]). Using both equivalences we nd that the bulk eld has naturally
two boundary elds, namely, the coupled elds 0 and O, the limits being governed by
the corresponding conjugated conformal weights d− and . Thus, we notice that from
the point of view of the bulk-to-boundary correspondence the coupled elds 0 and O
are generically on an equal footing.
As mentioned, our setting is more general. In order to be more specic we consider
here the Euclidean version of the AdS/CFT correspondence. In this case the conformal
group is the de Sitter group G = SO(d + 1; 1). Our bulk elds are obtained from
representations of G induced from representations  of the maximal compact subgroup
K = SO(d + 1) of G. From these large reducible representations we can single out
representations which are equivalent to conformal boundary representations labelled by
arbitrary representations  of the Euclidean Lorentz group M = SO(d), such that  is
contained in the restriction of  to M . Thus, our boundary $ bulk operators can be
compared with those in the literature only when for a xed  we consider a ’minimal’
representation  = () containing  . We also relate the boundary! bulk normalization
constant to the Plancherel measure for G.
On the AdS side the representations are realized on de Sitter space S (the Euclidean
counterpart of AdS space), which is isomorphic to the coset G=K. What is also very es-
sential for our approach is that S is isomorphic (via the Iwasawa decomposition) also
to the solvable product group ~NA, where ~N is the abelian group of Euclidean transla-
tions (isomorphic to IRd), A is the one-dimensional dilatation group. The isomorphism
S = ~N A and related ones are explicated in Section 2. On the conformal side the repre-
sentations are realized on ~N , and we use also the fact that the latter is locally isomorphic
(via the Bruhat decomposition) to the coset G=MAN , (where N is the group of spe-
cial conformal transformations). These representations, called elementary representations
(ERs), are introduced in Section 3. The representations on de Sitter space are introduced
in Section 4. Then in Section 5 we give the bulk-to-boundary and boundary-to-bulk inter-
twining operators and discuss the dierence between equivalence and partial equivalence.
There we display the second limit of the bulk elds and we derive some further intertwin-
ing relations. From the latter we derive the relation to the Plancherel measure for G. We
illustrate the intertwining relations by a commutative diagram. Sections 6 contains some
more comments and outlook.
3
2. de Sitter space from Iwasawa decomposition
As we mentioned the relation between the two pictures uses the fact that IRd is easily





2α = 1 ; d+2  1 (2:1)
and the rst d of the α may be taken as coordinates on IRd.
The group-theoretic interpretation of this relation is present in [48] using the so-called
Iwasawa decomposition G = ~NAK.1 This is a global decomposition, i.e., each element
g of G can be decomposed as the product of the corresponding matrices: g = ~nak, with
~n 2 ~N , a 2 A, k 2 K. To be explicit we use the following dening relation of G :
G = fg 2 GL(d+2; IR) j tgg =  := diag(−1; : : : ;−1; 1); det g = 1; gd+2,d+2  1g (2:2)
which is the identity component of O(d+ 1; 1), (tg is the transposed of g). Then we have
the following matrix representations of the necessary subgroup elements (cf. formulae
(1.20a), (1.21), (1.23), of [48], with 2h replaced here by d) :
~n = ~nx =
0@ ij −xi xixj 1− 12x2 12x2
xj −12x2 1 + 12x2










1CA 2 A ; jaj > 0 (2:3b)
k =
0@ kij ki,d+1 0kd+1,j kd+1,d+1 0
0 0 1
1A 2 K ; (kαβ) 2 SO(d+ 1) (2:3c)
Writing g = ~nak one may determine the factors ~n; a; k in terms of the matrix ele-
ments of g. We use this for the elements of the last column of g, which actually parametrize
the de Sitter space, i.e.,
A = gA,d+2 ; A = 1; : : : ; d+ 2 : (2:4)
Indeed, substituting (2.4) in (2.1) we recover the (d + 2; d + 2)-element of the dening
relation (2.2), i.e.,






1 There are several versions of the Iwasawa decomposition, e.g., one may use the group N
instead of ~N , and one may take dierent order of the three factors involved. The choice of version
is a matter of convenience.
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Now in terms of the parameters in (2:3) we get for the elements of the last column of
g, resp., for the parameters of de Sitter space :
gi,d+2 = i =
1
jaj xi
gd+1,d+2 = d+1 =
jaj2 − 1 + x2
2jaj
gd+2,d+2 = d+2 =
jaj2 + 1 + x2
2jaj  1
(2:6)
Notice that the only the d+ 1 parameters of the matrices ~nx ; a of the Iwasawa decom-
position (cf. (2:3a; b)) are involved. Solving (2.6) we obtain for the latter parameters:
xi =
gi,d+2




gd+2,d+2 − gd+1,d+2 =
1
d+2 − d+1 > 0
(2:7)
(The last condition follows from gd+2,d+2  1.) From (2.6) we get also the consistency
condition:
jaj2 + x2
jaj = gd+2,d+2 + gd+1,d+2 = d+2 + d+1 (2:8)
Indeed, inserting (2.7) in (2.8) we recover (2.1) and (2.5).
 Thus, in (2.6) and (2.7) we have the mentioned correspondence between de Sitter
space S and the (coset) solvable subgroup S = ~NA = G=K = IRd IR>0 of the
de Sitter group G. In addition, this explicates the group-theoretical interpretation of
Euclidean space-time IRd as the abelian subgroup ~N of the solvable subgroup S,
and the topological interpretation of IRd as the boundary of IRdIR>0 for jaj ! 0.
Remark: Note that for d even some expressions are simpler if we work with the extended
de Sitter group:
G0 := fg 2 GL(d+ 2; IR) j tgg = ; gd+2,d+2  1g (2:9)
which includes reflections of the rst d+ 1 axes. Then K ! K 0 = O(d+ 1), M !M 0 =
O(d), but the de Sitter space S and the results of this Section are not changed. }
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3. Conformal field theory representations
The representations used in conformal eld theory are called (in the representation theory
of semisimple Lie groups) generalized principal series representations (cf. [50]). In [48], [51],
[52] they were called elementary representations (ERs). They are obtained by induction
from the subgroup P = MAN , (P is called a parabolic subgroup of G). The induction
is from unitary irreps of M = SO(d), from arbitrary (non-unitary) characters of A, and
trivially from N . There are several realizations of these representations. We give now the
so-called noncompact picture of the ERs - it is the one actually used in physics.
The representation space of these induced representations consists of smooth functions
on IRd with values in the corresponding nite-dimensional representation space of M ,
i.e.:
Cχ = ff 2 C1(IRd; Vµ)g (3:1)
where  = [;],  is the conformal weight,  is a unitary irrep of M , Vµ is the nite-
dimensional representation space of . In addition, these functions have special asymptotic
expansion as x!1. The leading term of this expansion is f(x)  1
(x2)∆
f0, (for more
details of this expansion we refer to [48], [51], [52]). The representation Tχ acts in Cχ
by:
(Tχ(g)f)(x) = jaj−∆ Dµ(m) f(x0) (3:2)
where the nonglobal Bruhat decomposition g = ~nman is used:2
g−1~nx = ~nx0m−1a−1n−1 ; g 2 G; ~nx; ~nx0 2 ~N; m 2M; a 2 A; n 2 N (3:3)
Dµ(m) is the representation matrix of  in Vµ .3
The ERs are generically irreducible both operatorially (in the sense of Schur’s Lemma)
and topologically (meaning nonexistence of nontrivial (closed) invariant subspaces). How-
ever, most of the physically relevant examples are when the ERs are topologically reducible
and indecomposable. In particular, such are the representations describing gauge elds,
cf., e.g., [53{56].
The importance of the elementary representations comes also from the remarkable
result of Langlands-Knapp-Zuckerman [57], [58] stating that every irreducible admissible
representation of a real connected semisimple Lie group G with nite centre is equivalent to
2 For the cases with measure zero for which g−1~nx does not have a Bruhat decomposition of
the form ~nman the action is dened separately, and the passage from (3.2) to these special cases
is ensured to be smooth by the asymptotic properties mentioned above. Further, we may omit
such measure-zero exceptions from the formulae - in a rigorous exposition all of them are taken
care of, cf. [48], [51], [52].
3 One may interpret Cχ also as a space of smooth sections of the homogeneous vector bundle
with base space G/MAN and bre Vµ .
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a subrepresentation of an elementary representation of G.4 To obtain a subrepresentation
of a topologically reducible ER one has to solve certain invariant dierential equations, cf.
[48], [51], [52].
Note that the representation data given by  = [;] xes also the value of the
Casimir operators Ci in the ER Cχ , independently of the latter reducibility. For later
use we write:
Ci(fXg) f(x) = i(;) f(x) ; i = 1; : : : ; rankG = [ d2 ] + 1; (3:4)
where fXg denotes symbolically the generators of the Lie algebra G of G, and the





applying the Bruhat decomposition to exp(−tX) ~nx .
Next, we would like to recall the general expression of the conformal two-point function
Gχ(x1 − x2) (for special cases cf. [59{62], for the general formula with special stress on






0@ ~r(x) 0 00 1 0
0 0 1




where γχ is an arbitrary constant for the moment. (Note that for d even r(x) 2 O(d),
so we work with G0, cf. (2.9).)
Finally, we note the intertwining property of Gχ(x). Namely, let ~ be the rep-
resentation conjugated to  by Weyl reflection, i.e., by the nontrivial element of the
two-element restricted Weyl group W (G;A) [48]. Then we have:
~ := [ ~; d− ] ; for  = [;]; (3:7)
where ~ is the mirror image representation of . (For d odd ~ = , while for
d even ~ may be obtained from  by exchanging the representation labels of the two
distinguished Dynkin nodes of SO(d).) Then there is the following intertwining operator
[49], [48]:




Gχ(x1 − x2) f(x2) dx2 : (3:8b)
4 Subrepresentations are irreducible representations realized on invariant subspaces of the ER
spaces (in particular, the irreducible ERs themselves). The admissibility condition is fullled in
the physically interesting examples.
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(dx  ddx) which means that the representations are partially equivalent. Note that
because of this equivalence the values of all Casimirs coincide:
i(~; d−) = i(;) ; 8i : (3:9)
Note, that at generic points the representations are equivalent, namely, one has [48],
[51]:
Gχ Gχ˜ = 1χ ; Gχ˜ Gχ = 1χ˜ (3:10)
This may be used to x the constant γχ .
From the point of view of the AdS/CFT correspondence the importance of the pair
; ~ is in the fact that the corresponding elds have conformally invariant coupling through
the standard bilinear form:
h0 ;Oi :=
Z
dx h0(x) ;O(x)iµ ; 0 2 Cχ˜ ; O 2 Cχ ; (3:11)
where h; iµ is the standard pairing between  and ~. (Note that if 0 determines a
p-form, then O(x) determines a (d− p)-form.)
4. Representations on de Sitter space
In the previous section we discussed representations on IRd = ~N induced from the
parabolic subgroup MAN which is natural since the abelian subgroup ~N is locally
isomorphic to the factor space G=MAN (via the Bruhat decomposition). Similarly, it is
natural to discuss representations on de Sitter space S = ~NA which are induced from the
maximal compact subgroup K = SO(d+ 1) since the solvable group ~NA is isomorphic
to the factor space G=K (via the Iwasawa decomposition). Namely, we consider the
representation space:
C^τ = f 2 C1(IRd  IR>0 ; Uτ )g (4:1)
where  is an arbitrary unitary irrep of K, Uτ is the nite-dimensional representation
space of  , with representation action:
(T^ τ (g))(x; jaj) = D^τ (k)(x0; ja0j) (4:2)
where the Iwasawa decomposition is used:
g−1~nxa = ~nx0a0k−1 ; g 2 G; k 2 K; ~nx; ~nx0 2 ~N; a; a0 2 A (4:3)
and D^τ (k) is the representation matrix of  in Uτ . However, unlike the ERs, these rep-
resentations are reducible, and to single out an irrep equivalent, say, a subrepresentation
of an ER, one has to look for solutions of the eigenvalue problem related to the Casimir
operators. This procedure is actually well understood and used in the construction of the
discrete series of unitary representations, cf. [63], [64], (also [48] for d = 3).
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In the actual implementation of (4.2) it is convenient to use the unique decomposition:
k = m(k)kf ; m(k) =
0@ ~m(k) 0 00 1 0
0 0 1
1A 2M ; kf =  ~kf 00 1

2 K (4:4)
representing the decomposition of K into its subgroup M and the coset K=M :































appeared in (1.30a) of [48].5
Further, we would like to extract from C^τ a representation that may be equivalent
to Cχ ,  = [;]. The rst condition for this is that the M -representation  is
contained in the restriction of the K-representation  to M . Another condition is that
the two representations would have the same Casimir values i(;). Having in mind the
degeneracy of Casimir values for partially equivalent representations (e.g., (3.9)) we add
also the appropriate asymptotic condition. Furthermore, from now on we shall suppose
that  is real. Thus, we shall use the representations:
C^τχ = f 2 C^τ : Ci(fX^g)(x; jaj) = i(;)(x; jaj) ; 8i ;  2  jM ;
(x; jaj)  jaj∆ ’(x) for jaj ! 0 g
(4:6)
where fX^g denotes symbolically the generators of the Lie algebra G with the action
X^ of X 2 G given by the innitesimal version of (4.2):
(X^ )(x; jaj) := @
@t
(T^ τ (exp tX))(x; jaj)jt=0 (4:7)
applying the Iwasawa decomposition to exp(−tX) ~nx a . Certainly, the Casimirs
Ci(fX^g) with (4.7) substituted are dierential operators and the elements of C^χ are
solutions of the equations above.
5 The matrices kx realize the (local) isomorphisms: IR
d ∼= ~N loc= K/M ∼= G/MAN
(using for the last isomorphism the Iwasawa decomposition in the version G = KAN).
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jaj∆−d (x; jaj) (4:8)
which will appear as a consequence of the formalism. With this we shall establish - for
generic representations - the following important relation:
C^τχ = C^
τ
χ˜ ;  = [;]; ~ = [~; d−] ; (4:9)
for which besides (4.8), we use the equality between the Casimirs (3.9), and the fact that
if  contains  then it also contains the mirror image ~ . This is established towards
the end of next Section, where also some comment on the exceptional cases is made. }
We end this Section by noting that for the representations on de Sitter space C^χ ,
C^τ , there is no exhaustivity result as the Langlands-Knapp-Zuckerman result [57], [58]
for ERs cited above. Thus, it is not surprising that not all conformal representations can
be realized on de Sitter space, or, in other words, that some conformal elds live only on
the boundary of de Sitter space and can not propagate into the bulk.
5. Intertwining relations between conformal and de Sitter representations
5.1. Bulk-to-boundary intertwining relation
This Section contains our main results, explicating the relations between CFT and de Sitter
representations as intertwining relations. We rst give in this subsection the intertwining
operator from the de Sitter to the CFT realization. The operator which we use is mapping
a function on de Sitter space to its boundary value and was used in a restricted sense
(explained below) in many papers, starting from [11]. Also for those cases our result is
new since we use it as operator between exactly dened spaces, and most importantly that
we give it the interpretation of an intertwining operator.
Theorem: Let us define the operator:
Lτχ : C^
τ
χ −! Cχ ; (5:1)
with the following action:
(Lτχ)(x) = limjaj!0
jaj−∆ τµ (x; jaj) (5:2)
where τµ is the standard projection operator from the K-representation space Uτ to
the M -representation space Vµ , which acts in the following way on the K-representation
matrices:
τµ D^
τ (k) = Dµ(m(k)) τµ D^
τ (kf ) (5:3)
where we have used (4.4). Then Lτχ is an intertwining operator, i.e.:
Lτχ  T^ τ (g) = Tχ(g)  Lτχ ; 8g 2 G : (5:4)
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In addition, in (5.2) the operator τµ acts in the following truncated way:
τµ D^
τ (k) = Dµ(m(k)) τµ (5:5)
Proof: Applying the LHS side of (5.4) to  we have:





jaj−∆ Dµ(m(k)) τµ D^τ (kf ) (x0; ja0j) ; (5:6a)
g−1~nxa = ~nx0a0k−1 (5:6b)
Applying the RHS side of (5.4) to  we have:
(Tχ(g)  Lτχ)(x) = ja00j−∆ Dµ(m) (Lτχ)(x00) =
= ja00j−∆ Dµ(m) lim
jaj!0




In view of the Bruhat decomposition it is enough to prove coincidence between (5:6a) and
(5:7a) for g = ~ny 2 ~N; a^ 2 A; m^ 2M , and some element w 2 K, w =2M , representing
the nontrivial element of the restricted Weyl group W (G;A), since this element transforms
elements of ~N into elements of N : w~nyw = ny0 (and thus makes unnecessary the check
g = ny). Such an element is, e.g., w =diag(1; : : : ; 1;−1;−1; 1), i.e., rotation in the plane
(d; d+ 1). However, for simplicity we shall demonstrate only the case of odd d when we
can take w ! R since in this case the conformal inversion R := diag(−1; : : : ;−1; 1) is
an element of K, (or we should suppose that we work with G0). We have:
 g = ~ny : then (5:6b) gives ~n−1y ~nxa = ~nx−ya, i.e., x0 = x− y, a0 = a, k = 1, and
(noting D^τ (1) = 1τ ) (5:6a) becomes:
lim
jaj!0
jaj−∆ τµ (x− y; jaj) (5:8)
while (5:7b) gives ~n−1y ~nx = ~nx−y, i.e., x
00 = x − y, m = 1, a00 = 1, n = 1, and
(noting Dµ(1) = 1µ) (5:7a) also becomes (5.8).













ja^j ; jaj) (5:9)
while (5:7b) gives a^−1~nx = ~n xjaˆj a^
−1, i.e., x00 = xjaˆj , m = 1, a
00 = a^, n = 1, and
(5:7a) also becomes (5.9).
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 g = m^ : then (5:6b) gives m^−1~nxa = ~nmˆ−1xam^−1, i.e., x0i = m−1ij xj , a0 = a,
k = m(k) = m^, and (5:6a) becomes:
lim
jaj!0
jaj−∆ τµ D^τ (m^) (x0; jaj) = Dµ(m^) limjaj!0 jaj
−∆ τµ (x
0; jaj) (5:10)
while (5:7b) gives m^−1~nx = ~nmˆ−1xm^−1, i.e., x00 = x0, m = m^, a00 = 1, n = 1,
and (5:7a) also becomes (5.10).
 g = R : then (5:6b) gives R~nxa = ~nx0a0k−1 with:
x0 = x(x; a)  − 1
x2 + jaj2 x ;
a0 = a(x; a)−1 a ; ja(x; a)j = x2 + jaj2 ;
k = k(x; a) 
0BBBB@
2










Using (4.5) we note for later use k(x; 1) = − tkx , and also:




Here we rst record (for x 6= 0):
lim
jaj!0





a(x; a) = a(x) ; ja(x)j = x2 ;
lim
jaj!0





jaj−∆ τµ D^τ (k(x; a)) (x(x; a); ja(x; a)j−1jaj) =
= (x2)−∆ Dµ(r(x)) lim
jaj!0
jaj−∆ τµ (Rx; jaj)
(5:14)
On the other hand (5:7b) gives (also for x 6= 0): R~nx = ~nx00m−1a00−1n−1 with
x00 = Rx, m = r(x), a00 = a(x), using the notation introduced in (5.13). Thus,
(5:7a) also becomes (5.14).
This nishes the Proof of the intertwining property. On the way we have proved also
(5.5). Indeed, though we have started with (5.3) in the generic f-la (5:6a) for the LHS
of the intertwining property, in the four generating cases above we have kf = 1, i.e., we
could have started with (5.5) in (5:6a). ♠
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5.2. Boundary-to-bulk intertwining relation
Now we look for the possible operator inverse to Lτχ which would restore a function on
de Sitter space from its boundary value, as discussed in [11,14{33]. Again what is new
here is that we dene it as intertwining operator between exactly dened spaces in a more
general setting. Moreover, we shall construct the operator just from the condition that it
is an intertwining integral operator. Indeed, let us have the operator:
~Lτχ : Cχ −! C^τχ ; (5:15)





Kτχ(x; jaj; x0) f(x0) dx0 (5:16)
where Kτχ(x; jaj; x0) is a linear operator acting from the space Vµ to the space Uτ , and
let us suppose that ~Lτχ is an intertwining operator, i.e.:
T^ τ (g)  ~Lτχ = ~Lτχ  Tχ(g) ; 8g 2 G : (5:17)
As in the Theorem above we apply (5.17) for g = ~ny; a^; m^; R and we use the same
decompositions as above, so we can present things in a short fashion. Applying (5.17) for
g = ~ny results in the fact that Kτχ depends only on the dierence of the x arguments:
Kτχ(x; jaj; x0) = Kτχ(x− x0; jaj) : (5:18)
Applying (5.17) for g = a^ results in the fact that Kτχ is homogeneous in its arguments:
Kτχ(x; jaj) = ∆−dKτχ(x; jaj) ;  2 CI;  6= 0 (5:19)
Thus, we shall write:






:= Kτχ(y; 1) (5:20)
Note now that (5.19) means, in particular, that Kτχ(0; jaj) (if it exists) is xed up to a
constant matrix:
Kτχ(0; jaj) = jaj∆−dKτχ(0; 1) = jaj∆−dK^τχ(0): (5:21)
Applying (5.17) for g = m^ results in the fact that Kτχ has the following covariance
property:
D^τ (m) K^τχ(x) = K^
τ
χ(mx)D
µ(m) ; 8m 2M (5:22)
The above means, in particular, that τµ K^
τ








µ(m) ; 8m 2M (5:23)
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which then, by Schur’s Lemma, means that τµK^
τ
χ(0) = 1µ , 0 6=  2 CI. Thus, we
have: K^τχ(0) = 
µ
τ , the latter being the canonical embedding operator from Vµ to Uτ ,
such that τµ µτ = 1µ . Finally, applying (5.17) for g = R means that:

















where we have used the decomposition of k(x; jaj) in (5.12). Now we set y = x and we
get:


































D^τ (k−x) µτ (5:27)
or nally:





D^τ (k− xjaj ) 
µ
τ (5:28)
where Nτχ is arbitrary for the moment and should be xed from the requirement that
~Lτχ is inverse to L
τ
χ (when the latter is true).
The above operator exists for arbitrary representations  of K = SO(d+ 1) which
contain the representation  of M = SO(d). We use the standard SO(p) representation
parametrization: [‘1; : : : ; ‘p˜], (~p  [ p2 ]), where all ‘j are simultaneously integer or half-
integer, all are positive except for p even when ‘1 can also be negative, and they are
ordered: j‘1j  ‘2  : : :  ‘p˜. The condition that  = [‘01; : : : ; ‘0dˆ], (d^  [ d+12 ]), contains
 = [‘1; : : : ; ‘d˜], ( ~d  [ d2 ]), explicitly is:
j‘01j  ‘1  : : :  ‘d˜  ‘0dˆ ; d odd; d^ = ~d+ 1 (5:29a)
−‘01  ‘1  ‘01 : : :  ‘d˜  ‘0dˆ ; d even; d^ = ~d (5:29b)
If one is primarily concerned with the ERs  = [;] it is convenient to chose a
’minimal’ representation () of K = SO(d+ 1) containing  . This depends on the
parity of d. Thus, for  as above, when d is odd we would choose:
() = [‘1; ‘1; : : : ; ‘d˜] or ~() = [−‘1; ‘1; : : : ; ‘d˜] ;  = ~ ; (5:30)
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while for even d we would choose:
() = [j‘1j; ‘2 : : : ; ‘d˜] = (~) = ~() = ~(~) ; ~ = [−‘1; ‘2 : : : ; ‘d˜] : (5:31)
Thus, in the odd d case for each  we would choose between two K-irreps which are
mirror images of one another, while in the even d case to each two mirror-image irreps of
M we choose one and the same irrep of K.
The explicit formulae which appeared until now in the literature are actually in the
cases in which  = (), though there is no such interpretation as we have here. In
such a restricted setting and from other considerations formula (5.28) for the scalar case
(when both  and  = () are scalar irreps) was given by Witten [11] , while some other
nonscalar cases were given in [11,14,17{19,25{27]. Note that in (2.38) of [11] it is written
for the conjugated conformal weight: ! d−, which in our language would mean to
work with the representation ~ = [~; d−] and to use:





D^τ (k− xjaj ) 
µ˜
τ (5:32)
5.3. Equivalence vs. partial equivalence
Either one of the representation equivalences established in the previous subsections means
that the representations C^τχ and Cχ are partially equivalent. In order for them to be
equivalent it is necessary and sucient that the operators ~Lτχ, L
τ
χ are inverse to each
other, i.e., the following relations should hold:
Lτχ  ~Lτχ = 1Cχ ; ~Lτχ  Lτχ = 1Cˆτχ (5:33)




For the rst relation in (5.33) we have:













Kτχ(x− x0; jaj) f(x0) dx0
(5:34)
For the above calculation we interchange the limit and the integration, and use the










substituting for our needs ! d−.
To obtain the proportionality constant in (5.35), and thus x N τχ , we rst nd the










































where we have used f-la 3.47.9 of [65], involving the Bessel function Kν . Note that for
jaj ! 0 the above formula goes to formula (5.2) of [48] (with  = h + c), in particular,










− =2 ZZ− (5:37)
For (5.37) one uses the relation:
lim
β!0
2 ν Kν() = 2ν Γ() ;  =2 ZZ− (5:38)





































































−) ;  6= d+ k ; k 2 ZZ+ for d odd : (5:41)
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This is the choice made in [16] (for ! d−) from other considerations. In the general
case we choose Nτχ as:





(mk + d2 −)
mk
:= j‘k + k − 1 + dj ; k = 1; : : : ; ~d
~d  d2  ; d^  [ d+12 ] ; d = d2 − ~d =  0 d even1
2 d odd
(5:42)
where N0 is a constant independent of  having no poles or zeroes for any . Note that
for d odd N τχ has poles and thus is not dened in the following cases:
 = d+12 + p ; p 2 ZZ+ ; p 6= mk − 12 ; k = 1; : : : ; ~d; d odd ; (5:43)
(which for the scalar case coincide with the exclusion conditions in (5.41)). We note also
the zero cases:
N τχ = 0; for
8<:
 = mk + d2 ; k = 1; : : : ; ~d; d even
 = mk + d2 6= d+12 + p; k = 1; : : : ; ~d; p 2 ZZ+ ; d odd
 = d2 + p; p 2 ZZ+ ; d odd
(5:44)




k− xjaj = r(x)R (5:45)
With the choice (5.41) (or (5.42)) and using (5.39) and (5.45) the last line of (5.34)
gives f(x) thus establishing the rst relation in (5.33) for generic values of  (i.e., when
N τχ is nite and nonzero).
As a Corollary we recover the fact [11] that for generic values of  we can restore
a function on de Sitter space from its boundary value on Rd. Indeed, suppose we have:
(x; jaj) =
Z
Kτχ(x− x0; jaj)f(x0) dx0 ;  2 C^τχ ; f 2 Cχ (5:46)













Kτχ(x− x0; jaj)f(x0) dx0 = f(x)
(5:47)
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Now we can prove the second relation in (5.33):











Kτχ(x− x0; jaj) limja0j!0 ja
0j−∆ τµ (x0; ja0j) =
=
Z
Kτχ(x− x0; jaj)  0(x0) dx0 = (x; jaj)
(5:48)
where in the last line we used (5.47).
 Thus, we have found that the partially equivalent representations C^τχ and Cχ ( =
[;]) are equivalent i  is not in the excluded ranges given in (5.43), (5.44).
This result may be used for the conjugate situation ! ~. The constant then is:





(mk − d2 + ) (5:49)
where ~N0 is a constant independent of  having no poles or zeroes for any . The cases
when N τχ˜ is not dened are:
 = ~d− p ; p 2 ZZ+ ; p 6= mk − 12 ; k = 1; : : : ; ~d; d odd ; (5:50)
while the zero cases are:




−mk ; k = 1; : : : ; ~d; d even
 = d
2
−mk 6= d+12 + p; k = 1; : : : ; ~d; p 2 ZZ+ ; d odd
 = d
2
− p; p 2 ZZ+ ; d odd
(5:51)
 Thus, we nd that the partially equivalent representations C^τχ˜ and Cχ˜ (~ =
[~; d−]) are equivalent i  is not in the excluded ranges given in (5.50), (5.51).
5.4. Further intertwining relations
We start by recording the second limit of the bulk functions (which we mentioned towards
the end of Section 4). We take as in the previous subsection  0 2 Cχ ,  = [;], and



























dx0 Gχ˜(x− x0)  0(x0)
(5:52)
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Since  0 2 Cχ from the intertwining property of Gχ˜ follows that 0 2 Cχ˜ , ~ = [~; d−].
This is valid for generic representations - in the exceptional cases it may happen that
0 = 0 (when  0 is in the kernel of Gχ˜) or that the asymptotic expansion contains
logarithms, (for the latter cf., e.g., (7.45) of [48], [66]).
Thus, we have established (4.9) at generic representation points. The two dierent
limits of the bulk eld  are given by the coupled elds 0 and  0 (the latter we denote
also by O).
Formulae (5.52) mean that if we dene:
Aτχ˜ : C^τχ −! Cχ˜ (5:53)
with the action:
(Aτχ˜)(x) = limjaj!0 jaj
∆−d τµ˜ (x; jaj) (5:54)
then we can show as in Theorem the intertwining property:
Aτχ˜  T^ τ (g) = T χ˜(g)  Aτχ˜ ; 8g 2 G; (5:55)
since in the Proof of the Theorem we have used only the fact of the existence of the limit.
On the other hand Aτχ˜ is equal to Lτχ˜ because of (4.9).
Next we note that the intertwining property (5.55) is fullled if we take the following
as a dening relation:
A0τχ˜ = Gχ˜  Lτχ (5:56)
Expectedly, we get the same result as in (5.52) (up to a multiplicative constant):
(A0χ˜ ) (x) =
(














Gathering everything we have in this subsection we obtain the following relation be-




Gχ˜  Lτχ (5:58)
At generic points from this we can obtain a lot of interesting relations, e.g., applying
~Lτχ from the right we get:









Gχ  Lτχ˜ (5:60)




Gχ˜  Lτχ (5:61)




χ˜ = γχ γχ˜ = C () (5:62)
where () is the analytic continuation of the Plancherel measure for the Plancherel
formula contribution of the principal series of unitary irreps of G, and the last equality
was shown in [67]. (The constant C is independent of  .) The Plancherel measure itself
is given as follows [68], [69]:6








(m2k − c2) (5:63)






(cf. (5.42)). In the scalar case, when ‘j = 0 for all j, we have:
() = C 0
Γ(d2 + c) Γ(
d
2 − c)







the constant C 0 being independent of .
Another consequence of (5.62) is that the constants Nτχ do not depend on  since
the constants γχ do not. Thus, we drop their superscript  .
The above relation between these constants may be obtained also if we use the recon-
struction of the eld  from 0 :
(x; jaj) =
Z





6 The principal series is obtained for c pure imaginary.
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Proceeding as in (5.52) we have:















where we have substituted (5.52) in the last but one line, and used (3.10) in the last line.
Another interesting relation includes a convolution of a K-kernel and a G-kernel.
For this we apply ~Lτχ˜ to (5.59) from the left and changing   ! ~ we get (denoting
xij  xi − xj):




which applied to f 2 Cχ˜ gives:
































































Lτχ˜ .% ~Lτχ˜ ~Lτχ -& Lτχ
Gχ˜




6. Comments and outlook
From the point of view of calculating the conformal correlators [11,14{33] of the conformal
eld O 2 Cχ , ( = [;],  > d2 ) from the de Sitter conguration described by the
eld  2 C^τχ , the conditions (5.50), (5.50) are sucient. If one needs to consider some
of these exceptional -values one has to take another choice for Nχ˜ (e.g., like the one
in [16] for  = d2 ), and thus obtain a nonzero operator ~L
τ
χ˜ . But also then ~L
τ
χ˜ will not
be inverse to Lτχ˜ . Of course, one should repeat separately the calculations starting from
the analogues of (5.36). Then one may conclude that the asymptotic behaviour of  is
logarithmic, cf., e.g., [16,22]. We do not discuss this anymore here, but we should note
that on the conformal side logarithmic behaviour occurs also when one is renormalizing
intertwining operators acting between reducible ERs, cf., e.g., [48], [51].
From the point of view of the direct correspondence between the conformal eld
O 2 Cχ , and the bulk eld  2 ~Cτχ there are a lot of excluded points in the region
directly interesting for the applications  > d2 , cf. (5.43), (5.44). In particular, this means
that some conformal representations can not be extended from the boundary to the bulk,
cf. [7], [9], for discussion and earlier references. We do not consider this further here since
this question should be discussed taking into account the subrepresentation structure of
the reducible representations occurring at the excluded points, cf. [66].
Naturally, one should take into account also the supersymmetry aspects of the corre-
spondence. There was a lot of work on this already, e.g., [5,6,8,12,13,34,36{38,40,42{47].
However, in order to implement our approach we shall need also results from [70{73] on the
representations of the conformal superalgebra su(2; 2=N) and supergroup SU(2; 2=N).
In particular, we shall use the classication of all positive energy unitary irreducible rep-
resentations of su(2; 2=N) (including explicit parametrization in terms of representation
characteristics) [71], [72], the explicit parametrization of the supereld content of the mass-
less UIRs of su(2; 2=N) [71], the elementary representations of SU(2; 2=N) and intertwining
operators between ERs [73].
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