This paper examines regression tests of whether x forecasts y when the largest autoregressive root of the regressor is unknown. It is shown that previously proposed two-step procedures, with first stages that consistently classify x as I(1) or I(O), exhibit large size distortions when regressors have local-to-unit roots, because of asymptotic dependence on a nuisance parameter that cannot be estimated consistently. Several alternative procedures, based on Bonferroni and Scheffe methods, are therefore proposed and investigated. For many parameter values, the power loss from using these conservative tests is small.
INTRODUCTION
In a bivariate model, the asymptotic null distribution of the F-statistic testing whether x is a useful predictor of y depends on whether the largest autoregressive root ae of the regressor is I or less than 1. The application that motivates this paper is a special case of the general Granger causality testing problem, tests of the linear rational expectations hypothesis in finance. Examples include tests of the predictability of stock returns using lagged information -for example, the lagged dividend yield or, alternatively, the lagged slope of the term structure. A large body of research (see Campbell and Shiller, 1988 ; for a review, see Fama, 1991) where b(L) = E2_% biLi, bo = 1, and Et = (EIt,E2t)' is a martingale difference sequence with E(Et E Et 1 , Et-2,. . . ) E (with typical element aij) and with suptEC 4 < oo, i = 1,2. Let 6 = corr(E1t,E2t). Assume that Ev2 < oo. The roots of b(L) are assumed to be fixed and less than 1 in absolute value.
If a ot I < 1 and a is fixed, then xt is integrated of order 0 (is 1(0)), whereas if ae = 1, then xt is integrated of order 1 (is I(1)). Thus, a can be taken to be the largest autoregressive root of the univariate representation of x,. Accordingly, it is useful to write (1.1) in standard augmented Dickey We consider the problem of testing the null hypothesis that Py = yo or, equivalently, constructing confidence intervals for y. For this problem, the root oa is a nuisance parameter. In the motivating application to tests of the linear rational expectations hypothesis, yoO = 0, although the theoretical results here hold for general 'yo.
Limiting representations are presented for the case that a constant is included when (1.2) and (1.3) are estimated (the "demeaned" case). These
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results can be extended to regressions that include polynomials in time of general order, using the techniques in, for example, Park and Phillips (1988) and Sims, Stock, and Watson (1990) . In practice, much empirical work includes a linear time trend in the specification. For this reason, although formulas are only given for the demeaned case, some numerical results are also presented for the "detrended" case, in which a constant and linear time trend are included in the regressions of (xt,y,) on xt-1.
The paper is organized as follows. The asymptotic size of the conventional t-test of 'y = 'yo based on a consistent pretest of ce = 1 is derived and computed in Section 2. Section 3 describes several procedures for the construction of tests and confidence intervals that are asymptotically valid, in the sense that size is controlled for local-to-unity sequences of ae as well as for ae fixed. The asymptotic power of these tests against local alternatives of the form -y = yo + g/T is also derived in this section. These tests are based on bounds that generally result in asymptotically conservative tests. Bounds tests are a classical device that has been used in related time series problems (e.g., Dufour, 1990) , and these tests are applied here to handle the nuisance parameter c. Numerical results on the asymptotic size and power are presented in Section 4. Section 5 concludes the paper.
ASYMPTOTIC REPRESENTATIONS AND SIZES OF PROCEDURES WITH A CONSISTENT PRETEST

Asymptotic Representations of Test Statistics
Let ty denote the t-statistic testing y = yo in (1.2), and let to denote the ADF t-statistic testing ,B = 0 in (1.3). The joint limiting distribution of (t,, to) is obtained by applying the theory of local-to-unity asymptotics developed by Bobkoski (1983) The limiting distribution of tz depends on both c and 6; however, 6 is consistently estimated by the sample correlation between (l, and C2t, so we can treat 6 as known for the purposes of the asymptotic theory.
A joint test of c and -y can be performed using an appropriate Wald statistic for the system (1.2) and (1. Asymptotic rejection rates for (2.4) and their limit, the size (2.5), are given in Table 1 for various values of 6 for tests of purported level 5 %o. When 6 = 0, ty has a standard normal asymptotic distribution for all c so the size is the asymptotic level. For 6 c 0.3, the asymptotic size distortions of the twostep procedure are small and are arguably negligibly important for empirical work. However, for larger values of 6, the size distortions can be substantial. For example, for 6 = 0.9 in the detrended case, the rejection rate for test (2.4) with "level" 5?0o is 37%o when c = -20, and the maximal rejection rate over all c (the size) is 64%o.
To provide additional evidence of the dependence of the distribution of t', as a function of c, the median and upper and lower 5%o quantiles of this distribution are plotted in Figure 1 for 6 = 0.7. Evidently, the critical distribution of t, is shifted most negatively in the region of c = 0, although a negative shift is evident even for c = -20. Evidently, if c < -10, the c = 0 percentiles will provide poor critical values for testing y = 'yo, which is the source of the size distortions in Table 1 .
Whether or not the issues addressed in this paper are important in a particular application evidently depends on the correlation 6. In many applications to financial markets, this correlation can reasonably be expected to be large. For example, the innovations in stock returns plausibly will be (negatively) correlated with the innovation in the log dividend yield, because the log stock price enters each of these variables.
These distortions are not an artifact of using an ADF-based procedure but, rather, arise because local-to-unity processes are classified as I(1) with asymptotic probability 1. Thus, these size distortions are present in other sequential procedures that share this feature. It is worth noting that one such class of procedures are the Bayesian selection rules proposed by Phillips and Ploberger (1991) and Stock (1994) , which both classify local-to-unity processes as 1(1) with probability 1 asymptotically (see Elliott and Stock, 1994 ). classify the process as I(1), but Ol is in fact large but less than 1, this section focuses on asymptotically valid inference on 'y in the local-to-unity case. This provides an alternative to the second line of (2.4) while leaving the first line unchanged. While the procedures apply to general c, the analysis focuses on the mean-reverting case c < 0 for two reasons. First, the economic debate in the unit roots area has, in general, focused on the stationary vs. unit root model. Second, unit root tests typically have high power against close explosive alternatives, so with high probability the 1(1) specification would be rejected in these cases against an explosive model, which would take us outside the range of applicability of the dichotomous treatment in (2.4). Three types of procedures are considered: sup-bound intervals, Bonferroni intervals, and Scheffe-type intervals. Without subsequent adjustment, each can be shown to produce asymptotically conservative tests of y = 'yo. However, the critical values for each procedure can be adjusted so that its nominal size equals its level asymptotically. where, by Bonferroni's inequality, SB(C,q1,qj2) < r1 + n2. Due to the correlation between the tests, these intervals can be quite conservative. As is the case with the sup-bound intervals, asymptotically valid size-adjusted confidence intervals can be constructed by choosing q, and q2 (where q2 C ?) SO that they achieve some desired level, say i-. In practice, this size-adjustment computation is lengthy because of the need to compute first-stage confidence intervals for each realization of a Bonferroni test statistic. After some experimentation, it was found that letting 'q2 = 0 = lO0o and choosing q to solve SB(C,q1,,l) = I, so that ql depends on 6, yielded a test with size 10o% for 6 = 0, 0.5 (Nq = 30%), 0.7 (,ql = 240%o), and 0.9 (q1l = 130%o). Table 2 .
ASYMPTOTICALLY VALID CONFIDENCE INTERVALS AND TESTS
The set of (yo, co) for which W(yo, cO) < wco, 1 constitutes a confidence set with asymptotic confidence level 100(1 -i7) %o. To construct a Scheffetype confidence interval for -y, it is not necessary to construct this region for (-y, c) but, rather, simply to find the set of yo for which there exists some co such that (Y,o co) is not rejected. Thus, the Scheffe interval is constructed as Table 3 for tests with asymptotic level lO'o. For a given value of 6, the size is the maximum (over c) rejection rate. Because the distribution of t,, tends to a N(0, 1) for c << 0, rejection rates for this limiting case can be computed using the standard normal c.d.f., and these results are reported in the row labeled "limit." (The Scheffe limit is computed using the X2/2 limit for W(-yo, cO).) For each 6, the size is computed as the maximum rejection rate in the preceding rows for that procedure.
A striking feature of Table 3 is that the rejection rates of the size-adjusted procedures (the sup-bound and Bonferroni tests) do not drop below 5'o and often are close to 10%o. For cc -5, the size-adjusted Bonferroni test rejection rates exceed 90qo. Because the Scheffe test is not size-adjusted, its rejection rates are substantially below 100/o. Interestingly, the rejection rates The Monte Carlo results suggest that the asymptotic results in Table 3 provide a good guide to finite sample rejection rates in almost all cases. The Bonferroni and sup-bound procedures have Monte Carlo sizes close to 10'/7. The Scheffe procedure is somewhat less conservative in this finite sample experiment than it is asymptotically and has rejection rates less than 10o in all cases except 0 =-0.5, c = -20. Because T = 100, this case corresponds to ax = 0.8, 0 = -0.5, so the AR and MA roots are approaching cancellation. This is a case in which it is known that the asymptotics provide a poor approximation in the univariate model (cf. Pantula,1991), and those difficulties evidently carry over to (2.3), particularly as the univariate case is approached for I 6 large.
DISCUSSION AND EXTENSIONS
This paper has investigated several procedures for handling the dependence of the distribution of tests of -y = 'yo on c. The Monte Carlo simulations suggest that these procedures control size in finite samples with 6 unknown, even though they are based on asymptotic analysis in which 6 is consistently estimated. When 6 is small or moderate, the cost of using these procedures is small, relative to infeasible tests that use knowledge of c. However, for 6 large, the relative cost of not knowing c can be large.
The model considered here is simple and stylized. One extension is to include lags of Yt and additional lags of x, in (1.2). The asymptotic distribution theory for this extension is straightforward under the null that x, does not enter; the calculations use the techniques in Park and Phillips (1988) and Sims et al. (1990) , as adapted in Stock (1991) for the local-to-unity case. The qualitative feature of the current results -that the test statistics have nonstandard distributions that depend on c-will continue to hold under this generalization, although the critical values for the F-statistic testing the coefficients on xt-1 and its lags will depend on the number of lags of x. Another extension is to nonrecursive models in which (1.2) continues to hold, but in which there is feedback from y to x in (1.1) and (1. 3). After suitable modification of 6 and the covariance matrix in the W-test, the distributions of the sup-bound and W(,yo,co) statistics obtained for the current model also hold for this extension under the null -y =0. A third extension is to inference about cointegrating vectors. Although the focus here has been on the null -yo = 0, if yo is nonzero then yt and xt are cointegrated, except both xt and Yt have local-to-unit roots in their univariate representation. This extension is pursued by Elliott (1994) , who also considers the behavior of efficient estimators of cointegrating vectors and their test statistics in this model. Even though these extensions are possible, however, considerable work remains to generalize this approach to higher dimensional models with possibly multiple unit roots and cointegrated regressors.
