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ENABLE EFFECTIVENESS OF ELECTROCATALYST INFILTRATION 
KATHRYN COLETTI 
ABSTRACT 
 Despite their potential for high efficiency energy production, the high temperature 
at which solid oxide fuel cells (SOFCs) must operate places significant restraints on 
materials selection which in turn limits the power density. Liquid infiltration of nickel 
nanoparticle catalysts into the anode can produce a higher density of reaction sites and 
has been shown to improve cell performance at significantly lower operating 
temperatures. Not all of these nanoparticles are connected to the Ni web network that 
provides a pathway for electron conduction to the external circuit, yet they improve the 
performance of the cell. Simulation provides an opportunity to gain an understanding of 
this physical phenomena where the scale of the regions in which the interaction between 
isolated Ni nanoparticle and connected Ni web take place makes direct experimental 
observation impossible. The purpose of this work is to develop a numerical model for 
charge transport in the electrolyte and around the Ni reaction sites. In Wolfram 
Mathematica 11.3 Student Edition, a 1-D model is established first, then built upon with 
increasing complexity to a 2-D model in which the Ni interfaces are scaled up to microns 
in size. Analytical solutions and dimensional analysis are used where possible to ensure 
the accuracy of the model results. Preliminary results from a micron-scale model indicate 
the existence of a favorable electric potential gradient between the isolated Ni particle 
 
 v
and Ni web to drive current flow. The results also show a decrease in the magnitude of 
the electric potential measured on the isolated Ni particle as it is moved closer to the Ni 
web, and thus its position can be optimized. However, further work is needed to bring the 
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CHAPTER ONE: SOFC OVERVIEW 
Introduction 
 In the wake of rising cost, increased scarcity of fossil fuels, and augmented 
concerns about environmental effects of traditional power generation, fuel cells present a 
promising sustainable energy solution. Fuel cells are electrochemical devices that convert 
chemical energy directly into electrical energy. Conventional power generation employs 
indirect energy conversion by which other forms of energy are degraded into heat which 
is then used to produce mechanical work. The mechanical work can then be converted 
into electrical energy. Because they bypass the intermediate steps of producing heat and 
mechanical work, fuel cells have significantly lower losses than conventional combustion 
systems, with the potential to be extremely efficient since they are not governed by the 
same thermodynamic limitations (i.e. the Carnot efficiency). Solid oxide fuel cells 
(SOFCs) are a type of fuel cell characterized by an electrolyte made of a solid, non-
porous metal oxide. They typically operate in a temperature range between 600-1000 °C 
or 873-1273 K where ionic conduction by oxygen ions takes place. There are various 
challenges associated with their high operating temperatures, however, and thus 
continued ongoing research is needed to make SOFCs competitive for large-scale energy 
production. 
 
Basic Operating Principles 
SOFCs combine a gaseous fuel with an oxidant, converting chemical energy from 




conversion from chemical to electrical; however, unlike a battery, in a fuel cell, reactants 
and products must be continuously supplied and removed during operation. In the case of 
an SOFC, the fuel is hydrogen gas, H2, and the oxidant is O2 supplied as air. An SOFC 
consists of three basic layers: electrolyte with an electrode, anode or cathode, on either 
side. Fuel is fed to the anode and oxidant is supplied to the cathode. The electrolyte in an 
SOFC is a gas-tight ceramic membrane, typically made of yttria-stabilized zirconia 
(YSZ) chosen for its high ionic conductivity and low electronic conductivity [1]. The 
electrolyte separates the fuel and the oxidant, preventing their direct combustion in the 




O2(g) + H2(g) ⇄ H2O(g) (1.1) 
Instead, this reaction occurs in two electrochemical half-cell reactions: one in each of the 
two electrodes. In the case where the cathode and anode materials are comprised of 
electronic conductors, the half-cell reactions of the cathode and anode can only take place 
at reaction sites called triple-phase boundaries (TPBs). These are locations, 1-D 
structures, where the electronic conducting material of the electrode, the ionic conducting 
material of the electrolyte, and the gas (pore) phase are in contact [2]. Common materials 
for the cathode and anode of an SOFC are strontium-doped lanthanum manganite (LSM) 
and nickel-YSZ cermet (ceramic-metal composite) respectively [3]. At the cathode, 
oxygen is reduced to oxygen ions (O2-) by receiving two electrons from the cathode 








-  ⇄  O2- (1.2) 
The loss of electrons to oxygen ions positively charges the cathode. Oxygen ions then 
diffuse through the electrolyte towards the anode due to the chemical potential gradient. 
The cathode has a high oxygen partial pressure, pO2 of 0.01-1 atm, and the anode has a 
low pO2 of 10
-27- 10-13 atm [1]. At the anode interface, oxygen ions react with hydrogen 
gas to form water vapor in the second half reaction: 
 H2 + O
2-  ⇄  H2O + 2e
- (1.3) 
The anode is thus negatively charged by the extra electrons released during this reaction. 
The electrochemical potential difference induced across the cell can then be utilized to 
produce power. Because the electrolyte has an extremely low electronic conductivity, 
these free electrons flow from the negatively charged anode back to the positively 
charged cathode via an external circuit through an external load, performing electrical 







Figure 1.1 Schematic of an Operating SOFC (adapted from [1]). Air and fuel are 
continuously supplied at the cathode and anode, respectively. Oxygen is reduced at the 
cathode to form O2- which diffuses across the electrolyte. At the anode, these ions react 
with H2 to form water vapor. The electrons freed from this reaction then flow back to the 
cathode through an external circuit with a load which produces power. 
 
Polarizations 
Without an external circuit connecting the anode to the cathode, the cell will reach 
a thermodynamically determined maximum electrochemical potential difference between 
the electrodes called the open circuit voltage. The theoretical reversible open circuit 
voltage, or Nernst potential E, can be found from the Gibbs free energy of the redox 
reaction ∆G using the formula: 




where ne is the number of electrons transferred during the reaction (for oxygen ion 




the cell will be less than the Nernst potential due to parasitic losses such as electron 
leakage across the electrolyte or an imperfect gas-tight cell design or electrolyte [1]. The 
operating voltage of the cell will be even lower than the open circuit voltage due to losses 
which are generally categorized into three types: concentration polarization, ohmic 
polarization, and activation polarization. Figure 1.2 (adapted from [3]). shows the 
characteristic V-I curve for a fuel cell labelled with the regions in which the different 
polarizations dominate. The curve shows the cell voltage when current density is zero, 
the open circuit voltage, is less than the theoretical voltage due to parasitic losses as 
previously stated. Some features of the curve are exaggerated for visibility i.e. the curve 
would not necessarily be symmetric. Activation polarization is often less significant for 
high temperature SOFCs and as concentration polarization becomes more significant, the 
convex portion of the curve would extend further to the left. 
 





As seen in Figure 1.2, concentration polarization is dominant at high current 
densities. Concentration polarization is caused by limitations in mass transport within the 
electrodes. In an ideal cell, diffusion of reactants to the TPBs would be infinitely fast so 
that there would always be sufficient reactants to maintain the forward reaction, and 
similarly, removal of products would be infinitely fast. However, diffusion processes are 
not infinitely fast, and if concentration of reactants is too low or concentration of 
products is too high, the reaction rate will decrease. Concentration losses can be 
minimized by optimizing porosity of the microstructure and engineering flow channels to 
facilitate convective gas transport [4]. For intermediate current densities ohmic 
polarization dominates. Ohmic losses arise from resistance to electronic and ionic 
transport through the electrodes and electrolyte. The electrolyte accounts for most ohmic 
polarization in the cell since the ionic conductivity of the electrolyte is typically several 
orders of magnitude lower than the electronic conductivity of the electrodes. These losses 
are minimized by reducing the thickness of the electrolyte and optimizing the electrolyte 
ionic conductivity through materials selection. Activation polarization is dominant at low 
current densities. These losses result from the activation energy required for the reactions 
that transfer electrons in the electrodes to occur. Activation polarization can be reduced 
by increasing operating temperature, introducing a catalyst for the reaction, or by 
increasing the number of reaction sites [4]. The relative significance of each type of loss 
changes with current density, however each polarization is always present during 
operation. 





Fuel cells present several advantages over conventional power generation. Since 
there is no mechanical work involved in a fuel cell’s energy production, there are no 
moving parts. Without moving parts, fuel cells do not require the same maintenance and 
upkeep as typical combustion systems. As such, they have the potential to be reliable and 
long-lasting power systems. Another clear advantage of no moving parts is that fuel cells 
are silent during operation [4]. The solid electrolyte gives SOFCs additional advantages 
over other types of fuel cells including their flexibility in shape, alleviation of corrosion 
and flooding problems, and ability to engineer reaction sites [3]. SOFCs use hydrogen 
gas as fuel and produce water vapor as a byproduct. Emissions of greenhouse gases can 
be associated with the production of hydrogen, but during operation, no greenhouse gases 
are produced. Additionally, by applying a voltage to the cell, the overall chemical 
reaction in the cell can be reversed and water can be separated into oxygen and hydrogen 
gas [1]. This presents a unique opportunity for SOFCs to help bridge the gap between 
reliance on power produced by combustion of fossil fuels and power produced from 
variable renewable sources. When there is a surplus of power produced by renewable 
sources, SOFCs may be operated in reverse to store energy quickly and efficiently as 
hydrogen produced by electrolysis. Likewise, when renewable sources cannot meet 
demand, SOFCs may be used to supplement their power supply. SOFCs are an attractive 
technology with the potential for exceptionally high power density and no operational 
greenhouse gas emissions, but several obstacles must be overcome before large-scale use 





The drawbacks to energy production by fuel cells currently prevent the 
technology from being competitive with traditional power systems. The biggest 
disadvantages to SOFCs are materials cost and instability of long-term operation, both of 
which can be attributed to the high temperatures in which SOFCs must operate to be 
efficient. A high operating temperature is necessary to maximize the ionic conductivity of 
the electrolyte, but it also inhibits rapid start up and shut down and limits the choice of 
other materials for the cell like sealants and metallic components [5]. Significant 
consideration for thermal expansion compatibility is required during materials selection. 
Individual components must be stable at elevated temperatures, economically viable, and 
suitable for large-scale manufacture [1]. However, components cannot be optimized 
individually. The entire system of materials must possess compatible thermal expansion 
behavior to prevent cracking and delamination resulting from a mismatch in thermal 
expansion coefficients. Further, materials within the cell must not be reactive with other 
cell components during manufacture or operation [1]. High operating temperatures pose 
the greatest barriers to widespread SOFC adoption and thus, much of the current research 
in fuel cells focuses on lowering the operating temperatures while maintaining high 
efficiency.   
 
Ni Nanoparticle Infiltration 
Reducing operating temperatures of SOFCs would relax material constraints and   




lowering operating temperatures introduces new obstacles in and of itself. Reducing 
operating temperatures slows down the thermally activated charge transfer and charge 
transport processes occurring at the electrodes and in the electrolyte, thus increasing 
activation and ohmic polarization [5]. Ionic conductivity of YSZ is a function of 
temperature. A decrease in temperature of a couple hundred degrees Celsius can reduce 
the ionic conductivity of YSZ by orders of magnitude [6]. However, the increased ohmic 
polarization can be lessened by producing thinner electrolytes. The decrease in charge 
transfer kinetics can be overcome by replacing conventional cermet electrodes with 
advanced electrode microstructures that are specifically designed to maximize the TPBs 
[5]. Liquid infiltration of nickel nanoparticle catalysts into the anode can produce a 
higher density of reaction sites and has been shown to improve cell performance at 
significantly lower operating temperatures [7]. For a cell operating at 700°C experimental 
observation showed that Ni infiltration could improve the maximum power density by 
1.5-18.8% depending on the composition of the gas phase mixture in the anode [7]. 
Injecting the anode with Ni nanoparticles increases the number of reaction sites, but it is 
not possible to control where the injected nanoparticles settle. This means that some 
particles will be isolated from the Ni web network that provides a pathway for electron 
conduction to the external circuit. Nevertheless, they improve the performance of the cell. 
These reactions and transport phenomena occur on an extremely small scale. The term 
microstructure is used because the structural features of the anode are microns or smaller 
in size. Direct experimental observation is impossible because of the scale. Therefore, 








CHAPTER TWO: MODEL THEORY 
 Many models have been developed to describe ionic or electronic transport in a 
fuel cell. For studies of ionic transport across the electrolyte, electronic transport is often 
ignored despite the contradiction this presents to the assumption of local equilibrium [8]. 
This typically does not lead to significant problems, however, the purpose of this model 
is to examine electronic transport in the electrolyte of an SOFC and in ionic conducting 
material between Ni web and isolated Ni particle at the anode interface, so electronic 
conductivity cannot be assumed to be zero and electronic transport must not be neglected. 
Otherwise, the governing transport equations used in the model are developed using the 
standard phenomenological approach. Virkar developed a model for 1-D charge transport 
that accounts for electronic transport in primarily ionic conducting material [8]. The 
theory for this model was adapted from this work. Only transport under isothermal, 
steady-state conditions is considered. In addition, it is assumed that gas transport of 
reactants and products in the anode to/from the TPBs is sufficiently fast such that 
concentration polarization is negligible. 
 The general transport equation for a flux of species k down its electrochemical 
potential gradient in is given by [8]: 
 jk = − CkBk∇μk (2.1) 
where Ck and Bk are concentration and mobility of species k respectively, and the 




 μk  = μk + zkeФ (2.2) 
 where μk is the chemical potential of species k in J, zk is the valence of species k, e is the 
electronic charge in C, and Ф is the local electrostatic potential in V.  
 The current density in A/cm2 due to a flux of species k is given by: 




where σk = zk
2e2CkBk is the conductivity of species k in S/cm [8]. Equations (2.2) and 
(2.3) are defined on a per species (per electron, per atom, per ion, or per molecule) basis.  
 Since it is assumed that the SOFC system is in steady-state, local equilibrium of 




μO2 + 2μe = μO2  
(2.4) 
where  
 μO2  = μO2 − 2eФ (2.5) 
and 
 μe = μe − eФ (2.6) 
Because of local equilibrium, any changes to chemical or electrochemical potential at any 




δμO2  + 2δμe = δμO2  
(2.7) 
where  δX denotes a small deviation in the thermodynamic potential X from the 
equilibrium state [8]. This equation implies that when potential gradients exist, the flux of 




therefore, even for a predominantly ionic conductor, electronic current cannot be 
assumed to be zero. 
 By substituting Equations (2.6) and (2.5) into Equation (2.4) and rearranging, the 
electrochemical potential of oxygen ions can be expressed in terms of the chemical 
potential of oxygen molecules and electrons. 
 μO2  = 
1
2
μO2 − 2μe − 2eФ 
(2.8) 
 This is important because the chemical potential of an ion is not measurable, but the 
chemical potential of oxygen (O2) is a quantity that can be easily calculated from the 
partial pressure of oxygen using the following formula: 
 μO2 = μO2
0 +kbT ln pO2 (2.9) 
where μO2
0  is the chemical potential of oxygen in standard state conditions, kb is the 
Boltzmann constant, and T is the temperature in K. 
 Equation (2.8) can then be substituted into Equation (2.3) to arrive at the equation 
for ionic current density. 
 Ii = 
σi
2e






μO2 − 2μe − 2eФ  (2.10) 
Similarly, Equation (2.6) can be substituted into Equation (2.3) to get the equation for 
electronic current density. 






∇(μe − eФ) (2.11) 











 + Ф (2.12) 
where φ is the negative reduced electrochemical potential of electrons in V. This value is 
the voltage across the electrolyte that can be measured, whereas Ф, the local electrostatic 
potential, is not measurable. Using this equation, the ionic current density and electronic 
current density can be expressed in terms of variables that can be determined for the 
system as follows: 
 Ii = 
σi
4e
∇μO2 − σi∇φ (2.13) 
 
 Ie = − σe∇φ (2.14) 
The current continuity equation, which is an expression of the law of local charge 
conservation, states that the divergence of current density is equal to the negative rate of 
change of the charge density: 




As previously stated, model assumes operation under steady state conditions. Therefore, 
the current continuity equation can be expressed for ionic current and electronic current 
as follows: 
 ∇ ∙ Ii = 0 (2.16) 
 
 ∇ ∙ Ie = 0 (2.17) 









2φ = 0 (2.18) 
and 
 −σe∇ φ = 0 (2.19) 
or after simplifying: 
 ∇ μO2  = 0 (2.20) 
and 
 ∇ φ = 0 (2.21) 




CHAPTER THREE: PRELIMINARY MODELS 
1-D Model 
 Before introducing any complexity in the electrolyte/anode interface, a 1-D model 
of charge transport across the electrolyte was developed. This model served as an 
introduction into the simulation software, Mathematica, and allowed comparison to an 
analytical solution to ensure the computational results were correct. The code for this 
model can be found in Appendix A.  
 
Input Parameters 
A one-dimensional model assumes a uniform reaction site covering the anode 
interface. The only dimension in which a gradient occurs is the x-dimension. For this 
model, the length of the domain was set to be a typical thickness for an SOFC electrolyte,     
𝑙 =10 μm [7]. Values for the ionic and electronic conductivity of 8% YSZ at 700°C, 
σi=10.881 S/m and σe=1.1*10
-3 S/m, were found in literature and assumed to be 
independent of position in the interest of simplicity [6]. For this model, Dirichlet 
boundary conditions were defined for both governing differential equations. For μO2, 
chemical potential of oxygen was defined as zero at the left boundary. If the conditions in 
which the cathode operates (i.e. pO2= 0.2 atm and T = 700°C) are defined as the standard 
state of oxygen, then the chemical potential of oxygen in its standard state is zero. The 
gradient in chemical potential is what is of interest, so the value assigned at one boundary 




potential was set to μO2= -10
-18 J per particle. This was based on the estimations of an 
extremely small oxygen partial pressure in the anode, and since the calculations were 
made on a per particle basis instead of per mole, a very small oxygen chemical potential 
gradient is expected across the electrolyte. Like chemical potential, the relative values of 
electric potential at each boundary are important, not an individual boundary’s value. For 
φ, the value at the left boundary was defined as 0 V. The value at the right boundary was 
defined as -1 V. This is a greater potential across the electrolyte than would be observed 
in a realistic SOFC, but the purpose of this model was to create an approximation and 













 = 0 (3.2) 














 φI= φ(0) = 0 (3.5) 
 
 φII= φ(𝑙) = − 1 (3.6) 
An analytical solution can easily be found for this problem by integrating the original 
differential equation twice and applying the boundary conditions. The result is a linear 
profile for both μO2 and φ 
 μO2(x) = − 10
-13x (3.7) 
 
 φ(x) = − 100,000x (3.8) 
The equations for ionic and electronic current densities in one dimension become 














which can also be solved for analytically from Equations (3.7) and (3.8). The result is a 
constant ionic and electronic current density across the electrolyte 
















These analytical solutions were plotted next to the numerical solution to ensure accuracy 





Figures 3.1 and 3.2 show the results of the simulation for μO2 and φ compared to the 
analytical solution. 
 




Figure 3.2 Electric potential vs. position in the electrolyte for a 1-D scenario. 
 
As is evident in Figure 3.1 and Figure 3.2, the numerical solutions are the same as the 




 Using the results for μO2 and φ, ionic and electronic current densities were 
calculated. Figures 3.3 and 3.4 show the results of the simulation for ionic current density 
and electronic current density respectively compared to the analytical solution. Since the 
length dimensions of 𝑙, σi, and σe are in meters, the current density results were scaled by 
10-4 to put them in A/cm2. 
 
Figure 3.3 Ionic current density vs. position in the electrolyte for a 1-D scenario. 
 
 





 As expected, the electronic current density is several orders of magnitude lower than 
ionic current density due the significantly lower electronic conductivity of YSZ, 
however, it is not zero. The signs of the current densities follow the typical convention of 
positive flow being in the direction of the flow of positive charge. A negative ionic 
current density means that positive charge flows from right to left, or equivalently, that 
negative charge flows from left to right. This is consistent with negatively charged 
oxygen ions flowing from cathode to anode i.e. left to right in the geometry defined for 
the simulation. A positive electronic current density means that positive charge flows 
from left to right or that negative charge flows from right to left. This is also consistent 
with an SOFC in which electrons leak across the electrolyte from the negatively charged 
anode to the positively charged cathode i.e. right to left. The magnitude of the ionic 
current density is greater than realistic values measured in SOFCs. This is because the 





 The actual microstructure at the electrolyte/anode interface is incredibly complex. 
Figure 3.5 shows images of an electrolyte/anode interface before and after infiltration of 
Ni nanoparticles produced by a scanning electron microscope (SEM).  
 
Figure 3.5 SEM micrographs of the electrolyte/anode interface a) before infiltration and 
b) after infiltration (adapted from [7]). The anode active layer is a conglomerate of Ni and 
YSZ phases. It is not possible to distinguish each phase in the image, but both are 
present. In b) the rounded Ni nanoparticles are clearly visible. 
 
To simplify this geometry, the preliminary 2-D model considered a single section of Ni 
web in contact with the YSZ of the electrolyte. In this model, no isolated Ni nanoparticle 
was included. The size of the Ni web was arbitrarily chosen at 2mm which is 
significantly larger than it realistically would be. This was intentionally done so that 
trends and features of the results would be easily visible to ensure reasonableness of the 
solution. The thickness of the electrolyte was kept at 10 μm, and the height of the 




the height of the electrolyte is orders of magnitude greater than the thickness, so 1 cm is 
large enough to be an appropriate approximation without making the domain too large for 
efficient computation.   
  The ionic and electronic conductivities were kept the same from the 1-D model, 
as was the boundary conditions for μO2 and φ on the left. The interest of this simulation is 
on the phenomena at the anode interface; thus, the cathode interface boundary was not 
increased in complexity. On the right boundary, the section of Ni web interface was set to 
the same Dirichlet boundary conditions as in the 1-D model, and the rest was set to a 
zero-flux boundary condition. The top and bottom edges of the domain were also set to 
zero-flux. Figure 3.6 provides a summary of these boundary conditions. 
 
Figure 3.6 Schematic of the boundary conditions for the simplified 2-D scenario; 





















= 0 (3.14) 
Finally, unlike in the 1-D scenario, a mesh had to be created for the domain. An isotropic 
mesh was created using the meshing function in Mathematica. It was refined until the 
results converged and the curves in the plots of chemical and electric potential appeared 
to be smooth. The code for this model can be found in Appendix B. 
 
Results 
Figures 3.7 and 3.8 show a 3-D plot of the results of the simulation for μO2 and φ. 
 





Figure 3.8 3-D plot of electric potential vs. x and y. 
 
The 3-D plots provide a qualitative view of the  profile results for chemical and electric 
potential, however slices taken at different x values can provide a better quantitative 
view. 
 
Figure 3.9 Chemical potential of oxygen vs. y slices taken at 25%, 50%, and 75% 





Figure 3.10 Electric potential vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte and at the anode interface (x = 𝑙). 
 
From Figures 3.9 and 3.10, there appear to be discontinuities at the y values of the 
beginning and end of the Ni web interface boundary. However, if these regions are 
zoomed in on, it becomes clear that the results are not discontinuous, and it is the aspect 
ratio of the domain that is responsible for making them appear to be. 
 
Figure 3.11 Chemical potential of oxygen vs. y slices taken at 25%, 50%, and 75% 
thickness positions across the electrolyte and at the anode interface (x = 𝑙) but only 





Figure 3.12 Electric potential vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte and at the anode interface (x = 𝑙) but only 
0.003975 ≤ y ≤ 0.004025 has been plotted. 
 
The results for μO2 and φ are very similar to the results for the 1-D model especially in 
the region between y = y2 and y = y3. If chemical potential and electric potential are 
plotted vs. x at the midpoint between y2 and y3, the results are identical to those of the  
1-D model. 
 





Figure 3.14 φ vs. x between y2 and y3.  
 
These results are consistent with a dimensional analysis of the problem which shows it is 
essentially still a 1-D problem. Defining dimensionless variables Ф = 
φ
φII
 , Μ = 
μO2
μO2
II  ,    
X = 
x



























































 = 0 (3.18) 
Because 𝑙-2 is 6 orders of magnitude larger than y1-2, the y component of the equations is 
negligible compared to the x component. This explains why the solution essentially looks 
like three 1-D solutions pieced together. 
 The current density results for this simplified 2-D scenario are equally similar to 
the 1-D results. In 2-D the current density equations become: 
 























Based on the relationships established in Equations (3.15) and (3.16) and the current 
density equations, it is evident that the x component is still orders of magnitude larger 





Figure 3.15 3-D plot of ionic current density vs. x and y. This plot provides a qualitative 
look at the current density within the electrolyte which shows it is basically three 1-D 
solutions pieced together. 
 
 
Figure 3.16 3-D plot of electronic current density vs. x and y. This plot provides a 
qualitative look at the current density within the electrolyte which shows it is basically 





Figure 3.17 Ionic current density vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte and at the anode interface (x = 𝑙) but only 
0.003975 ≤ y ≤ 0.004025 has been plotted. 
 
 
Figure 3.18 Electronic current density vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte and at the anode interface (x = 𝑙) but only 
0.003975 ≤ y ≤ 0.004025 has been plotted. 
 
Current density appears to be constant between y2 and y3 just as in the 1-D case. A closer 
look at the values of the current densities between y2 and y3 proves they are equal to 




results appear to be discontinuous at the y values for the beginning and end of the Ni web 
interface, however a closer look shows they are not. The current density results spike at   
y = y2 on the right boundary. This is because there is a discontinuity in the boundary 
condition where it changes from zero flux to a Dirichlet condition. In the more realistic 




CHAPTER FOUR: MODEL OF INCREASED COMPLEXITY 
 The intent of the 2-D model of increased complexity was to be realistic enough to 
achieve results that would provide practical insight into the phenomena occurring in YSZ 
at the anode interface. This model includes improved boundary conditions, the addition 
of an isolated Ni nanoparticle, variable conductivities within the electrolyte, an improved 
mesh, and more realistic geometry scale. The preliminary models served as an 
introduction to the Mathematica software, and an opportunity to check the simulation 
results against analytical solutions to ensure accuracy of the results. These models 
provided reasonable assurance as to the accuracy of the results, however, the potential for 
numerical error always exists and must be considered. Like the 1-D and simplified 2-D 
preliminary models, the Ni boundary features were initially deliberately increased in size 
in this 2-D model in order to observe small details in the results. Eventually the sizes 
were reduced to be more realistic, however, this posed issues with convergence of the 
solution which will be subsequently discussed.  
 
Improved Boundary Conditions 
Chemical potential 
 The first improvement that was made over the preliminary models was to the 
boundary conditions. The boundary conditions for chemical potential of oxygen remained 
of the same type, however, the Dirichlet condition at the Ni web interface was changed to 
be more realistic. Using the thermodynamic relationship between partial pressures of 




for a given gas composition. The gas phase at the anode was assumed to be hydrogen and 
water vapor only. Results were found for three different hydrogen partial pressures: 
  pH2= 0.2,  pH2= 0.5, and  pH2= 0.8. For the overall redox reaction Equation (1.1), the 
change in Gibbs free energy can be found as follows [9]: 
 ∆G = − 247500 + 55.85T (4.1) 
The assumed operating temperature is still 700°C  as it was in the preliminary models. 
The change in Gibbs free energy for the reaction can then be used to find the equilibrium 
constant: 
 










where R is the universal gas constant in J/mol/K. The equilibrium constant for the 
reaction provides the relationship between reactant and product concentrations when the 
reaction is in equilibrium. Therefore, the equilibrium  pO2 can be found for a given  pH2 
and  pH2O. Finally, the chemical potential at the anode interface, μO2
II , can be found using 
Equation (2.9). This updated boundary condition includes concentration polarization 
since the concentrations of  pH2 and  pH2O affect the results.  
Electric potential of the Ni web boundary 
Instead of a Dirichlet boundary condition for electric potential at the Ni web 
interface, a Neumann boundary condition based off the current density resulting from a 
reaction was established. At the TPB, the half reaction involving hydrogen and oxygen 




converted to electronic current in the Ni web as a result of the reaction. Figure 4.1 
provides a visual for this phenomenon. 
 
Figure 4.1 Theoretical representation of current density at the Ni web boundary. 
 
If it is assumed that the rate of the overall redox reaction is determined by the rate of this 
half reaction, then their reaction rates are equal. The reaction rate in mol/cm2/s for the 
overall redox reaction is given by [10]: 




    (4.3) 
where [x] is the concentration of x, k is the rate constant, and α and β are the orders of 
reaction for O2  and H2 respectively. The rate constant is temperature-dependent and 
along with the orders of reaction, can only be experimentally determined for particular 
reaction conditions. For the purposes of this simulation, pH2
β
 was combined with k to 




 J = c ∙ pO2
α     (4.4) 
To obtain current density from reaction rate, multiply by the number of electrons 
transferred during the reaction and Faraday’s constant: 
 Irxn  = 2F∙ c ∙ pO2
α     (4.5) 
If all ionic current is converted to electronic current during the reaction at the TPB, 
mathematically it means Iix(x = 𝑙, y2 ≤ y ≤y3) = Irxn.  Substituting the x-component of 
Equation (3.19) in for Iix and rearranging, one arrives at the Neumann boundary 










As previously mentioned, c and α are experimentally found parameters. For the purposes 
of this simulation, c and α were chosen by trial and error using the 1-D model. The 1-D 
preliminary model was adapted to include the new procedure for finding μO2
II  and the 
Neumann boundary condition for the Ni web interface. Values for c and α were estimated 
until reasonable results for the electric potential across the electrolyte were obtained. The 
Mathematica code used in this procedure including plots of the results can be found in 
Appendix C.  
Isolated Ni Nanoparticle 
 The next step to increasing complexity of the model was to add an isolated Ni 
particle. Initially, the size of the isolated Ni particle was set to be 1mm, and it was placed 




isolated Ni particle was defined using the current density. At the TPB, the same reaction 
is occurring as at the Ni web, but there is no current within the isolated Ni particle 
because it is not connected to the network providing a pathway to the external circuit. 
Therefore, it is assumed that the reaction converts all ionic current coming into the 
interface to outgoing electronic current back into the YSZ electrolyte. This phenomenon 
is illustrated in Figure 4.2. 
 
Figure 4.2 Theoretical representation of current density at the isolated Ni particle 
boundary. 
 
Mathematically, this means Iix(x = 𝑙, y4 ≤ y ≤ y5) = −Iex(x = 𝑙, y4 ≤ y ≤ y5). To form a 
Neumann boundary condition for φ at this section of the boundary, Equations (3.19) and 


















Oxygen Partial Pressure Dependence of Electronic Conductivity 
 In the preliminary models, both ionic and electronic conductivity of YSZ were 
considered constant for the given temperature and independent of position. This is an 
appropriate assumption for ionic conductivity; however, electronic conductivity is 
actually dependent upon oxygen vacancy concentration which is related to pO2 [11]. 
Using the results for the μO2 profile, a profile for pO2 within the electrolyte can be 
created. Assuming electronic conductivity obeys the -1/n power of the oxygen partial 
pressure and n = 4 for YSZ, electronic conductivity can be expressed [11]: 




0 is a temperature-dependent coefficient that is independent of pO2, assumed to be 
equal to 2.77*10-5 S/m [11]. 
Piecewise Functions 
 At the YSZ-Ni interface there is a discontinuity in ionic and electronic 
conductivities because of the change in materials. YSZ has a high ionic conductivity and 
low electronic conductivity, but Ni’s ionic conductivity is essentially zero and its 
electronic conductivity is 2*106 S/m [12]. Therefore, the conductivity values should tend 
to those of Ni at the Ni web and isolated Ni particle boundaries. To eliminate the 
discontinuity,  the discontinuity was replaced by a sharp transition region where the 
conductivities linearly change from their values in YSZ to those in Ni. The dimensions of 




evidence that the concept of the TPB as an idealized 1-D structure is unrealistic, rather it 
should be considered a zone in which the kinetic reactions can take place [2]. If the TPB 
zone exists in the YSZ phase, then there must be a higher electronic conductivity within 
this zone to transport electrons to the Ni phase. The TPB zone has been experimentally 
measured to be ~5 nm in an SOFC, which is about 0.1 times the size of the Ni 
nanoparticle and 0.01–0.001 times the size of the Ni web [5] [2]. Thus, in the simulation, 
the TPB has instead been replaced by a transition region. The transition region width was 
set to be m = 0.1 times the size of the Ni particle size. For the simulation in which the 
geometry of the Ni boundaries was scaled up, this would be greater than the width of the 
electrolyte, so in that model it was changed to m = 0.1*𝑙. The conductivities were thus 
defined in the 2-D model using piecewise functions. For ionic conductivity, the value was 
set to be constant σi=10.881 S/m everywhere in the domain except for the TPB zone 
where it linearly changed from this value to zero. For electronic conductivity, the value 
was defined by Equation (4.8) everywhere in the domain except for the TPB zone where 
it linearly changed from the value determined by this equation to σeNi = 2*10
6 S/m. 
Figures 4.3 and 4.4 provide a summary of the piecewise functions for ionic and electronic 






Figure 4.3 Schematic of ionic conductivity showing TPB zones in the domain. Geometry 
is not to scale. 
 
 
Figure 4.4 Schematic of electronic conductivity showing TPB zones in the domain. 





Figure 4.5 Density plot of ionic conductivity vs. x and y within the domain. 
 
 





The simplified 2-D model provided insight into where the sharpest gradients were 
within the domain, and therefore, where the mesh required the most refining. For this 
model, three different mesh sizes were defined. The smallest mesh size was for the region 
around the points on the right boundary where discontinuities exist. An intermediate 
mesh size was created for the regions above and below the y value of these points across 
the domain. The coarsest mesh was for everywhere else in the domain. Figure 4.7 
provides a schematic of the regions of different mesh sizes. 
 
Figure 4.7 Schematic of the different mesh sizes within the domain. The mesh is most 
refined in semicircles of radius 0.1*𝑙 centered at points (𝑙, y2), (𝑙, y3), (𝑙, y4), (𝑙, y5). 
Regions of intermediate mesh size extend 𝑙 above and below y = y2, y = y3, etc. In the 




The size of each type of mesh, refined, intermediate, and coarse, was determined by 
observing the smoothness of curves in plots and by checking for convergence of the 




  Before bringing the geometry to a realistic scale, the simulation was run with 
exaggerated size of the Ni boundary features. The size of the domain was kept the same 
as the preliminary 2-D model. The boundary conditions and conductivities were updated 
as previously discussed. For the following results, the distance between boundaries was 
set at 30 μm and  pH2 was set to 0.5. Figures 4.8 and 4.9 provide a summary of the 
boundary conditions implemented.  
 
 






Figure 4.9 Boundary conditions for electric potential. Geometry is not to scale. 
 
With the addition of the isolated Ni particle and increased complexity to other aspects of 
the simulation, the results still look qualitatively very similar to the simplified 2-D model. 
 





Figure 4.11 3-D plot of electric potential vs. x and y. 
 
 
Figure 4.12 Chemical potential of oxygen vs. y slices taken at 25%, 50%, and 75% 





Since both Ni boundaries have the same boundary condition for the oxygen chemical 
potential, we would not expect to see a difference in the curves around these boundaries. 
However, there is a different value for φ at each of the two boundaries. 
 
Figure 4.13 Electric potential vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte and at the anode interface (x = 𝑙). 
 
The isolated Ni particle has a lower potential than the Ni web. This is consistent with the 
finding that isolated Ni nanoparticles improve the power output of the cell. In order for 
electrons released by the reaction occurring at the isolated Ni particle’s TPBs to flow 
from the isolated Ni particle to the Ni web and contribute to the cell’s current density, 
there needs to be a favorable potential gradient between the two to drive the flow. It is 
clearly seen from the simulation that such a potential indeed exists between the two Ni 
regions. The results for ionic and electronic current density are also qualitatively similar 




densities at slices taken before the TPB zone transition region begins.  
 
Figure 4.14 Ionic current density vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte. 
 
 
Figure 4.15 Electronic current density vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte. 
 
Prior to the start of the TPB zone, ionic current density is essentially constant with x. This 




ionic conductivity is constant. Electronic current density is no longer constant with x due 
to the variable electronic conductivity implemented. Within the TPB zone, ionic current 
density goes to zero while electronic current density greatly increases. This is consistent 
with the transition in conductivities to their values in Ni at the boundary. 
 
Figure 4.16 Ionic current density vs. y slices taken within the TPB zone at 90.5%, 95%, 
and 99% thickness positions across the electrolyte and at the anode interface (x = 𝑙). 
 
Figure 4.17 Electronic current density vs. y slices taken within the TPB zone at 90.5%, 




Overall, electronic current density is larger near the isolated Ni particle and smaller near 
the Ni web. This makes sense if electrons are traveling out from the isolated Ni particle 
back into the electrolyte, thus increasing the electronic current in the positive direction, 
and then into the Ni web, causing an increase in the electronic current in the negative 
direction. 
 After obtaining these results from the scaled-up Ni boundaries, the sizes of the 
isolated Ni nanoparticle and Ni web were brought to more realistic values. The average 
size of Ni nanoparticles experimentally measured was approximately 50 nm [7]. Sizes of 
Ni web sections ranged from 10-100 times larger than the average Ni nanoparticle [5]. 
However, at this realistic scale, convergence of the results was impossible to achieve. To 
check for convergence, the values of φ at the midpoint on the two Ni boundaries were 
calculated. The mesh was then refined, and the values recalculated; if the range of values 
were within 0.01 of each other, the solution was considered converged. When the Ni 
boundary dimensions were at realistic sizes, the difference in values for φ was up to 0.07 
between different mesh sizes. Therefore, the solution could not be considered to have 
converged. Since the results could not be converged at realistic scale, the dimensions of 
the Ni boundaries were increased in scale until convergence could be reasonably assured. 
The criteria for convergence was met when the Ni boundaries were 100 times their 
realistic size. Therefore, the isolated Ni particle was defined in the model as 5 μm and the 





 Figures 4.18 and 4.19 show the results of the micron scale model with  pH2 set to 
0.5 and the distance between Ni boundaries equal to 6 times the size of the isolated Ni 
particle for μO2 and φ within the region of interest. 
 
Figure 4.18 Chemical potential of oxygen vs. y slices taken at 25%, 50%, and 75% 
thickness positions across the electrolyte and at the anode interface (x = 𝑙). Only 
0.00499 ≤ y ≤ 0.0051 has been plotted. 
 
There is no difference in the values for chemical potential of oxygen at the Ni boundaries 
between the scaled-up model and the micron scale model. This is because the scale would 
not affect the Dirichlet boundary condition calculation. However, the micron scale results 
show a lower gradient for μO2 in the y direction, i.e. the curves around y = y2, y = y3, etc. 
are less steep. This will have implications in the calculation for φ .  





Figure 4.19 Electric potential vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte and at the anode interface (x = 𝑙). Only 
0.00499 ≤ y ≤ 0.0051 has been plotted. 
 
At micron scale, the difference between the electric potential at the isolated Ni particle 
and the Ni web is less extreme, although the isolated Ni particle is still slightly more 
negative. Additionally, φ appears to be slightly convex between y2 and y3, more so for 
slices at x values closer to the Ni web boundary. This is a result of the boundary 




. In the scaled-up model, this feature in the curve was also present as 
evidenced by Figure 4.13, but at micron scale, it is even more pronounced because of the 
lower gradients in μO2. The calculation of the Neumann boundary conditions involves the 
calculation of  
∂μO2
∂x
 at each point along the boundary. When 
∂μO2
∂y
 is less steep around         
y = y2, y = y3, y = y4, and y = y5, the values calculated for 
∂μO2
∂x








the boundary condition for φ resulting in different values for φ along the boundary. In 
reality, there would not be different electric potentials within a section of Ni web or an 
isolated Ni particle. Ni has an extremely high electronic conductivity, so it is unrealistic 
that there would be a gradient in electric potential within the Ni material, especially for 
such small segments. This flaw in the calculated results for φ must be considered when 
evaluating results from this model. 
 The results for ionic and electronic current density also differ from the scaled-up 
model.  
 
Figure 4.20 Ionic current density vs. y slices taken at 25%, 50%, and 75% thickness 






Figure 4.21 Electronic current density vs. y slices taken at 25%, 50%, and 75% thickness 
positions across the electrolyte. Only 0.00498 ≤ y ≤ 0.005105 has been plotted. 
 
The results for electronic current density do not appear to have been affected as 
significantly by the variation in φ along the boundaries as ionic current density. However, 
the change in scale significantly reduced the electronic current density within the 





Figure 4.22 Ionic current density vs. y slices taken within the TPB zone at 90.5%, 95%, 
and 99% thickness positions across the electrolyte and at the anode interface (x = 𝑙). Only 
0.00497 ≤ y ≤ 0.005115 has been plotted. 
 
Based on the changes observed for ionic current density within the electrolyte outside the 
TPB zone (Figure 4.20), results for ionic current density within the TPB zone at micron 
scale are consistent with expectations. 
 
Figure 4.23 Electronic current density vs. y slices taken within the TPB zone at 90.5%, 
95%, and 99% thickness positions across the electrolyte and at the anode interface (x = 𝑙). 





At the micron scale, electronic current density within the TPB zone is still larger near the 
isolated Ni particle and smaller near the Ni web. Reaffirming the prior explanation that 




The intent of the model is to be used to investigate the physical phenomena in 
ionic conducting material between Ni nanoparticles and Ni web. Ni nanoparticle size, 
distance from the Ni web, and other parameters were to be varied to observe their effects 
on the phenomena in the ionic conducting material. At the realistic scale, when the 
distance between the isolated Ni nanoparticle and Ni web was altered, the calculated 
values for φ changed, but the range over which they changed was within the margin of 
error observed when refining the mesh. Thus, no trends could be identified and separated 
from potential numerical error. 
 Preliminary results were obtained from the micron scale model with careful 
consideration for the effects of numerical error and the variable calculation for φ at the 
boundary. For the model used in this investigation, the size of the isolated Ni particle was 
5 μm, the size of the Ni web was 50 μm. Operating temperature and other parameters 
were maintained at the same values as in the previous simulations. The distance between 
Ni boundaries was varied and the values of φ at the midpoint of the Ni web boundary and 
the midpoint of the isolated Ni particle boundary were calculated at each distance for two 




it to trends observed. This procedure was also repeated for three different hydrogen 
partial pressures: pH2= 0.2, pH2= 0.5, and pH2= 0.8. Tables 4.1, 4.2, and 4.3 summarizes 
the results for  pH2= 0.2, pH2= 0.5, and pH2= 0.8, respectively. Size1 refers to the size of 
the most refined mesh. This was as small as it could possibly be made without 
significantly increasing computational time. Size2 refers to the size of the intermediate 
















20 x Ni 
particle size 
100*10-6 10-17 10-14 10-7 -0.669430 -0.879898 -0.210468 
100*10-6 10-17 10-15 10-7 -0.669385 -0.885504 -0.216119 
14 x Ni 
particle size 
700*10-7 10-17 10-14 10-7 -0.669440 -0.882216 -0.212776 
700*10-7 10-17 10-15 10-7 -0.669419 -0.882173 -0.212754 
10 x Ni 
particle size 
500*10-7 10-17 10-14 10-7 -0.669430 -0.881262 -0.211832 
500*10-7 10-17 10-15 10-7 -0.669419 -0.885403 -0.215984 
6 x Ni 
particle size 
300*10-7 10-17 10-14 10-7 -0.669455 -0.872920 -0.203465 
300*10-7 10-17 10-15 10-7 -0.669411 -0.872942 -0.203531 
2 x Ni 
particle size 
100*10-7 10-17 10-14 10-7 -0.669212 -0.861459 -0.192247 
100*10-7 10-17 10-15 10-7 -0.669164 -0.865995 -0.196831 
1 x Ni 
particle size 
50*10-7 10-17 10-14 10-7 -0.669057 -0.845559 -0.176502 
50*10-7 10-17 10-15 10-7 -0.669068 -0.848017 -0.178949 
0.5 x Ni 
particle size 
25*10-7 10-17 10-14 10-7 -0.669009 -0.831283 -0.162274 
25*10-7 10-17 10-15 10-7 -0.669058 -0.833292 -0.164234 
0.2 x Ni 
particle size 
10*10-7 10-17 10-14 10-7 -0.668939 -0.814288 -0.145349 
10*10-7 10-17 10-15 10-7 -0.668840 -0.814210 -0.145370 
0.1 x Ni 
particle size 
5*10-7 10-17 10-14 10-7 -0.668937 -0.815457 -0.146520 
5*10-7 10-17 10-15 10-7 -0.668814 -0.808741 -0.139927 
Table 4.1 Preliminary results for pH2= 0.2. 
For pH2= 0.2, the difference in potentials between the two midpoints ranges from about    




mesh size is about 0.006 V. This means that a trend can reasonably be identified from the 
data without attributing it to numerical error. The electric potential at the Ni web 
boundary does not change with respect to distance between the two boundaries. This is to 
be expected since the calculated reaction current which influences the boundary condition 
is only dependent on external parameters fixed for the simulation. The electric potential 
at the isolated Ni particle boundary appears to decrease in magnitude as the boundaries 















20 x Ni 
particle size 
100*10-6 10-17 10-14 10-7 -0.719866 -0.893905 -0.174039 
100*10-6 10-17 10-15 10-7 -0.719817 -0.899765 -0.179948 
14 x Ni 
particle size 
700*10-7 10-17 10-14 10-7 -0.719876 -0.896328 -0.176452 
700*10-7 10-17 10-15 10-7 -0.719854 -0.896284 -0.176430 
10 x Ni 
particle size 
500*10-7 10-17 10-14 10-7 -0.719865 -0.895336 -0.175471 
500*10-7 10-17 10-15 10-7 -0.719853 -0.899672 -0.179819 
6 x Ni 
particle size 
300*10-7 10-17 10-14 10-7 -0.719887 -0.886608 -0.166721 
300*10-7 10-17 10-15 10-7 -0.719841 -0.886631 -0.166790 
2 x Ni 
particle size 
100*10-7 10-17 10-14 10-7 -0.719544 -0.874566 -0.155022 
100*10-7 10-17 10-15 10-7 -0.719493 -0.879276 -0.159783 
1 x Ni 
particle size 
50*10-7 10-17 10-14 10-7 -0.719272 -0.858404 -0.139132 
50*10-7 10-17 10-15 10-7 -0.719283 -0.860935 -0.141652 
0.5 x Ni 
particle size 
25*10-7 10-17 10-14 10-7 -0.719132 -0.844407 -0.125275 
25*10-7 10-17 10-15 10-7 -0.719180 -0.846437 -0.127257 
0.2 x Ni 
particle size 
10*10-7 10-17 10-14 10-7 -0.718990 -0.827743 -0.108753 
10*10-7 10-17 10-15 10-7 -0.718886 -0.827668 -0.108782 
0.1 x Ni 
particle size 
5*10-7 10-17 10-14 10-7 -0.718971 -0.829637 -0.110666 
5*10-7 10-17 10-15 10-7 -0.718841 -0.822641 -0.103800 
Table 4.2 Preliminary results for pH2= 0.5. 
For pH2= 0.5, the difference in potentials between the two midpoints ranges from about    
-0.18 to -0.11 V for a range of 0.07 V, and the largest difference in values due to a 




web remains the same, but the electric potential of the isolated Ni particle decreases in 
















20 x Ni 
particle size 
100*10-6 10-17 10-14 10-7 -0.770085 -0.876633 -0.106548 
100*10-6 10-17 10-15 10-7 -0.770033 -0.882669 -0.112636 
14 x Ni 
particle size 
700*10-7 10-17 10-14 10-7 -0.770096 -0.879129 -0.109033 
700*10-7 10-17 10-15 10-7 -0.770072 -0.879087 -0.109015 
10 x Ni 
particle size 
500*10-7 10-17 10-14 10-7 -0.770083 -0.878117 -0.108034 
500*10-7 10-17 10-15 10-7 -0.770071 -0.882595 -0.112524 
6 x Ni 
particle size 
300*10-7 10-17 10-14 10-7 -0.770101 -0.869109 -0.099008 
300*10-7 10-17 10-15 10-7 -0.770052 -0.869134 -0.099082 
2 x Ni 
particle size 
100*10-7 10-17 10-14 10-7 -0.769591 -0.856596 -0.087005 
100*10-7 10-17 10-15 10-7 -0.769536 -0.861394 -0.091858 
1 x Ni 
particle size 
50*10-7 10-17 10-14 10-7 -0.769122 -0.840763 -0.071641 
50*10-7 10-17 10-15 10-7 -0.769131 -0.843304 -0.074173 
0.5 x Ni 
particle size 
25*10-7 10-17 10-14 10-7 -0.768824 -0.827951 -0.059127 
25*10-7 10-17 10-15 10-7 -0.768872 -0.829923 -0.061051 
0.2 x Ni 
particle size 
10*10-7 10-17 10-14 10-7 -0.768568 -0.812629 -0.044061 
10*10-7 10-17 10-15 10-7 -0.768460 -0.812563 -0.044103 
0.1 x Ni 
particle size 
5*10-7 10-17 10-14 10-7 -0.768520 -0.815662 -0.047142 
5*10-7 10-17 10-15 10-7 -0.768382 -0.808498 -0.040116 
Table 4.3 Preliminary results for pH2= 0.8. 
For pH2= 0.8, the difference in potentials between the two midpoints ranges from about    
-0.11 to -0.04 V for a range of 0.07 V, and the largest difference in values due to a 
change in mesh size is about 0.007 V. Consistent with the previous results, the electric 
potential of the Ni web remains the same, but the electric potential of the isolated Ni 
particle decreases in magnitude as the distance between the two is reduced. Figures 4.24, 





Figure 4.24 Electric potential at the midpoint on the Ni web boundary vs. distance 
between the two boundaries.  
 
As previously discussed, the values remain constant with changes in the distance apart. 
This value does change, however, with pH2. It is greater in magnitude for higher 
hydrogen partial pressures, which is consistent with expectations based on the 
mathematical influence of pH2 in the calculations as well as the physical expectations that 






Figure 4.25 Electric potential at the midpoint on the isolated Ni particle boundary vs. 
distance between the two boundaries. 
 
From Figure 4.25 it appears that the electric potential at the midpoint of the isolated Ni 
particle boundary decreases by almost the same amount with each movement closer to 
the Ni web regardless of pH2. The minor differences in the curves is likely due to 
numerical error. Based on the role of pH2in the equations governing the model, a change 
in pH2 simply shifting the curve up or down is not unreasonable. However, the direction 
and amount the curve shifts is not as straightforward as with the Ni web. For the isolated 
Ni particle, an increase in pH2 from 0.2 to 0.5 increases the magnitude of the electric 
potential at that boundary, but an increase in pH2 from 0.5 to 0.8 decreases the magnitude 






Figure 4.26 Electric potential at the midpoint on the isolated Ni particle boundary vs. 
distance between the two boundaries. 
 
Increases in pH2 appear to decrease the magnitude of the difference between electric 
potentials calculated on the two boundaries. From these results, this is because an 
increase in partial pressure of hydrogen results in an increase in electric potential on the 
Ni web boundary that is not accompanied by a similar increase in electric potential on the 
isolated Ni particle boundary. 
 The preliminary results point to a potential trend in the physical phenomena 
occurring in the electrolyte between the Ni web and isolated Ni nanoparticle. The isolated 
Ni particle has an electric potential that is initially significantly greater in magnitude than 
the electric potential of the Ni web, however, as the distance between the two is reduced, 
the magnitude of the electric potential on the isolated Ni particle decreases. This suggests 
that the model could be used to optimize the placement of the isolated Ni nanoparticle to 
maximize electric field strength, and therefore, current density. The precise placement of 




what concentration should be injected. However, further work is needed to ensure 




CHAPTER FIVE: FUTURE WORK 
Achieving Convergence 
Mesh Strategy 
The most important improvement needed to ensure the results of the simulation 
faithfully represent what is occurring in the ionic conducting material between Ni web 
and isolated Ni nanoparticle is to the mesh. The preliminary results from the model were 
achieved with only reasonable assurance of convergence, and the sizes of the Ni 
boundary features were 100 times larger than their realistic dimensions. In order to obtain 
accurate results and be sure numerical error is not the cause of any trends observed for 
the realistic dimensions of Ni web and infiltrated Ni nanoparticle, the solution needs to be 
converged. 
Each of the models developed employs the finite element method (FEM) to find a 
solution to the governing partial differential equations. FEM is useful in simulating 
multiple physics however, minimizing the number of mesh elements for computational 
speed while maintaining convergence of the solution is a considerable challenge 
associated with FEM. This obstacle is commonly encountered and is not unique to this 
work. One option that could decrease the number of required mesh elements while 
maintaining accuracy is to create an anisotropic mesh. In an isotropic mesh, elements can 
be different sizes, but they have a bounded aspect ratio, meaning they remain the same 
shape. In an anisotropic mesh, elements can be stretched along regions where there are 
sharp gradients, providing a more precise solution where these gradients occur. 




mesh, but it can provide significantly increased accuracy of the results in problems that 
include anisotropy. For models including anisotropy, the accuracy of the simulation has 
been shown to be enhanced when mesh elements are adapted to this anisotropy [13]. The 
use of an anisotropic mesh whose elements have been stretched according to the 
anisotropy of the phenomenon requires a lower number of elements to achieve the same 
precision in the result of the simulation [13]. The meshing functions in Mathematica are 
only capable of creating isotropic meshes, however, an anisotropic mesh can be generated 
by the user without the use of a built-in function. Delaunay triangulation offers an 
efficient method for generating high-quality anisotropic mesh elements [14]. Many 
computing softwares, including Mathematica, have built-in functions for typical 
computational geometry calculations like Delaunay triangulation. This method also 
provides increased flexibility and control over the mesh since the location of the points 
used in the triangulation can be user-defined.  
Others in the electrochemical energy community have addressed the challenge of 
solution convergence using FEM. Roberts et al have approached this problem with a 
conformal decomposition FEM (CDFEM) scheme by first generating a tetrahedral 
background mesh, which is then decomposed into smaller elements at particle/electrolyte 
interfaces to ensure a conformal mesh [15]. Using this approach, mesh elements can be 
extremely refined in regions around the TPBs while maintaining conformity. Gavaghan et 
al. approached the issue of the existence of a boundary singularity in electrochemical 
processes at microelectrodes with an adaptive FEM. A bound on the error in the 




adaptive mesh-generation algorithm, allowing calculation of the quantity of interest to 
within a prescribed tolerance [16].  
 
Consideration for Other Softwares 
The built-in meshing functions in Mathematica can only create isotropic meshes. 
Anisotropic meshes can still be generated, but it requires significantly more work since 
they need to be built from scratch. Mathematica offered several advantages over other 
softwares for creating the simplified models, including customizability and the ability to 
build solutions off each other. In Mathematica, the user has complete control over the 
governing equations and inputs to the model. Defining the sections of boundary for the 
Ni web and isolated Ni particle and changing their placement was fairly easy. 
Additionally, for this problem, the results for chemical potential of oxygen were used to 
solve for electric potential. The μO2 profile was also used to solve for the electronic 
conductivity within the electrolyte, which was then used in the calculation for electronic 
conductivity. However, the lack of diversity in mesh types for built-in functions is a 
major disadvantage. MATLAB is another computational software that was considered for 
the model. MATLAB has greater meshing options and increased computational power. 
The simplified 2-D model was also created in MATLAB, however, there were difficulties 
in implementing the complex boundary conditions for the Ni web and isolated Ni 
particle. Further, the method of creating the domain in MATLAB was somewhat 
restrictive. If one wanted to investigate multiple sections of Ni web or isolated Ni 




process in MATLAB. Finally, COMSOL Multiphysics is an option that offers several 
different meshing techniques and is also computationally powerful. The Equation-Based 
Modelling module allows the user to input governing partial differential equations and 
boundary conditions without having to choose from the prescribed physics. In theory, this 
allows one to create a custom model tailored to the specifications of the problem posed, 
but it is unclear how much the graphical user interface (GUI) would limit customizability. 
For this body of work, no model was created in COMSOL, so it is uncertain if COMSOL 
would allow the same flexibility as MATLAB and Mathematica. 
 
Other Numerical Methods 
While FEM is widely used in the electrochemical energy community for 
modeling fuel cells, other numerical methods might be considered for this problem. Finite 
volume method (FVM) and Lattice-Boltzmann Method (LBM) have also been used. In 
FVM, conservation equations are integrated in each cell as if each control volume were 
an individual domain: this ensures a stricter local conservation (of mass, energy, 
momentum) while the FEM guarantees only a global conservation [17]. LBM is a kinetic 
theory-based numerical technique for solving transport problems. LBM differs from the 
prior methods because instead of discretizing macroscopic governing equations, it is 
based on microscopic models and mesoscopic kinetic equations, in which the collective 
behavior of the particle distribution function is used to simulate the continuum mechanics 
of the system [17]. Typically associated with computational fluid dynamics, LBM has 




mesh though, so issues of convergence could similarly arise. Other numerical methods to 
consider include meshfree methods and the Boundary Element Method (BEM). There are 
several types of meshfree methods, their common feature being that they do not require 
connection between nodes. The original extensive properties such as mass or kinetic 
energy are no longer assigned to mesh elements but rather to the single nodes. The 
application of meshfree methods is still a developing field, however their applicability to 
Laplace’s equation, the governing equation for this problem, and heat conduction and 
diffusion, both of which are governed by Poisson’s equation which is a generalization of 
Laplace’s equation, have been studied [19-21]. Meshfree methods are often associated 
with increased computational time, however, several meshfree methods were identified 
with similar or lower computational cost to FEM [20,21]. BEM involves creating a mesh 
for the boundary of the domain only. As such, solutions can be found with greater 
efficiency and reduced computational power [22]. Laplace’s equation is often used in 
examples and introductory examples of BEM. For a problem in which the sharpest 
gradients occur at and around the boundary, BEM could prove to be a useful tool. Several 
alternate numerical methods have been presented; however, further study is required to 
ascertain the applicability of any one to this specific problem. 
 
Other Improvements 
 Several approximations were made in the development of these models that could 
be improved upon. One oversimplification that could be improved is the transition region 




electronic conductivity in the TPB zone are almost certainly not linear. A more detailed 
study into the spatial dependence of ionic and electronic conductivity in the electrolyte of 
an SOFC is needed to make this approximation more accurate. In this model, the TPB 
zone was created along the entire Ni interfaces. In reality, the reaction sites would only 
be at the points of the beginning and end of the Ni boundaries akin to what is shown in 
Figure 5.1.  
 
Figure 5.1 Visual representation of the TPB zone phenomenon adapted from [2]. 
 
In addition, Figure 4.19 evidenced a flaw in the boundary condition at the Ni web 
interface. The variability in  
∂μO2
∂x
 across the Ni web boundary created unrealistic results 
for φ. As seen in Figure 4.19 the curve for φ vs. y becomes convex between y2 and y3 at 
the boundary showing a variation in φ with y, but it would not be possible to have 
different electric potentials within a section of Ni web or an isolated Ni particle because 
of the extremely high electronic conductivity. Therefore, this boundary condition requires 





 The purpose of this work was to develop a numerical model for charge transport 
in primarily ionic conducting material and around Ni reaction sites within an SOFC. 
Limited results were obtained from a model with Ni boundary features 100 times larger 
than their realistic dimensions in nanometers. The results showed a favorable potential 
gradient between the isolated Ni particle and Ni web that would indeed drive the flow of 
electrons from isolated Ni particle to Ni web. In addition, these results indicated a 
decrease in the electric potential measured on the isolated Ni particle as it is moved closer 
to the Ni web. These findings point to the ability to optimize the placement of the isolated 
Ni nanoparticle to maximize electric field strength, and therefore, current density. The 
precise placement of infiltrated Ni nanoparticles cannot be engineered, but the results 
could be used to inform what concentration should be injected. The model developed has 
the potential to provide valuable physical insight into charge transport within an SOFC 
electrolyte, however, further work is needed to ensure accuracy of the results and 







(* 1) Define Constants*) 
 
(*Physical constants used in calculations*) 
e=1.60217662*10^-19;(*electronic charge in C*) 
 
(*Material properties found in literature*) 
sigi=10.881; (*ionic conductivity of 8YSZ in S/m*) 
sige=1.1*10^-3; (*electronic conductivity of 8YSZ in S/m*) 
 
(*Geometric constants*) 
l=10*10^-6;(*width of electrolyte in m*) 
 
(* 2) Solve for muO2 profile*) 
 
mu1=0; (*muO2 at left boundary*) 
mu2=-10^-18; (*muO2 at right boundary*) 
 
(*Define Dirichlet boundary conditions*) 
bcmu={DirichletCondition[mu[x]==mu1,(x==0)],DirichletCondition[mu[x]==mu2,(x==l 
)]};   
 






(* 3) Plot numerical and analytical muO2 results*) 
Plot[{mu[x]/.solmu,amu[x]},{x,0,l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. 
x",AxesLabel->{"Position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends-
>{"Numerical","Analytical"}] 
 
(* 4) Solve for phi profile*) 
 
phi1=0; (*phi at left boundary*) 
phi2=-1; (*phi at right boundary*) 
 













(* 5) Plot numerical and analytical phi results*) 
Plot[{phi[x]/.solphi,aphi[x]},{x,0,l},PlotLabel-> "\[Phi] vs. x",AxesLabel->{"Position 
(m)","\[Phi] (V)"},PlotLegends->{"Numerical","Analytical"}] 
 






(* 7) Plot results*) 
Plot[{Ienum[x],Ieana[x]},{x,0,l},PlotRange-> {0.010,0.012},PlotLabel-> "Electronic 
Current Density vs. x",AxesLabel->{"Position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"Numerical","Analytical"}] 
Plot[{Iinum[x],Iiana[x]},{x,0,l},PlotRange->{-64,-60},PlotLabel-> "Ionic Current 








(* 1) Define Constants*) 
 
(*Physical constants used in calculations*) 
e=1.60217662*10^-19;(*electronic charge in C*) 
 
(*Material properties found in literature*) 
sigi=10.881; (*ionic conductivity of 8YSZ in S/m*) 
sige=1.1*10^-3; (*electronic conductivity of 8YSZ in S/m*) 
 
(*Geometric constants*) 
l=10*10^-6;(*width of electrolyte in m*) 
y1=0.01; (*height of electrolyte in m*) 
y2=0.004; (*y coordinate of beginning of Ni web interface*) 
y3=0.006; (*y coordinate of end of Ni web interface*) 
 






(* 3) Solve for muO2 profile*) 
 
mu1=0; (*muO2 at left boundary*) 
mu2=-10^-18; (*muO2 at right boundary*) 
 
(*Define Dirichlet boundary conditions*) 
bcmu={DirichletCondition[mu[x,y]==mu1,(x==0&&0<y<y1)],DirichletCondition[mu[x,
y]==mu2,(x==l&&y2<= y<= y3)]}; 
 




(* 4) Plot muO2 results*) 
 
Plot3D[mu[x,y]/.solmu,{x,0,l},{y,0,y1},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] 
vs. x and y",AxesLabel->{"x-position (m)","y-position (m)","Subscript[\[Mu], 






y1},PlotRange->All,PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y",AxesLabel-
>{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends->{"x = 
0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[mu[x,y]/.solmu,{x,0,l},{y,y2-2.5*l,y2+2.5*l},PlotLabel-> "Subscript[\[Mu], 
Subscript[O, 2]] vs. x and y in Region around y2",AxesLabel->{"x-position (m)","y-
position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
Plot[{mu[0.25*l,y]/.solmu,mu[0.5*l,y]/.solmu,mu[0.75*l,y]/.solmu,mu[l,y]/.solmu},{y,y
2-2.5*l,y2+2.5*l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y in Region around 
y2",AxesLabel->{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[mu[x,y]/.solmu,{x,0,l},{y,y3-2.5*l,y3+2.5*l},PlotLabel-> "Subscript[\[Mu], 
Subscript[O, 2]] vs. x and y in Region around y3",AxesLabel->{"x-position (m)","y-
position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
Plot[{mu[0.25*l,y]/.solmu,mu[0.5*l,y]/.solmu,mu[0.75*l,y]/.solmu,mu[l,y]/.solmu},{y,y
3-2.5*l,y3+2.5*l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y in Region around 
y3",AxesLabel->{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[mu[x,(y3-y2)/2+y2]/.solmu,{x,0,l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] 
vs. x at the Midpoint between y2 and y3",AxesLabel->{"x-position 
(m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
(* 5) Solve for phi profile*) 
 
phi1=0; (*phi at left boundary*) 
phi2=-1; (*phi at right boundary*) 
 
(*Define Dirichlet boundary conditions*) 
bcphi={DirichletCondition[phi[x,y]==phi1,(x==0&&0<y<y1)],DirichletCondition[phi[x,
y]==phi2,(x==l&&y2<= y<= y3)]}; 
 




(* 6) Plot phi results*) 
 
Plot3D[phi[x,y]/.solphi,{x,0,l},{y,0,y1},PlotLabel-> "\[Phi] vs. x and y",AxesLabel-





y1},PlotRange->All,PlotLabel-> "\[Phi] vs. y",AxesLabel->{"y-position (m)","\[Phi] 
(V)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[phi[x,y]/.solphi,{x,0,l},{y,y2-2.5*l,y2+2.5*l},PlotLabel-> "\[Phi] vs. x and y in 
Region around y2",AxesLabel->{"x-position (m)","y-position (m)","\[Phi] (V)"}] 
 
Plot[{phi[0.25*l,y]/.solphi,phi[0.5*l,y]/.solphi,phi[0.75*l,y]/.solphi,phi[l,y]/.solphi},{y,y
2-2.5*l,y2+2.5*l},PlotLabel-> "\[Phi] vs. y in Region around y2",AxesLabel->{"y-
position (m)","\[Phi] (V)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[phi[x,y]/.solphi,{x,0,l},{y,y3-2.5*l,y3+2.5*l},PlotLabel-> "\[Phi] vs. x and y in 
Region around y3",AxesLabel->{"x-position (m)","y-position (m)","\[Phi] (V)"}] 
 
Plot[{phi[0.25*l,y]/.solphi,phi[0.5*l,y]/.solphi,phi[0.75*l,y]/.solphi,phi[l,y]/.solphi},{y,y
3-2.5*l,y3+2.5*l},PlotLabel-> "\[Phi] vs. y in Region around y3",AxesLabel->{"y-
position (m)","\[Phi] (V)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[phi[x,(y3-y2)/2+y2]/.solphi,{x,0,l},PlotLabel-> "\[Phi] vs. x at the Midpoint 
between y2 and y3",AxesLabel->{"x-position (m)","\[Phi] (V)"}] 
 





(* 8) Plot results*) 
Plot3D[Ie[x,y],{x,0,l},{y,0,y1},PlotLabel-> "Electronic Current Density vs. x and 
y",AxesLabel->{"x-position (m)","y-position (m)","Current Density (A/cm^2)"}]  
 
Plot3D[Ii[x,y],{x,0,l},{y,0,y1},PlotLabel-> "Ionic Current Density vs. x and 
y",AxesLabel->{"x-position (m)","y-position (m)","Current Density (A/cm^2)"}]  
 
Plot[{Ie[x,y]/.x->0.25*l,Ie[x,y]/.x->0.5*l,Ie[x,y]/.x->0.75*l,Ie[x,y]/.x-
>l},{y,0,y1},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y",AxesLabel-
>{"y-position (m)","Current Density (A/cm^2)"},PlotLegends->{"x = 0.25*l","x = 
0.5*l","x = 0.75*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.25*l,Ii[x,y]/.x->0.5*l,Ii[x,y]/.x->0.75*l,Ii[x,y]/.x-
>l},{y,0,y1},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y",AxesLabel->{"y-
position (m)","Current Density (A/cm^2)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 






2.5*l,y2+2.5*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
around y2",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.25*l,Ii[x,y]/.x->0.5*l,Ii[x,y]/.x->0.75*l,Ii[x,y]/.x->l},{y,y2-
2.5*l,y2+2.5*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region 
around y2",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[{Ie[x,y]/.x->0.25*l,Ie[x,y]/.x->0.5*l,Ie[x,y]/.x->0.75*l,Ie[x,y]/.x->l},{y,y3-
2.5*l,y3+2.5*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
around y3",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.25*l,Ii[x,y]/.x->0.5*l,Ii[x,y]/.x->0.75*l,Ii[x,y]/.x->l},{y,y3-
2.5*l,y3+2.5*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region 
around y3",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[Ie[x,y]/.y->(y3-y2)/2+y2,{x,0,l},PlotRange->Automatic,PlotLabel-> "Electronic 
Current Density vs. x at the Midpoint between y2 and y3",AxesLabel->{"x-position 
(m)","Current Density (A/cm^2)"}] 
 
Plot[Ii[x,y]/.y->(y3-y2)/2+y2,{x,0,l},PlotRange->Automatic,PlotLabel-> "Ionic Current 
Density vs. x at the Midpoint between y2 and y3",AxesLabel->{"x-position 







(* 1) Define Constants*) 
 
(*Physical constants used in calculations*) 
e=1.60217662*10^-19;(*electronic charge in C*) 
R=8.314; (*gas constant in J/mol/K*) 
kb=1.381*10^-23; (*Boltzmann constant in J/K*) 
F=96485; (*Faraday's constant in C/mol*) 
 
(*Material properties found in literature*) 
sigi=10.881; (*ionic conductivity of 8YSZ in S/m*) 
sige=1.1*10^-3; (*electronic conductivity of 8YSZ in S/m*) 
 
(*Assumed system parameters*) 
T=973; (*operating temp in K*) 
n=-0.01; (*order of reaction for pO2 in anodic half reaction; chosen by trial and error to 
get reasonable phi results*) 
c=-1; (*proportionality constant for anodic reaction rate; chosen by trial and error to get 
reasonable phi results*) 
pH2=0.5;(*partial pressure of H2 at Ni web interface*) 
pH2O=1-pH2; (*partial pressure of H20 at Ni web interface*) 
 
(*Geometric constants*) 
l=10*10^-6;(*width of electrolyte in m*) 
 
(* 2) Determine value of muO2 at the Ni web interface*) 
 
(*Calculate Gibbs free energy of the hydrogen-oxygen redox reaction*) 
G=-247500+55.85*T; 
 
(*Calculate equilibrium constant for the reaction*) 
keq=Exp[-G/(R*T)]; 
 
(*Calculate equilibrium concentration of pO2*) 
pO2=(pH2O/pH2)^2*(1/keq^2); 
 
(*Calculate equilibrium muO2*) 
mu2=kb*T*Log[pO2]; 
 





mu1=0 ;(*muO2 at left boundary*) 
 







(* 4) Plot muO2 results*) 
 
Plot[mu[x]/.solmu,{x,0,l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. 
x",AxesLabel->{"Position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
(* 5) Calculate current density at Ni web interface*) 
 
(*Calculate current density resulting from reaction*) 
Irxn=(2*F)*(c*pO2^n ); 
 
(* 6) Solve for phi profile*) 
 
phi1=0; (*phi at left boundary*) 
 
(*Define Dirichlet boundary conditions*) 
bcphi=DirichletCondition[phi[x]==phi1,(x==0)]; 
 
(*Solve; Neumann boundary conditions included in NDSolve function*) 
solphi=NDSolve[{D[D[phi[x],x],x]==0+NeumannValue[-(Irxn-
sigi/(4*e)*(D[mu[x]/.solmu,x]/.x->l))/(-sigi),x==l],bcphi},phi,{x,0,l}];   
 
(* 7) Plot phi results*) 
 
Plot[phi[x]/.solphi,{x,0,l},PlotLabel-> "\[Phi] vs. x",AxesLabel->{"Position (m)","\[Phi] 
(V)"}] 
 






(* 3) Determine value of muO2 at Ni interfaces*) 
 
(*Calculate Gibbs free energy of the hydrogen-oxygen redox reaction*) 
G=-247500+55.85*T; 
 
(*Calculate equilibrium constant for the reaction*) 
keq=Exp[-G/(R*T)]; 
 
(*Calculate equilibrium concentration of pO2*) 
pO2=(pH2O/pH2)^2*(1/keq^2); 
 
(*Calculate equilibrium muO2*) 
mu2=kb*T*Log[pO2]; 
 
(* 4) Solve for muO2 profile*) 
 
mu1=0;(*muO2 at left boundary*) 
 
(*Define Dirichlet boundary conditions*) 
bcmu={DirichletCondition[mu[x,y]==mu1,(x==0&&0<y<y1)], 
DirichletCondition[mu[x,y]==mu2,(x==l &&y2<=  y<=  y3)||(x==l &&y4<= y<= y5)]}; 
 
(*Solve; Neumann boundary conditions included in NDSolve function*) 
solmu=NDSolve[{Laplacian[mu[x,y],{x,y}]==0+NeumannValue[0,y==0||y==y1|| 
(x==l &&0<=y<y2)||(x==l &&y3<y<y4)||(x==l 
&&y5<y<y1)],bcmu},mu,{x,y}\[Element]mesh, WorkingPrecision->100]; 
 
(* 5) Plot muO2 results*) 
 
Plot3D[mu[x,y]/.solmu,{x,0,l},{y,0,y1},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] 
vs. x and y",AxesLabel->{"x-position (m)","y-position (m)","Subscript[\[Mu], 
Subscript[O, 2]] (J)"},PlotRange->All]  
 
Plot[{mu[0.25*l,y]/.solmu,mu[0.5*l,y]/.solmu,mu[0.75*l,y]/.solmu,mu[l,y]/.solmu},{y,0,
y1},PlotRange->All,PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y",AxesLabel-
>{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends->{"x = 
0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[{mu[0.25*l,y]/.solmu,mu[0.5*l,y]/.solmu,mu[0.75*l,y]/.solmu,mu[l,y]/.solmu},{y,y
2-l,y5+l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y in Region between y2 and 
y5",AxesLabel->{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends-





Plot3D[mu[x,y]/.solmu,{x,0,l},{y,y3-l,y4+l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 
2]] vs. x and y in Region between y3 and y4",AxesLabel->{"x-position (m)","y-position 
(m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
Plot[{mu[0.25*l,y]/.solmu,mu[0.5*l,y]/.solmu,mu[0.75*l,y]/.solmu,mu[l,y]/.solmu},{y,y
3-l,y4+l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y in Region between y3 and 
y4",AxesLabel->{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[mu[x,y]/.solmu,{x,0,l},{y,y2-l,y2+l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 
2]] vs. x and y in Region around y2",AxesLabel->{"x-position (m)","y-position 
(m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
Plot[{mu[0.25*l,y]/.solmu,mu[0.5*l,y]/.solmu,mu[0.75*l,y]/.solmu,mu[l,y]/.solmu},{y,y
2-l,y2+l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y in Region around 
y2",AxesLabel->{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[mu[x,y]/.solmu,{x,0,l},{y,y5-l,y5+l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 
2]] vs. x and y in Region around y5",AxesLabel->{"x-position (m)","y-position 
(m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
Plot[{mu[0.25*l,y]/.solmu,mu[0.5*l,y]/.solmu,mu[0.75*l,y]/.solmu,mu[l,y]/.solmu},{y,y
5-l,y5+l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] vs. y in Region around 
y5",AxesLabel->{"y-position (m)","Subscript[\[Mu], Subscript[O, 2]] (J)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[mu[x,(y3-y2)/2+y2]/.solmu,{x,0,l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] 
vs. x at the Midpoint between y2 and y3",AxesLabel->{"x-position 
(m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
Plot[mu[x,(y5-y4)/2+y4]/.solmu,{x,0,l},PlotLabel-> "Subscript[\[Mu], Subscript[O, 2]] 
vs. x at the Midpoint between y4 and y5",AxesLabel->{"x-position 
(m)","Subscript[\[Mu], Subscript[O, 2]] (J)"}] 
 
(* 6) Solve for electronic conductivity and create profile*) 
 
(*Solve for pO2 everywhere*) 
pO2data = Exp[(mu[x,y]/.solmu)/kb/T]; 
 
(*Create electronic conductivity profile*) 
sigedata=Piecewise[{{sige0*pO2data^(-1/4),0<=x<=l-m}, 





1/4),(l-m<x<=l&&y2<=  y<= y3)}, 
{sige0*pO2data^(-1/4),(l-m<x<=l&&y3< y< y4)}, 
{(sigeni-sige0*(pO2data/.x->l-m)^(-1/4))/m*(x-(l-m))+sige0*(pO2data/.x->l-m)^(-
1/4),(l-m<x<=l&&y4<= y<= y5)}, 
{sige0*pO2data^(-1/4),(l-m<x<=l&&y5< y<= y1)}}]; 
 
(* 7) Create ionic conductivity profile*) 
 
sigidata=Piecewise[{{sigi,0<=x<=l-m}, 
{sigi,(l-m<x<=l&&0<= y< y2)}, 
{(sigini-sigi)/m*(x-(l-m))+sigi,(l-m<x<=l&&y2<= y<= y3)}, 
{sigi,(l-m<x<=l&&y3< y< y4)}, 
{(sigini-sigi)/m*(x-(l-m))+sigi,(l-m<x<=l&&y4<= y<= y5)}, 
{sigi,(l-m<x<=l&&y5< y<= y1)}}]; 
 
(* 8) Plot results to ensure accuracy of Piecewise functions*) 
 
DensityPlot[sigedata,{x,0,l},{y,0,y1},PlotLegends->Automatic, PlotLabel-> "Electronic 








Conductivity vs. x and y",Exclusions->None,PlotPoints->100] 
 
Plot[sigidata/.y->(y3-y2)/2+y2,{x,l-m,l},PlotRange->All,PlotLabel->"Ionic Conductivity 
Transition Region from l-m to l",AxesLabel->{"x-position (m)","Subscript[\[Sigma], 
i]"}] 
 
(* 9) Calculate current density at Ni web interface*) 
 
(*Calculate current density resulting from reaction*) 
Irxn=(2*F)*(c*pO2^n ); 
 
(* 10) Solve for phi profile*) 
 
phi1=0; (*phi at left boundary*) 
 





(*Calculate flux at Ni particle interface*) 
B=sigi/(4*e)*(D[mu[x,y]/.solmu,x]/.x->l)/(sigi+sigedata/.x->l-m); 
 
(*Define Dirichlet boundary conditions*) 
bcphi=DirichletCondition[phi[x,y]==phi1,(x==0&&0<y<y1)]; 
 
(*Solve; Neumann boundary conditions included in NDSolve function*) 
solphi=NDSolve[{Laplacian[phi[x,y],{x,y}]==0+NeumannValue[0,y==0||y==y1||(x==l&
&0<=y<y2)||(x==l&&y3<y<y4)||(x==l&&y5<y<y1)]+NeumannValue[-
A[[1]],(x==l&&y2<= y<= y3)]+NeumannValue[-B[[1]],(x==l&&y4<= y<= 
y5)],bcphi},phi,{x,y}\[Element]mesh,WorkingPrecision->100]; 
 
(* 11) Plot phi results*) 
 
DensityPlot[phi[x,y]/.solphi,{x,0,l},{y,0,y1},PlotLabel-> "\[Phi] vs. x and 
y",PlotLegends->Automatic,PlotRange->All,PlotPoints->100]  
 
DensityPlot[phi[x,y]/.solphi,{x,l-2*m,l},{y,y2-l,y5+l},PlotLabel-> "\[Phi] vs. x and y in 
Region around Ni Interfaces",PlotLegends->Automatic,PlotRange->All,PlotPoints->100]  
 
Plot3D[phi[x,y]/.solphi,{x,0,l},{y,0,y1},PlotLabel-> "\[Phi] vs. x and y",AxesLabel-
>{"x-position (m)","y-position (m)","\[Phi] (V)"},PlotRange->All]  
 
Plot[{phi[0.25*l,y]/.solphi,phi[0.5*l,y]/.solphi,phi[0.75*l,y]/.solphi,phi[l,y]/.solphi},{y,0,
y1},PlotRange->All,PlotLabel-> "\[Phi] vs. y",AxesLabel->{"y-position (m)","\[Phi] 
(V)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot[{phi[0.25*l,y]/.solphi,phi[0.5*l,y]/.solphi,phi[0.75*l,y]/.solphi,phi[l,y]/.solphi},{y,y
2-l,y5+l},PlotLabel-> "\[Phi] vs. y in Region between y2 and y5",AxesLabel->{"y-
position (m)","\[Phi] (V)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[phi[x,y]/.solphi,{x,0,l},{y,y3-l,y4+l},PlotLabel-> "\[Phi] vs. x and y in Region 
between y3 and y4",AxesLabel->{"x-position (m)","y-position (m)","\[Phi] (V)"}] 
 
Plot[{phi[0.25*l,y]/.solphi,phi[0.5*l,y]/.solphi,phi[0.75*l,y]/.solphi,phi[l,y]/.solphi},{y,y
3-l,y4+l},PlotLabel-> "\[Phi] vs. y in Region between y3 and y4",AxesLabel->{"y-
position (m)","\[Phi] (V)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 
Plot3D[phi[x,y]/.solphi,{x,0,l},{y,y2-l,y2+l},PlotLabel-> "\[Phi] vs. x and y in Region 
around y2",AxesLabel->{"x-position (cm)","y-position (cm)","\[Phi] (V)"}] 
 
Plot[{phi[0.25*l,y]/.solphi,phi[0.5*l,y]/.solphi,phi[0.75*l,y]/.solphi,phi[l,y]/.solphi},{y,y
2-l,y2+l},PlotLabel-> "\[Phi] vs. y in Region around y2",AxesLabel->{"y-position 




Plot3D[phi[x,y]/.solphi,{x,0,l},{y,y5-l,y5+l},PlotLabel-> "\[Phi] vs. x and y in Region 
around y5",AxesLabel->{"x-position (m)","y-position (m)","\[Phi] (V)"}] 
 
Plot[{phi[0.25*l,y]/.solphi,phi[0.5*l,y]/.solphi,phi[0.75*l,y]/.solphi,phi[l,y]/.solphi},{y,y
5-l,y5+l},PlotLabel-> "\[Phi] vs. y in Region around y5",AxesLabel->{"y-position 
(m)","\[Phi] (V)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l","x = l"}] 
 












(* 14) Plot results*) 
 
Plot3D[Ie[x,y],{x,0,l},{y,0,y1},PlotLabel-> "Electronic Current Density vs. x and 
y",AxesLabel->{"x-position (m)","y-position (m)","Current Density 
(A/cm^2)"},PlotRange->{-10,1000}]  
 
Plot3D[Ii[x,y],{x,0,l},{y,0,y1},PlotLabel-> "Ionic Current Density vs. x and 
y",AxesLabel->{"x-position (m)","y-position (m)","Current Density 
(A/cm^2)"},PlotRange->All]  
 
DensityPlot[Ie[x,y],{x,l-2*m,l},{y,y2-2*l,y5+2*l},PlotLabel-> "Electronic Current 
Density vs. x and y in Region around Ni Interfaces",PlotLegends->Automatic,PlotRange-
>All,PlotPoints->100]  
 
DensityPlot[Ii[x,y],{x,l-2*m,l},{y,y2-2*l,y5+2*l},PlotLabel-> "Ionic Current Density vs. 




Current Density vs. x at the Midpoint between y2 and y3",AxesLabel->{"x-position 
(m)","Current Density (A/cm^2)"}] 
 
Plot[Ii[x,y]/.y->(y3-y2)/2+y2,{x,0,l},PlotRange->Automatic,PlotLabel-> "Ionic Current 
Density vs. x at the Midpoint between y2 and y3",AxesLabel->{"x-position 





Current Density vs. x at the Midpoint between y4 and y5",AxesLabel->{"x-position 
(m)","Current Density (A/cm^2)"}] 
 
Plot[Ii[x,y]/.y->(y5-y4)/2+y4,{x,0,l},PlotRange->Automatic,PlotLabel-> "Ionic Current 
Density vs. x at the Midpoint between y5 and y4",AxesLabel->{"x-position 
(m)","Current Density (A/cm^2)"}] 
 
Plot[{Ie[x,y]/.x->0.25*l,Ie[x,y]/.x->0.5*l,Ie[x,y]/.x->0.75*l},{y,0,y1},PlotRange-
>All,PlotLabel-> "Electronic Current Density vs. y",AxesLabel->{"y-position 




>All,PlotLabel-> "Ionic Current Density vs. y",AxesLabel->{"y-position (m)","Current 
Density (A/cm^2)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ie[x,y]/.x->0.25*l,Ie[x,y]/.x->0.5*l,Ie[x,y]/.x->0.75*l},{y,y2-
2*l,y5+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
between y2 and y5",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ii[x,y]/.x->0.25*l,Ii[x,y]/.x->0.5*l,Ii[x,y]/.x->0.75*l},{y,y2-
3*l,y5+3*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region between 
y2 and y5",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ie[x,y]/.x->0.25*l,Ie[x,y]/.x->0.5*l,Ie[x,y]/.x->0.75*l},{y,y3-
2*l,y4+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
between y3 and y4",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ii[x,y]/.x->0.25*l,Ii[x,y]/.x->0.5*l,Ii[x,y]/.x->0.75*l},{y,y3-
3*l,y4+3*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region between 
y3 and y4",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ie[x,y]/.x->0.25*l,Ie[x,y]/.x->0.5*l,Ie[x,y]/.x->0.75*l},{y,y2-
2*l,y2+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
around y2",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ii[x,y]/.x->0.25*l,Ii[x,y]/.x->0.5*l,Ii[x,y]/.x->0.75*l},{y,y2-




y2",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends->{"x = 
0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ie[x,y]/.x->0.25*l,Ie[x,y]/.x->0.5*l,Ie[x,y]/.x->0.75*l},{y,y5-
2*l,y5+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
around y5",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends-
>{"x = 0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ii[x,y]/.x->0.25*l,Ii[x,y]/.x->0.5*l,Ii[x,y]/.x->0.75*l},{y,y5-
3*l,y5+3*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region around 
y5",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends->{"x = 
0.25*l","x = 0.5*l","x = 0.75*l"}] 
 
Plot[{Ie[x,y]/.x->0.905*l,Ie[x,y]/.x->0.95*l,Ie[x,y]/.x->0.99*l,Ie[x,y]/.x-
>l},{y,0,y1},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y within TPB 
Zone",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends->{"x = 
0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.905*l,Ii[x,y]/.x->0.95*l,Ii[x,y]/.x->0.99*l,Ii[x,y]/.x-
>l},{y,0,y1},PlotRange->{4,-35},PlotLabel-> "Ionic Current Density vs. y within TPB 
Zone",AxesLabel->{"y-position (m)","Current Density (A/cm^2)"},PlotLegends->{"x = 
0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ie[x,y]/.x->0.905*l,Ie[x,y]/.x->0.95*l,Ie[x,y]/.x->0.99*l,Ie[x,y]/.x->l},{y,y2-
2*l,y5+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
between y2 and y5 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.905*l,Ii[x,y]/.x->0.95*l,Ii[x,y]/.x->0.99*l,Ii[x,y]/.x->l},{y,y2-
3*l,y5+3*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region between 
y2 and y5 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ie[x,y]/.x->0.905*l,Ie[x,y]/.x->0.95*l,Ie[x,y]/.x->0.99*l,Ie[x,y]/.x->l},{y,y3-
2*l,y4+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
between y3 and y4 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.905*l,Ii[x,y]/.x->0.95*l,Ii[x,y]/.x->0.99*l,Ii[x,y]/.x->l},{y,y3-
3*l,y4+3*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region between 
y3 and y4 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 






2*l,y2+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
around y2 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.905*l,Ii[x,y]/.x->0.95*l,Ii[x,y]/.x->0.99*l,Ii[x,y]/.x->l},{y,y2-
3*l,y2+3*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region around 
y2 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ie[x,y]/.x->0.905*l,Ie[x,y]/.x->0.95*l,Ie[x,y]/.x->0.99*l,Ie[x,y]/.x->l},{y,y5-
2*l,y5+2*l},PlotRange->All,PlotLabel-> "Electronic Current Density vs. y in Region 
around y5 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 
(A/cm^2)"},PlotLegends->{"x = 0.905*l","x = 0.95*l","x = 0.99*l","x = l"}] 
 
Plot[{Ii[x,y]/.x->0.905*l,Ii[x,y]/.x->0.95*l,Ii[x,y]/.x->0.99*l,Ii[x,y]/.x->l},{y,y5-
3*l,y5+3*l},PlotRange->All,PlotLabel-> "Ionic Current Density vs. y in Region around 
y5 within TPB Zone",AxesLabel->{"y-position (m)","Current Density 
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