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Abstract
Since its inception, the neural estimation of mutual information (MI) has demon-
strated the empirical success of modeling expected dependency between high-
dimensional random variables. However, MI is an aggregate statistic and cannot
be used to measure point-wise dependency between different events. In this work,
instead of estimating the expected dependency, we focus on estimating point-wise
dependency (PD), which quantitatively measures how likely two outcomes co-
occur. We show that we can naturally obtain PD when we are optimizing MI neural
variational bounds. However, optimizing these bounds is challenging due to its
large variance in practice. To address this issue, we develop two methods (free
of optimizing MI variational bounds): Probabilistic Classifier and Density-Ratio
Fitting.We demonstrate the effectiveness of our approaches in 1) MI estimation, 2)
self-supervised representation learning, and 3) cross-modal retrieval task.
1 Introduction
Mutual Information (MI) measures the average statistical dependency between two random variables,
and it has found abundant applications in practice, such as feature selection [13, 42], interpretable
factor discovery [15, 49], genetic association studies [52], to name a few. Recent work [10, 43]
proposed to use neural networks with gradient descent to estimate MI, which empirically scales better
in high-dimension settings as compared to classic approaches (e.g., Kraskov (KSG) [30] estimator),
which are known to suffer from the curse of dimensionality. Inspired by this line of work, we take a
step further to present neural methods for point-wise dependency (PD) estimation. At a colloquial
level, PD serves to understand the instance-level dependency between a pair of events taken by two
random variables, which gives us a fine-grained understanding of the outcome. Formally, it can be
realized as the ratio between likelihood of their co-occurrence to the likelihood of the product events:
p(x, y)/p(x)p(y) with x and y being the corresponding outcomes.
At first glance, it may seem straightforward to estimate PD by adopting prior density ratio estimation
approaches [46, 47] to directly calculate the ratio between p(x, y) and p(x)p(y). Nonetheless, for the
sake of tractability, previous methods are mainly kernel-based approaches that might be inadequate
to scale to high-dimensional and complex-structured data. In this work, we introduce approaches
for PD estimation that leverage the recent advances in rich and flexible neural networks. We show
that we can naturally obtain PD when we are optimizing MI neural variational bounds [10, 43].
However, estimating these MI bounds often results in inevitably large variance [44]. To address this
concern, we develop two data-driven approaches: Probabilistic Classifier and Density-Ratio Fitting.
Probabilistic Classifier turns PD estimation into a supervised binary classification task, where we
train a classifier to distinguish the observed joint distribution from the product of marginal distribution.
This approach adopts cross-entropy loss using neural networks, which is favorable for optimization
and exhibits a stable training trajectory with less variance. Density-Ratio Fitting seeks to minimize
the least-square difference between the true and the estimated PD. Its objective involves no logarithm
and exponentiation; hence, it is practically preferable due to its numerical stability.
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We empirically analyze the advantages of PD neural estimation on three applications. First, we
cast the challenging MI estimation problem to be a PD estimation problem. The re-formulation
bypasses calculating MI lower bounds in prior work [10, 43], which suffers from large variance [44]
in practice. Our empirical results demonstrate the low variance and bias of the proposed approach
when comparing to prior MI neural estimators. Second, our PD estimation objectives also inspire
new losses for contrastive self-supervised representation learning. Surprisingly, Density-Ratio Fitting
inspired loss results in a consistent improvement over prior work in both shallow [50] and deep [6]
neural architectures. Third, we study the use of PD estimation for data containing information
across modalities. More specifically, we analyze the cross-modal retrieval task on human speech and
text corpora. We make our experiments publicly available at https://github.com/yaohungt/
Pointwise_Dependency_Neural_Estimation.
2 Related Work
Point-wise Dependency Estimation Prior literature studies point-wise dependency (PD) with two
groups of estimation methods: counting-based [11, 17, 33] and likelihood-based [34]. Counting-
based methods approximate the joint density by counting the occurrence of the pair (i.e., (x, y)) and
the marginal density by counting the presence of the individual outcome (i.e., x or y). Counting based
approaches can only work on discrete data and may be unrealistic when the data is sparse. Likelihood-
based approaches instead approximate conditional likelihood (i.e., p(y|x)) and marginal likelihood
(i.e., p(y)) using function approximators such as neural networks. Although this approach can be
adapted to continuous data, it involves marginal likelihood estimation, which is challenging [19, 27]
and may perform poorly in practice. On the other hand, our presented approaches involve no marginal
likelihood estimation and can work on both discrete and continuous data.
Density Ratio Estimation To calculate the ratio between densities (p(x)/q(x)), prior density
ratio estimation approaches [46, 47] propose to estimate the ratio directly and avoid estimating the
density (p(x) and q(x)). For example, Sugiyama et al. [47] fit the true density ratio model under
the Bregman divergence [12] and further develop a robust density estimation method under the
power divergence [9]. While it is straightforward to apply these approaches to PD estimation, these
approaches are studied in the context of kernel-based methods, which can make it difficult to apply
in practice when data is high-dimensional and complex-structured. Our approaches contrarily take
advantage of high-capacity neural networks.
Neural Methods for Mutual Information Estimation Recent approaches [10, 43] present neural
methods that estimate mutual information (MI) via its variational bounds. They consider MI 1) lower
bounds such as Donsker-Varadhan bound [18] and Nguyen-Wainwright-Jordan bound [37]; and 2)
upper bound such as Barber-Agakov bound [7]. These bounds exhibit inevitable large variance [44]
and have severe training instability in practice [22, 50]. In our discussion, we show that we can obtain
PD when optimizing these bounds. Additionally, we present alternative PD estimation methods that
do not involve calculating MI variational bounds and are favorable in practice.
3 Point-wise Dependency Neural Estimation
Our paper aims to identify the association for a pair of outcomes (x, y) ∈ X × Y by studying their
point-wise dependency. We use an uppercase letter to denote a random variable (i.e., X), a lowercase
letter to indicate an outcome x drawn from a particular distribution (i.e., x ∼ PX ), and a calligraphy
letter X to represent a sample space (i.e., x ∈ X ). The joint distribution of X,Y is represented by
PX,Y , and the product of their marginals is represented by PXPY . Throughout the paper, we use the
conventional notation I(X;Y ) to denote the mutual information between random variables X and Y .
Formally, we define the following point-wise dependency (PD) to quantitatively measure the discrep-
ancy between the probability of their co-occurrence and the probability of independent occurrences.
Definition 1 (Point-wise Dependency). Given a pair of outcomes (x, y) ∼ PX,Y , their point-wise
dependency is defined as r(x, y) := p(x, y)/p(x)p(y).
PD is non-negative. Intuitively, when r(x, y) > 1, it means (x, y) co-occur more often than their
independent occurances. Similarly, when r(x, y) ≤ 1, it means they co-occur less frequently. Our
goal is to estimate r(x, y) by approximating it using neural network rˆθ(x, y) with parameter θ ∈ Θ.
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3.1 Mutual Information and Point-wise Dependency
A related quantitative measurement of point-wise dependency is Point-wise mutual information
(PMI) [11], which is the logarithm of PD (PMI := f(x, y) = log r(x, y)). In this subsection, we
shall discuss parametrized estimation of PMI using neural networks fˆθ(x, y) with parameter θ. By
definition, mutual information I(X;Y ) is the expected value of PMI: I(X;Y ) = EP [log r(X,Y )] =
EP [f(X,Y )]. Hence by using fˆθ as a plug-in, we can obtain an approximation of the mutual
information with EP [fˆθ(X,Y )]. Reversely, we will show that PMI can be obtained when optimizing
MI (neural) variational bounds and present two methods to do so, one as unconstrained optimization
and the other as constrained optimization problem.
(Unconstrained Optimization) Variational Bounds of Mutual Information Recent work [10,
43] proposes to estimate MI using neural networks by exploiting either the variational MI lower
bounds [10] or the variational MI form [43]. In particular, Belghazi et al. [10] proposed the IDV
estimator, standing for Donsker-Varadhan (DV) lower bound [18] of MI. On the other hand, Poole et
al. [43] proposed the IJS estimator, corresponding to using f-GAN objective [38] as a lower bound of
Jensen-Shannon (JS) divergence between PX,Y and PXPY . IJS is found to be more stable then IDV
and other variational lower bounds, and thus it is widely used in prior work [22, 43, 44], defined as
follows:
IJS := sup
θ∈Θ
EPX,Y
[
− softplus
(
− fˆθ(x, y)
)]
− EPXPY
[
softplus
(
fˆθ(x, y)
)]
, (1)
where we use softplus to denote softplus (x) = log (1 + exp (x)). It could be readily verified that
the optimal fˆ∗θ (x, y) = log (p(x, y)/p(x)p(y)) [43]. We refer this objective as Variational Bounds
of Mutual Information approach for PMI estimation.
(Constrained Optimization) Density Matching This method considers to match the true joint
density p(x, y) and the estimated joint density pˆθ(x, y) := efˆθ(x,y)p(x)p(y) by minimizing the
following KL divergence:
inf
θ∈Θ
DKL(PX,Y ‖ PˆθX,Y ) := inf
θ∈Θ
I(X;Y )− EPX,Y
[
fˆθ(x, y)
]
⇔ sup
θ∈Θ
EPX,Y
[
fˆθ(x, y)
]
.
Since KL divergence has a minimum value of 0, it is easy to see that ∀θ ∈ Θ, EPX,Y [fˆθ(x, y)] is a
lower bound of MI. Note that this objective is a constrained optimization problem, since we need to
ensure the estimated joint density is a valid density function: pˆθ(x, y) ≥ 0 and
∫∫
pˆθ(x, y) dxdy = 1.
Equivalently, the constraints could be formed as efˆθ(x,y) ≥ 0 (trivially true) and EPXPY [efˆθ(x,y)] = 1.
Putting everything together, we can reformulate the following constrained optimization problem:
max
θ∈Θ
EPX,Y [fˆθ(x, y)], subject to EPXPY [efˆθ(x,y)] = 1,
which is also called KL importance estimation procedure [45] with a unique solution fˆ∗θ (x, y) =
log (p(x, y)/p(x)p(y)). The Lagrangian of the above constrained problem is
max
θ∈Θ
EPX,Y [fˆθ(x, y)]− λ ·
(
EPXPY [e
fˆθ(x,y)]− 1
)
, (2)
where λ ∈ R is the dual variable. Furthermore, penalty method could also be used to transform the
original constrained optimization problem to an unconstrained one:
max
θ∈Θ
EPX,Y [fˆθ(x, y)]− η ·
(
logEPXPY [e
fˆθ(x,y)]
)2
, (3)
where η > 0 is the penalty coefficient. We refer Eq. (2) as Density Matching I and Eq. (3) as Density
Matching II for PMI estimation.
3.2 Proposed Methods for Point-wise Dependency (PD) Estimation
In the last section, we introduce how to obtain PMI by optimizing various MI variational bounds. In
this section, instead of estimating PMI, we present two methods to estimate PD (p(x, y)/p(x)p(y)),
i.e., the Probabilistic Classifier method and the Density-Ratio Fitting method. We argue that the
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presented PD estimation methods admit better training stability than the PMI estimation methods
discussed in the last section. On the one hand, the Probabilistic Classifier method casts PD estimation
as a binary classification task, where the binary cross-entropy loss can be used and optimized
in existing optimization packages [1, 41]. On the other hand, the Density-Ratio Fitting method
contains no logarithm or exponentiation, which are often the roots of the instability in MI (or PMI)
estimation [43, 44]. In what follows, we present both methods in a sequel.
Probabilistic Classifier Method This approach casts the PD estimation as the problem of esti-
mating the ‘class’-posterior probability. First, we use a Bernoulli random variable C to classify
the samples drawn from the joint density (C = 1 for (x, y) ∼ PX,Y ) and the samples drawn from
product of the marginal densities (C = 0 for (x, y) ∼ PXPY ). Equivalently, the likelihood function
p(x, y | C = 1) := p(x, y) and p(x, y | C = 0) := p(x)p(y). By Bayes’ Theorem, we re-express
PD by the ratio of two class-posterior probability:
r(x, y) =
p(x, y)
p(x)p(y)
=
p(x, y | C = 1)
p(x, y | C = 0) =
p(C = 0)
p(C = 1)
p(C = 1 | x, y)
p(C = 0 | x, y) .
In the above equation, the ratio p(C=0)p(C=1) can be approximated by the ratio of the sample size:
pˆ(C = 0)
pˆ(C = 1)
=
(nPXPY )/(nPXPY + nPX,Y )
(nPX,Y )/(nPXPY + nPX,Y )
=
nPXPY
nPX,Y
,
and we use a probability classifier pˆθ(C | x, y) parameterized by a neural network θ to approximate
the class-posterior classifier p(C | x, y). By adopting the binary cross-entropy loss, the objective has
the following form:
max
θ∈Θ
EPX,Y [log pˆθ(C = 1 | x, y)] + EPXPY [log (1− pˆθ(C = 1 | x, y))]. (4)
Then, bringing all the equations together, we obtain the Probabilistic Classifier PD estimator:
rˆθ(x, y) =
nPXPY
nPX,Y
pˆθ(C = 1 | x, y)
pˆθ(C = 0 | x, y) , with (x, y) ∼ PX,Y or (x, y) ∼ PXPY . (5)
Density-Ratio Fitting Method This approach considers to minimize the expected least-square
difference between the true PD r(x, y) and the estimated PD rˆθ(x, y):
inf
θ∈Θ
EPXPY [
(
r(x, y)− rˆθ(x, y)
)2
]⇔ sup
θ∈Θ
EPX,Y [rˆθ(x, y)]−
1
2
EPXPY [rˆ2θ(x, y)]. (6)
The objective is also called least-square density-ratio fitting method [25] and has a unique solution
rˆ∗θ(x, y) = p(x, y)/p(x)p(y). We refer Eq. (6) as Density-Ratio Fitting PD estimation.
4 Application I: Mutual Information Estimation
By definition, as the average effect of point-wise dependency (PD), Mutual Information (MI) measures
the statistical independence between random variables:
I(X;Y ) = DKL(PX,Y ‖ PXPY ) =
∫∫
p(x, y)log
p(x, y)
p(x)p(y)
dxdy = EPX,Y [log r(x, y)]
≈ EPX,Y [log rˆθ(x, y)] ≈ EPX,Y [fˆθ(x, y)],
(7)
where we estimate MI by directly plugging-in PD (i.e., rˆθ in Eq. (5), (6)) or PMI (i.e., fˆθ in Eq. (1), (2),
and (3)). In summary, we cast the MI estimation problem to a PD or PMI estimation problem.
Baseline Models Instead of approximating MI by plugging-in the estimated PD or PMI, prior work
focuses on establishing tractable and scalable bounds for MI [10, 39, 43, 44], in which the bounds
can be computed via gradient descent over neural networks. Strong baselines include CPC [39],
NWJ [10], JS [43], DV (MINE) [10], and SMILE [44]. To understand the differences, we separate
MI neural estimation methods into two procedures: learning and inference. The learning step learns
the parameters when estimating 1) point-wise dependency/ logarithm of point-wise dependency; or
2) MI lower bound. The inference step considers the parameters from the learning step and infers
value for 1) MI itself; or 2) a lower bound of MI. We summarize different approaches in Table 1. For
completeness, one may see Supplementary for more details about these bounds.
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Table 1: MI neural estimation methods. The estimation procedure is dissected into learning and inference
phases, which may use different objectives. Baselines consider to estimate MI via lower bounds, while ours
consider to estimate MI via plugging in PD (rˆθ) or PMI (fˆθ) estimators.
Baselines Learning Inference
CPC [39] ICPC [39] ICPC [39]
NWJ [10] INWJ [10, 37] INWJ [10, 37]
JS [43] IJS [38] (Eq. (1)) INWJ [10, 37]
DV (MINE) [10] IDV [10] IDV [10, 18]
SMILE [44] IJS [38] (Eq. (1)) IDV [10, 18]
Ours Learning Inference
Variational MI Bounds IJS [38] (Eq. (1)) Eq. (7) with fˆθ
Probabilistic Classifier Eq. (4) Eq. (7) with rˆθ in Eq. (5)
Density Matching I Eq. (2) Eq. (7) with fˆθ
Density Matching II Eq. (3) Eq. (7) with fˆθ
Density-Ratio Fitting Eq. (6) Eq. (7) with rˆθ
Figure 1: Gaussian and Cubic task for correlated Guassians with tractable ground truth MI. The upper row are
the baselines and the lower row are our methods. Network, learning rate, optimizer, and batch size are fixed for
all MI neural estimators. The only differences are the learning and inference objectives shown in Table 1.
Benchmarking on Correlated Gaussians To evaluate the performance between different MI
neural estimators, we consider the standard tasks on correlated Gaussians [10, 43, 44]. In particular,
we draw (x, y) from two 20-dimensional Gaussians with correlation ρ, which is referred as Gaussian
task. Then, we apply a cubic transformation on y so that y 7→ y3, which is referred to as Cubic task.
These two tasks have tractable ground truth MI = −10 log (1− ρ2). We train all models for 20, 000
iterations, starting from MI = 2 and increasing it by 2 per 4, 000 iterations. We fix the network,
learning rate, optimizer, and batch size across all the estimators for a fair comparison. The only
differences are the objectives considered in the learning and inference in MI estimation (shown in
Table 1).
Results & Discussions We present the results in Figure 1 and leave more training details in
Supplementary. In the following, we discuss bias-variance trade-offs for different approaches. We
first discuss general observations. Most of the estimators have both larger bias and variance with
larger ground truth MI. The only exception is CPC [39], where its value is upper bounded by
log (batch_size) [43]. The bias is also larger in Gaussian task than in Cubic task except for DV [10].
Next, we discuss the differences among estimators in detail. CPC [39] has the smallest variance, yet
it is highly biased. Although having larger variance than CPC, SMILE [44]/ Variational MI Bounds/
Probabilistic Classifier/ Density Matching I & II/ Density-Ratio Fitting approaches have a much
lower bias. Among them, Probabilistic Classifier and Density-Ratio Fitting approaches have the
smallest variance. NWJ [10]/ JS [43]/ DV [10], whereas, have both large variance and bias. To sum
up, we see that the plug-in MI estimators enjoy smaller variance and bias when comparing to most of
the lower bound methods.
Theoretical Analysis In Eq. (7), we present a high-level intuition that a good estimation of the PD
function rˆθ(x, y) could be used to estimate the mutual information. In what follows, we present a
formal justification for this argument. To begin with, let P (n)X,Y denote the empirical distribution of
the ground-truth joint distribution PX,Y estimated from n samples drawn uniformly at random from
PX,Y . Then our estimator of the mutual information is given by Î
(n)
θ (X;Y ) := EP (n)X,Y [log rˆθ(x, y)].
At a high level, our arguments contain two parts. In the first part, we show that w.h.p. (with high
probability) Î(n)θ (X;Y ) is close to EPX,Y [log rˆθ(x, y)]. In the second part, we apply the universal
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approximation lemma of neural networks [23] to show that there exists rˆθ(·, ·) that is close to r(·, ·).
Formally, let F := {rˆθ : θ ∈ Θ ⊆ Rd} be the set of neural networks where the parameter θ is a
d-dimensional vector. Throughout the analysis, we assume the following assumptions:
Assumption 1 (Boundedness of the density ratio). There exist universal constants Cl ≤ Cu such
that ∀rˆθ ∈ F and ∀x, y, Cl ≤ log rˆθ(x, y) ≤ Cu.
Assumption 2 (log-smoothness of the density ratio). There exists ρ > 0 such that for ∀x, y and
∀θ1, θ2 ∈ Θ, | log rˆθ1(x, y)− log rˆθ2(x, y)| ≤ ρ · ‖θ1 − θ2‖.
Assumption 1 basically asks the output of a neural net to be bounded and Assumption 2 says that for
any given input pair, the output of the network should only change slightly if we just slightly perturb
the network weights. Both assumptions are mostly verified in practical networks. Based on these
two assumptions, the following lemma is adapted from Bartlett [8] that bounds the rate of uniform
convergence of a function class in terms of its covering number. The original lemma is based on the
L∞ norm of the function class; whereas the following one, we use the L2 norm on Θ.
Lemma 1. (estimation). Let ε > 0 and N (Θ, ε) be the covering number of Θ with radius ε
under L2 norm. Let PX,Y be any distribution where S = {xi, yi}ni=1 are sampled from and define
M := Cu − Cl, then
Pr
S
(
sup
rˆθ∈F
∣∣∣Î(n)θ (X;Y )− EPX,Y [log rˆθ(x, y)]∣∣∣ ≥ ε) ≤ 2N (Θ, ε/4ρ) exp(− nε22M2
)
. (8)
Next lemma is derived from [23], which shows that neural networks are universal approximators:
Lemma 2 (Hornik et al. [23], approximation). Let ε > 0. There exists d ∈ N and a
family of neural networks F := {rˆθ : θ ∈ Θ ⊆ Rd} where Θ is compact, such that
inf rˆθ∈F
∣∣EPX,Y [log rˆθ(x, y)]− I(X;Y )∣∣ ≤ ε.
Combining both lemmas, we are ready to state the following main result:
Theorem 1. Let 0 < δ < 1. There exists d ∈ N and a family of neural networks F := {rˆθ : θ ∈
Θ ⊆ Rd} where Θ is compact, so that ∃θ∗ ∈ Θ, with probability at least 1 − δ over the draw of
S = {xi, yi}ni=1 ∼ P⊗nX,Y ,∣∣∣Î(n)θ∗ (X;Y )− I(X;Y )∣∣∣ ≤ O
(√
d+ log(1/δ)
n
)
. (9)
It is worth pointing out that the above theorem is a theorem of existence, but not a constructive
theorem, meaning that it does not give an estimator explicitly. To sum up, it shows that there exists a
neural network θ∗ such that, w.h.p., Î(n)θ∗ (X;Y ) can approximate I(X;Y ) with n samples at a rate
of O(1/
√
n).
5 Application II: Self-supervised Representation Learning
Self-supervised representation learning aims at extracting task-relevant information without access to
label or downstream signals. Among different self-supervised representation learning techniques,
contrastive learning may be the most popular one with empirical [2, 4, 6, 14, 20–22, 24, 29, 39,
40, 48] and theoretical [5] support. The core of contrastive learning is having the representations
sampled from similar pairs be differentiated from random pairs. In other words, we hope that the
representations learned from the similar pairs have higher point-wise dependency than the random
pairs. Let v1/v2 denote two different views for the same data, v′2 represent a view from a different
data, and F /G be two mapping functions from data to representations. In short, contrastive learning
objective learns F /G such that r(F (v1), G(v2)) is much larger than r(F (v1), G(v′2)).
Connection between Contrastive Learning and PD Our goal is to show that our learning objec-
tives resemble contrastive learning. We first take the Probabilistic Classifier approach as an example
and incorporate the learning of F/G, which we name it as Probabilistic Classifier Coding (PCC):
sup
F,G
sup
θ∈Θ
EPV1,V2 [log pˆθ(c = 1|(F (v1), G(v2)))] + EPV1PV2 [log
(
1− pˆθ(c = 1|(F (v1), G(v′2)))
)
], (10)
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Figure 2: Shallow [50] and Deep [6] task for self-supervised visual representation learning using downstream
linear evaluation protocol. We compare the presented Probabilistic Classifier Coding (PCC) and Density-Ratio
Fitting Coding (D-RFC) with baseline Contrastive Predictive Coding (CPC). Network, learning rate, optimizer,
and batch size are fixed for all the methods. The only differences are the learning objectives.
which aims at learning F/G to better classify (i.e., differentiate) between similar or random data
pairs. Next, we consider the Density-Ratio Fitting approach, which we refer to the objective as
Density-Ratio Fitting Coding (D-RFC):
sup
F,G
sup
θ∈Θ
EPV1,V2 [rˆθ(F (v1), G(v2))]−
1
2
EPV1PV2 [rˆ
2
θ(F (v1), G(v
′
2))], (11)
which aims at learning F /G to maximize rˆθ(F (v1), G(v2)) and minimize rˆθ(F (v1), G(v′2)). We
leave the discussion for the adaptations of Variational MI Bounds, Density Matching I ,and Density
Matching II in Supplementary.
Baseline Model The most adopted contrastive representation learning objective is Contrastive
Predictive Coding (CPC) [39]:
sup
F,G
sup
θ∈Θ
E(v11 ,v12)∼PV1,V2 ,···(vn1 ,vn2 )∼PV1,V2 [
1
n
n∑
i=1
log
ecˆθ(F (v
i
1),G(v
i
2))
1
n
∑n
j=1 e
cˆθ(F (vi1),G(v
j
2))
],
where {vi1, vi2}ni=1 are independently and identically sampled from PV1,V2 . cˆθ(·) is a function that
takes the representations learned from the data pairs and returns a scalar.
Experimental Setup We compare our proposed approaches with CPC [39] on two tasks [6, 50].
Due to the fact that the performance of the self-supervisedly learned representations strongly depends
on the choice of feature extractor architectures and the parametrization of the employed MI estima-
tors [50]. For a fair comparison, we fix the network, learning rate, optimizer, and batch size when
comparing between different objectives. In the first set of experiments, we choose a relatively shallow
network as suggested by Tschannen et al. [50], performing self-supervised learning experiments on
MNIST [32] and CIFAR10 [31]. We report the average and standard deviations from 10 random
trials. This task is referred to as shallow experiment. In the second set of experiments, we choose a
relatively deep network as suggested by Bachman et al. [6], performing experiments on CIFAR10.
This task is referred to as deep experiment. Both the shallow and deep tasks perform representation
learning without access to the label information, and then the performance is evaluated by downstream
linear evaluation protocol [6, 21, 22, 28, 39, 48, 50]. Specifically, a linear classifier is trained from
the self-supervisedly learned (fixed) representation to the labels on the training set. We present the
results with convergence in Figure 2. One may see Supplementary for more details.
Results & Discussions Prior approaches [40, 43, 44, 50] contend that a valid MI lower bound or
an objective with better MI estimation may not result in better representations. We have a similar
observation that D-RFC performs the best (when comparing to CPC and PCC) while it is neither a
lower bound of MI nor the best objective of MI estimation. Next, we see an inconsistent trend when
comparing PCC to CPC. In the Shallow task on CIFAR10, PCC performs better than CPC, while it
performs worse on the other experiments. To sum up, we show our PD estimation objectives can be
used for self-supervised representation learning, which is either at par or better than prior approaches.
6 Application III: Cross-modal Learning
In this section, we discuss the usage of point-wise dependency (PD) estimation for data containing
information across modalities - audio and text.
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Table 2: Cross-modal Retrieval task with unsupervised word features across acoustic and textual modalities.
Probabilistic Classifier approach is used to estimate PD between the audio and textual features of a given word.
The estimator is trained on the training split. We report the 1 : 5 matching results from audio to textual features
on the test split, where we obtain 96.24% top-1 retrieval accuracy.
Correct Audio-Textual Retrieval Examples (Top-1 Accuracy: 96.24%)
Audio Feature Textual Features (Ranked by logarithm of point-wise dependency)
depths depths (15.22) mildewed (-58.62) lugged (-92.24) alison (-108.02) raffleshurst (-161.74)
receptacle receptacle (1.32) bloated (-15.41) recreate (-39.77) sting (-90.51) pity (-104.44)
frontiers frontiers (3.36) institution (-31.01) laterally (-54.17) pretends (-105.11) vibrating (-124.88)
Incorrect Audio-Textual Retrieval Examples
Audio Feature Textual Features (Ranked by logarithm of point-wise dependency)
cos tortoise (-2.33) cos (-10.72) tickling (-12.53) undressed (-18.11) cromwell’s (-44.31)
elbowing itinerary (-6.51) elbowing (-8.22) swims (-12.98) rigid (-24.14) integrity (-39.76)
alma’s roughness (-3.11) alma’s (-3.67) montreal (-11.81) tuneful (-12.22) levant (-18.26)
Experimental Setup - Cross-modal Retrieval We instantiate the discussion using unsupervised
word features2 which are learned from text corpora (i.e., Word2Vec [35] method) and human speech
(i.e., Speech2Vec [16] method). In particular, in this dataset, a word feature has two distinct features:
audio and textual feature. We denote X as the audio sample space and Y as the textual sample
space. Since our goal is not comparing between different approaches but presenting the usage of
PD estimation for cross-modal learning, we select only one approach Probabilistic Classifier as our
objective for estimating PD. Note that we report the logarithm of PD, which is PMI in the results.
One may refer to Supplementary for more details on training and datasets.
By definition, given an audio feature x and a textual feature y, their point-wise dependency r(x, y)
measures their statistical dependency. For example, if x1 and y1 are the features for the same word,
and y2 is the feature for another word, then r(x1, y1) > r(x1, y2) (in most cases). As a consequence,
we can train PD estimators using the training split, and computing PD values for cross-modal retrieval
on the test split.
Results & Discussions In Table 2, we report the results on 1 : 5 matching3 from audio to textual
features. First, we obtain 96.24% top-1 retrieval accuracy using PD estimation (with Probabilistic
Classifier approach). Another approach such as Density-Ratio Fitting obtains 92.26% top-1 retrieval
accuracy. Then, we study the success and failure retrieval cases. The success examples show the
highest statistical dependency (i.e., the highest PMI) between the audio and textual features of the
same word. The failure examples, on the contrary, (all of them) have the second-highest PMI between
the audio and textual features of the same word. Last, we observe that only the correctly retrieved
cross-modal features have positive PMI values, which suggest two features are statistically dependent.
As a summary, PD acts as a statistical dependency measurement, and we show its estimation can be
generalized from training to test split for cross-modal retrieval.
7 Conclusion
In contrast to mutual information, which is an aggregate statistic of the dependency between two
random variables, this paper contributes to present methods for estimating instance-level dependency.
To overcome the curse of dimensionality in classical kernel-based approaches, we leverage the power
of rich and flexible neural networks to model high-dimensional data. In particular, we first show that
point-wise dependency is a natural product from optimizing mutual information variational bounds.
Then, we further develop two point-wise dependency estimation approaches: Probabilistic Classifier
and Density-Ratio Fitting that are free of optimizing mutual information variational bounds. A
diversified set of experiments manifest the advantages of using our approaches. We believe this work
sheds light on the advantages of estimating instance-level dependency between high-dimensional
data, making a step forward towards improving unsupervised or cross-modal representation learning.
2The word features can be downloaded from https://github.com/iamyuanchung/
speech2vec-pretrained-vectors.
3 One trial contains an audio feature, its corresponding textual feature, and 4 randomly sampled textual
features.
8
Acknowledgement
This work was supported in part by the DARPA grants FA875018C0150 HR00111990016, NSF
IIS1763562, NSF Awards #1750439 #1722822, National Institutes of Health, and Apple. We would
also like to acknowledge NVIDIA’s GPU support.
References
[1] Martín Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey Dean, Matthieu Devin,
Sanjay Ghemawat, Geoffrey Irving, Michael Isard, et al. Tensorflow: A system for large-scale machine
learning. In 12th {USENIX} Symposium on Operating Systems Design and Implementation ({OSDI} 16),
pages 265–283, 2016.
[2] Pulkit Agrawal, Joao Carreira, and Jitendra Malik. Learning to see by moving. In Proceedings of the IEEE
international conference on computer vision, pages 37–45, 2015.
[3] Martin Anthony and Peter L Bartlett. Neural network learning: Theoretical foundations. cambridge
university press, 2009.
[4] Relja Arandjelovic and Andrew Zisserman. Look, listen and learn. In Proceedings of the IEEE International
Conference on Computer Vision, pages 609–617, 2017.
[5] Sanjeev Arora, Hrishikesh Khandeparkar, Mikhail Khodak, Orestis Plevrakis, and Nikunj Saunshi. A
theoretical analysis of contrastive unsupervised representation learning. arXiv preprint arXiv:1902.09229,
2019.
[6] Philip Bachman, R Devon Hjelm, and William Buchwalter. Learning representations by maximizing mutual
information across views. In Advances in Neural Information Processing Systems, pages 15509–15519,
2019.
[7] David Barber and Felix V Agakov. The im algorithm: a variational approach to information maximization.
In Advances in neural information processing systems, page None, 2003.
[8] Peter L Bartlett. The sample complexity of pattern classification with neural networks: the size of the
weights is more important than the size of the network. IEEE transactions on Information Theory, 44(2):
525–536, 1998.
[9] Ayanendranath Basu, Ian R Harris, Nils L Hjort, and MC Jones. Robust and efficient estimation by
minimising a density power divergence. Biometrika, 85(3):549–559, 1998.
[10] Mohamed Ishmael Belghazi, Aristide Baratin, Sai Rajeswar, Sherjil Ozair, Yoshua Bengio, Aaron Courville,
and R Devon Hjelm. Mine: mutual information neural estimation. arXiv preprint arXiv:1801.04062, 2018.
[11] Gerlof Bouma. Normalized (pointwise) mutual information in collocation extraction. Proceedings of
GSCL, pages 31–40, 2009.
[12] Lev M Bregman. The relaxation method of finding the common point of convex sets and its application to
the solution of problems in convex programming. USSR computational mathematics and mathematical
physics, 7(3):200–217, 1967.
[13] Jianbo Chen, Le Song, Martin J Wainwright, and Michael I Jordan. Learning to explain: An information-
theoretic perspective on model interpretation. arXiv preprint arXiv:1802.07814, 2018.
[14] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. A simple framework for
contrastive learning of visual representations. arXiv preprint arXiv:2002.05709, 2020.
[15] Xi Chen, Yan Duan, Rein Houthooft, John Schulman, Ilya Sutskever, and Pieter Abbeel. Infogan:
Interpretable representation learning by information maximizing generative adversarial nets. In Advances
in neural information processing systems, pages 2172–2180, 2016.
[16] Yu-An Chung and James Glass. Speech2vec: A sequence-to-sequence framework for learning word
embeddings from speech. arXiv preprint arXiv:1803.08976, 2018.
[17] Kenneth Ward Church and Patrick Hanks. Word association norms, mutual information, and lexicography.
Computational linguistics, 16(1):22–29, 1990.
[18] Monroe D Donsker and SR Srinivasa Varadhan. Asymptotic evaluation of certain markov process
expectations for large time. iv. Communications on Pure and Applied Mathematics, 36(2):183–212, 1983.
9
[19] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron
Courville, and Yoshua Bengio. Generative adversarial nets. In Advances in neural information processing
systems, pages 2672–2680, 2014.
[20] Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross Girshick. Momentum contrast for unsupervised
visual representation learning. arXiv preprint arXiv:1911.05722, 2019.
[21] Olivier J Hénaff, Ali Razavi, Carl Doersch, SM Eslami, and Aaron van den Oord. Data-efficient image
recognition with contrastive predictive coding. arXiv preprint arXiv:1905.09272, 2019.
[22] R Devon Hjelm, Alex Fedorov, Samuel Lavoie-Marchildon, Karan Grewal, Phil Bachman, Adam Trischler,
and Yoshua Bengio. Learning deep representations by mutual information estimation and maximization.
arXiv preprint arXiv:1808.06670, 2018.
[23] K Hornik, M Stinchcombe, and H White. Multilayer feedforward networks are universal approximators.
Neural Networks, 2(5):359–366, 1989.
[24] Dinesh Jayaraman and Kristen Grauman. Learning image representations tied to ego-motion. In Proceed-
ings of the IEEE International Conference on Computer Vision, pages 1413–1421, 2015.
[25] Takafumi Kanamori, Shohei Hido, and Masashi Sugiyama. A least-squares approach to direct importance
estimation. Journal of Machine Learning Research, 10(Jul):1391–1445, 2009.
[26] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.
[27] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114,
2013.
[28] Alexander Kolesnikov, Xiaohua Zhai, and Lucas Beyer. Revisiting self-supervised visual representation
learning. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pages
1920–1929, 2019.
[29] Lingpeng Kong, Cyprien de Masson d’Autume, Wang Ling, Lei Yu, Zihang Dai, and Dani Yogatama.
A mutual information maximization perspective of language representation learning. arXiv preprint
arXiv:1910.08350, 2019.
[30] Alexander Kraskov, Harald Stögbauer, and Peter Grassberger. Estimating mutual information. Physical
review E, 69(6):066138, 2004.
[31] Alex Krizhevsky et al. Learning multiple layers of features from tiny images. 2009.
[32] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning applied to
document recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998.
[33] Omer Levy and Yoav Goldberg. Neural word embedding as implicit matrix factorization. In Advances in
neural information processing systems, pages 2177–2185, 2014.
[34] Jiwei Li, Michel Galley, Chris Brockett, Jianfeng Gao, and Bill Dolan. A diversity-promoting objective
function for neural conversation models. arXiv preprint arXiv:1510.03055, 2015.
[35] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient estimation of word representations
in vector space. arXiv preprint arXiv:1301.3781, 2013.
[36] Christoph Molnar. Interpretable machine learning. Lulu. com, 2019.
[37] XuanLong Nguyen, Martin J Wainwright, and Michael I Jordan. Estimating divergence functionals and
the likelihood ratio by convex risk minimization. IEEE Transactions on Information Theory, 56(11):
5847–5861, 2010.
[38] Sebastian Nowozin, Botond Cseke, and Ryota Tomioka. f-gan: Training generative neural samplers
using variational divergence minimization. In Advances in neural information processing systems, pages
271–279, 2016.
[39] Aaron van den Oord, Yazhe Li, and Oriol Vinyals. Representation learning with contrastive predictive
coding. arXiv preprint arXiv:1807.03748, 2018.
[40] Sherjil Ozair, Corey Lynch, Yoshua Bengio, Aaron Van den Oord, Sergey Levine, and Pierre Sermanet.
Wasserstein dependency measure for representation learning. In Advances in Neural Information Processing
Systems, pages 15578–15588, 2019.
10
[41] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen,
Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative style, high-performance deep
learning library. In Advances in Neural Information Processing Systems, pages 8024–8035, 2019.
[42] Hanchuan Peng, Fuhui Long, and Chris Ding. Feature selection based on mutual information criteria
of max-dependency, max-relevance, and min-redundancy. IEEE Transactions on pattern analysis and
machine intelligence, 27(8):1226–1238, 2005.
[43] Ben Poole, Sherjil Ozair, Aaron van den Oord, Alexander A Alemi, and George Tucker. On variational
bounds of mutual information. arXiv preprint arXiv:1905.06922, 2019.
[44] Jiaming Song and Stefano Ermon. Understanding the limitations of variational mutual information
estimators. arXiv preprint arXiv:1910.06222, 2019.
[45] Masashi Sugiyama, Taiji Suzuki, Shinichi Nakajima, Hisashi Kashima, Paul von Bünau, and Motoaki
Kawanabe. Direct importance estimation for covariate shift adaptation. Annals of the Institute of Statistical
Mathematics, 60(4):699–746, 2008.
[46] Masashi Sugiyama, Taiji Suzuki, and Takafumi Kanamori. Density ratio estimation in machine learning.
Cambridge University Press, 2012.
[47] Masashi Sugiyama, Taiji Suzuki, and Takafumi Kanamori. Density-ratio matching under the bregman diver-
gence: a unified framework of density-ratio estimation. Annals of the Institute of Statistical Mathematics,
64(5):1009–1044, 2012.
[48] Yonglong Tian, Dilip Krishnan, and Phillip Isola. Contrastive multiview coding. arXiv preprint
arXiv:1906.05849, 2019.
[49] Yao-Hung Hubert Tsai, Paul Pu Liang, Amir Zadeh, Louis-Philippe Morency, and Ruslan Salakhutdinov.
Learning factorized multimodal representations. arXiv preprint arXiv:1806.06176, 2018.
[50] Michael Tschannen, Josip Djolonga, Paul K Rubenstein, Sylvain Gelly, and Mario Lucic. On mutual
information maximization for representation learning. arXiv preprint arXiv:1907.13625, 2019.
[51] Aad W Van der Vaart. Asymptotic statistics, volume 3. Cambridge university press, 2000.
[52] Xiujun Zhang, Xing-Ming Zhao, Kun He, Le Lu, Yongwei Cao, Jingdong Liu, Jin-Kao Hao, Zhi-Ping
Liu, and Luonan Chen. Inferring gene regulatory networks from gene expression data by path consistency
algorithm based on conditional mutual information. Bioinformatics, 28(1):98–104, 2012.
11
8 Optimization Objectives for Point-wise Dependency Neural Estimation
In this section, we shall show detailed derivations for the point-wise dependency estimation methods.
Four approaches are discussed: Variational Bounds of Mutual Information, Density Matching,
Probabilistic Classifier, and Density-Ratio Fitting. For convenience, we define Ω = X ×Y . We have
PX,Y and PXPY (can also be written as PX⊗PY ) be the probability measures over σ−algebras over
Ω with their probability densities being the Radon-Nikodym derivatives (i.e., p(x, y) = dPX,Y /dµ
and p(x)p(y) = dPXPY /dµ with µ being the Lebesgue measure).
8.1 Method I: Variational Bounds of Mutual Information
Recent advances [10, 43] propose to estimate mutual information (MI) using neural network either
from variational MI lower bounds (e.g., INWJ [10] and IDV [10]) or a variational form of MI (e.g.,
IJS [43]). These estimators have the logarithm of point-wise dependency (PMI) as the intermediate
product, which we will show in the following. We denoteM be any class of functions m : Ω→ R.
Proposition 1 (INWJ and its neural estimation, restating Nguyen-Wainwright-Jordan bound [10, 37]).
INWJ := sup
m∈M
EPX,Y [m(x, y)]−e−1EPXPY [em(x,y)] = sup
θ∈Θ
EPX,Y [fˆθ(x, y)]−e−1EPXPY [efˆθ(x,y)]
has the optimal function m∗(x, y) = 1 + log p(x,y)p(x)p(y) . And when Θ is large enough, the optimal
fˆ∗θ (x, y) = 1 + log
p(x,y)
p(x)p(y) .
Proof. The second-order functional derivative of the objective is −e−1 · em(x,y) · dPXPY , which is
always negative. The negative second-order functional derivative implies the objective has a supreme
value. Then, take the first-order functional derivative ∂INWJ∂m and set it to zero:
dPX,Y − e−1 · em(x,y) · dPXPY = 0.
We then get optimal m∗(x, y) = 1 + log dPX,YdPXPY = 1 + log
p(x,y)
p(x)p(y) . When Θ is large enough, by
universal approximation theorem of neural networks [23], the approximation in Proposition 1 is tight,
which means fˆ∗θ (x, y) = m
∗(x, y) = 1 + log p(x,y)p(x)p(y) . 
Proposition 2 (IDV and its neural estimation, restating Donsker-Varadhan bound [10, 18]).
IDV := sup
m∈M
EPX,Y [m(x, y)]−log
(
EPXPY [em(x,y)]
)
] = sup
θ∈Θ
EPX,Y [fˆθ(x, y)]−log
(
EPXPY [efˆθ(x,y)]
)
]
has optimal functions m∗(x, y) = log p(x,y)p(x)p(y) + Const.. And when Θ is large enough, the optimal
fˆ∗θ (x, y) = log
p(x,y)
p(x)p(y) + Const..
Proof. Let 1· be an indicator function, and the second-order functional derivative of the objective is
−
em(x,y) · E(x′,y′)∼PXPY
[
em(x
′,y′) · 1(x′,y′) 6=(x,y)
]
(
EPXPY [em(x,y)]
)2 · dPXPY ,
which is always negative. The negative second-order functional derivative implies the objective has a
supreme value. Then, take the first-order functional derivative ∂IDV∂m and set it to zero:
dPX,Y − e
m(x,y)
EPXPY [em(x,y)]
· dPXPY = 0.
We then have m∗(x, y) take the forms m∗(x, y) = log dPX,YdPXPY + Const. = log
p(x,y)
p(x)p(y) + Const..
When Θ is large enough, by universal approximation theorem of neural networks [23], the approxi-
mation in Proposition 2 is tight, which means fˆ∗θ (x, y) = m
∗(x, y) = log p(x,y)p(x)p(y) + Const.. 
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Proposition 3 (IJS and its neural estimation, restating Jensen-Shannon bound with f-GAN objec-
tive [43]).
IJS := sup
m∈M
EPX,Y
[
− softplus
(
−m(x, y)
)]
− EPXPY
[
softplus
(
m(x, y)
)]
= sup
θ∈Θ
EPX,Y
[
− softplus
(
− fˆθ(x, y)
)]
− EPXPY
[
softplus
(
fˆθ(x, y)
)]
with softplus function being softplus (x) = log
(
1 + exp (x)
)
and the optimal solution m∗(x, y) =
log p(x,y)p(x)p(y) . And when Θ is large enough, the optimal fˆ
∗
θ (x, y) = m
∗(x, y) = log p(x,y)p(x)p(y) .
Proof. The second-order functional derivative of the objective is
− 1(
1 + em(x,y)
)2 · em(x,y) · dPX,Y − 1(
1 + e−m(x,y)
)2 · e−m(x,y) · dPXPY ,
which is always negative. The negative second-order functional derivative implies the objective has a
supreme value. Then, take the first-order functional derivative ∂IJS∂m and set it to zero:
1
1 + e−m(x,y)
· e−m(x,y) · dPX,Y − 1
1 + em(x,y)
· em(x,y) · dPXPY = 0.
We then get m∗(x, y) = log dPX,YdPXPY = log
p(x,y)
p(x)p(y) . When Θ is large enough, by universal approxi-
mation theorem of neural networks [23], the approximation in Proposition 3 is tight, which means
fˆ∗θ (x, y) = m
∗(x, y) = log p(x,y)p(x)p(y) . 
We see that either INWJ (Proposition 1) or IJS (Proposition 3) gives us the optimal PMI estimation,
while IDV (Proposition 2) is less preferable since its optimal solution includes an arbitrary constant.
In practice, we prefer IJS over INWJ/IDV due to its better training stability [43].
8.2 Method II: Density Matching
This method considers to match the true joint density p(x, y) and the estimated joint density via
KL-divergence. We let the estimated joint probability be Pm,X,Y with its joint density being
em(x,y)p(x)p(y), where em(x,y) acts to ensure the estimated joint density is a valid probability
density function. Hence, we let m ∈M′′ withM′′ being 1) any class of functions m : Ω→ R; and
2)
∫
em(x,y) dPXPY = EPXPY [em(x,y)] = 1.
Proposition 4 (KL Loss in Density Matching and its neural estimation).
LKLDM := sup
m∈M′′
EPX,Y [m(x, y)]
= sup
θ∈Θ
EPX,Y [fˆθ(x, y)] s.t. EPXPY [efˆθ(x,y)] = 1
with the optimal m∗(x, y) = log p(x,y)p(x)p(y) . And when Θ is large enough, the optimal fˆ
∗
θ (x, y) =
log p(x,y)p(x)p(y) .
Proof. First, we compute the KL-divergence:
LKLDM = inf
m∈M′′
DKL(PX,Y ‖ PXPY ) = inf
m∈M′′
H(PX,Y )− EPX,Y
[
log em(x,y)p(x)p(y)
]
= inf
m∈M′′
H(PX,Y )− EPX,Y
[
log p(x)p(y)
]
− EPX,Y
[
m(x, y)
]
= inf
m∈M′′
I(X;Y )− EPX,Y
[
m(x, y)
]
= Const.+ sup
m∈M′′
EPX,Y
[
m(x, y)
]
⇔ sup
m∈M
EPX,Y [m(x, y)] s.t. EPXPY [em(x,y)] = 1.
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Consider the following Lagrangian:
h(m,λ1, λ2) := EPX,Y [m]− λ(EPXPY [em]− 1),
where λ ∈ R. Taking the functional derivative and setting it to be zero, we see
dPX,Y − λ · em · dPXdY = 0.
To satisfy the constraint, we obtain
EPXPY [em] = 1 ⇐⇒ EPXPY [
1
λ
dPX,Y
dPXPY
] =
1
λ
EPXPY [
dPX,Y
dPXPY
] =
1
λ
= 1 ⇐⇒ λ = 1.
Plugging-in λ = 1, the optimal m∗(x, y) = log dPXYdPXPY = log
p(x,y)
p(x)p(y) . When Θ is large enough, by
universal approximation theorem of neural networks [23], the approximation in Proposition 4 is tight,
which means fˆ∗θ (x, y) = m
∗(x, y) = log p(x,y)p(x)p(y) . 
The objective function in Proposition 4 is a constrained optimization problem, and we present two
relaxed optimization objectives. The first one is Lagrange relaxation:
sup
θ∈Θ
EPX,Y [fˆθ(x, y)]− λ
(
EPXPY [e
fˆθ(x,y)]− 1
)
with the optimal Lagrange coefficient λ = 1 (see proof for Proposition 4).
The second one is log barrier method:
sup
θ∈Θ
EPX,Y [fˆθ(x, y)]− η
(
logEPXPY [e
fˆθ(x,y)]
)2
,
where η > 0 is a hyper-parameter controlling the regularization term.
8.3 Method III: Probabilistic Classifier
This approach casts the PD estimation as the problem of estimating the ‘class’-posterior probability.
We use a Bernoulli random variable C to classify the samples drawn from the joint density (C = 1
for (x, y) ∼ PX,Y ) and the samples drawn from product of the marginal densities (C = 0 for
(x, y) ∼ PXPY ). In order to present our derivation, we define H(·) as the entropy and H(·, ·) as the
cross entropy. Slightly abusing notation, in this subsection, we define Ω′ = X × Y × {0, 1} andM′
is 1) any class of functions m : Ω′ → (0, 1); and 2) m(x, y, 0) + m(x, y, 1) = 1 for any x and y.
Note that since m(x, y, c) is always positive and m(x, y, 0) +m(x, y, 1) = 1 for any x, y, m(x, y, c)
is a proper probability mass function with respect to C given any x, y. Consider the binary cross
entropy loss:
Proposition 5 (Binary Cross Entropy Loss in Probabilistic Classifier Method and its neural estima-
tion).
LBCEPC := sup
m∈M′
EPX,Y [logm(x, y, C = 1)] + EPXPY [log
(
1−m(x, y, C = 1)
)
]
=sup
θ∈Θ
EPX,Y [log pˆθ(C = 1|(x, y))] + EPXPY [log
(
1− pˆθ(C = 1|(x, y))
)
]
with the optimal m∗(x, y, c) = p(c|(x, y)). And when Θ is large enough, the optimal pˆ∗θ(c|(x, y)) =
p(c|(x, y)).
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Proof. We see
LBCEPC = inf
m∈M′
EPXY
[
H
(
P (C|(x, y)),m(x, y, C)
)]
+ EPXPY
[
H
(
P (C|(x, y)),m(x, y, C))
)]
= inf
m∈M′
EPXY
[
H
(
P (C|(x, y))
)
+DKL(P (C|(x, y)) ‖ m(x, y, C))
]
+ EPXPY
[
H
(
P (C|(x, y))
)
+DKL(P (C|(x, y)) ‖ m(x, y, C))
]
= Const.+ inf
m∈M′
EPXY
[
DKL(P (C|(x, y)) ‖ m(x, y, C))
]
+ EPXPY
[
DKL(P (C|(x, y)) ‖ m(x, y, C))
]
= Const.+ inf
m∈M′
EPXY
[
EP (C|(x,y))[−logm(x, y, c)]
]
+ EPXPY
[
EP (C|(x,y))[−logm(x, y, c)]
]
= Const.+ inf
m∈M′
EPXY [−logm(x, y, C = 1)] + EPXPY [−logm(x, y, C = 0)]
⇔ sup
m∈M′
EPX,Y [logm(x, y, C = 1)] + EPXPY [log
(
1−m(x, y, C = 1)
)
].
The optimal m∗ happens when DKL(P (C|(x, y)) ‖ m∗(x, y, C)) = 0 for any (x, y), which implies
m∗(x, y, c) = p(c|(x, y)). When Θ is large enough, by universal approximation theorem of neural
networks [23], the approximation in Proposition 5 is tight, which means pˆ∗θ(c|(x, y)) = m∗(x, y, c) =
p(c|(x, y)). 
The obtained estimated class-posterior classifier can be used for approximating point-wise dependency
(PD):
rˆθ(x, y) =
nPXPY
nPX,Y
pˆθ(C = 1|(x, y))
pˆθ(C = 0|(x, y)) with (x, y) ∼ PX,Y or (x, y) ∼ PXPY .
8.4 Method IV: Density-Ratio Fitting
LetM be any class of functions m : Ω→ R. This approach considers to minimize the expected (in
EPXPY [·]) least-square difference between the true PD r(x, y) and the estimated PD m(x, y):
Proposition 6 (Least-Square Loss in Density-Ratio Fitting and its neural estimation).
LLSD−RF := sup
m∈M
EPX,Y [m(x, y)]−
1
2
EPXPY [m2(x, y)] = sup
θ∈Θ
EPX,Y [rˆθ(x, y)]−
1
2
EPXPY [rˆ2θ(x, y)]
with the optimalm∗(x, y) = p(x,y)p(x)p(y) . And when Θ is larger enough, the optimal rˆ
∗
θ(x, y) =
p(x,y)
p(x)p(y) .
Proof.
LLSD−RF = inf
m∈M
EPXPY [
(
r(x, y)−m(x, y))2]
= inf
m∈M
EPXPY [r2(x, y)]− 2EPXPY [r(x, y)m(x, y)] + EPXPY [m2(x, y)]
= Const.+ inf
m∈M
− 2EPXPY [r(x, y)m(x, y)] + EPXPY [m2(x, y)]
= Const.+ inf
m∈M
− 2EPXY [m(x, y)] + EPXPY [m2(x, y)]
⇔ sup
m∈M
EPXY [m(x, y)]−
1
2
EPXPY [m2(x, y)].
Take the first-order functional derivative and set it to zero:
dPXY −m(x, y) · dPXPY = 0.
We then get m∗(x, y) = dPX,YdPXPY =
p(x,y)
p(x)p(y) . When Θ is large enough, by universal approximation
theorem of neural networks [23], the approximation in Proposition 6 is tight, which means rˆ∗θ(x, y) =
m∗(x, y) = p(x,y)p(x)p(y) . 
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9 More on Mutual Information Neural Estimation
In this section, we present more analysis on estimating mutual information (MI) using neural networks.
Before going into more details, we would like to 1) show INWJ and IDV are MI lower bounds; and 2)
present ICPC [39] objective.
Lemma 3 (INWJ as a MI lower bound).
∀θ ∈ Θ, I(X;Y ) ≥ EPX,Y [fˆθ(x, y)]− e−1EPXPY [efˆθ(x,y)].
Therefore,
I(X;Y ) ≥ INWJ := sup
θ∈Θ
EPX,Y [fˆθ(x, y)]− e−1EPXPY [efˆθ(x,y)].
Proof. In Proposition 1, we show the supreme value of EPX,Y [fˆθ(x, y)] − e−1EPXPY [efˆθ(x,y)]
happens when fˆ∗θ (x, y) = 1 + log
p(x,y)
p(x)p(y) . Plugging-in fˆ
∗
θ (x, y), we get
EPX,Y [fˆ∗θ (x, y)]− e−1EPXPY [efˆ
∗
θ (x,y)] = EPX,Y [1 + log
p(x, y)
p(x)p(y)
]− e−1EPXPY [e1 ·
p(x, y)
p(x)p(y)
]
=1 + EPX,Y [log
p(x, y)
p(x)p(y)
]− e−1 · e1 · EPXPY [
p(x, y)
p(x)p(y)
] = 1 + I(X;Y )− 1 = I(X;Y ). 
Lemma 4 (IDV as a MI lower bound).
∀θ ∈ Θ, I(X;Y ) ≥ EPX,Y [fˆθ(x, y)]− log
(
EPXPY [efˆθ(x,y)]
)
.
Therefore,
I(X;Y ) ≥ IDV := sup
θ∈Θ
EPX,Y [fˆθ(x, y)]−−log
(
EPXPY [efˆθ(x,y)]
)
.
Proof. In Proposition 2, we show the supreme value of EPX,Y [fˆθ(x, y)] − log
(
EPXPY [efˆθ(x,y)]
)
happens when fˆ∗θ (x, y) = Const.+ log
p(x,y)
p(x)p(y) . Plugging-in fˆ
∗
θ (x, y), we get
EPX,Y [fˆ∗θ (x, y)]− log
(
EPXPY [efˆ
∗
θ (x,y)]
)
=EPX,Y [Const.+ log
p(x, y)
p(x)p(y)
]− log
(
EPXPY [e
Const.+log
p(x,y)
p(x)p(y) ]
)
=Const.+ EPX,Y [log
p(x, y)
p(x)p(y)
]− Const. · EPXPY [
p(x, y)
p(x)p(y)
] = I(X;Y ).

Proposition 7 (ICPC, restating Contrastive Predictive Coding [39]). With cˆθ(x, y) representing a
real-valued measureable function on X × Y which is parametrized by a neural network θ,
LCPC := sup
θ∈Θ
E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
]
with an upper bound value log n.
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Proof.
LCPC = sup
θ∈Θ
E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
]
= sup
θ∈Θ
E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log
ecˆθ(xi,yi)∑n
j=1 e
cˆθ(xi,yj)
] + log n
≤ sup
θ∈Θ
E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log
ecˆθ(xi,yi)
ecˆθ(xi,yi)
] + log n
= sup
θ∈Θ
E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log 1] + log n
= log n.

Lemma 5 (ICPC as a MI lower bound).
∀θ ∈ Θ, I(X;Y ) ≥ E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
].
Therefore,
I(X;Y ) ≥ ICPC := sup
θ∈Θ
E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
].
Proof. First, we use independent and identical random variablesX1, X2, · · · , Xn and Y1, Y2, · · · , Yn
to represent the copies of X and Y , where (xi, yi) ∼ PXi,Yi . Replacing the random variables in
Lemma 3, we obtain
∀θ ∈ Θ, I(Xi;Y1:n) ≥ EPXi,Y1:n [fˆθ(xi, y1:k)]− e−1EPXiPY1:n [efˆθ(xi,y1:k)].
Next, we define fˆθ(xi, y1:k) = 1 + log e
cˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
and get
∀θ ∈ Θ, I(Xi;Y1:n) ≥ 1 + EPXi,Y1:n [log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
]− EPXiPY1:n [
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
].
Since Y1, Y2, · · · , Yn are independent and identical samples, EPXiPY1:n [ e
cˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
] =
EPXiPY1:n [
ecˆθ(xi,yi′ )
1
n
∑n
j=1 e
cˆθ(xi,yj)
] ∀i′ ∈ {1, 2, · · · , n}. Therefore, EPXiPY1:n [ e
cˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
] =
1
n
∑n
i′=1 EPXiPY1:n [
ecˆθ(xi,yi′ )
1
n
∑n
j=1 e
cˆθ(xi,yj)
] = EPXiPY1:n [
1
n
∑n
i′=1 e
cˆθ(xi,yi′ )
1
n
∑n
j=1 e
cˆθ(xi,yj)
] = 1. Plugging-in this result,
we have
∀θ ∈ Θ, I(Xi;Y1:n) ≥ 1 + EPXi,Y1:n [log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
]− 1 = EPXi,Y1:n [log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
].
Note that Yi′ is independent to Xi when i′ 6= i, and therefore I(Xi;Y1:n) = I(Xi;Yi) = I(X;Y ).
Bringing everything together, the original objective can be reformulated as
E(x1,y1)∼PX,Y ,···(xn,yn)∼PX,Y [
1
n
n∑
i=1
log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
]
=EPX1:n,Y1:n [
1
n
n∑
i=1
log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
] =
1
n
n∑
i=1
EPXi,Y1:n [log
ecˆθ(xi,yi)
1
n
∑n
j=1 e
cˆθ(xi,yj)
]
≤ 1
n
n∑
i=1
I(Xi;Y1:n) =
1
n
n∑
i=1
I(X;Y ) = I(X;Y ).

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9.1 Learning/ Inference in MI Neural Estimation and Baselines
The MI neural estimation methods can be dissected into two procedures: learning and inference. The
learning step learns the parameters when estimating 1) point-wise dependency (PD)/ logarithm of
point-wise dependency (PMI); or 2) MI lower bound. The inference step considers the parameters
from the learning step and infers value for 1) MI itself; or 2) a lower bound of MI. We summarize
different approaches in Table 1 in the main text, and we discuss the baselines in this subsection. We
present the comparisons between baselines and our methods in Table 1/ Figure 1 in the main text.
CPC Oord et al. [39] presented Contrastive Predictive Coding (CPC) as an unsupervised learning
objective, which adopts ICPC (see Proposition 7) in both learning and inference stages. From
Proposition 7 and Lemma 5, we conclude
ICPC ≤ min
(
log n, I(X;Y )
)
.
Hence, the difference between ICPC and I(X;Y ) is large when n is small. This fact implies a large
bias when using ICPC to estimate MI. Nevertheless, empirical evidences [43, 44] showed that ICPC
has low variance, which is also verified in our experiments.
NWJ Belghazi et al. [10] presented to use neural networks to estimate Nguyen-Wainwright-Jordan
bound [10, 37] (NWJ) bound of MI, which adopts INWJ (see Proposition 1) in both learning and
inference stages. In Proposition 1 and Lemma 3, we show that when Θ is large enough, the supreme
value of INWJ is I(X;Y ). Hence, we can expect a smaller bias when comparing INWJ to ICPC. Song
et al. [44] acknowledged the variance of an empirical INWJ estimation is Ω(eI(X;Y )), suggesting a
large variance when the true MI is large. We verify these facts in our experiments.
DV (MINE) Belghazi et al. [10] presented to use neural networks to estimate Donsker-Varadhan
bound [10, 37] (DV) bound of MI, which adopts IDV (see Proposition 2) in both learning and
inference stages. The author also refers this MI estimation procedure as Mutual Information Neural
Estimation (MINE). In Proposition 2 and Lemma 4, we show that when Θ is large enough, the
supreme value of IDV is I(X;Y ). Hence, we can expect a smaller bias when comparing IDV to ICPC.
Song et al. [44] acknowledged the limiting variance of an empirical IDV estimation is Ω(eI(X;Y )),
which implies the variance is large when the true MI is large. We verify these facts in our experiments.
JS Unlike CPC, NWJ, and DV, Poole et al. [43] presented to adopt different objectives in learning
and inference stages for MI estimation. Precisely, the author uses Jensen-Shannon F-GAN [38]
objective (see Proposition 3) to estimate PMI and then plugs in the PMI into INWJ (see Proposition 1)
for the inference. The author refers this MI estimation method as JS since it considers Jensen-
Shannon divergence during learning. Unfortunately, this estimation method still considers INWJ as
its inference objective, and therefore the variance is still Ω(eI(X;Y )). Empirical results are shown in
our experiments.
SMILE To overcome the large variance issue in NWJ, DV, and JS, Song et al. [44] presented to
use IJS (see Proposition 3) for estimating PMI and then plug in the PMI to a modified IDV (see
Proposition 2). Specifically, the author clipped the value of efˆθ(x,y) in the second term of IDV to
control the variance during the inference stage. Although the modification introduces some bias for
MI estimation, it is empirically admitting a small variance, which we also find in our experiments.
9.2 Architecture Design in Experiments
We follow the same training and evaluation protocal for Correlated Gaussians experiments in
prior work [43, 44]. We adopt the “concatenate critic” design [39, 43, 44] for our neural net-
work parametrized function. The neural network parametrized functions are cˆθ in CPC, fˆθ in
NWJ/JS/DV/SMILE/Variational MI Bounds/Density Matching I/Density Matchinig II, rˆθ in Density-
Ratio Fitting, and pˆθ in Probabilistic Classifier. Take cˆθ as an example, the concatenate critic design
admits cˆθ(x, y) = gθ([x, y]) with gθ being multiple-layer perceptrons. We consider gθ to be 1-hidden-
layer neural network with 512 neurons for each layer and ReLU function as the activation. The
optimization considers batch size 128 and Adam optimizer [26] with learning rate 0.001. For a fair
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comparison, we fix everything except for the learning and inference objectives. Note that Probabilistic
Classifier method applies sigmoid function to the outputs to ensure probabilistic outputs. We set
η = 1.0 in Density Matching II.
Reproducibility Please refer to our released code.
9.3 Theoretical Analysis
We restate the Assumptions in the main text:
Assumption 3 (Boundedness of the density ratio; restating Assumption 1 in the main text). There
exist universal constants Cl ≤ Cu such that ∀rˆθ ∈ F and ∀x, y, Cl ≤ log rˆθ(x, y) ≤ Cu.
Assumption 4 (log-smoothness of the density ratio; restating Assumption 2 in the main text). There
exists ρ > 0 such that for ∀x, y and ∀θ1, θ2 ∈ Θ, | log rˆθ1(x, y)− log rˆθ2(x, y)| ≤ ρ · ‖θ1 − θ2‖.
In what follows, we first prove the following lemma. The main idea is from Bartlett [8], while here
we focus on the covering number of the parameter space Θ using L2 norm.
Lemma 6 (estimation; restating Lemma 1 in the main text). Let ε > 0 and N (Θ, ε) be the covering
number of Θ with radius ε under L2 norm. Let PX,Y be any distribution where S = {xi, yi}ni=1 are
sampled from and define M := Cu − Cl, then
Pr
S
(
sup
rˆθ∈F
∣∣∣Î(n)θ (X;Y )− EPX,Y [log rˆθ(x, y)]∣∣∣ ≥ ε) ≤ 2N (Θ, ε/4ρ) exp(− nε22M2
)
. (12)
Proof. Define lS(θ) := Î
(n)
θ (X;Y ) − EPX,Y [log rˆθ(x, y)]. For θ1, θ2 ∈ Θ, we first bound the
difference |lS(θ1) − lS(θ2)| in terms of the distance between θ1 and θ2. To do so, for any joint
distribution P over X × Y , we first bound the following difference:
|EP [log rˆθ1(x, y)]− EP [log rˆθ2(x, y)]| ≤ EP [| log rˆθ1(x, y)− log rˆθ2(x, y)|]
≤ EP [ρ · ‖θ1 − θ2‖2]
= ρ · ‖θ1 − θ2‖2,
where the first inequality is due to the triangle inequality and the second one is from Assumption 4.
Next we bound |lS(θ1)− lS(θ2)| by applying the above inequality twice:
|lS(θ1)− lS(θ2)| =
∣∣∣(Î(n)θ1 (X;Y )− EPX,Y [log rˆθ1(x, y)])− (Î(n)θ2 (X;Y )− EPX,Y [log rˆθ2(x, y)])∣∣∣
≤
∣∣∣Î(n)θ1 (X;Y )− Î(n)θ2 (X;Y )∣∣∣+ ∣∣EPX,Y [log rˆθ1(x, y)]− EPX,Y [log rˆθ2(x, y)]∣∣
≤ ρ · ‖θ1 − θ2‖+ ρ · ‖θ1 − θ2‖2
= 2ρ · ‖θ1 − θ2‖.
Now we consider the covering of Θ. Since Θ is compact, it admits a finite covering. To simplify the
notation, let T := N (Θ, ε/4ρ) and let ∪Tk=1Θk be a finite cover of Θ. Furthermore, assume θi ∈ Θi
be the center of the L2 ball Θi with radius ε. As a result, the following bound holds:
Pr
S
( sup
rˆθ∈F
|lS(θ)| ≥ ε) = Pr
S
(sup
θ∈Θ
|lS(θ)| ≥ ε)
= Pr
S
(∪k∈[T ] sup
θ∈Θk
|lS(θ)| ≥ ε)
≤
∑
k∈[T ]
Pr
S
( sup
θ∈Θk
|lS(θ)| ≥ ε).
The last inequality above is due to the union bound. Next, ∀k ∈ [T ], realize that the following
inequality holds:
Pr
S
( sup
θ∈Θk
|lS(θ)| ≥ ε) ≤ Pr
S
(|lS(θk)| ≥ ε/2).
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To see this, note that the L2 ball of Θk has radius ε/4ρ, hence supθ∈Θk |lS(θ)−lS(θk)| ≤ 2ρ·ε/4ρ =
ε/2, which yields:
Pr
S
( sup
θ∈Θk
|lS(θ)| ≥ ε) ≤ Pr
S
( sup
θ∈Θk
|lS(θ)− lS(θk)|+ |lS(θk)| ≥ ε)
≤ Pr
S
(|lS(θk)| ≥ ε/2).
To proceed, it suffices if we could provide an upper bound for PrS(|lS(θk)| ≥ ε/2). Now since
log rˆθk(x, y) is bounded for any pair of input x, y by Assumption 3, it follows from the Hoeffding’s
inequality that
Pr
S
(|lS(θk)| ≥ ε/2) = Pr
S
(∣∣∣Î(n)θk (X;Y )− EPX,Y [log rˆθk(x, y)]∣∣∣ ≥ ε/2)
≤ 2 exp
(
− nε
2
2M2
)
.
Now, combine all the pieces together, we have:
Pr
S
( sup
rˆθ∈F
∣∣∣Î(n)θ (X;Y )− EPX,Y [log rˆθ(x, y)]∣∣∣ ≥ ε) = PrS (supθ∈Θ |lS(θ)| ≥ ε)
≤
∑
k∈[T ]
Pr
S
( sup
θ∈Θk
|lS(θ)| ≥ ε)
≤ N (Θ, ε/4ρ) Pr
S
( sup
θ∈Θk
|lS(θ)| ≥ ε)
≤ N (Θ, ε/4ρ) Pr
S
(|lS(θk)| ≥ ε/2)
≤ 2N (Θ, ε/4ρ) exp
(
− nε
2
2M2
)
. 
We restate the Lemma 2 in the main text:
Lemma 7 (Hornik et al. [23], approximation; restating Lemma 2 in the main text). Let ε > 0. There
exists d ∈ N and a family of neural networks F := {rˆθ : θ ∈ Θ ⊆ Rd} where Θ is compact, such
that inf rˆθ∈F
∣∣EPX,Y [log rˆθ(x, y)]− I(X;Y )∣∣ ≤ ε.
Now, we are ready the present our theorem:
Theorem 2. Let 0 < δ < 1. There exists d ∈ N and a family of neural networks F := {rˆθ : θ ∈
Θ ⊆ Rd} where Θ is compact, so that ∃θ∗ ∈ Θ, with probability at least 1 − δ over the draw of
S = {xi, yi}ni=1 ∼ P⊗nX,Y ,∣∣∣Î(n)θ∗ (X;Y )− I(X;Y )∣∣∣ ≤ O
(√
d+ log(1/δ)
n
)
. (13)
Proof. This theorem simply follows a combination of Lemma 6 and Lemma 7. First, by Lemma 7,
for ε > 0, there exists d ∈ N and a family of neural networks F := {rˆθ : θ ∈ Θ ⊆ Rd} where Θ is
compact, such that there ∃θ∗ ∈ Θ,∣∣EPX,Y [log rˆθ∗(x, y)]− I(X;Y )∣∣ ≤ ε2 .
Next, we perform analysis on the estimation error
∣∣∣Î(n)θ∗ (X;Y )− EPX,Y [log rˆθ∗(x, y)]∣∣∣ ≤ ε2 . Apply-
ing Lemma 6 with the fact [3] that for Θ ⊆ Rd, logN (Θ, ε/4ρ) = O(d log(ρ/ε)), we can solve for
ε in terms of the given δ. It suffices for us to find ε→ ε2 such that:
2N (Θ, ε/8ρ) exp
(
− nε
2
8M2
)
≤ δ,
which is equivalent to finding ε such that the following inequality holds:
c · d log ε
8ρ
+
nε2
8M2
≥ log 2
δ
,
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where c is a universal constant that is independent of d. Now, using the inequality log(x) ≤ x− 1, it
suffices for us to find ε such that
c · d
(
ε
8ρ
− 1
)
+
nε2
8M2
≥ c · d log ε
8ρ
+
nε2
8M2
≥ log 2
δ
,
which is in turn equivalent to solving:
ε2 + c′ε ≥
(
log
2
δ
+ cd
)
· 8M
2
n
,
where c′ = c′(c, d, ρ, n,M). Nevertheless, in order for the above inequality to hold, it suffices if we
choose
ε = O
(√
d+ log(1/δ)
n
)
.
The final step is to combine the above two inequalities together:∣∣∣Î(n)θ∗ (X;Y )− I(X;Y )∣∣∣ ≤ ∣∣∣Î(n)θ∗ (X;Y )− EPX,Y [log rˆθ∗(x, y)]∣∣∣+ ∣∣EPX,Y [log rˆθ∗(x, y)]− I(X;Y )∣∣
≤ ε
2
+
ε
2
= O
(√
d+ log(1/δ)
n
)
. 
10 More on Self-supervised Representation Learning
In the main text, we have shown how we adapt the proposed point-wise dependency estimation
approaches (Probabilistic Classifier and Density-Ratio Fitting) to contrastive learning objectives
(Probabilistic Classifier Coding and Density-Ratio Fitting Coding) for self-supervised representation
learning. Following the adaptation, it is straightforward to define new contrastive learning objectives
that are inspired by other presented approaches such as Variational MI Bounds, Density Matching I
,and Density Matching II. Nevertheless, instead of presenting new objectives, we would like to discuss
1) the connection between Probabilistic Classifier and Variational MI Bounds; 2) the connection
between Density Matchinig I/II and INWJ (see Proposition 1); and 3) the potential limitations of the
new objectives. Next, we will discuss the baseline method Contrastive Predictive Coding (CPC). Last,
we present the experimental details.
10.1 Connection between Probabilistic Classifier and Variational MI Bounds
Proposition 5 states that the Probabilistic Classifier approach admits a classification task to differ-
entiate the pairs sampled from a joint distribution or the product of marginal distribution. This
classification task minimizes the binary cross entropy loss, which is highly optimized and stabilized
in popular optimization packages such as PyTorch [41] and TensorFlow [1] (e.g., log-sum-exp trick
for numerical stability). Note that, if we let pˆθ = sigmoid
(
lθ
)
with lθ being the logits model,
then reformulating Probabilistic Classifier to optimizing lθ leads to the same objective as IJS (see
Proposition 3), which is the learning objective of Variational MI Bounds method. Although being the
same objective as the Probabilistic Classifier approach, IJS may encounter a relatively higher training
instability (unless a particular take-care on its numerical instability). As pointed out by Tschannen et
al. [50], contrastive learning approaches with higher variance may result in a lower down-stream task
performance, which accords with our empirical observation.
10.2 Connection between Density Matching I/II and INWJ
Density Matching I/II approaches are derived from the KL loss between the true joint density and
estimated joint density (LKLDM in Proposition 4). Specifically, Density Matching I is a Lagrange
relaxation of LKLDM . If we change fˆθ + 1 = fˆ
′
θ in Density Matching I approach, then reformulating
our objective to optimizing fˆ ′θ leads to the same objective as INWJ (see Proposition 1). Song et
al. [44] acknowledged the variance of an empirical INWJ estimation is Ω(eI(X;Y )), and hence the
variance is large unless I(X;Y ) is small. Having the same conclusion in Sec 10.1, our empirical
observation finds Density Matching I/II lead to worsened representation as comparing to other
contrastive learning objectives.
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10.3 Contrastive Predictive Coding (CPC) for Contrastive Representation Learning
Contrastive Predictive Coding (CPC) [39] adapts ICPC (see Proposition 7) to a contrastive represen-
tation learning objective:
sup
F,G
sup
θ∈Θ
E(v11 ,v12)∼PV1,V2 ,···(vn1 ,vn2 )∼PV1,V2 [
1
n
n∑
i=1
log
ecˆθ(F (v
i
1),G(v
i
2))
1
n
∑n
j=1 e
cˆθ(F (vi1),G(v
j
2))
],
where {vi1, vi2}ni=1 are independently and identically sampled from PV1,V2 . cˆθ(·) is a function that
takes the representations learned from the data pairs and returns a scalar.
10.4 Experiments Details
Datasets We adopt MNIST [32] and CIFAR10 [31] as the datasets in our experiments. MNIST
contains 60, 000 training and 10, 000 test examples. Each example is a grey-scale digit image (0 ∼ 9)
with size 28× 28. CIFAR10 contains 50, 000 training and 10, 000 test examples. Each example is a
32× 32 colour image from 10 mutual exclusive classes: {airplane, automobile, bird, cat, deer, dog,
frog, horse, ship, truck}.
Pre-training and Fine-tuning Our self-supervised learning experiments contain two stages: pre-
training and fine-tuning. In pre-training stage, we learn representation from the training samples
using contrastive learning objectives (e.g., Probabilistic Classifier Coding (PCC), Density-Ratio
Fitting Coding (D-RFC), and Contrastive Predictive Coding (CPC) [39]). View 1 (V1) and 2 (V2) are
generated by augmenting the input with different transformations. For example, given an input, v1
can be the 15-degree-rotated one and v2 can be the horizontally flipped one. For shallow experiment,
we consider the same data augmentations adopted in Tschannen [50]; for deep experiment, we
consider the same data augmentations adopted in Bachman [6]. In fine-tuning stage, the network
in the pre-training stage is fixed; we train only the classifier for minimizing classification loss from
the representations. We follow linear evaluation protocol [6, 21, 22, 28, 39, 48, 50] such that the
classifier is a linear layer. After the pre-training and fine-tuning stages, we evaluate the performance
of the model on the test samples.
Architectures To clearly understand how contrastive learning objectives affect the down-stream
performance, we fix the network, learnnig rate, optimizer, and batch size across different objectives.
To be more precise, we stick to the official implementations by Tschannen et al. [50] (for shallow
experiment) and Bachman et al. [6] (for deep experiment). The only change is the contrastive learning
objective, which is the loss in the pre-training stage for self-supervised learning experiments.
Reproducibility One can refer to https://github.com/google-research/
google-research/tree/master/mutual_information_representation_learning and
https://github.com/Philip-Bachman/amdim-public for the authors’ official implementa-
tions, or checking the details in our released code.
Consistent Trend on SimCLR [14] We also evaluate CPC, PCC, and D-RFC in SimCLR [14],
which is a SOTA model and method on self-supervised representation learning. Note that the
default contrastive learning objective considered in SimCLR [14] is CPC, which obtains 91.04%
test accuracy on CIFAR-10 (average for 5 runs). Details can be found in https://github.com/
google-research/simclr. Similar to our shallow and deep experiments, we only change the
contrastive learning objectives in SimCLR, and observing 91.51% and 88.69% average test accuracy
for D-RFC and PCC, respectively. The trend is consistent with our deep experiment, where D-RFC
works slightly better than CPC and PCC works slightly worse than CPC.
11 More on Cross-Modal Learning
Another Case Study: Cross-modal Adversarial Samples Debugging One important topic in
interpretable machine learning [36] is dataset debugging, which detects adversarial samples in a
given dataset. For instance, in this dataset, an adversarial word feature would have low statistical
dependency between its audio and textual representations. In Fig. 3, we report the PMI distribution
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Figure 3: Dataset Debugging task with unsupervised word features across acoustic and textual modalities.
Probabilistic Classifier approach is used to estimate PD between the audio and textual feature of a given word.
The estimator is trained on the training split. We plot the logarithm of PD (i.e., PMI) distribution for the training
words. We select the words with negative PMI values and categorize them into two groups: one contains the
words end in “ly” and another containts the words end in “s”.
and highlight the training words with PMI < 0 (i.e., the adversarial samples). We note that a negative
PMI means the audio and textual features are either statistically independent or even co-occur less
frequently than the independent assumption.
First, we find the distribution of PMI resembles a Gaussian distribution. The mean of the PMI values
is MI, and our empirical estimation for it is 8.37. Our goal is to identify the training samples with
PMI that deviates far from MI, and especially for the samples with negative PMI. There are 147
words have negative PMI values, approximately 0.45% of the training words. Next, we select some
of these words and categorize them into two groups. The first group contains the words end in “ly”
and another group contains the words end in “s”. That is to say, the words end in “ly” and “s” are
adversarial training sample in our analysis. To sum up, we demonstrate how our PD estimation
approach can be used to detect adversarial training examples in a cross-modal dataset.
Dataset We construct a dataset that contains features from Word2Vec [35] and Speech2Vec [16].
Word2Vec is an unsupervised word embedding learning technique that takes a large text corpus of text
as input and produces a fixed-length vector space. Specifically, each word in the corpus is assigned a
real-valued and fixed-dimensional feature embedding. Similar to Word2Vec, Speech2Vec takes a large
corpus of human speech as input and produces a fixed-length vector space. Specifically, it transforms
a variable-length speech segment (a word in the speech corpus) as a real-valued and fixed-dimensional
feature embedding. There are 37, 622 words shared across Word2Vec and Speech2Vec, where we
consider 32, 622 words of them (randomly selected) to be the training split and 5, 000 of them to be
the test split. That is to say, each word contains a textual feature (from Word2Vec)and an audio feature
(fromo Speech2Vec), with both feature being 100−dimensional. The dataset can be downloaded from
https://github.com/iamyuanchung/speech2vec-pretrained-vectors and we include the
training/test split in our released code.
Training and Architectures We adopt the “separate critic” design [39, 43, 44] for our neural
network parametrized function. Suppose lˆθ is the logits model in Probabilistic Classifier approach,
and the separate critic design admits lˆθ(x, y) = gxθ(x)
>
gyθ(y) with gxθ and gyθ being different
multiple layer perceptrons. We consider gxθ and gyθ to be 1-hidden-layer neural network with 512
neurons for intermediate layers, 128 neurons for the output layer, and ReLU function as the activation.
The optimization considers batch size 512 and Adam optimizer [26] with learning rate 0.001. A
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sigmoid function is applied to lˆθ (pˆθ = sigmoid(lˆθ)) to ensure pˆθ is a probabilistic output. We
consider 100 training epochs.
Reproducibility Please refer to our released code, where we also include the dataset and its training/
test split.
12 Practical Deployment for Expectation(s)
In practice, the expectations in Propositions 1, 2, 3, 4, 5, 6, and 7 are estimated using empirical
samples from PX,Y and PXPY . With mild assumptions on the compactness of Θ and the boundness
of our measurement, the estimation error would be small by uniform law of large numbers [51].
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