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Abstract
Quantum random walks are constructed on operator spaces with the
aid of matrix-space lifting, a type of ampliation intermediate between
those provided by spatial and ultraweak tensor products. Using a
form of Wiener–Itoˆ decomposition, a Donsker-type theorem is proved,
showing that these walks, after suitable scaling, converge in a strong
sense to vacuum cocycles: these are vacuum-adapted processes which
are Feller cocycles in the sense of Lindsay and Wills. This is em-
ployed to give a new proof of the existence of ∗-homomorphic quantum
stochastic dilations for completely positive contraction semigroups on
von Neumann algebras and separable unital C∗ algebras. The anal-
ogous approximation result is also established within the standard
quantum stochastic framework, using the link between the two types
of adaptedness.
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1 Introduction
Let (xk)k>1 be a sequence of independent, identically distributed random
variables, with zero mean and unit variance, and let Sm :=
∑m
k=1 xk for
all m > 0, so that S = (Sm)m>0 is the associated random walk (with S0 = 0).
If
X
(n)
t :=
1√
n
(Sm + (nt−m)xm+1) ∀ t ∈ [m/n, (m+ 1)/n[
then Donsker’s invariance principle [24, §I.8] implies that the process X(n)
(given by scaling and linear interpolation between the points of S) converges
in distribution, as n→∞, to a classical Wiener process.
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This result has two parts: first, the random walk is used to construct
a continuous-time process with continuous paths (or ca`gla`d paths, in the
original formulation [7]); this process, suitably scaled, is then shown to con-
verge to Brownian motion. Below a similar result is established for quantum
random walks: the first stage corresponds to embedding such a walk (which
lives naturally on toy Fock space) as a continuous-time process on Boson Fock
space; the second to showing that, subject to suitable scaling, this process
converges (strongly on the exponential domain) to a type of process called a
vacuum cocycle. Our work is a considerable advance on earlier efforts, estab-
lishing stronger results with weaker hypotheses and providing a much clearer
understanding of the underlying structure. (Cockroft, Gudder and Hudson
found [6] another quantum-mechanical generalisation of Donsker’s invariance
principle; in their work, classical random variables are replaced by pairs of
self-adjoint operators which satisfy the canonical commutation relations in
their Weyl form.)
The framework for our investigation is the matrix-space formulation of
quantum stochastics pioneered by Lindsay and Wills [17]. Section 2 contains
an introduction to these ideas and gives the construction of a quantum ran-
dom walk. It generalises the repeated-interactions approach to open quantum
systems described by Brun [4], Gough [12] and Attal and Pautrat [1]; their
articles explain the physical interpretation of this mathematical object and
the reader is encouraged to consult them.
In quantum probability, the use of toy Fock space (i.e., the tensor product
of countably many copies of k̂ := C⊕ k, where k is a complex Hilbert space
and the product is taken with respect to the unit vector (1, 0) ∈ k̂) goes back
to work of Accardi and Bach, Journe´ and Meyer, Ku¨mmerer, Lindsay and
Parthasarathy et alia, with recent contributions from Attal, Pautrat, Gough,
Sinha, Sahu, Franz and Skalski, among others; see [3, Introduction] for more
information, including references to their work beyond those given herein.
In Section 3 the necessary results on this toy space and its relationship with
Boson Fock space are summarised, together with some facts about discrete
quantum stochastic integrals (cf. [3]). No restriction is put on the multiplicity
space k; no advantage would accrue from insisting upon its separability.
If φ is a linear map from the concrete operator space V to V⊗M B(k̂),
the k̂-matrix space over V (which lies between the spatial and ultraweak
tensor products of V with B(k̂)), then the vacuum flow with generator φ
is a vacuum-adapted mapping process j which satisfies the Evans–Hudson
equation
(1) 〈uε(f), jt(a)vε(g)〉 = 〈u, av〉+
∫ t
0
〈uε(f), js
(
E
df(s)φ(a)Edg(s)
)
vε(g)〉 ds.
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This generalisation of the Hudson–Parthasarathy evolution equation
dYt = dΛF (t)Yt
(
=
∑
α,β
(F αβ ⊗ IF)Yt dΛβα(t)
)
is introduced in Section 4. The vacuum flows of interest here are strongly
regular, so uniquely specified by (1), and are Feller cocycles in the Lindsay–
Wills sense [16, p.284].
Two approximation results are presented in Section 5. The primary one,
Theorem 5.7, gives stronger conclusions under weaker and more natural con-
ditions than those of Attal and Pautrat [1, Theorem 13 et seq.]. Lindsay and
Wills discovered hypotheses (extending those of Evans and of Mohari and
Sinha) which ensure cocycle multiplicativity [18, 19]; it is pleasing, but not
surprising, to see them appear naturally here.
A type of Wiener–Itoˆ decomposition is used to establish these results: the
quantum random walk is written as a sum of iterated ‘discrete integrals’ and
each of these is shown to converge to a multiple quantum stochastic integral,
the sum of which is equal to the limit flow. This approach gives a much better
understanding (compared to previous work) of the structure underlying the
convergence of quantum random walks to stochastic cocycles. Although the
presentation would be a little smoother if only infinite multiplicity were to
be considered, the importance of finite dimensions (particularly for physical
applications) makes worthwhile the extra effort needed to cover this situation
too.
From its very inception, quantum stochastic calculus has been utilised
to produce dilations of quantum dynamical semigroups. Section 6 contains
a new proof of the existence of ∗-homomorphic cocycles dilating completely
positive contraction semigroups on von Neumann algebras [11, 9] and uni-
tal separable C∗ algebras [10, 18, 19]. This was a primary motivation for
obtaining our results, which improve on those previously obtained by Sinha
[26] (who worked with one-dimensional noise) and Sahu [25] (who worked on
von Neumann algebras).
There are overlapping reasons, practical and philosophical, why vacuum
adaptedness is used below, rather than the more standard form. (In a way,
the second provides an explanation for the first.) As is well known by now,
working in a vacuum-adapted set-up frequently leads to simpler analysis;
for example, quantum stochastic integrals may be defined directly using the
classical Itoˆ integral, rather than the Hitsuda–Skorokhod one. Furthermore,
a non-trivial vector process which is adapted in the usual sense cannot corre-
spond to a process on toy Fock space; the projection from Boson Fock space
into toy Fock space is (essentially) a conditional expectation, which averages
over the intervals into which time is partitioned. In the vacuum-adapted
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situation, however, the future part of a vector process corresponds to the
vacuum vector, which is invariant under such averaging. Section 7 contains
the analogous approximation theorem for the standard set-up, Theorem 7.6,
which is deduced from its vacuum-adapted version; it is always possible to
switch freely between vacuum-adapted and standard (identity-adapted) per-
spectives [2].
1.1 Conventions and notation
All vector spaces have complex scalar field and all inner products are linear
in the second variable. The conventions and notation of [3] (which follows
[14] for the most part) are adopted and, as far as possible, work proceeds in
a coordinate-free manner.
The algebraic tensor product is denoted by ⊙, the usual tensor product of
Hilbert spaces and bounded operators is denoted by ⊗, as is the spatial tensor
product of operator spaces, and the ultraweak tensor product is denoted
by ⊗.
The vector space of linear operators between vector spaces V and W is
denoted by L(V ;W ), or L(V ) if V equals W ; the identity operator on V
is denoted by IV . The Banach space of bounded operators between Banach
spaces X and Y is denoted by B(X ; Y ), or B(X) if X equals Y . The double
commutant of a set A ⊆ B(H), where H is a Hilbert space, is denoted by A′′.
An empty sum or product is equal to the appropriate additive or multi-
plicative unit respectively. The restriction of a function f to a set A (con-
tained in the domain of f) is denoted by f |A. The indicator function of a
set A is denoted by 1A. Given a proposition P , the expression 1P has the
value 1 if P is true and 0 if P is false. The sets of non-negative integers and
non-negative real numbers are denoted by Z+ and R+ respectively.
2 Matrix spaces and quantum random walks
Definition 2.1. [8] A (concrete) operator space V is a closed subspace of
B(H) for some Hilbert space H. Let V† := {a∗ : a ∈ V} ⊆ B(H) denote its
conjugate space, where ∗ is the operator adjoint.
A linear map φ : V1 → V2 between operator spaces V1 ⊆ B(H1) and
V2 ⊆ B(H2) is completely bounded if ‖φ‖cb := supn>1 ‖φ ⊙ IB(Cn)‖ < ∞,
where the linear map
φ⊙ IB(Cn) : V1 ⊙ B(Cn)→ V2 ⊙ B(Cn); a⊗ b 7→ φ(a)⊗ b
and Vi ⊙ B(Cn) is regarded as a closed subspace of B(Hi ⊗ Cn) for i = 1, 2.
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Definition 2.2. [17] Given an operator space V ⊆ B(H) and a Hilbert space
K, the matrix space
V⊗M B(K) := {T ∈ B(H⊗ K) : ExTEy ∈ V ∀ x, y ∈ K}
is also an operator space, where Ex ∈ B(H ⊗ K;H) is the adjoint of the
map Ex : y 7→ y ⊗ x. Note the inclusions V ⊗ B(K) ⊆ V⊗M B(K) ⊆
V⊗B(K), with the latter an equality if V is ultraweakly closed. Note also
that
(
V⊗M B(K)
)†
= V†⊗M B(K).
Proposition 2.3. If H1, H2 and K are Hilbert spaces, T ∈ B(H1⊗K;H2⊗K)
and {ei : i ∈ I} is an orthonormal basis for K then
(2) ‖T‖2 6
∑
i,j∈I
‖EeiTEej‖2.
Consequently, if φ ∈ B(V1;V2), where V1 and V2 are operator spaces, and L
is a finite-dimensional Hilbert space then ‖φ⊙ IB(L)‖ 6 (dimL)‖φ‖.
Definition 2.4. Let K 6= {0} be a Hilbert space. A linear map φ between
operator spaces is K bounded if ‖φ‖K <∞, where
‖φ‖K :=
{
(dimK)‖φ‖ if dimK <∞,
‖φ‖cb if dimK =∞.
Let KB(V1;V2) (or KB(V1), if V1 equals V2) denote the collection of K-
bounded operators between the operator spaces V1 and V2.
Theorem 2.5. Let V1 ⊆ B(H1) and V2 ⊆ B(H2) be operator spaces and
let K be a Hilbert space. If φ ∈ KB(V1;V2) then there exists a unique map
φ⊗M IB(K) : V1⊗M B(K)→ V2⊗M B(K) such that
(3) Ex
(
φ⊗M IB(K)(T )
)
Ey = φ(E
xTEy) ∀T ∈ V1⊗M B(K), x, y ∈ K.
The lifting φ⊗M IB(K) is linear and K bounded, with ‖φ⊗M IB(K)‖ 6 ‖φ‖K
and ‖φ⊗M IB(K)‖cb 6 ‖φ‖cb.
Proof. If K is finite dimensional then φ⊗M IB(K) = φ ⊙ IB(K); otherwise, let
T ∈ V1⊗M B(K) and apply Zorn’s lemma to the collection of pairs (M,R)
such that M is a closed subspace of K, R ∈ V2⊗M B(M) and ExREy =
φ(ExTEy) for all x, y ∈ M , ordered by setting (M,R) 6 (N, S) whenever
M ⊆ N ; for any such (M,R), it is simple to verify that
(4) ‖R‖ = sup
L
‖PLR|H2⊗L‖ = sup
L
‖(φ⊙ IB(L))(PLT |H1⊗L)‖ 6 ‖φ‖cb‖T‖,
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where PL ∈ B(Hi⊗L) is the orthogonal projection with range Hi⊗L (i = 1, 2)
and the supremum is taken over all finite-dimensional subspaces of M .
To see that T 7→ φ⊗M IB(K)(T ) has the desired properties, note that
uniqueness and linearity follow from (3). Proposition 2.3 and (4) give the
inequalities; if n > 1 then
‖(φ⊗M IB(K))⊙ IB(Cn)‖ = ‖(φ⊙ IB(Cn))⊗M IB(K)‖ 6 ‖φ⊙ IB(Cn)‖cb 6 ‖φ‖cb.
Remark 2.6. Let φ ∈ KB(V1;V2), where V1 and V2 are operator spaces.
(i) The restriction φ⊗M IB(K)|V1⊗B(K) equals φ⊗ IB(K).
(ii) If V1 and V2 are ultraweakly closed and φ is ultraweakly continuous
then φ⊗M IB(K) = φ⊗ IB(K). (Note that φ⊗M IB(K) extends φ ⊗ IB(K)
even if φ is not ultraweakly continuous. Neufang [22, §5] has examined
this phenomenon.)
(iii) The K-bounded map
φ† : V†1 → V†2; a∗ 7→ φ(a)∗
is completely bounded if φ is and φ†⊗M IB(K) = (φ⊗M IB(K))†.
The family of maps (φ(m))m>0 defined in the following theorem is the quantum
random walk with generator φ.
Theorem 2.7. If φ ∈ KB(V;V⊗M B(K)) then there exists a unique family
of maps φ(m) : V→ V⊗M B(K⊗m) such that φ(0) = IV and
(5) Exφ(m)(a)Ey = φ
(m−1)(Exφ(a)Ey) ∀ x, y ∈ K, a ∈ V, m > 1.
These maps are necessarily linear and K bounded, and are completely bounded
if φ is, with ‖φ(m)‖K 6 ‖φ‖mK and ‖φ(m)‖cb 6 ‖φ‖mcb for all m > 1.
Proof. Let φ(0) := IV and φ
(m+1) := (φ⊗M IB(K⊗m)) ◦ φ(m) for all m ∈ Z+,
with the spaces
(
V⊗M B(K)
)⊗M B(K⊗m) and V⊗M B(K⊗m+1) identified in
the natural manner; uniqueness and K-boundedness are clear. For the first
inequality, suppose dimK < ∞ and let {ei : i ∈ I} be an orthonormal basis
for K. If m > 1, a ∈ V and x, y ∈ H⊗Km+1 then, with p = (p1, . . . , pm) and
q = (q1, . . . , qm),
|〈x, φ(m+1)(a)y〉| 6
∣∣∣∣ ∑
p,q∈Im
〈Eep1⊗···⊗epmx, φ ◦ φp1q1 ◦ · · · ◦ φpmqm (a)Eeq1⊗···⊗eqmy〉
∣∣∣∣
6 ‖φ‖m+1‖a‖
∑
p∈Im
‖Eep1⊗···⊗epmx‖
∑
q∈Im
‖Eeq1⊗···⊗eqmy‖
6 ‖φ‖m+1‖a‖ (dimK)m‖x‖ ‖y‖,
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where φpq := E
epφ(·)Eeq for all p, q ∈ I. Hence ‖φ(m+1)‖ 6 ‖φ‖m+1(dimK)m,
as required. The second inequality is immediate.
Remark 2.8. If φ ∈ KB(V;V⊗M B(K)) and m ∈ Z+ then (φ†)(m) = (φ(m))†.
Proposition 2.9. Let A ⊆ B(H) be a C∗ algebra.
(i) If φ : A → A⊗B(K) is a ∗-homomorphism then, for all m ∈ Z+, so is
the map φ(m) : A → A⊗ B(K)⊗m.
(ii) If A is a von Neumann algebra and φ : A → A⊗B(K) is a normal
(i.e., ultraweakly continuous) ∗-homomorphism then, for all m ∈ Z+,
so is φ(m) : A → A⊗B(K⊗m).
In both cases, the maps (φ(m))m>0 are completely bounded.
Proof. As a C∗-algebra ∗-homomorphism is contractive [21, Theorem 2.1.7],
so completely contractive, induction and Remark 2.6 give the result.
Example 2.10. [Cf. [1, 4, 12].] IfM is a von Neumann algebra, the operator
U ∈M⊗B(K) is unitary and the normal unital ∗-homomorphism
φ :M→M⊗B(K); a 7→ U∗(a⊗ IK)U
then the quantum random walk (φ(m))m>0 admits the following physical inter-
pretation. Elements of the algebraM describe the configuration of a system,
which interacts periodically with a series of identical particles whose configu-
rations are described by elements of B(K); the interaction between the system
and an individual particle is given by the map φ. If the system is initially in
configuration a, the operator φ(m)(a) represents the combined configuration
of the system and the first m particles with which it has interacted, with the
particles ‘moving to the right’ in the product B(K)⊗ · · ·⊗B(K) = B(K⊗m).
Proposition 2.11. If φn ∈ KB(V1;V2) is such that φn⊗M IB(K) → 0 strongly
as n→∞, i.e.,
lim
n→∞
‖φn⊗M IB(K)(b)‖ = 0 ∀ b ∈ V1⊗M B(K)
then φn⊗M IB(K⊗m) → 0 strongly as n→∞ for all m ∈ Z+.
Proof. For m = 0, choose a unit vector e ∈ K and note that, as n→∞,
‖φn(a)‖ = ‖φn⊗M IB(K)(a⊗ |e〉〈e|)‖ → 0 ∀ a ∈ V1,
where |e〉〈e| ∈ B(K) is the orthogonal projection onto Ce.
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If K is finite dimensional then the result now follows, since V1⊗M B(K⊗m)
is the linear span of simple tensors. Otherwise, note that K⊗m is isomorphic
to K for all m > 1 and if U : K1 → K2 is a unitary operator then
(6) (IH⊗U)
(
φn⊗M IB(K1)(·)
)
(IH⊗U)∗ = φn⊗M IB(K2)
(
(IH⊗U) · (IH⊗U)∗
)
,
assuming the space V1 ⊆ B(H).
Lemma 2.12. Suppose φn, φ ∈ KB
(
V;V⊗M B(K)
)
and let m ∈ Z+. If
φn⊗M IB(K) → φ⊗M IB(K) strongly as n → ∞ then φ(m)n → φ(m) strongly; if
φn → φ in K norm or cb norm, with φn and φ completely bounded in the
latter case, then φ
(m)
n → φ(m) in the same sense.
Proof. As φ(m+1) := φ⊗M IB(K⊗m)◦φ(m) for allm ∈ Z+, the first claim follows
by induction from Proposition 2.11, together with the estimate
‖(φ(m+1)n − φ(m+1))(a)‖ 6 ‖φn⊗M IB(K⊗m)‖ ‖(φ(m)n − φ(m))(a)‖
+ ‖((φn − φ)⊗M IB(K⊗m)) ◦ φ(m)(a)‖
and the principle of uniform boundedness. As ‖ · ‖K⊗p 6 ‖ · ‖K⊗q if p 6 q and
‖φ(m+1)n − φ(m+1)‖K 6 ‖φn‖K⊗m‖φ(m)n − φ(m)‖K + ‖φn − φ‖K⊗m‖φ(m)‖K,
induction and Theorem 2.7 yield the inequality
‖φ(m+1)n − φ(m+1)‖K 6 ‖φn − φ‖K⊗m
(‖φn‖K⊗m + ‖φ‖K⊗m)m.
Since ‖ · ‖K and ‖ · ‖K⊗m are equivalent, the result follows; the same working
applies to the completely bounded case.
The following result was brought to our attention by Skalski [27].
Lemma 2.13. Let K be infinite dimensional and let φn ∈ CB(V1;V2). Then
φn⊗M IB(K) → 0 strongly as n→∞ if and only if φn → 0 in cb norm.
Proof. Since ‖φn⊗M IB(K)‖ 6 ‖φn‖K, one direction is immediate. For the
other, suppose φn⊗M IB(K) → 0 strongly as n→∞, so that φn⊗M IB(K1) → 0
strongly if K1 has the same dimension as K, by (6), and ‖φn‖cb 6→ 0. There
exists ǫ > 0 such that, passing to a subsequence if necessary, ‖φn‖cb > ǫ
for all n > 1: choose mn > 1 and cn ∈ V1 ⊙ B(Cmn) such that ‖cn‖ = 1
and ‖φn ⊙ IB(Cmn )(cn)‖ > ǫ. Let K1 := K ⊕
⊕∞
n=1C
mn and recall that if
T(n) ∈ B(H(n)) for all n > 0 then
⊕∞n=0T(n) :
∞⊕
n=0
H(n) →
∞⊕
n=0
H(n); (xn)
∞
n=0 7→ (T(n)xn)∞n=0
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has norm equal to supn>0 ‖T(n)‖. Hence c := ⊕∞n=0cn has norm 1, where
c0 := 0, and it is readily verified that c ∈ V1⊗M B(K1). Furthermore,
φp⊗M IB(K1)(c) = ⊕∞n=1φp⊙IB(Cmn )(cn), so ‖φp⊗M IB(K1)(c)‖ > ǫ for all p > 1.
This is the desired contradiction.
3 Toy Fock space and quantum stochastic integrals
Notation 3.1. Let k be a complex Hilbert space (the multiplicity space)
and let k̂ := C ⊕ k be its one-dimensional extension. Elements of k̂ will be
thought of as column vectors, with the first entry a complex number and the
second a vector in k; if x ∈ k then x̂ := ( 1x ). This decomposition will be used
to write various operators as two-by-two matrices.
Definition 3.2. Toy Fock space is the countable tensor product
Γ :=
∞⊗
n=0
k̂(n)
with respect to the stabilising sequence
(
ω(n) := ( 10 )
)
n>0
, where k̂(n) := k̂
for each n; the subscript (n) is used here and below to indicate the relevant
copy. (For information on infinite tensor products of Hilbert spaces, see, for
example [13, Exercise 11.5.29].) For all n ∈ Z+, let
Γn) :=
n−1⊗
m=0
k̂(m) and Γ[n :=
∞⊗
m=n
k̂(m),
where Γ0) := C, so that Γ = Γn)⊗ Γ[n; this is the analogue of the continuous
tensor-product structure of Boson Fock space.
Notation 3.3. Let F denote Boson Fock space over L2(R+; k), the complex
Hilbert space of k-valued, square-integrable functions on the half line, and let
E := lin{ε(f) : f ∈ L2(R+; k)} be the subspace of F spanned by exponential
vectors, where ε(f) denotes the exponential vector corresponding to f . Let h
be a complex Hilbert space (the initial space) and let Γ˜ := h⊗Γ, F˜ := h⊗F ,
E˜ := h⊙ E et cetera.
Theorem 3.4. For all h > 0 there exists a unique co-isometry Dh : F˜ → Γ˜
such that
Dhuε(f) = u⊗
∞⊗
n=0
f̂(n; h) ∀ u ∈ h, f ∈ L2(R+; k),
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where the tensor sign between components of simple tensors in F˜ is omitted
and
f(n; h) := h−1/2
∫ (n+1)h
nh
f(t) dt ∀n ∈ Z+.
Moreover, D∗hDh → I eF in the strong operator topology as h→ 0.
Proof. See [3, Definition 2.2, Theorem 2.1 and Notation 4.1].
Definition 3.5. Given a Hilbert space H, an H process X = (Xt)t∈R+ is a
weakly measurable family of linear operators with common domain H ⊙ E ,
i.e.,
Xt ∈ L(H⊙ E ;H⊗F) ∀ t ∈ R+
and t 7→ 〈uε(f), Xtvε(g)〉 is measurable for all u, v ∈ H and f , g ∈ L2(R+; k).
An H process X is vacuum adapted if
〈uε(f), Xtvε(g)〉 = 〈uε(1[0,t[f), Xtvε(1[0,t[g)〉
for all t ∈ R+, u, v ∈ H and f , g ∈ L2(R+; k). Equivalently, the identity
(IH ⊗ Et)Xt(IH ⊗ Et) = Xt holds for all t ∈ R+, where Et ∈ B(F) is the
second quantisation of the multiplication operator f 7→ 1[0,t[f on L2(R+; k).
An H process X is semi-vacuum-adapted if (IH ⊗ Et)Xt = Xt for all
t ∈ R+; clearly every vacuum-adapted process is semi-vacuum-adapted. (The
modified integral of Theorem 3.9 below preserves semi-vacuum-adaptedness
but not vacuum adaptedness.)
Notation 3.6. For all m > 1 and t ∈ R+, let
∆m(t) := {t := (t1, . . . , tm) ∈ [0, t[m : t1 < · · · < tm} ⊆ Rm+
and, given M ∈ B(L2(R+; k)), define ∇̂M,m ∈ L
(E˜ ;L2(∆m(t); h⊗ k̂⊗m ⊗F))
such that
∇̂M,mt uε(f) :=
(∇̂M,muε(f))(t) := u⊗ M̂f⊗m(t)⊗ ε(f)
for all u ∈ h and f ∈ L2(R+; k), where ĝ⊗m(t) := ĝ(t1) ⊗ · · · ⊗ ĝ(tm) for all
g ∈ L2(R+; k) and t ∈ Rm+ . For brevity, let ∇̂mt := ∇̂M,mt when M = IL2(R+;k).
Theorem 3.7. If m > 1, X ∈ B(Γ˜m)) and Y is a locally uniformly bounded,
vacuum-adapted C process there exists a unique vacuum-adapted h process
ΛmΩ (X ⊗ Y ), the m-fold QS integral, such that, for all t ∈ R+,
(7) ‖ΛmΩ (X ⊗ Y )tη‖2 6 c2mt
∫
∆m(t)
‖(X ⊗ Yt1)∇̂mt η‖2 dt
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for all η ∈ E˜, where ct :=
√
2max{t, 1}, and
(8) 〈uε(f),ΛmΩ (X ⊗ Y )tvε(g)〉
=
∫
∆m(t)
〈u⊗ f̂⊗m(t), X(v ⊗ ĝ⊗m(t))〉〈ε(f), Yt1ε(g)〉 dt
for all u, v ∈ h and f , g ∈ L2(R+; k).
Proof. See [3, Theorem 3.2].
Definition 3.8. If A is an ordered set and m ∈ Z+ then Am,↑ denotes the
collection of strictly increasing m-tuples of elements of A, with A0,↑ := {∅}.
Given h > 0 and m > 1, let
[ph, (p+ 1)h[ := {(t1, . . . , tm) ∈ Rm+ : pih 6 ti < (pi + 1)h (i = 1, . . . , m)}
for all p = (p1, . . . , pm) ∈ Zm,↑+ and, for all t ∈ R+, let
∆hm(t) :=
⋃
p∈{0,...,n−1}m,↑
[ph, (p+ 1)h[ if t ∈ [nh, (n+ 1)h[.
Theorem 3.9. Let M ∈ B(L2(R+; k)). If m > 1, h > 0, X ∈ B(Γ˜m))
and Y is a locally uniformly bounded, semi-vacuum-adapted C process then
there exists a unique semi-vacuum-adapted h process ΛmΩ (X ⊗ Y ;M,h), the
modified m-fold QS integral of step size h, such that, for all t ∈ R+,
(9) ‖ΛmΩ (X ⊗ Y ;M,h)tη‖2 6 c2mt
∫
∆hm(t)
‖(X ⊗ Yt1)∇̂M,mt η‖2 dt
for all η ∈ E˜ and
〈uε(f),ΛmΩ (X ⊗ Y ;M,h)tvε(g)〉
=
∫
∆hm(t)
〈u⊗ f̂⊗m(t), X(v ⊗ M̂g⊗m(t))〉〈ε(f), Yt1ε(g)〉 dt
for all u, v ∈ h and f , g ∈ L2(R+; k).
Proof. See [3, Theorem 3.3].
Definition 3.10. For all h > 0, let Ξh :=
[
h−1/2 0
0 Ik
] ∈ B(k̂) and, for all
m ∈ Z+, define
sh(X) := (Ih ⊗ Ξ⊗mh )X(Ih ⊗ Ξ⊗mh ) if X ∈ B(Γ˜m)),
so sh(X) := X if X ∈ B(h). The mapping sh is ∗-linear but not, in general,
multiplicative.
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Proposition 3.11. If h > 0 and φ ∈ k̂B(V;V⊗M B(k̂)) then the scaled map
sh(φ) : a 7→ sh
(
φ(a)
)
is k̂ bounded from V to V⊗M B(k̂), and is completely
bounded if φ is. Furthermore,
(10) sh(φ)
(n) :=
(
sh(φ)
)(n)
= sh(φ
(n)) ∀n ∈ Z+.
Proof. Note first that Exsh
(
φ(a)
)
Ey = E
Ξhxφ(a)EΞhy ∈ V for all x, y ∈ k̂,
so sh
(
φ(a)
) ∈ V⊗M B(k̂). Next,
‖(sh(φ)⊙ IB(Cn))(T )‖ = ‖(Ih ⊗ Ξh ⊗ ICn)(φ⊙ IB(Cn))(T )(Ih ⊗ Ξh ⊗ ICn)‖
6 max{1, h−1}‖φ⊙ IB(Cn)‖ ‖T‖
for all T ∈ V⊙B(Cn), hence ‖sh(φ)‖bk 6 max{1, h−1}‖φ‖bk et cetera. As (10)
holds for n = 0 and n = 1, the general case follows by induction.
Definition 3.12. For all m ∈ Z+ and p ∈ Zm,↑+ , let vp : B(Γ˜m)) → B(Γ˜) be
the normal ∗-homomorphism such that
X ⊗ B1 ⊗ · · · ⊗Bm 7→ X ⊗∆⊥[0,p1) ⊗ B1 ⊗∆⊥[p1+1,p2) ⊗ · · · ⊗Bm ⊗∆⊥[pm+1,
on the right-hand side of which Bn acts on k̂(pn) for n = 1, . . . , m and the
vacuum projection ∆⊥ := |ω〉〈ω| : x 7→ 〈ω, x〉ω acts on k̂(q) whenever q 6∈
{p1, . . . , pm}. (In particular, v∅(X) = X ⊗∆⊥[0 for all X ∈ B(h).)
Notation 3.13. If h > 0 then
P(h)f :=
∞∑
n=0
1
h
∫ (n+1)h
nh
f(t) dt 1[nh,(n+1)h[ ∀ f ∈ L2(R+; k),
so P(h) ∈ B
(
L2(R+; k)
)
is an orthogonal projection and P(h) → IL2(R+;k)
strongly as h→ 0.
The following processes, which are fundamental for the approximation results
in Section 5, are a variation on the toy integrals of [3]. They appear naturally
when a quantum random walk is re-written using a Wiener–Itoˆ decomposition
(Proposition 5.3).
Proposition 3.14. If m > 1, h > 0, X ∈ B(Γ˜m)) and t ∈ R+ then
ΛmΩ (X ⊗ EΩ;P(h), h)t =
∑
p∈Zm,↑+
1pm+16t/hD
∗
hvp
(
sh−1(X)
)
Dh,
where (EΩ)s := E0 for all s ∈ R+.
Proof. This is a straightforward exercise (cf. [3, Theorem 5.1]).
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4 Vacuum cocycles
Definition 4.1. Let V ⊆ B(h) be an operator space and ψ : V → V⊗M B(k̂)
a linear map. If there exists a family of operators
jt ∈ L
(
V;L(E˜ ; F˜)) (t ∈ R+)
such that
(
jt(a)
)
t∈R+
is a vacuum-adapted h process for all a ∈ V, with
(11) 〈uε(f), jt(a)vε(g)〉 = 〈u, av〉+
∫ t
0
〈uε(f), js(E df(s)ψ(a)Edg(s))vε(g)〉 ds
for all u, v ∈ h, f , g ∈ L2(R+; k) and t ∈ R+, then j is a type of mapping
process called a vacuum flow with generator ψ. The flow is weakly regular if
a 7→ Eε(f)jt(a)Eε(g) ∈ B
(
V;B(h)) ∀ f, g ∈ L2(R+; k)
with norm locally uniformly bounded as a function of t. (It is part of the
definition of weak regularity that Eε(f)jt(a)Eε(g) ∈ B(h) for all a ∈ V; this
need not hold a priori.)
Proposition 4.2. There is at most one weakly regular vacuum flow with
generator ψ for any given ψ ∈ B(V;V⊗M B(k̂)).
Proof. If j and j′ are two such then fix u, v ∈ h, f , g ∈ L2(R+; k), t ∈ R+
and a ∈ V; for all n > 1,
R := 〈uε(f), (j − j′)t(a)vε(g)〉
=
∫
∆n(t)
〈u,Eε(f)(j − j′)t1
(
ψ
f̂(t1)
ĝ(t1)
◦ · · · ◦ ψf̂(tn)
ĝ(tn)
(a)
)
Eε(g)v〉 dt,
where ψxy := E
xψ(·)Ey for all x, y ∈ k̂. If if Ct denotes the norm of
Eε(f)jt(·)Eε(g) and similarly for C ′t, then
|R| 6 ‖u‖ sup
06s6t
{Cs + C ′s} ‖ψ‖n‖a‖
(∫ t
0
∥∥f̂(s)∥∥ ∥∥ĝ(s)∥∥ ds)n‖v‖/n!,
which tends to 0 as n→∞.
The Wiener–Itoˆ decomposition given by the following theorem is at the heart
of Theorem 5.7, the main result of Section 5. There is an analogous version
for any quantum random walk (Proposition 5.3) and each iterated integral
appearing below is the limit of a corresponding discrete version.
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Theorem 4.3. If ψ ∈ k̂B(V;V⊗M B(k̂)) and (ψ(m))m>0 is the quantum ran-
dom walk of Theorem 2.7 then
jψt (a) := a⊗ E0 +
∞∑
m=1
ΛmΩ (ψ
(m)(a)⊗ EΩ)t
is strongly convergent on E˜ for all a ∈ V and t ∈ R+; the process jψ is the
weakly regular vacuum flow with generator ψ.
Proof. [Cf. [14, Theorem 4.3].] By Theorem 2.7, ‖ψ(m)‖ 6 ‖ψ‖mbk , so (7)
yields the inequality
(12) ‖ΛmΩ
(
ψ(m)(a)⊗ EΩ
)
t
uε(f)‖ 6 cmt ‖ψ‖mbk ‖a‖ ‖1[0,t[f̂‖m‖u‖/
√
m!,
which proves convergence. Next, (8) and (5) imply that
〈uε(f),ΛmΩ (ψ(m)(a)⊗ EΩ)tvε(g)〉
=
∫ t
0
〈uε(f),Λm−1Ω (ψ(m−1)(E
df(s)ψ(a)Edg(s))⊗ EΩ)svε(g)〉 ds,
where Λ0Ω(X ⊗ Y )s := X ⊗ Ys. This identity, with induction, gives (11) and
vacuum adaptedness; regularity follows from the estimate (12).
Remark 4.4. Let ψ ∈ k̂B(V;V⊗M B(k̂)), m > 1, t ∈ R+ and f ∈ L2(R+; k);
the inequality (12) implies that
ΛmΩ (ψ
(m)(·)⊗ EΩ)tEε(f) ∈ B
(
V;B(h; F˜ )).
If n > 1 is fixed and the unitary operators
U1 : h⊗ F ⊗ Cn → h⊗ Cn ⊗ F
and U2,p : h⊗ k̂⊗p ⊗ Cn → h⊗ Cn ⊗ k̂⊗p
act by exchanging the last two tensor components then
(13) U1(Λ
m
Ω (ψ
(m)(·)⊗ EΩ)t ⊙ IB(Cn)) = ΛmΩ (Ψ(m)(·)⊗ EΩ)tEε(f),
where U∗2,1Ψ(·)U2,1 = ψ ⊙ IB(Cn). (This holds because
U∗2,mΨ
(m)(·)U2,m = ψ(m) ⊙ IB(Cn),
which may be proved by induction on m.) In particular, if ψ is completely
bounded then so is ΛmΩ (ψ
(m)(·)⊗EΩ)tEε(f); as ‖Ψ‖cb 6 ‖ψ‖cb, it follows that
(14) ‖ΛmΩ (ψ(m)(·)⊗ EΩ)tEε(f)‖cb 6 cmt ‖1[0,t[f̂‖m‖ψ‖mcb/
√
m!.
This (and the previous theorem) implies that jψt (·)Eε(f) ∈ k̂B
(
V;B(h; F˜ ))
and is completely bounded if ψ is.
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Proposition 4.5. If ψ ∈ k̂B(V;V⊗M B(k̂)) then jψ is a Feller cocycle on V
in the sense of [16]: for all a ∈ V, s, t ∈ R+ and f , g ∈ L2(R+; k),
Eε(0)jψ0 (a)Eε(0) = a,
Eε(1[0,t[f)jψt (a)Eε(1[0,t[g) ∈ V and(15)
Eε(1[0,s+t[f)jψs+t(a)Eε(1[s+t[g)
= Eε(1[0,s[f)jψs (E
ε(1[0,t[f(·+s))jψt (a)Eε(1[0,t[g(·+s)))Eε(1[0,s[g).(16)
Proof. [Cf. [16, Theorem 5.1].] Since t 7→ jψt (a) is vacuum adapted for all
a ∈ V,
Eε(1[0,t[f)jψt (a)Eε(1[0,t[g) = E
ε(f)jψt (a)Eε(g) ∀ f, g ∈ L2(R+; k), t ∈ R+;
if jf,gt ∈ B
(
V;B(h)) is the mapping a 7→ Eε(f)jψt (a)Eε(g) then it is required
to show that
jf,g0 (a) = a, j
f,g
t (a) ∈ V and jf,gs+t = jf,gs ◦ jf(·+s),g(·+s)t
for all f , g ∈ L2(R+; k), a ∈ V and s, t ∈ R+. The first of these is immediately
verified. Next, let f and g be k-valued step functions on R+ subordinate to
the partition {τ0 < τ1 < · · · }, with values fn and gn respectively on [τn, τn+1[
for all n ∈ Z+. If u, v ∈ h and t ∈ [0, τ1[ then (11) implies that
〈u, jf,gt (a)v〉 = 〈u, av〉+
∫ t
0
〈u, jf,gs
(
ψ
bf0
bg0 (a)
)
v〉 ds,
where ψxy ∈ B(V) is defined by setting ψxy (a) := Exψ(a)Ey for all x, y ∈ k̂.
If X and Y are Banach spaces, A ∈ B(X) and F : [0, t0[ → B
(
X ;B(Y ))
is such that t 7→ Ft(x)y is bounded, measurable and satisfies the integral
equation
Ft(x)y = F0(x)y +
∫ t
0
(
(Fs ◦ A)(x)
)
y ds ∀ t ∈ [0, t0[, x ∈ X, y ∈ Y,
all in the weak sense, then Ft = F0◦exp(tA) on [0, t0[. Hence jf,gt = exp(tψ
bf0
bg0 )
for all t ∈ [0, τ1[ (and for t = τ1, by continuity); in particular, jf,gt (a) ∈ V.
More generally, if n > 1 then
〈u, jf,gt (a)v〉 = 〈u, jf,gτn (a)v〉+
∫ t
τn
〈u, jf,gs
(
ψ
cfn
cgn (a)
)
v〉 ds
for all t ∈ [τn, τn+1[ and so, for such t, we have the semigroup decomposition
jf,gt = j
f,g
τn ◦ exp
(
(t− τn)ψcfncgn
)
= exp
(
(τ1 − τ0)ψ bf0bg0
) ◦ · · · ◦ exp((t− τn)ψcfncgn).
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If s ∈ [τm, τm+1[ and s+t ∈ [τn, τn+1[ then (assuming without loss of generality
that n > m)
jf,gs+t = exp
(
(τ1 − τ0)ψ bf0bg0
) ◦ · · · ◦ exp((s− τm)ψcfmcgm)
◦ exp((τm+1 − s)ψcfmcgm) ◦ · · · ◦ exp((t− (τn − s))ψcfncgn)
= jf,gs ◦ jf(·+s),g(·+s)t ,
where the decomposition of jf(·+s),g(·+s) is taken with respect to the partition
{0 < τm+1 − s < τm+2 − s < · · · }. The observation that k-valued step
functions are dense in L2(R+; k) completes the proof.
Remark 4.6. The flow jψ in Proposition 4.5 is vacuum adapted, so the
identities (15) and (16) take the simpler form
Eε(f)jψt (a)Eε(g) ∈ V
and Eε(f)js+t(a)Eε(g) = E
ε(f)jψs (E
ε(f(·+s))jt(a)Eε(g(·+s)))Eε(g).
Remark 4.7. If ψ ∈ k̂B(V;V⊗M B(k̂)), a ∈ V and t ∈ R+ then
〈jψ†t (a∗)uε(f), vε(g)〉 = 〈uε(f), jψt (a)vε(g)〉 ∀ u, v ∈ h, f, g ∈ L2(R+; k),
by Theorem 4.3 and (8). Consequently, jψ
†
t (a
∗) ⊆ jψt (a)∗ =: (jψt )†(a∗).
Remark 4.8. Let Y be a vacuum-adapted quantum semimartingale on F˜
which satisfies the quantum stochastic differential equation
(17) Y0 = Ih ⊗ E0|eE , dYt = dΛF (t) Yt
(
=
∑
α,β∈I
(F αβ ⊗ IF)Yt dΛβα(t)
)
,
where F ∈ B(h⊗ k̂), i.e., Y is a vacuum-adapted h process such that
(18) 〈uε(f), Ytvε(g)〉 = 〈u, v〉+
∫ t
0
〈uε(f), (Edf(s)FEdg(s) ⊗ IF)Ysvε(g)〉 ds
for all u, v ∈ h, f , g ∈ L2(R+; k) and t ∈ R+; it follows automatically
that each Yt is bounded and Y has locally uniformly bounded norm. If
jt(a) := (a ⊗ IF)Yt for all a ∈ B(h) and t ∈ R+ then it is readily verified
that j = jψ, the vacuum cocycle with generator
(19) ψ : B(h)→ B(h⊗ k̂); a 7→ (a⊗ Ibk)F.
Conversely, if j is the vacuum cocycle with generator ψ of the form (19)
then Y =
(
jt(Ih)
)
t∈R+
is a vacuum-adapted quantum semimartingale which
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satisfies (17). (If ψ has the form (19) then ψ(m)(a) = (a⊗ Ibk⊗m)ψ(m)(Ih) for
all m ∈ Z+ and a ∈ B(h). Hence jt(a) = (a ⊗ IF)jt(Ih) for all t ∈ R+, by
Theorem 4.3, and (18) holds.)
The other Hudson–Parthasarathy evolution equation,
(20) dZt = Zt dΛG(t)
(
=
∑
α,β∈I
Zt(G
α
β ⊗ IF ) dΛβα(t)
)
,
may, of course, be dealt with in a similar manner; if G ∈ B(h⊗ k̂) then the
corresponding generator has the form a 7→ G(a⊗ Ibk). The observation that
(11) generalises (17) and (20) goes back at least to [15, Proposition 5.2].
5 Approximating walks
Definition 5.1. If n ∈ Z+, m ∈ {0, . . . , n} and p ∈ {0, . . . , n − 1}m,↑ then
the normal ∗-homomorphism vnp : B(Γ˜m)) → B(Γ˜n)) is the truncation of vp
described in Definition 3.12, i.e., vp(a) = v
n
p(a)⊗∆⊥[n for all a ∈ B(Γ˜m)).
Lemma 5.2. Given φ ∈ k̂B(V;V⊗M B(k̂)), define φ ∈ k̂B(V;V⊗M B(k̂)) by
setting φ(a) := φ(a)− a⊗∆⊥ for all a ∈ V. If n ∈ Z+ and a ∈ V then
(21) φ(n)(a) =
n∑
m=0
∑
p∈{0,...,n−1}m,↑
vnp
(
φ
(m)
(a)
)
.
Proof. The cases n = 0 and n = 1 are immediately verified; suppose that the
identity (21) holds for some n > 1. If x, y ∈ k̂ and a ∈ V then
Exφ(n+1)(a)Ey = φ
(n)(Exφ(a)Ey)
=
n∑
m=0
∑
p∈{0,...,n−1}m,↑
vnp
(
φ
(m)
(Exφ(a)Ey)
)
=
n∑
m=0
∑
p
vnp
(
Exφ
(m+1)
(a)Ey + 〈x,∆⊥y〉φ(m)(a)
)
=
n∑
m=0
∑
p
Ex
(
vn+1p∪n
(
φ
(m+1)
(a)
)
+ vn+1p
(
φ
(m)
(a)
))
Ey
= Ex
(
n+1∑
m=0
∑
q∈{0,...,n}m,↑
vn+1q
(
φ
(m)
(a)
))
Ey,
where p ∪ n := (p1, . . . , pm, n) for all p = (p1, . . . , pm) ∈ {0, . . . , n − 1}m,↑;
the result follows by induction.
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The next proposition is the quantum-random-walk version of the Wiener–Itoˆ
decomposition given by Theorem 4.3. Note that each sum in (22) has only
finitely many non-zero terms (as ΛmΩ (·;P(h), h)t = 0 if m > t/h).
Proposition 5.3. If h > 0 and φ ∈ k̂B(V;V⊗M B(k̂)) then
Jφ,ht (a) :=
∞∑
n=0
1t∈[nh,(n+1)h[D
∗
h(φ
(n)(a)⊗∆⊥[n)Dh(22)
= a⊗ E0 +
∞∑
m=1
ΛmΩ (sh(φ)
(m)(a)⊗ EΩ;P(h), h)t
for all a ∈ V and t ∈ R+. The mapping process Jφ,h is the vacuum-embedded
random walk with generator φ and step size h.
Proof. This follows from Lemma 5.2 and Propositions 3.14 and 3.11, together
with the observation that {0, . . . , n− 1}m,↑ is empty whenever m > n.
Remark 5.4. Let h > 0 and φ ∈ k̂B(V;V⊗M B(k̂)). In the same manner
as for Remark 4.4, but using the inequality (9) instead of (7), it follows that
ΛmΩ
(
φ(m)(·)⊗ EΩ;P(h),h
)
t
Eε(f) ∈ k̂B
(
V;B(h; F˜)), with
‖ΛmΩ
(
φ(m)(a)⊗ EΩ;P(h), h)tEε(f)‖bk 6 cmt ‖φ‖mbk ‖1[0,t[f̂‖m/
√
m!,
for all m > 1, t ∈ R+ and f ∈ L2(R+; k), and the same inequality holds if
the k̂ norm is replaced by the cb norm.
Remark 5.5. If h > 0 and φ ∈ k̂B(V;V⊗M B(k̂)) then Remark 2.8 implies
that Jφ
†,h
t (a
∗) = Jφ,ht (a)
∗ = (Jφ,ht )
†(a∗) for all a ∈ V and t ∈ R+.
Remark 5.6. If φ(a) = [ p qr s ], where p ∈ B(h), q ∈ B(h⊗k; h), r ∈ B(h; h⊗k)
and s ∈ B(h⊗ k), then
sh(φ)(a) =
[
(p− a)/h q/√h
r/
√
h s
]
.
Thus the scaling employed in the following theorem is to be expected: the
components p, q, r and s correspond respectively to time, annihilation, cre-
ation and gauge parts of the quantum stochastic integral and the Poisson
and Brownian increments are such that (dΛ)2 = dΛ and (dB)2 = dt, whence
dΛ = dB/
√
dt = dt/dt.
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Theorem 5.7. Let hn > 0 and φn, ψ ∈ k̂B
(
V;V⊗M B(k̂)
)
be such that
(23) hn → 0 and shn(φn)⊗M IB(bk) → ψ⊗M IB(bk) strongly
as n→∞. If f ∈ L2(R+; k) and T ∈ R+ then
lim
n→∞
sup
t∈[0,T ]
‖Jφn,hnt (a)Eε(f) − jψt (a)Eε(f)‖ = 0 ∀ a ∈ V;
if, further, lim
n→∞
‖shn(φn)− ψ‖bk = 0 then
(24) lim
n→∞
sup
t∈[0,T ]
‖Jφn,hnt (·)Eε(f) − jψt (·)Eε(f)‖bk = 0,
and similarly with ‖·‖bk replaced by ‖·‖cb if φn and ψ are completely bounded.
Proof. For convenience, let ζn := shn(φn). Then {‖ζn‖bk : n > 1} is bounded
(either by Proposition 2.11 and the principle of uniform boundedness or by
Lemma 2.13) so, by Theorem 4.3, Proposition 5.3 and the inequalities (12)
and (14), it suffices to prove that, for all m > 1 and f ∈ L2(R+; k),
(25) ‖(ΛmΩ (ζ (m)n (a)⊗ EΩ;P(hn), hn)t − ΛmΩ (ψ(m)(a)⊗ EΩ)t)Eε(f)‖ → 0
as n→∞ in the appropriate sense.
For this, note first that the left-hand side of (25) is dominated by
‖(ΛmΩ (ζ (m)n (a)⊗ EΩ;P(hn), hn)t − ΛmΩ (ζ (m)n (a)⊗ EΩ)t)Eε(f)‖
+ ‖ΛmΩ
(
(ζ (m)n − ψ(m))(a)⊗ EΩ
)
t
Eε(f)‖.
It follows from [3, Propositions 3.2 and 3.3] that, if dt := 2c
2
t = 4max{t, 1},
‖(ΛmΩ (ζ (m)n (a)⊗ EΩ;P(h), h)t − ΛmΩ (ζ (m)n (a)⊗ EΩ)t)uε(f)‖2(26)
6 dmt
∫
∆m(t)\∆hm(t)
‖(ζ (m)n (a)⊗ E0)∇̂P(h),mt uε(f)‖2 dt
+ dmt ‖ε(f)‖2
m∑
n=1
∫
∆m(t)
‖ζ (m)n (a)u⊗ gn(h, t)‖2 dt
for all h > 0 and u ∈ h, where
gn(h, t) := P̂(h)f
⊗n−1
(t1, . . . , tn−1)⊗ (P(h) − I)f(tn)⊗ f̂⊗m−n(tn+1, . . . , tm).
The first term on the right-hand side of (26) is dominated by
dmt ‖ζn‖2mbk ‖a‖2‖u‖2
∫
∆m(t)\∆hm(t)
‖P̂(h)f
⊗
(t)‖2 dt
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and, as shown in Appendix A,
lim
h→0
sup
t∈[0,T ]
∫
∆m(t)\∆hm(t)
‖P̂(h)f
⊗m
(t)‖2 dt = 0.
Since ∆m(t) ⊆ ∆n−1(t) × [0, t[ × ∆m−n(t), the sum in (26) is dominated by
‖ζn‖2mbk ‖a‖2‖u‖2Rm, where
Rm :=
m∑
n=1
1
(n− 1)!(t+ ‖P(h)f‖
2)n−1‖(P(h) − I)f‖2 1
(m− n)! (t+ ‖f‖
2)m−n
6
1
(m− 1)!2
m−1(t + ‖f‖2)m−1‖(P(h) − I)f‖2.
Using (13) (and the analogous result for the modified integral) as necessary,
it follows that (26) converges to zero in the required manner.
Finally, if X ∈ B(F˜m)) then (7) implies that
sup
t∈[0,T ]
‖ΛmΩ (X ⊗ EΩ)tEε(f)‖ 6 cmT ‖1[0,T [f̂‖m‖X‖/
√
m!,
and the result follows, by Lemma 2.12 and (13) (for the completely bounded
case).
Remark 5.8. When k is infinite dimensional, φn⊗M IB(bk) → 0 strongly if
and only if ‖φn‖cb → 0, by Lemma 2.13, so the stronger, completely bounded
version of (24) will hold in this case.
Remark 5.9. Proposition 2.3 shows that the ‘Hilbert–Schmidt’ condition
used by Attal and Pautrat [1, Remark on p.80] is stronger than the conver-
gence hypotheses required in Theorem 5.7. They considered generators of
the form
φ : B(h)→ B(h⊗ k̂); a 7→ (a⊗ Ibk)L,
where L ∈ B(h⊗ k̂) (cf. Remark 4.8), so φ⊗M IB(bk)(b) = U∗(b⊗ Ibk)U(L⊗ Ibk)
for all b ∈ B(h ⊗ k̂) (with U ∈ B(h ⊗ k̂ ⊗ k̂) the unitary operator which
exchanges the last two tensor components). If {ei : i ∈ I} is an orthonormal
basis for k̂ then (2) implies that
(27) ‖φ⊗M IB(bk)‖2 6 ‖L⊗ Ibk‖2 = ‖L‖2 6
∑
i,j∈I
‖Lij‖2,
where Lij := E
eiLEej ; the quantity on the right-hand side of (27) is that used
by Attal and Pautrat for establishing their results.
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Theorem 5.10. Suppose hn > 0 and φn, ψ ∈ k̂B
(A;A⊗MB(k̂)) are such
that (23) holds as n→∞, where the C∗ algebra A acts on h. If
φn = φ
†
n and φ
(m)
n (ab) = φ
(m)
n (a)φ
(m)
n (b) ∀ a, b ∈ A, m, n > 1
(i.e., φn is real and φ
(m)
n is multiplicative) then ψ = ψ† and the map j
ψ
t is a
∗-homomorphism from A into B(F˜) for all t ∈ R+.
Proof. The first claim holds by Proposition 2.11 and norm continuity of
the operator adjoint. Next, observe that the map a 7→ Jφn,hnt (a) is a ∗-
homomorphism for all n > 1 and t ∈ R+, which is therefore contractive, and
so, by Theorem 5.7,
‖jψt (a)η‖ = lim
n→∞
‖Jφn,hnt (a)η‖ 6 ‖a‖ ‖η‖ ∀ η ∈ E˜ .
Hence jψt (a) ∈ B(F˜) for all a ∈ A and t ∈ R+ (or, rather, jψt (a) extends to
such an operator, but this distinction will be neglected). Remark 4.7 now
yields the identity jψt (a
∗) = jψt (a)
∗ for all t ∈ R+ and a ∈ A; since
〈η, jψt (ab)ζ〉 = lim
n→∞
〈η, Jφn,hnt (ab)ζ〉
= lim
n→∞
〈Jφn,hnt (a∗)η, Jφn,hnt (b)ζ〉 = 〈jψt (a∗)η, jψt (b)ζ〉
for all η, ζ ∈ E˜ , a, b ∈ A and t ∈ R+, the result follows.
Remark 5.11. If
(a) φ is a ∗-homomorphism from the C∗ algebra A into A⊗ B(k̂) or
(b) φ is a normal ∗-homomorphism from the von Neumann algebra A into
A⊗B(k̂)
then φ(m) is multiplicative for all m > 1, by Proposition 2.9. The hypotheses
(a) and (b) are the conditions (α2) and (β2), respectively, of Lindsay and
Wills [18, Corollary 4.2]; in fact, the weaker conditions (α1) and (β1) given
there (and below) each suffice to establish multiplicativity. If the maps φ ∈
k̂B(A;A⊗MB(k̂)) and φ(m) are both multiplicative for some m > 1 and
{ei : i ∈ I} is an orthonormal basis for k̂ then
Exφ(m+1)(a)φ(m+1)(b)Ey =
∑
i∈I
φ(m)(Exφ(a)Eei)φ
(m)(Eeiφ(b)Ey)
= φ(m)(Exφ(ab)Ey)
for all x, y ∈ k̂ and a, b ∈ A provided either
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(α1) φ(c)Ez ∈ A⊗ B(C; k̂) for all c ∈ A and z ∈ k̂ (in which case the series∑
i∈I EeiE
eiφ(b)Ey is norm convergent) or
(β1) φ
(m) is strong-operator to weak-operator continuous on bounded sets
(i.e., if the net (cλ) ⊆ A is norm bounded and converges in the strong
operator topology to c ∈ A then φ(m)(cλ)→ φ(m)(c) in the weak opera-
tor topology; if k̂ is separable then ‘net’ may be replaced by ‘sequence’).
6 Semigroup dilation
Remark 6.1. Let the operator space V ⊆ B(h). If φ ∈ CB(V;V⊗M B(H))
and R, S ∈ B(h⊗ H) then the map
ψ : V→ V⊗M B(H); a 7→ R∗φ(a)S
is completely bounded, with ‖ψ‖cb 6 ‖R‖ ‖φ‖cb‖S‖, and, for any Hilbert
space K, the map ψ⊗M IB(K) : V⊗M B(K)→ V⊗M B(H⊗ K) has the form
b 7→ (R∗ ⊗ IK)
(
φ⊗M IB(K)(b)
)
(S ⊗ IK).
If V is ultraweakly closed, so that V⊗M B(H) = V⊗B(H), and φ is ultra-
weakly continuous then so are ψ and ψ⊗M IB(K) = ψ⊗ IB(K).
Example 6.2. [Cf. [25, Theorem 4.2].] Let A ⊆ B(h) be a unital ∗-algebra
and suppose either
(i) A is a C∗ algebra, the map π : A → A ⊗ B(k) is a ∗-homomorphism,
g ∈ A is self adjoint, r ∈ A⊗B(k;C) and w ∈ A⊗B(k) is a co-isometry
or
(ii) A is a von Neumann algebra, the map π : A → A⊗B(k) is a normal
∗-homomorphism, g ∈ A is self adjoint, r ∈ A⊗B(k;C) and w ∈
A⊗B(k) is a co-isometry.
Let M := A⊗ B(k̂) in case (i) and M := A⊗B(k̂) in case (ii), noting that
M⊆ A⊗M B(k̂). The ∗-homomorphism
φh : A →M; a 7→ V ∗h U∗h π̂(a)UhVh (h > 0)
is normal in case (ii), where
π̂(a) :=
[
a 0
0 π(a)
]
, R :=
[
0 −r
r∗ 0
]
, Uh := e
h1/2R and Vh :=
[
eihg 0
0 weihg⊗Ik
]
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each belong to M. If
ψ(a) := B∗π̂(a)B + A∗π̂(a)C + C∗π̂(a)A(28)
=
[
i[a, g]− 1
2
{a, rr∗}+ rπ(a)r∗ rπ(a)w − arw
w∗π(a)r∗ − w∗r∗a w∗π(a)w
]
for all a ∈ A, where [·, ·] is the commutator, {·, ·} the anti-commutator,
A :=
[
Ih 0
0 0
]
, B :=
[
0 0
r∗ w
]
and C :=
[
ig − 1
2
rr∗ −rw
0 0
]
,
then ‖sh(φh)(a)− ψ(a)‖ → 0; note that
sh(φh)(a) = sh
(
φh(a)
)
=W ∗h π̂(a)Wh − a⊗ h−1∆⊥,
where
Wh := UhVh(Ih ⊗ Ξh) = h−1/2A +B + h1/2C +O(h)
as h → 0 (with respect to the norm topology). If K is a Hilbert space and
the unitary operator U ∈ B(h ⊗ k̂ ⊗ K; h ⊗ K ⊗ k̂) exchanges the last two
tensor components then
sh(φh)⊗M IB(K)(b)
= (Wh ⊗ IK)∗
(
π̂⊗M IB(K)(b)
)
(Wh ⊗ IK)− U∗(b⊗ h−1∆⊥)U
for all b ∈ A⊗M B(K), so sh(φh)⊗M IB(K) → ψ⊗M IB(K) strongly as h → 0;
Theorem 5.10 implies that ψ is the generator of a ∗-homomorphic vacuum
cocycle. Furthermore,
Tt : A → A; a 7→ Eε(0)jψt (a)Eε(0) (t ∈ R+)
defines a semigroup of completely positive contractions (a CPC semigroup)
with bounded generator
L : a 7→ i[a, g]− 1
2
{a, rr∗}+ rπ(a)r∗,
which is ultraweakly continuous (and so each Tt is also) in case (ii).
Example 6.3. Conversely, suppose (Tt)t∈R+ is a norm-continuous CPC semi-
group of ultraweakly continuous operators on the von Neumann algebra A.
There exists an ultraweakly continuous operator L ∈ B(A) such that Tt =
exp(tL) for all t ∈ R+; moreover, there exist a Hilbert space k, a normal
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∗-homomorphism π : A → A⊗B(k), a self-adjoint operator g ∈ A and an
operator r ∈ A⊗B(k;C) such that
(29) L(a) = i[a, g]− 1
2
{a, rr∗}+ rπ(a)r∗ ∀ a ∈ A.
(See [14, Theorem 6.9]; this is the Goswami–Sinha version [11, Theorem 4.0.1]
of the Gorini–Kossakowski–Sudarshan/Lindblad decomposition established
by Christensen and Evans.) Example 6.2 yields a ∗-homomorphic vacuum
cocycle jψ, where ψ is defined as in (28) (with w ∈ A⊗B(k) an arbitrary
co-isometry), such that
Tt(a) = E
ε(0)jψt (a)Eε(0) ∀ t ∈ R+, a ∈ A.
Example 6.4. Suppose alternatively that L ∈ B(A) is the generator of a
CPC semigroup on the unital separable C∗ algebra A ⊆ B(h). There exist a
separable Hilbert space k, a ∗-homomorphism π : A → B(h⊗ k) such that
π(a)Ex ∈ A⊗ B(C; k) ∀ a ∈ A, x ∈ k
(whence π(A) ⊆ A⊗M B(k)) and a π-derivation δ : A → A⊗B(C; k) (i.e., a
linear map satisfying δ(ab) = δ(a)b+ π(a)δ(b) for all a, b ∈ A) such that
δ(a)∗δ(b) = L(a∗b)− L(a)∗b− a∗L(b) ∀ a, b ∈ A.
(See [14, Proof of Theorem 6.7].) Working via the universal representa-
tion [13, §10.1], or otherwise, it may be shown there exists a normal ∗-
homomorphism π˜ : A′′ → A′′⊗B(k) such that π˜|A = π. The Christensen–
Evans result on twisted derivations [5, Theorem 2.1] yields r ∈ A′′⊗B(k;C)
and g = g∗ ∈ A′′ such that the maps
δ˜ : A′′ → A′′⊗B(C; k); a 7→ π˜(a)r∗ − r∗a
and
L˜ : A′′ → A′′; a 7→ i[a, g]− 1
2
{a, rr∗}+ rπ˜(a)r∗
satisfy δ˜|A = δ and L˜|A = L (i.e., (29) holds). Let w ∈ A ⊗ B(k) be a
co-isometry and define
ψ˜ : A′′ → A′′⊗M B(k̂); a 7→
[
L˜(a) δ˜(a∗)∗w
w∗δ˜(a) w∗π˜(a)w
]
;
Example 6.2 shows that j
eψ is a ∗-homomorphic vacuum cocycle and therefore
so is its restriction to A, which has generator
ψ := ψ˜|A = a 7→
[
L(a) δ(a∗)∗w
w∗δ(a) w∗π(a)w
]
∈ A⊗M B(k̂),
and exp(tL)(a) = Eε(0)jψt (a)Eε(0) for all t ∈ R+ and a ∈ A, as above.
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7 Switching adaptedness
Notation 7.1. For all t ∈ R+, let Ft) and F[t denote Boson Fock space over
L2([0, t[; k) and L2([t,∞[; k), respectively, and let F˜t) := h ⊗ Ft). Note that
Ft) and F[t are subspaces of F .
Let Ut : F˜t) ⊗ F[t → F˜ be the unitary operator with U−1t uε(f) =
uε(f |[0,t[)⊗ ε(f |[t,∞[) for all u ∈ h and f ∈ L2(R+; k); recall that an h process
(Xt)t∈R+ is identity adapted if
Xtuε(1[0,t[f) ∈ F˜t) and Xtuε(f) = Ut
((
Xtuε(1[0,t[f)
)⊗ ε(f |[t,∞[))
for all u ∈ h, f ∈ L2(R+; k) and t ∈ R+.
Let U ′t := Ut(P˜t) ⊗ P[t) ∈ B(F˜ ⊗ F ; F˜), where P˜t) is the orthogonal
projection onto F˜t) et cetera, so U ′t(uε(f)⊗ ε(g)) = uε(1[0,t[f +1[t,∞[g) for all
u ∈ h,f , g ∈ L2(R+; k) and t ∈ R+.
Theorem 7.2. [Lindsay & Wills] If the operator space V ⊆ B(h) and
θ ∈ k̂B(V;V⊗M B(k̂)) then there exists a unique weakly regular mapping
process kθ, the QS cocycle generated by θ, such that, for all a ∈ V, the
h process t 7→ kθt (a) is identity adapted and
(30) 〈uε(f), (kθt (a)− a⊗ IF)vε(g)〉 =
∫ t
0
〈uε(f), kθs(E
df(s)θ(a)Edg(s))vε(g)〉 ds
for all u, v ∈ h, f , g ∈ L2(R+; k) and t ∈ R+.
Proof. See [17] (for the case when V is a unital C∗ algebra; as observed in
[18, Remark 3.2(i)], the extension to an operator space is immediate).
Theorem 7.3. Let θ, ψ ∈ k̂B(V;V⊗M B(k̂)). If kθ is the QS cocycle with
generator θ then j is the vacuum cocycle with generator a 7→ θ(a) + a ⊗∆,
where
(31) jt(a)uε(f) := k
θ
t (a)uε(1[0,t[f) ∀ u ∈ h, f ∈ L2(R+; k)
and ∆ ∈ B(k̂) is the orthogonal projection onto k. Conversely, if jψ is the
vacuum cocycle with generator ψ then k is the QS cocycle with generator
a 7→ ψ(a)− a⊗∆, where
kt(a)uε(f) := Ut
((
jψt (a)uε(1[0,t[f)
)⊗ ε(f |[t,∞[)) ∀ u ∈ h, f ∈ L2(R+; k).
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Proof. Note that first that if a ∈ V and t ∈ R+ then jt(a)uε(1[0,t[f) ∈ F˜t) for
all u ∈ h and f ∈ L2(R+; k), where j is any (vacuum or QS) cocycle. If kθ is
the QS cocycle with generator θ and j is defined by (31) then, by (30),
〈uε(f), jt(a)vε(g)〉 = 〈u, av〉e
R t
0
〈f(s),g(s)〉 ds
+
∫ t
0
〈uε(f), kθs(E
df(s)θ(a)Edg(s))vε(g)〉 ds e−
R∞
t 〈f(s),g(s)〉 ds.
Differentiation shows that
d
dt
〈uε(f), jt(a)vε(g)〉 =
〈
uε(f), jt
(
E
df(t)θ(a)Edg(t) + 〈f(t), g(t)〉a
)
vε(g)
〉
,
which gives the first claim. The second may be established similarly.
Definition 7.4. Let h > 0, φ ∈ k̂B(V;V⊗M B(k̂)) and define
Kφ,ht (a) :=
∞∑
n=0
1t∈[nh,(n+1)h[D
∗
h(φ
(n)(a)⊗ IΓ[n)Dh
for all a ∈ V and t ∈ R+. The mapping process Kφ,h is the identity-embedded
random walk with generator φ and step size h.
Notation 7.5. If φ ∈ KB(V;V⊗M B(K)) then φ ∈ KB(V;V⊗M B(K)) is
defined by setting φ(a) := φ(a)−a⊗IK for all a ∈ V. This is the appropriate
perturbation to a generator in the identity-adapted situation; since
φ(a)− a⊗∆ = φ(a)− a⊗ Ibk = φ(a),
this perturbation is as expected [2]. The identity in Lemma 5.2 is replaced
by the following:
φ(n)(a) =
n∑
m=0
∑
p∈{0,...,n−1}m,↑
unp
(
φ
(m)
(a)
) ∀ a ∈ V, n ∈ Z+,
where unp(b)⊗ IΓ[n = up(b) for all b ∈ B(Γ˜m)) and up : B(Γ˜m))→ B(Γ˜) is the
normal ∗-homomorphism such that
X ⊗ B1 ⊗ · · · ⊗Bm 7→ X ⊗ IΓ[0,p1) ⊗ B1 ⊗ IΓ[p1+1,p2) ⊗ · · · ⊗Bm ⊗ IΓ[pm+1,
with Γ[p,q) :=
⊗q−1
l=p k̂(l) and u∅(X) = X ⊗ IΓ.
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Theorem 7.6. Suppose hn > 0 and φn, θ ∈ k̂B
(
V;V⊗M B(k̂)
)
are such that
hn → 0 and shn
(
φn
)⊗M IB(bk) → θ⊗M IB(bk) strongly
as n→∞. If f ∈ L2(R+; k) and T ∈ R+ then
lim
n→∞
sup
t∈[0,T ]
‖Kφn,hnt (a)Eε(f) − kθt (a)Eε(f)‖ = 0 ∀ a ∈ V,
where kθ is the QS cocycle generated by θ; if lim
n→∞
‖shn
(
φn
)− θ‖bk = 0 then
lim
n→∞
sup
t∈[0,T ]
‖Kφn,hnt (·)Eε(f) − kθt (·)Eε(f)‖bk = 0,
and similarly with ‖ ·‖bk replaced by ‖ ·‖cb if φn and θ are completely bounded.
Proof. Let a ∈ V. Theorem 7.3 implies that
kθt (a)Eε(f) = U
′
tEε(f)j
ψ
t (a)Eε(f),
where jψ is the vacuum cocycle with generator ψ : b 7→ θ(b) + b⊗∆, and if
t ∈ [nh, (n + 1)h[ then
Kφ,ht (a)Eε(f) = U
′
nhED∗hDhε(f)J
φ,h
t (a)Eε(f),
where Dh acts on C⊗ F = F . Hence
‖Kφ,ht (a)Eε(f) − kθt (a)Eε(f)‖
6 ‖(U ′nh − U ′t)ED∗hDhε(f)Jφ,ht (a)Eε(f)‖
+ ‖(D∗hDh − IF)ε(f)‖ ‖Jφ,ht (a)Eε(f)‖
+ ‖ε(f)‖ ‖Jφ,ht (a)Eε(f) − jψt (a)Eε(f)‖
6
(‖(P[nh − P[t)D∗hDhε(f)‖+ ‖(D∗hDh − IF)ε(f)‖)‖Jφ,ht (a)Eε(f)‖
+ ‖ε(f)‖ ‖Jφ,ht (a)Eε(f) − jψt (a)Eε(f)‖,
where the second inequality holds because U ′nhEη = U
′
tEP[nhη for all η ∈ F˜ ;
the same conclusion holds with the norm of the evaluation at a is replaced
by ‖ · ‖bk or ‖ · ‖cb. Theorem 5.7 and the uniform strong continuity of t 7→ P[t
(on E , so everywhere) now give the result, since if a ∈ V then
(sh(φ)−ψ)(a) = sh(φ)(a)− sh(a⊗∆⊥)− θ(a)− a⊗∆ = (sh
(
φ
)− θ)(a).
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Example 7.7. Let h = k = C, V = B(C) = CIC and note the isomorphism
B(V;V⊗M B(k̂))→ B(C2); φ 7→ φ(IC).
Fix c ∈ R and define φ and θ by setting
φ(IC) :=
[
1 h1/2
h1/2 1 + c
]
(h > 0) and θ(IC) :=
[
0 1
1 c
]
.
By Theorem 7.6, supt∈[0,T ] ‖Kφ,ht (IC)Eε(f) − kθt (IC)Eε(f)‖ → 0 as h → 0, for
all f ∈ L2(R+) and T ∈ R+, where
〈ε(f), (kθt (IC)− IF )ε(g)〉 =
∫ t
0
〈ε(f), kθs(IC)ε(g)〉
(
f(s) + g(s) + cf(s)g(s)
)
ds
for all f , g ∈ L2(R+). Hence X =
(
kθt (IC)
)
t∈R+
satisfies the quantum stochas-
tic differential equation
X0 = IE , dXt = Xt(dAt + dA
†
t + c dΛt)
and therefore X is unitarily equivalent to (multiplication by) the Dole´ans-
Dade exponential of the compensated Poisson process with jump size c and
intensity c−2 (if c 6= 0) or of standard Brownian motion (if c = 0) [20,
p.74]. From this observation and Yor’s product formula [23, Theorem II.38]
it follows that E is stable under the action of X , with
Xtε(f) = e
R t
0
f(s) dsε
(
f + 1[0,t[(1 + cf)
) ∀ f ∈ L2(R+), t ∈ R+.
Hence if t ∈ R+ and m ∈ Z+ then
〈ε(0), Xmt ε(0)〉 =
{
exp
(
c−2
(
(1 + c)m − 1−mc)t) if c 6= 0,
exp(m(m− 1)t/2) if c = 0.
The operator process Y =
(
Kφ,ht (IC)
)
t∈R+
is commutative for all h > 0,
as φ(n)(IC) = φ(IC)
⊗n for all n ∈ Z+, and
(32) 〈ε(0), Y mnhε(0)〉 = 〈ω, φ(IC)mω〉n ∀m,n ∈ Z+.
The identity (φ(IC)−IC2)2 = c(φ(IC)−IC2)+hIC2 may be used to show that
(33) 〈ω, φ(IC)mω〉 =
(
1− 2h
c+ d
)m c+ d
2d
+
(
1− 2h
c− d
)md− c
2d
∀m ∈ Z+,
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where d := (c2 + 4h)1/2. Thus Ynh is distributed in the vacuum state as the
product of n independent copies of the random variable Z, where
P
(
Z = (c+ d−2h)/(c+ d)) = p and P(Z = (c−d−2h)/(c−d)) = 1−p,
with p := (c+ d)/(2d). Hence, in this state, (Ynh)n>0 is a random walk with
possible positions(
1− 2h
c+ d
)j(
1− 2h
c− d
)n−j
=
(c− d+ 2
c+ d+ 2
)j(c− d− 2h
c− d
)n
(j = 0, . . . , n)
upon taking step n. (These are distinct unless c = −2; in this case,
P
(
Ynh = ±(1 + h)n/2
)
= 1/2 ∀n > 1
and the stochastic exponential which corresponds to X takes the form t 7→
exp(t/2)(−1)Nt , where Nt is the number of jumps performed by the Poisson
process up to time t.) After some working, (32) and (33) give that
lim
h→0
〈ε(0), Y mt ε(0)〉 = 〈ε(0), Xmt ε(0)〉 ∀m ∈ Z+, t ∈ R+,
i.e., in the vacuum state, the moments of Yt converge to those ofXt. However,
the operators Xs and Yt do not commute (if s > 0), so these processes are not
simultaneously realisable: taking T to be sufficiently large, s ∈ [nh, (n+ 1)h[
and t ∈ [ph, (p+ 1)h[,
〈kθs(IC)ε(1[0,T [), Kφ,ht (IC)ε(0)〉
=
{
et(1 + (2 + c)h)p if n > p,
et(1 + (2 + c)h)n
(
1 + h+ (1 + c)(t− nh))(1 + h)p−n−1 if n < p
whereas
〈Kφ,ht (IC)ε(1[0,T [), kθs(IC)ε(0)〉
=
{
(1 + (3 + c)h)n(1 + h)n−p(1 + t− nh) if n > p,
(1 + (3 + c)h)n
(
1 + h+ (2 + c)(t− nh))(1 + h)p−n−1 if n < p.
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A An estimate
Let m > 1, h > 0 and f ∈ L2(R+; k). Since P(h)f is subordinate to the
partition {0 < h < 2h < · · · }, if gh(p) := h‖P̂(h)f(ph)‖2 6 ‖1[ph,(p+1)h[f̂‖2
then ∫
∆m(nh)
‖P̂(h)f
⊗m
(t)‖2 dt = 1
m!
∑
p∈{0,...,n−1}m
gh(p1) · · · gh(pm)
and ∫
∆hm(nh)
‖P̂(h)f
⊗m
(t)‖2 dt = 1
m!
∑
p∈{0,...,n−1}m
p1,...,pm distinct
gh(p1) · · · gh(pm).
Let {0, . . . , n − 1}m, 6= denote the set of m-tuples of distinct elements of
{0, . . . , n − 1} and {0, . . . , n − 1}m,= := {0, . . . , n − 1}m \ {0, . . . , n − 1}m, 6=
the set of m-tuples which contain at least one pair. If t ∈ [nh, (n+ 1)h[ then
Im := m!
∫
∆m(t)\∆hm(t)
‖P̂(h)f
⊗m
(t)‖2 dt
6
∑
p∈{0,...,n}m\{0,...,n−1}m, 6=
gh(p1) · · · gh(pm)
6 mgh(n)‖1[0,(n+1)h[f̂‖2(m−1) +
∑
p∈{0,...,n−1}m,=
gh(p1) · · · gh(pm)
6 mgh(n)‖1[0,(n+1)h[f̂‖2(m−1) +
n−1∑
p=0
gh(p)
2‖1[0,nh[f̂‖2(m−2).
Furthermore,
∑n−1
p=0 gh(p)
2 is dominated by
n−1∑
p=0
‖1[ph,(p+1)h[f̂‖4 6 sup
06p6n−1
‖1[ph,(p+1)h[f̂‖2‖1[0,nh[f̂‖2,
hence
Im 6 (m+ 1)
(
h+ sup
p>0
‖1[ph,(p+1)h[f‖2
)
(t+ h + ‖f‖2)m−1.
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