Deep multi-agent reinforcement learning (MARL) holds the promise of automating many real-world cooperative robotic manipulation and transportation tasks. Nevertheless, decentralised cooperative robotic control has received less attention from the deep reinforcement learning community, as compared to single-agent robotics and multiagent games with discrete actions. To address this gap, this paper introduces Multi-Agent Mujoco, an easily extensible multi-agent benchmark suite for robotic control in continuous action spaces. The benchmark tasks are diverse and admit easily configurable partially observable settings. Inspired by the success of single-agent continuous value-based algorithms in robotic control, we also introduce COMIX, a novel extension to a common discrete action multi-agent Q-learning algorithm. We show that COMIX significantly outperforms state-of-the-art MADDPG on a partially observable variant of a popular particle environment and matches or surpasses it on Multi-Agent Mujoco. Thanks to this new benchmark suite and method, we can now pose an interesting question: what is the key to performance in such settings, the use of value-based methods instead of policy gradients, or the factorisation of the joint Qfunction? To answer this question, we propose a second new method, FacMADDPG, which factors MADDPG's critic. Experimental results on Multi-Agent Mujoco suggest that factorisation is the key to performance.
Introduction
While reinforcement learning (RL) has shown promise in learning optimal control policies for a variety of singleagent robot control problems, ranging from idealised multijoint simulations (Todorov et al., 2012; Gu et al., 2016; Haarnoja et al., 2018) to complex grasping control problems (Kalashnikov et al., 2018; Andrychowicz et al., 2020) , many real-world robot control tasks can be naturally framed as multiple decentralised collaborating agents. Cooperative manipulation tasks arise in autonomous aerial construction (Augugliaro et al., 2013; , industrial manufacturing (Caccavale & Uchiyama, 2008) , and agricultural robotics (Shamshiri et al., 2018) and have so far received comparatively little attention from the deep RL community.
Cooperative robotics present a number of challenges when compared to many conventional multi-agent tasks. For example, unlike in established multi-agent benchmarks, such as StarCraft II (Vinyals et al., 2017; Samvelyan et al., 2019) , robotic actuators are usually continuous, so learning algorithms must scale to large continuous joint action spaces. Furthermore, such tasks are often partially observable, which arises from varying sensory equipment, included limited fields of view, together with communication constraints due to latency, power or environmental limitations (Ong et al., 2009 ). In fact, many such applications require fully decentralised policies for safety reasons, as communication cannot be guaranteed under all circumstances (Takadama et al., 2003) .
Even when execution must be decentralised, deep reinforcement learning policies are typically trained in a centralised fashion in a simulator or laboratory. The framework of Centralised Training with Decentralised Execution (CTDE) (Oliehoek et al., 2008; Kraemer & Banerjee, 2016) allows policy training to exploit extra information that is not available during execution in order to accelerate learning (Lowe et al., 2017; Foerster et al., 2018; Rashid et al., 2018) .
Although some multi-agent benchmark environments for continuous control exist (Leibo et al., 2017; Liu et al., 2019) , few environments specialise in cooperative control and even fewer model partial observability. Moreover, existing bench-arXiv:2003.06709v2 [cs. LG] 18 Mar 2020 marks, like the popular Multi-agent Particle Environment (Leibo et al., 2017) , are not complex enough to meaningfully compare methods intended for robotic control. After performing a comprehensive search, we decided to introduce Multi-Agent Mujoco, a novel benchmark that fits our requirements of being a diverse, publicly available, partially observable cooperative robotics simulation that effectively captures the nature of cooperative robotic manipulation tasks.
Starting from the popular fully observable single-agent robotic control suite Mujoco (Todorov et al., 2012) included with OpenAI Gym (Brockman et al., 2016) , we decompose single robots into individual segments controlled by different agents. We introduce partial observability during execution by allowing the user to limit the observation distance within the model graph formed by joints and limbs, as well as allowing fine-grained control over which segment attributes may be observed at different distance levels. Multi-Agent Mujoco is available as open-source software.
While there is a diverse portfolio of multi-agent algorithms for cooperative tasks with discrete action spaces Rashid et al., 2018; Schroeder de Witt et al., 2019) , decentralised continuous control algorithms have been largely limited to deep deterministic policy gradient approaches (Lowe et al., 2017) . Single-agent Q-learning approaches to continuous control exist, but the involved greedy action maximisation usually requires strong constraints on the functional form of the Q-values (Gu et al., 2016; Amos et al., 2017) or an approximate maximisation procedure based on search heuristics (Kalashnikov et al., 2018) . Neither approach scales well when joint action spaces are large and values poorly approximated by constrained functions, as might be expected in cooperative multi-agent robotic tasks.
To this end, we introduce a novel Q-learning algorithm, COMIX, that employs a decentralisable joint action-value function with a per-agent factorisation (Rashid et al., 2018) . This allows the application of the cross-entropy method (Kalashnikov et al., 2018) for greedy action maximisation on a per-agent basis, circumventing scaling issues related to large joint action spaces. Importantly, we find that COMIX significantly outperforms the state-of-the-art MADDPG in a partially observable variant of a Continuous Predator-Prey toy environment (Lowe et al., 2017) . We then benchmark both on Multi-Agent Mujoco, which is a more realistic decentralisable cooperative robotic control setting. We find that COMIX outperforms MADDPG in two of the three scenarios tested and performs similarly to MADDPG in the third one. These results suggest that continuous Q-learning is a compelling alternative to deterministic policy gradients for decentralised cooperative multi-agent tasks.
Thanks to this new benchmark suite and method, we can now pose an interesting question: what is the key to per-formance in such settings, the use of value-based methods instead of policy gradients, or the factorisation of the joint Q-function? To answer this question, we introduce Factored MADDPG (FacMADDPG), a novel variant of MADDPG where the centralised critic is factored into individual critic networks similarly to COMIX. We find that, interestingly, FacMADDPG performs similarly to COMIX in the Predator-Prey toy environment, as well as on a single Multi-Agent Mujoco environment. This suggests that it is indeed the value-function factorisation that is key to performance in tasks such as these.
Background
We consider a fully cooperative multi-agent task in which a team of cooperative agents choose sequential actions in a stochastic, partially observable environment. It can be modeled as a decentralised partially observable Markov decision process (Dec-POMDP Oliehoek et al., 2016) , defined by a tuple N , S, U, P, r, Z, O, ρ, γ . Here N := {1, . . . , N } denotes the set of N agents and s ∈ S describes the discrete or continuous state of the environment. The initial state s 0 ∼ ρ is drawn from distribution ρ, and at each time step t, all agents a ∈ N choose simultaneously discrete or continuous actions u a t ∈ U, yielding the joint action u t := {u a t } N a=1 ∈ U N . After executing the joint action u t in state s t , the next state s t+1 ∼ P (s t , u t ) is drawn from transition kernel P and the collaborative reward r t = r(s t , u t ) is returned to the team.
In a Dec-POMDP, the true state of the environment cannot be directly observed by the agents. Each agent a ∈ N draws an individual observation z a t ∈ Z, z t := {z a t } N a=1 , from the observation kernel O(s t , a). The history of an agent's observations and actions is denoted τ a t ∈ T t := (Z × U) t × Z, and the set of all agents' histories τ t := {τ a t } N a=1 . Agent a chooses its actions with a decentralised policy u a t ∼ π(·|τ a t ) based only on its individual history. The collaborating team of agents aim to learn a joint policy π(u|τ t ) := N a=1 π a (u a |τ a t ) that maximises their expected discounted return, E[ ∞ t=0 γ t r t ]. This joint policy induces a joint action-value function Q π which estimates the expected discounted return when the agents take joint action u t with histories τ t in state s t and then follow some joint policy π:
where γ ∈ [0, 1) is a discount factor.
Deep Q-Learning
Deep Q-Network ( DQN Mnih et al., 2015) uses a deep neural network to estimate the action-value function, Q(s, z t , u; θ) ≈ max π Q π (s, τ , u), where θ are the parameters of the network. For the sake of simplicity, we restrict us here to feed-forward networks, which condition on the last observations z a t , rather than the entire agent histories τ t . The network parameters θ are trained by gradient descent on the mean squared regression loss:
where the expectation is estimated with transitions (s t , z t , u t , r t , s t+1 , z t+1 ) ∼ D sampled from an experience replay buffer D (Lin, 1992b) . The use of replay buffer reduces correlations in the observation sequence. To further stabilise learning, θ − denotes parameters of a target network that are only periodically copied from the most recent θ.
Centralised Training with Decentralised Execution
A simple and natural approach to solving Dec-POMDPs is to let each agent a learn an individual action-value function Q a independently, as in independent Q-learning (IQL Tan, 1993) . IQL serves as a surprisingly strong benchmark in both cooperative and competitive MARL tasks with discrete actions (Tampuu et al., 2017) . However, IQL has no convergence guarantees since, as agents independently explore and update their policies, the environment becomes nonstationary from each agent's viewpoint. An alternative solution is to employ centralised training with decentralised execution (CTDE Kraemer & Banerjee, 2016) . CTDE allows the learning algorithm to access all local action-observation histories T and global state s, as well as share gradients and parameters, but each agent's executed policy can condition only on its own action-observation history τ a ∈ T t .
VDN and QMIX
Value decomposition networks (VDN Sunehag et al., 2018) and QMIX (Rashid et al., 2018) are two representative examples of value function factorisation (Koller & Parr, 1999) that aim to efficiently learn a centralised but factored actionvalue function. They both work in cooperative MARL tasks with discrete actions, using CTDE. To ensure consistency between the centralised and decentralised polices, VDN factors the joint action-value function Q tot (s, τ , u; θ) into a sum of individual action-value functions Q a (τ a , u a ; θ a ), 1 one for each agent a, that condition only on individual action-observation histories:
By contrast, QMIX represents the joint action-value function as a monotonic function of individual action-value functions. The main insight is that, to extract decentralised policies that are consistent with their centralised counterparts, it suffices to constrain Q tot to be monotonic in each Q a : ∂Qtot ∂Qa ≥ 0, ∀a ∈ N . Thus, in QMIX, the joint action-value function Q tot is represented as:
(4) where f φ is a mixing network that takes as input the agent network outputs Q a and mixes them monotonically, producing the values of Q tot . Monotonicity can be guaranteed by non-negative mixing weights. These weights are generated by separate hypernetworks (Ha et al., 2016) , parameterised by φ, which condition on the full state s. This allows it to learn different monotonic mixing weights in each state.
In both methods, the loss function is analogous to the standard DQN loss of (2), where Q is replaced by Q tot . During execution, each agent selects actions greedily with respect to its own Q a .
MADDPG
Multi-agent deterministic policy gradient (MADDPG Lowe et al., 2017) is an actor-critic method that works in both cooperative and competitive MARL tasks with discrete or continuous action spaces. MADDPG was originally designed for the more general case of partially observable stochastic games (Kuhn, 1953) . Here we discuss a version specific to Dec-POMDPs and consider continuous actions. We assume each agent a has a deterministic policy µ a , parameterised by θ a , with µ(τ ; θ) := {µ a (τ a ; θ a )} N a=1 . MADDPG learns a centralised critic Q µ a (s, u; φ a ) for each agent a that conditions on the full state s and the joint actions u of all agents. The policy gradient for θ a is:
. . . , u N t } and s t , u t , τ t are sampled from a replay buffer D. The centralised action-value function Q µ a of each agent a is trained by minimising the following loss
where transitions are sampled from a replay buffer D (Lin, 1992a) and θ and φ a are target-network parameters.
Multi-Agent Mujoco
Multi-Agent Mujoco is a novel benchmark for decentralised cooperative continuous multi-agent robotic control. Starting from the popular fully observable single-agent robotic Mujoco (Todorov et al., 2012) control suite included with OpenAI Gym (Brockman et al., 2016) , we create novel scenarios in which multiple agents have to solve a task cooperatively. This is achieved by first representing a given single robotic agent as a body graph, where vertices (joints) are connected by adjacent edges (body segments), as shown in Figure 1 . We then partition the body graph into disjunct sub-graphs, one for each agent, each of which contains one or more joints that can be controlled. . Observations by distance for 3-Agent Hopper (as seen from agent 1). 1) corresponds to joints and body parts at zero graph distance from agent 1, 2) corresponds to joints and body parts observable at unit graph distance and 3) at two unit graph distances.
Hence, each agent's action space in Multi-Agent Mujoco is given by the joint action space over all motors controllable by that agent. For example, for the agent corresponding to the green partition in 2-Agent HalfCheetah (Figure 1 , C) consists of three joints (joint ids 1,2 and 3) and four adjacent body segments. Each joint has action space [−1, 1], hence the joint action space of this agent A joint = [−1, 1] 3 .
For each agent a, observations are constructed in a twostage process. First, we infer which body segments and joints are observable by agent a. Each agent can always observe all joints within its own sub-graph. A configurable parameter k ≥ 0 determines the maximum graph distance to the agent's subgraph at which joints are observable. Body segments directly attached to observable joints are themselves observable. The agent observation is then given by a fixed order concatenation of the representation vector of each observable graph element. Depending on configuration, representation vectors may include attributes such as position, velocity and external body forces.
Restricting both the observation distance k, as well as limiting the set of observable element categories imposes partial observability. However, task goals remain unchanged from the single-agent variants (see Table 1 in the Appendix), except that the goals must be reached collaboratively by multiple agents: we simply repurpose the original single-agent reward signal as a team reward signal.
COMIX and FacMADDPG
COMIX. Q-learning has shown considerable success in multi-agent settings with discrete action spaces (Rashid et al., 2018) . However, performing greedy action selection in Q-learning requires evaluating arg max u Q tot (s, τ , u),
where Q tot is the joint state-action value function. In discrete action spaces, this operation can be performed efficiently through enumeration unless the action space is extremely large. In continuous action spaces, however, enumeration is impossible. Hence, existing continuous Qlearning approaches in single-agent settings either impose constraints on the form of Q-value to make maximisation easy (Gu et al., 2016; Amos et al., 2017) , at the expense of estimation bias, or perform greedy action selection only in approximation (Kalashnikov et al., 2018) . Neither approach scales easily to the large joint action spaces inherent to multi-agent settings, as 1) the joint action space grows exponentially in the number of agents, and 2) training Q tot to select maximal actions becomes impractical when there are many agents.
This highlights the importance of learning a centralised but factored Q tot . To factor large joint action spaces efficiently in a decentralisable fashion, COMIX models a joint state-action value function
where Q a are per-agent utility functions used for greedy action selection. Similarly to QMIX (Rashid et al., 2018) , COMIX imposes a monotonicity constraint on f to keep joint action selection compatible with action selection from individual utility functions.
COMIX performs greedy selection of actions u a with respect to utility functions Q a (τ a , u a ; θ a ) for each agent a using the cross-entropy method (CEM De Boer et al., 2005), a sampling-based derivative-free heuristic search method that has been successfully used to find approximate maxima of nonconvex Q-networks in a number of single-agent robotic control tasks (Kalashnikov et al., 2018) . The centralised but factored Q M IX allows us to use CEM to sample actions for each agent independently and to use the individual utility function Q a to guide the selection of maximal actions. We rely on CEM instead of other continuous Qlearning approaches (Gu et al., 2016; Amos et al., 2017) because of its empirical success (see Section 5).
CEM iteratively draws a batch of N random samples from a candidate distribution D k , e.g., a Gaussian, at each iteration k. The best M < N samples are then used to fit a new Gaussian distribution D k+1 , and this process repeats K times. For COMIX, we use a CEM hyperparameter configuration similar to Qt-Opt (Kalashnikov et al., 2018) , where N = 64, M = 6, and K = 2. 2 Gaussian distributions are initialised with mean µ = 0 and standard deviation σ = 1. Algorithm 2 outlines the full CEM process for COMIX.
FacMADDPG. Learning a centralised critic conditioning on a large joint agent observation space can be difficult (Iqbal & Sha, 2019) . We introduce FacMADDPG, a novel 2 We empirically find 2 iterations to suffice. variant of MADDPG with an agent-specific factorisation that facilitates the learning of a centralised critic in Dec-POMDPs. In FacMADDPG, all agents share a single centralised critic that is factored as
where g is a function represented by a monotonic mixing network. Although the monotonicity requirement on g φ is no longer required as the critic is not used for greedy action selection, FacMADDPG does impose monotonicity on g φ in order to keep the factorisation comparable to the one employed by COMIX. We find that FacMADDPG significantly outperforms an ablation without monotonicity constraints (see Appendix 10).
Experimental Setup
Partially Observable Continuous Predator-Prey. The mixed simple tag environment (Figure 3) introduced by Leibo et al. (2017) is a variant of the classic predator-prey game. Three slower cooperating circular agents (red), each with continuous movement action spaces u a ∈ R 2 , must catch a faster circular prey (green) on a randomly generated two-dimensional toroidal plane with two large landmarks blocking the way.
To obtain a purely cooperative environment, we replace the prey's policy by a hard-coded heuristic, that, at any time step, moves the prey to the sampled position with the largest distance to the closest predator. If one of the cooperative agents collides with the prey, a team reward Algorithm 1 Algorithmic description of COMIX. The function CEM is defined in Appendix 10. To introduce partial observability to the environment, we add an agent view radius, which restricts the agents from receiving information about other entities (including all landmarks, the other two agents, and the prey) that are out of range. Specifically, we set the value of view radius such that the agents can only observe other agents roughly 60% of the time. We open-source the full set of multi-agent particle environments with added partial observability. 3
Multi-Agent Mujoco. All Multi-Agent Mujoco environments are configured according to the default configuration of Multi-Agent Mujoco, where each agent can observe both velocity and position of its own body parts and positions only at graph distances greater than zero. We set maximum observation distances to k = 2 for 2-Agent HalfCheetah and 3-Agent Hopper, k = 1 for 2-Agent Walker. Default team reward signals are used (see Table 1 in the Appendix).
Ablations. We also introduce a number of novel ablations in order to study diverse aspects of our method in isolation: 1) COVDN: we factor the joint action-value function Q tot into a sum of individual action-value functions Q a as in VDN, and use CEM to learn Q a for each agent a, 2) COMIX-NAF: we factor Q tot assuming mixing monotonicity as in QMIX, and add quadratic function constraints on each Q a based on Normalized Advantage Functions (NAF Gu et al., 2016) , and 3) COVDN-NAF: we represent Q tot assuming additive mixing as in VDN, and add quadratic function constraints on Q a based on NAF.
Evaluation Procedure. We evaluate each method's performance using the following procedure: for each run of a method, we pause training every fixed number of timesteps (2000 timesteps for Continuous Predator-Prey and 4000 timesteps for Multi-Agent Mujoco) and run 10 independent episodes with each agent performing greedy decentralised action selection. The mean value of these 10 episode returns are then used to evaluate the performance of learned policies. See Appendix 9 for further experimental details. Figure 4 shows that COMIX significantly outperforms MADDPG on Continuous Predator-Prey (Figure 4a ), both in terms of absolute performance and learning speed. On Multi-Agent Mujoco, COMIX outperforms MADDPG in absolute terms on 2-Agent Walker scenario (Figure 4c ), while MADDPG cannot learn it effectively. On 2-Agent HalfCheetah (Figure 4b ), COMIX outperforms MADDPG in absolute terms and has lower limit variance. On 3-Agent Hopper (Figure 4d ), COMIX performs similarly to MAD-DPG but has significantly lower variance across seeds.
Empirical Results
Despite the ability to represent a richer form of coordination with its functionally unconstrained critic (Son et al., 2019) , in our experiments MADDPG is not able to outperform COMIX, which uses a monotonically constrained mixing network.
We hypothesise that this is because MADDPG's critic directly conditions on the joint observations and actions of all agents. COMIX, by contrast, represents the optimal joint action-value function using a monotonic mixing function of per-agent utilities. Early in training, MADDPG's critic estimator may thus be more prone to picking up non-trivial suboptimal coordination patterns than COMIX. Such local minima might be hard to subsequently escape.
By contrast, the monotonicity constraint on COMIX's mixing network may smooth the optimisation landscape, allowing COMIX to avoid suboptimal local minima more efficiently than MADDPG. In other words, COMIX's network architecture imposes a suitable prior that captures the forms of additive-monotonic coordination required to solve these tasks.
These results an interesting question: What is the key to performance in such settings, the use of value-based methods instead of policy gradients, or the choice of factorisation of the joint Q-value function? Previous work on this question (Bescuca, 2019) is inconclusive due to the confounder that the policy gradient methods studied (COMA and Central-V ) are on-policy, while the respective Qlearning method, QMIX (Rashid et al., 2018) , is off-policy with experience replay (Lin, 1992a) . To address this question, we evaluate the performance of FacMADDPG, which factors MADDPG's critic in the same manner as COMIX's joint Q-value function. We find that FacMADDPG performs similarly to COMIX on both Continuous Predator-Prey and all three Multi-Agent Mujoco tasks (see Figure 4b-4d ). As both COMIX and FacMAD-DPG are off-policy algorithms, this shows that the factorisation of the joint Q-value function is the key to performance in these decentralised continuous cooperative multi-agent tasks.
Ablations. We find that COVDN performs drastically worse than both COMIX and MADDPG across all Multi-Agent Mujoco tasks (shown in Figure 4a-4d) , demonstrating the necessity of the non-linear mixing of agent utilities and conditioning on the state information in order to achieve competitive performance in such tasks. Figure 5 shows that, compared to its ablations COVDN-NAF and COMIX-NAF, COMIX is noticeably more stable on Continuous Predator-Prey. COVDN-NAF has sharp drops in performance at the late stage of training, while COMIX- NAF converges significantly slower than COMIX and is much more varied across seeds. This demonstrates that greedy action selection based on CEM heuristic search is both more stable and performant than simple exact methods in practice.
Finally, we evaluate an ablation of FacMADDPG without the monotonicity constraint. We find that this method does not learn at all in Continuous Predator-Prey, and performs significantly worse than both COMIX and MADDPG on 2-Agent HalfCheetah (see Figure 7 in Appendix 10). This suggests monotonicity matters.
Related Work
While several MARL benchmarks with continuous action spaces have been released, few are simultaneously diverse, fully cooperative, decentralisable and admit partial observability. The Multi-Agent Particle suite (Lowe et al., 2017) features a few decentralisable tasks in a fully observable planar point mass toy environment. Presumably due to its focus on real-world robotic control, RoboCup Soccer Simulation (Kitano et al., 1997; Stone & Sutton, 2001; Riedmiller et al., 2009) does not currently feature an easily configurable software interface for MARL, nor suitable AI-controlled benchmark opponents. Liu et al. (2019) introduce MuJoCo Soccer Environment, a multi-agent soccer environment with continuous simulated physics that cannot be used in a purely cooperative setting and does not admit partial observability.
Of the existing environments most similar but not as diverse as Multi-Agent Mujoco, Wang et al. (2018) introduce two decomposed Mujoco environments, Centipede and Snakes, the latter of which being similar to Multi-Agent Mujoco's 2-Agent Swimmer. Ackermann et al. (2019) evaluate on a single environment that is similar to a particular configuration of 2-Agent Ant, but do not consider tasks across different numbers of agents and Mujoco scenarios.
A number of multi-agent variants of deep deterministic policy gradients (Lillicrap et al., 2015; Lowe et al., 2017) have been proposed for MARL in continuous action spaces: MADDPG-M (Kilinc & Montana, 2018) uses communication channels in order to overcome observation noise in partially observable settings. By contrast, we consider fully decentralised settings without communication. R-MADDPG (Wang et al., 2019) equips MADDPG with recurrent policies and critics in a partially observable setting with communication. As we are primarily interested in the relative performance between policy gradients and continuous Q-learning approaches, we employ feed-forward network architectures to avoid the complexities of recurrent network training.
NerveNet (Wang et al., 2018) achieves policy transfer across robotic agents with different numbers of repeated units. Unlike COMIX, NerveNet is not fully decentralisable as it re-quires explicit communication channels. Iqbal & Sha (2019) introduce MAAC, a variant of MADDPG for stochastic games, in which the centralised critics employ an attention mechanism on top of agent-specific observation embeddings. Unlike FacMADDPG, MAAC explicitly addresses settings where agents receive both individual and team rewards.
Besides VDN and QMIX, QTRAN (Son et al., 2019) allows for arbitrary utility function mixings by introducing auxiliary losses that align utility function maxima with maxima of the joint Q-function. Despite being more expressive, QTRAN does not scale well to complex environments, such as StarCraft II (Samvelyan et al., 2019; Bohmer et al., 2019) and may not generalise well to continuous action spaces due to the point-wise nature of its auxiliary losses.
Continuous Q-learning has so far been studied almost exclusively in the fully observable single-agent setting. Two distinct approaches to making greedy action selection tractable have emerged: Both Normalized Advantage Functions (NAF Gu et al., 2016) and Partially Input-Convex Neural Networks (PICNN Amos et al., 2017) constrain the functional form of the state-action value function approximator such as to guarantee an easily identifiable global maximum. In contrast, heuristic search approaches, such as Cross-Entropy Maximisation (CEM Mannor et al., 2003) , forfeit global guarantees but allow for unconstrained Qlearning approximators. CEM (Mannor et al., 2003) has been used successfully in single-agent robotic simulations (Kalashnikov et al., 2018) . As for COMIX, we find that ablations using NAF perform poorly (see section 5).
Conclusion
In order to stimulate research into decentralised cooperative robotic control, we introduce a novel benchmark suite, Multi-Agent Mujoco. Multi-Agent Mujoco consists of a diverse set of multi-agent tasks with continuous action spaces and is easily extensible. We also introduce COMIX, a novel Q-learning algorithm that factors the joint action space into per-agent action spaces to overcome scalability problems in continuous greedy action selection.
Our results show that COMIX performs competitively with, or even outperforms, MADDPG both on a traditional benchmark environment, as well as on Multi-Agent Mujoco. Futhermore, we introduce a second method FacMADDPG, a novel variant of MADDPG where the centralised critic is factored into individual critic networks similarly to COMIX.
We find that, interestingly, FacMADDPG performs similarly to COMIX in Predator-Prey toy environment, as well as on a single Multi-Agent Mujoco environment. This shows that the factoration of the joint Q-value is the key to performance in decentralised continuous cooperative multi-agent tasks.
Future work will investigate the utility of recent amortisation techniques for cross-entropy maximisation (Van de Wiele et al., 2020) and the relationship between exploration strategies in continuous Q-learning and deterministic policy gradient approaches. We also plan to extend Multi-Agent Mujoco to contain more challenging multi-agent environments composed of multiple robotic agents rather than decompositions of single robotic agents.
Experimental Details
In all experiments, we use a replay buffer of size 10 6 , the target networks are updated via soft target updates with τ = 0.001, and we scale the gradient norms during training to be at most 0.5. The mixing network used in COMIX, COMIX-NAF, and FacMADDPG consists of a single hidden layer of 64 units, utilising an ELU non-linearity. The hypernetworks are then sized to produce weights of appropriate size. The hypernetworks producing the first layer weights and final layer weights and bias of the mixing network all consist of a single hidden layer of 64 units with a ReLU non-linearity. For COMIX and its ablations, to speed up the learning, we share the parameters of the agent networks across all agents. Similarly, in FacMADDPG, a single actor and critic network is shared among all agents, while in MADDPG, there is a separate actor and critic network for each agent as in the original algorithm.
Continuous Predator-Prey
The architecture of all agent networks is a MLP with 2 hidden layers of 64 units and ReLU 
Multi-Agent Mujoco
The architecture of all agent networks is a MLP with 2 hidden layers with 400 and 300 units respectively, similar to the setting used in OpenAI Spinning Up. 4 All neural networks use ReLU non-linearities for all hidden layers, except for COVDN-NAF and COMIX-NAF where we found tanh units lead to better performance. In both MADDPG and FacMADDPG, the architecture of all agent networks and critic networks is also a MLP with 2 hidden layers with 400 and 300 units respectively, while the final output layer of the actor was a tanh layer, to bound the actions. The global state consists of the full state information returned by the original OpenAI Gym (Brockman et al., 2016) . COMIX and MADDPG can both take advantage of the extra state information available during training, while COVDN ignores it. During training and testing, we restrict each episode to have a length of 1000 time steps. Training lasts for 4 million timesteps. To encourage exploration, we use uncorrelated, mean-zero Gaussian noise during training (for all 4 million timesteps). We also use the same trick as in OpenAI Spinning Up to improve exploration at the start of training. For a fixed number of steps at the beginning (we set it to be 10000), the agent takes actions which are sampled from a uniform random distribution over valid actions. After that, it returns to normal Gaussian exploration. We set γ = 0.99 for all experiments. We train on a batch size of 100 after every timestep. All neural networks are trained using Adam optimiser with a learning rate of 0.001. To evaluate the learning performance, the training is paused after every 4000 timesteps during which 10 test episodes are run with agents performing action selection greedily in a decentralised fashion.
Exploration
The choice of exploration strategy plays a substantial role in the performance of deep deterministic policy gradient algorithms (Ciosek & Whiteson, 2018) . To keep exploration strategies comparable across MADDPG and Q-learning based COMIX, we restrict ourselves to noising in action spaces rather than parameter space (Plappert et al., 2018) . MADDPG's official codebase 5 uses additive Gaussian noise with a standard deviation that is itself given by an additional policy output that is learnt end-to-end within the policy gradient loss. As Q-learning does not allow explicitly predict a policy output, we cannot apply a comparable strategy for COMIX. However, we find empirically that constant i.i.d. noising in the action spaces exhibits similar performance at lower variance than learnt noise on 2-Agent HalfCheetah (see Figure 6 : Right). Even on Continuous Predator-Prey, a significantly less complex environment on which MADDPG's official codebase was tuned on, learnt exploration does not result in better limit performance than i.i.d. Gaussian noise (see Figure 6 : Left). 
Critic Mixing Network Constraints in FacMADDPG
As in an actor-critic setting, the critic is not used for greedy action selection, FacMADDPG does not strictly require a monotonocity constraint on its critic mixing network. However, we find empirically that introducing the monotonicity requirement significantly increases performance (see Figure 7) . This supports the hypothesis that introducing monotonicity constraints strikes a reasonable trade-off between having independent critics with limited coordinative ability and the case where excess coordinative expressivity in the unconstrained critic leads to an increase in learning difficulty. 
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-0.25 ∆x ∆t + min(10, 5 · 10 −6 external contact forces 2 2 ) 2-Agent HumanoidStandup
Maximise +ve x-speed. -y ∆t + min(10, 5 · 10 −6 external contact forces 2 2 )
3-Agent Hopper
Maximise +ve x-speed. -∆x ∆t + 0.001α + 1.0
4-Agent Ant
∆x ∆t + 5 · 10 −4 external contact forces 2 2 +0.5α + 1 6-Agent HalfCheetah Maximise +ve x-speed.
-0.25 ∆x ∆t + min(10, 5 · 10 −6 external contact forces 2 2 ) Table 1 . Overview of tasks contained in Multi-Agent Mujoco. We define α as an action regularisation term − u 2 2 .
Algorithm 2 For each agent a, we perform n c CEM iterations. Hyper-parameters d i ∈ N control how many actions are sampled at the ith iteration. function CEM (Q 1 , . . . , Q N , τ 1 , . . . , τ N ) for a := 1, a ≤ N do µ a ← 0 ∈ R |Aa| σ a ← 1 ∈ R |Aa| for i := 1, i ≤ n c do for j := 1, j ≤ d i do v aj ∼ N (µ a , σ a ) v aj ← tanh(v aj ) q aj ← Q a (τ a , v aj ) j ← j + 1 end for if i < n c then U ← {v al | q al ∈ topk i (q a1 , . . . , q adi ), ∀l ∈ {1 . . . N }} µ a ← sample mean(U ) σ a ← sample std(U ) else {Right} m ← arg max j q aj u a ← v am end if i ← i + 1 end for a ← a + 1 end for return u 1 , . . . , u n end function
