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Abstract
We consider a class of generalized Kuznetsov–Zabolotskaya–Khokhlov (gKZK)
equations and determine its equivalence group, which is then used to give a com-
plete symmetry classification of this class. The infinite-dimensional symmetry
is used to reduce such equations to (1+1)-dimensional PDEs. Special attention
is paid to group-theoretical properties of a class of generalized dispersionless
KP (gdKP) or Zabolotskaya–Khokhlov equations as a subclass of gKZK equa-
tions. The conditions are determined under which a gdKP equation is invariant
under a Lie algebra containing the Virasoro algebra as a subalgebra. This oc-
curs if and only if this equation is completely integrable. A similar connection
is shown to hold for generalized KP equations.
1 Introduction
The Kuznetsov–Zabolotskaya–Khokhlov equation (also known as 2+1 dimensional
Burgers equation)
(ut + uux − uxx)x − uyy = 0 (1.1)
was originally derived in [25, 12] as a model for the description of nonlinear acoustic
beams. Later it has been used to deal with finite-amplitude compressional waves in
solids. For several physical applications of (1.1) and its dispersionless version over the
last two decades or so, see for example [20, 1]. A brief review of the works devoted
to symmetries, Painleve´ analysis, Ba¨cklund transformations and exact solutions can
be found in Ref. [7].
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A dispersionless version of (1.1) is the Zabolotskaya–Khokhlov equation, also
called dispersionless Kadomtsev–Petviashvili (dKP) equation
(ut + uux)x − uyy = 0 (1.2)
which has first appeared in the study of unsteady motion in transonic flows, and
then in the acoustic context. Equation (1.2) is known to enjoy all the integrability
properties of a typical integrable equation. It is integrable by inverse scattering
technique, and has a Lax pair. It is also invariant under a Kac–Moody–Virasoro
algebra isomorphic to that of KP equation [7]. Some time ago, a variable coefficient
generalization of (1.2) in the form
(ut + p(t)uux)x − uyy = 0 (1.3)
was introduced in [4] as the U(1)-invariant null Ka¨hler Einstein condition. We shall
show in Section 2 that it can be possible to normalize the coefficient p(t) in (1.3) to a
constant, say 1 only when it is a special power function. It also turns out that (1.3)
is completely integrable only for this very special value of the coefficient.
The purpose of this paper is to carry out a Lie symmetry analysis of a generalized
version of (1.1) obtained by allowing its coefficients to be arbitrary functions of time
in the form
(ut + p(t)uux + q(t)uxx)x + σ(t)uyy = 0, (1.4)
where p, q and σ are arbitrary nonzero functions. The case q = 0 will be investigated
separately. This type of generalization can usually be considered as manifestation of
a more realistic model for variable geophysical conditions. A study towards analyzing
symmetries and invariant solutions of a special case of (1.4), where only a single
coefficient is present,
(ut + uux − uxx)x + σ(t)uyy = 0, σ 6= 0 (1.5)
appeared in Refs. [6, 5]. The drawback with these papers was the lack of an effective
use of the notion of equivalence transformations. As a result, the list of equations
obtained in the classification may contain some redundant classes which otherwise
would not be so apparent to detect without recourse to them. These transformations
have the advantages of identifying equations with isomorphic symmetry algebras that
can be transformed to each other. One of the motivations of this article is to emphasize
the role they play in different applications, including picking out classes of variable
coefficient equations transformable to their constant coefficient counterparts [21].
The organization of the article is as follows: In Section 2, we derive the equivalence
group. In Section 3, we use the standard algorithm to find the symmetry vector
field with coefficients satisfying an ODE and then continue to determine the forms
of symmetry algebras and the invariant equations for the gKZK equation of (1.4).
We also look at group-theoretical properties of the generalized dKP (dispersionless
Kadomtsev–Petviashvili) and the generalized KP equation. We specify the most
general conditions for the equation to be invariant under an arbitrary parametrization
of time. We show that this can happen if and only if the equation can be transformed
into the dKP equation itself. In Section 4, a reduction to one-dimensional generalized
(variable coefficient) Burgers equation is performed using the infinite-dimensional
algebra as an application.
2 Equivalence transformations
Equivalence transformations have been used very effectively as an essential instrument
in symmetry classification of differential equations, as well as discrete ones depending
on unspecified functions of independent, dependent variables and their derivatives
in general. Lie group classification problems based on this approach abound in the
literature; see for example [16] for prototype examples of several PDEs, [8, 7, 2, 10]
for applications to 2+1-dimensional variable coefficient evolution equations, [18, 21]
for 1+1-dimensional general evolution equations and [15, 13] for generalized discrete
differential-difference equations. An equivalence transformation is one taking an equa-
tion from a given class of equations depending on arbitrary functions to another
equation in the same class, but possibly with different arbitrary functions or coef-
ficients here. The set of all invertible smooth equivalence transformations forms a
Lie (pseudo-)group called the equivalence group of the equation. Symmetry is an
equivalence transformation preserving also the arbitrary functions. There are also
point transformations that connect two fixed equations from a given class and are
known in the literature under the names of allowed [24] or form-preserving [11] or
admissible transformations [19]. Classes of differential equations for which all these
types of transformations are generated by equivalence ones are called normalized. (A
detailed discussion of this notion can be found in [19].)
Basically, there are two different approaches for finding equivalence group. The
first one is the infinitesimal method. Once a Lie algebra of equivalence vector fields
acting not only on independent and dependent variables but also on parameter (coeffi-
cient) functions as new dependent variables has been found by the usual prolongation
process, it can be integrated to a local equivalence group. The second one is the
direct or global method in which the equivalence group is searched by applying the
most general local point transformations
u = U(x˜, y˜, t˜, u˜), x = X(x˜, y˜, t˜, u˜), y = Y (x˜, y˜, t˜, u˜), t = T (x˜, y˜, t˜, u˜), (2.1a)
with nonvanishing total Jacobian determinant
J =
D(X, Y, T, U)
D(x˜, y˜, t˜, u˜)
6= 0, (2.1b)
to the original equation and requiring that the transformed equation expressed in
tildes should have exactly the same form as the initial one. The new coefficients in
tildes will generally be different from the old ones induced by the transformations.
When they happen to coincide (p˜(t˜) = p(t˜), q˜(t˜) = q(t˜), σ˜(t˜) = σ(t˜)) the equivalence
transformations are nothing else but the Lie point symmetries.
The question of which method is more advantageous depends on the complexity of
the structure of the equation. In our case, we find it more convenient to use the second
method to construct the equivalence group of (1.4). It is easy to extract it from the
results of Ref. [7], where a more general form of (1.4) involving other derivatives with
coefficients depending on a single variable t or both t and y was studied. To this end,
we simply specialize some coefficients to functions of t alone, then the rest to zero
and obtain the following result:
u(x, y, t) = R(t)u˜(x˜, y˜, t˜)− α˙
αp
x+ S(y, t),
x˜ = α(t)x+ β(y, t), y˜ = Y (y, t), t˜ = T (t),
α 6= 0, R 6= 0, Yy 6= 0, T˙ 6= 0,
(2.2)
where the functions α, β, Y, R, S must be chosen as consistent solutions of the system
of PDEs
σYyy = 0,
2σβyYy + αYt = 0,
βtα + pSα
2 + σβ2y = 0,
−Rα˙ + R˙α + σRβyy = 0,
− d
dt
(
α˙
αp
)
+
1
p
(
α˙
α
)2
+ σSyy = 0,
(2.3)
where the dots in (2.2), (2.3) and elsewhere will denote derivatives with respect to t. In
other words, transformations (2.2) take equations from the initial class (1.4) to those
having exactly the same differential structure but with the new coefficients (written in
tildes). The nondegeneracy conditions in (2.2) follow from the Jacobian requirement
(2.1b). Note that the transformations (2.2) are fiber-preserving or projectible because
the new independent variables do not depend on u. Here, the new coefficients in the
transformed equation satisfy
p˜(t˜) = p(t)
Rα
T˙
, q˜(t˜) = q(t)
α2
T˙
, σ˜(t˜) = σ(t)
Y 2y
αT˙
. (2.4)
We are now in a state to ask whether we can scale simultaneously p and q to 1 which is
equivalent to requiring p˜(t˜) = 1, q˜(t˜) = 1 under the transformation (2.2). To achieve
this normalization (scaling) we choose the functions R(t), α(t) and T (t) in Eqs. (2.2)
so that for some δ 6= 0 we have Yy = δ(t) and
T˙ (t) = q(t)α2(t), R(t) =
q
p
α. (2.5)
The remaining functions figuring in (2.2) must satisfy the compatibility equations
(2.3). It is straightforward to see that there exists such a transformation with coeffi-
cients given by
β =
1
2
ω(t)y2, ω(t) = −α
σ
k˙
k
,
R = k(t)α(t), k(t) =
q
p
, k˙ 6= 0,
Y = δ(t)y, δ(t) = k2(t),
S = − 1
pα2
(
1
2
αω˙ + σω2)y2,
(2.6)
where α satisfies a second order nonlinear ODE
−p d
dt
(
α˙
αp
)
+
(
α˙
α
)2
+
d
dt
( k˙
k
)
+
k˙
k
( α˙
α
− σ˙
σ
)
− 2
( k˙
k
)2
= 0.
Setting A(t) = α˙/α, this ODE is reduced to a Riccati equation
A˙ = A2 +
q˙
q
A+
d
dt
( k˙
k
)
−2
( k˙
k
)2
− σ˙
σ
( k˙
k
)
. (2.7)
Furthermore, T is obtained from the integration
T (t) =
∫
α2(t)q(t) dt,
and the action of the obtained equivalence transformation on σ is given by
σ˜(t˜) =
δ2
qα3
σ =
q3
p4α3
σ.
When k˙ = 0, i.e. p and q are proportional, a reparametrization of time t→ T (t) only
will suffice for normalization and we have σ˜ = q−1σ.
Under (2.2) together with (2.6) we obtain the following canonical form of our
initial class (1.4)
(ut + uux + uxx)x + σ(t)uyy = 0, σ 6= 0. (2.8)
From now on we will restrict our analysis to the subclass (2.8). The equivalence
transformations of (2.8) are obtained now by setting p = q = 1 in (2.3) and solving
for α, β, T , Y and S again. First of all, from the normalization condition we must
have R(t) = α(t) and T˙ = α2. We then solve equations (2.3) and find
Y (y, t) = Y1y + Y0(t), (2.9a)
β(y, t) = − αY˙0
2Y1σ
y + β0(t), (2.9b)
S(y, t) =
1
2Y1
( Y¨0
σ
+
α˙Y˙0
ασ
− Y˙0σ˙
σ2
)
y − β˙0
α
− 1
4Y 21
Y˙ 20
σ
, (2.9c)
where Y1 6= 0 is a constant, Y0(t), β0(t) are arbitrary functions. Equation (2.7) is
simplified to the elementary equation A˙ = A2 from which α and hence T are obtained
explicitly. Alternatively, T satisfies the special Schwarzian equation
...
T
T˙
− 3
2
( T¨
T˙
)2
= 0,
whose solutions generate Mo¨bius transformations: t→ (at + b)/(ct + d), where ∆ =
ad − bc 6= 0. These transformations form a group isomorphic to PSL(2,R). That is
why we must have ∆ > 0.
Summing up, we obtain
Proposition 2.1 The equivalence group GE of the canonical class (2.8) is infinite-
dimensional and given by
t˜ = T (t) =
at + b
ct + d
,
x˜ =
ε
√
∆
ct + d
x− ε
√
∆
2Y1
Y˙0
(ct+ d)σ
y + β0(t),
y˜ = Y1y + Y0(t),
u =
ε
√
∆
ct + d
u˜+
c
ct+ d
x+
1
2Y1
( Y¨0
σ
− c
ct+ d
Y˙0
σ
− Y˙0σ˙
σ2
)
y − 1
4Y 21
Y˙ 20
σ
− ε√
∆
(ct + d)β˙0,
σ˜ = ε∆−3/2Y 21 (ct+ d)
3σ,
(2.10)
where ε = ±1, a, b, c, d are arbitrary constants, ∆ = ad − bc > 0, Y1 is a nonzero
constant and Y0(t), β0(t) are arbitrary functions.
Remarks:
1. We note that the equivalence group is maximal in the sense that all point
transformations between equations from class (2.8) are exhausted by those from
the group GE.
2. The quadruple of real numbers (a, b, c, d) in (2.10) is defined up to a nonzero
multiplier so that one can set ∆ = 1 with no loss of generality.
3. The u-component of transformations from GE is parameterized by the arbitrary
element σ. The condition Y˙0 = 0 singles out those transformations from GE
whose components associated with the dependent and the independent vari-
ables do not involve σ. Therefore, these transformations constitute the usual
equivalence group of the subclass (2.8).
4. The old and new coefficients transform according to the relation
σ(t) = ε∆3/2Y −21 (ct+ d)
−3σ˜
(at + b
ct + d
)
. (2.11)
An immediate conclusion of this relation is that the most general equation of
the form (2.8) that can be transformed to its constant coefficient version should
have the coefficient
σ = σ0(t+ κ)
−3
for some constants σ0 6= 0 and κ.
The special case of (1.4) for q = 0 (generalized dKP equation) can be treated by
a similar argument. From the second condition of (2.4) we have q˜ = 0. We try to
solve the system (2.3) for the functions figuring in (2.2) such that p˜ = 1, σ˜ = 1. We
find that this is possible only if the functions p and σ are related by
p(t) = [c1
∫
σ(t) dt+ c2]
−3/2σ(t), (2.12)
where c1, c2 are constants. The relevant functions in the equivalence transformations
are given by
R = [c1
∫
σ(t) dt+ c2]
−1/2, α = 1,
Y = δ(t)y + ν(t), δ(t) = δ0R
2,
β = − R˙
2σR
y2 + β1(t)y + β0(t),
S = −1
p
[(β˙1 +
ν˙R˙
σδR
)y + β˙0 + σβ
2
1 ], β1 = −
ν˙
2σδ
,
(2.13)
where δ0 is a constant, and β0, ν are arbitrary functions. T (t) is obtained from the
relation T˙ = pR. Unless c1 = 0, p and σ are linearly independent. For instance, in
the particular case σ = 1, we have p = p0(t− t0)−3/2, p0 6= 0 and find that
(ut + p0(t− t0)−3/2uux)x + uyy = 0 (2.14)
is equivalent to its constant-coefficient form.
3 Lie point symmetries
3.1 Symmetries of the gKZK equation
First of all, we intend to perform a complete group classification of (2.8) for arbitrary
given coefficient σ(t). A general element of the symmetry algebra of (2.8) will have
the form
V = τ(x, y, t, u)∂t + ξ(x, y, t, u)∂x + η(x, y, t, u)∂y + φ(x, y, t, u)∂u. (3.1)
From (2.10) one can actually assume a priori that τ = τ(t), ξ is linear in x, η in y
and φ in u. The standard infinitesimal symmetry requirement which is expressed as
the annihilation of (2.8) on the solution set by the third prolongation pr(3)V of (3.1)
gives the determining equations for the coefficients τ , ξ, η and φ. The solutions of
the elementary ones among them are obtained as
τ = τ(t), ξ =
1
2
τ˙ x+ θ(y, t), η = η(y, t), φ = −1
2
τ˙u+
1
2
τ¨ x+ θt
with the following constraints (determining equations)
σθyy = 0, σηyy = 0, (3.2a)
ηt + 2σθy = 0, (3.2b)
...
τ + 2σθy = 0, (3.2c)
τ σ˙ + [
3
2
τ˙ − 2ηy]σ = 0. (3.2d)
Solving the determining equations (3.2), except the last one we obtain
V = τ(t)∂t +
(1
2
τ˙ x+ θ(y, t)
)
∂x + η(y, t)∂y + [−1
2
τ˙u+
1
2
τ¨ x+ θt]∂u, (3.3)
where
τ(t) = τ2t
2 + τ1t+ τ0, θ(y, t) = − η˙0
2σ
y + ξ0(t), η(y, t) = η1y + η0(t). (3.4)
In (3.4), τ0, τ1, τ2 and η1 are arbitrary constants and ξ0, η0 are arbitrary functions.
The remaining determining equation (3.2d) implies that the function σ(t) must satisfy
a first order ODE
(
τ2t
2 + τ1t+ τ0
)
σ˙ +
[
3τ2t+
3τ1
2
− 2η1
]
σ = 0. (3.5)
The fact that (3.5) does not contain the functions ξ0, η0 suggests that the Lie point
symmetry algebra is infinite-dimensional for any σ. Indeed, splitting (3.5) with re-
spect to σ and σ˙ gives τ = 0 (τ2 = τ1 = τ0 = 0) and η1 = 0. So we find that the
infinite-dimensional symmetry algebra for σ(t) arbitrary is represented by the vector
field (with f = ξ0, g = η0)
V = X(f) + Y (g), (3.6a)
X(f) = f(t)∂x + f˙(t)∂u, (3.6b)
Y (g) = g(t)∂y − g˙(t)
2σ(t)
y∂x − d
dt
( g˙(t)
2σ(t)
)
y∂u, (3.6c)
where f(t) and g(t) are arbitrary smooth functions. The commutation relations are
[X(f1), X(f2)] = 0, [X(f), Y (g)] = 0,
[Y (g1), Y (g2)] = X
( 1
2σ
(g′1g2 − g1g′2)
)
.
(3.7)
The symmetry algebra is an infinite-dimensional nilpotent Lie algebra which we de-
note by
L = {X(f), Y (g)}. (3.8)
Now we identify all possible cases when the symmetry algebra is larger than (3.8).
We shall see that the algebra is extended at least by one additional basis element
for other solutions (τ 6= 0) of (3.5). One approach is to use an analysis given, for
example in a recent paper [23]. The classifying ODE (3.5) has the structure
(pt2 + qt+ r)σ˙ + (3pt+ s)σ = 0 (3.9)
for some parameters p, q, r, s. Under the action of the Mo¨bius transformations in t
together with (2.11), eq. (3.9) remains form-invariant with the new coefficients
p˜ = pd2 − qcd+ rc2, q˜ = −2pbd+ q(ad+ bc)− 2rac,
r˜ = pb2 − qab+ ra2, s˜ = ∆s− 3(pbd− qbc+ rac).
(3.10)
These relations are defined up to a nonzero factor and the discriminant D = τ 21−4τ0τ2
of the quadratic polynomial τ is a relative invariant, i.e. D˜ = τ˜ 21 −4τ˜0τ˜2 = ∆2D. The
existence of such an invariant suggests that, with an appropriate choice of the linearly
independent pairs (a, b) and (c, d), the triple (p, q, r) can be transformed into one of
the three inequivalent values depending on the sign of D. The remaining parameter
s can be rescaled to ±1 only when D = 0. The final list of inequivalent quadruples
(p, q, r, s) is given by 

(0, 1, 0, s1), D > 0,
(0, 0, 1,−1), D = 0,
(1, 0, 1, s2), D < 0,
where s1 and s2 ≥ 0 are constants. Once the simplified values of the parameters
(p, q, r, s) have been obtained, the corresponding ODE (3.9) is solved in each case.
We then substitute them into (3.5) and solve for the constants τ0, τ1, τ2, η1 figuring in
the symmetry algebra.
Alternatively, using the fact that the vector field
V˜ = (τ2t
2 + τ1t+ τ0)∂t + (τ2t+
τ1
2
)x∂x + η1y∂y + [−(τ2t + τ1
2
)u+ τ2x]∂u, (3.11)
which will generate the additional symmetries is invariant under the equivalence trans-
formations
t˜ =
at + b
ct + d
, x˜ =
x
ct + d
, y˜ = Y1y,
u =
u˜
ct + d
+
cx
ct+ d
, ad− bc = 1,
(3.12)
we can simplify the symmetry vector field (3.11) and reobtain the same representative
equations as above. The Mo¨bius transformations act on the t-coefficient τ of the
vector field V˜ by conjugation. This means we can transform τ∂t which represents
a general element of an sl(2,R) algebra into one of its one-dimensional subalgebras:
t∂t, ∂t, (t
2+1)∂t depending on the sign of the adjoint action invariant D = τ
2
1 −4τ0τ2
being positive, zero and negative, respectively.
In the following we sum up the additional symmetries:
1. D > 0: We obtain
σ(t) = σ0t
s.
σ0 can be rescaled to ±1 by a scaling transformation in y. The corresponding
symmetry for s 6= −3 is
D(s) = 2t∂t + x∂x +
(2s+ 3)
2
y∂y − u∂u.
In the special case s = −3, there are two additional symmetries
D(−3) = 2t∂t + x∂x − 3
2
y∂y − u∂u, C0 ≡ C(0) = t2∂t + xt∂x + (x− tu)∂u.
Note that under the equivalence transformation
t˜ = −1
t
, x˜ =
x
t
, y˜ = y, u˜ = tu− x (3.13)
we have s→ s+3. This means that the case s = −3 is equivalent to σ(t) = σ0.
Under the same transformation D(−3) and C0 get transformed to D(0) (up to
sign) and T0 = ∂t, respectively.
2. D = 0: We have σ(t) = σ0e
t, σ0 = ±1. The corresponding symmetry is
T = ∂t +
1
2
y∂y.
3. D < 0: We have
σ(t) = σ0
(
1 + t2
)−3/2
es arctan t, σ0 = ±1.
The additional symmetry is
C(s) = (1 + t2)∂t + xt∂x +
s
2
y∂y + (x− tu)∂u.
Remarks:
1. Note that if σ = σ0 = ±1, then we have τ2 = 0, η1 = 34τ1 and τ0 is arbitrary.
This gives two additional symmetry generators
T0 = ∂t, D0 ≡ D(0) = 2t∂t + x∂x + 3
2
y∂y − u∂u.
2. All the extended algebras have a semi-direct sum structure
L = X0 ⊲ {X(f), Y (g)},
where the ideal is on the right and X0 is one of the basis elements C, T , and
D. For σ = ±1, X0 = {T0, D0}.
In Table 1 we present representatives of all classes of functions σ(t) for the symme-
try algebra. The classification is done under the equivalence transformations (2.10).
Table 1: Symmetry classification of (2.8); σ0 = ±1.
N σ(t) Basis elements of symmetry algebra L
1 ∀ X(f), Y (g)
2 σ0 X(f), Y (g), T0, D0
3 σ0t
s X(f), Y (g), D(s), s 6= −3
4 σ0e
t X(f), Y (g), T
5 σ0(t
2 + 1)−3/2es arctan t X(f), Y (g), C(s)
3.2 KMV symmetries of the gdKP equation
We now turn to study symmetries of the generalized dKP (gdKP) equation
(ut + p(t)uux)x + σ(t)uyy = 0, p · σ 6= 0. (3.14)
Allowing variable coefficients in a constant coefficient integrable PDE usually destroys
its integrability. It is well-known that just as the usual KP equation, its dispersionless
variant dKP is also integrable and has an infinite-dimensional symmetry algebra with
a specific loop structure [7]. It would be interesting to know the subcases when the
equation (3.14) is integrable or at least transformable to the usual dKP equation by
point transformations. One can of course always scale the coefficient p → 1 by a
reparametrization of time and then classify its symmetries. We do not choose this
option. But rather, we are interested in looking at the possibility if the symmetry
algebra of the gdKP equation can be invariant under an entire Kac–Moody–Virasoro
(KMV) algebra.
The Lie infinitesimal process is applied to show that the symmetry algebra of
(3.14) can be represented by the vector field
V = τ(t)∂t + [µ(t)x+ θ(y, t)]∂x + (η1(t)y+ η0(t))∂y + [Q(t)u+
1
p
(µ˙x+ θt)]∂u, (3.15)
µ(t) =
1
3
τ˙ +
τ
9
(
4
p˙
p
− σ˙
σ
)
+ C0, (3.16a)
η1(t) =
2
3
τ˙ +
2
9
τ
( p˙
p
+ 2
σ˙
σ
)
+
C0
2
, (3.16b)
Q(t) = −2
3
τ˙ − τ
9
(
5
p˙
p
+
σ˙
σ
)
+ C0, (3.16c)
θ(y, t) =
1
2σ
(µ˙+ Q˙)y2 − η˙0(t)
2σ
y + θ0(t), (3.16d)
where C0 is a constant and η0, θ0 are arbitrary functions. The remaining determining
equation for τ provides the classifying ODE
3µ¨−
( p˙
p
+ 2
σ˙
σ
)
µ˙ = − σ˙
σ
d
dt
(1
p
d
dt
(pτ)
)
+
d2
dt2
(1
p
d
dt
(pτ)
)
. (3.16e)
First of all, the parameter C0 generates a dilational symmetry
D = 2x∂x + y∂y + 2u∂u
for any p and σ. We are interested in specifying conditions on p, σ that leave τ
free. Eq. (3.16e) can be viewed as a linear relation in τ and its derivatives with
coefficients depending on p, σ and derivatives. We note that the coefficients of
...
τ
and τ¨ in (3.16e) are identically zero and eq. (3.16e) has the form E(t)τ˙ + F (t)τ = 0,
where, with K = p˙/p, L = σ˙/σ,
E(t) = 6(K˙ − L˙)− 4K2 + 2KL+ 2L2,
F (t) = 3(K¨ − L¨)− (4K − L)K˙ + (K + 2L)L˙. (3.17)
If we force E(t) and F (t) to vanish simultaneously we obtain the necessary conditions
for τ figuring as t-coefficient in the vector field to remain free. A compatibility of the
resulting equations provides
2
( p˙
p
)2
− 3 d
dt
( p˙
p
)
− p˙
p
σ˙
σ
+ 3
d
dt
( σ˙
σ
)
−
( σ˙
σ
)2
= 0. (3.18)
This condition can be shown to be equivalent to the condition (2.12) for the gdKP
equation to be transformable to the standard dKP equation. Indeed, making the
change of variable p = σeΩ(t) in (3.18) results in the ODE
Ω¨− σ˙
σ
Ω˙− 2
3
Ω˙2 = 0,
which can be integrated to give
eΩ =
[
c1
∫
σ(t)dt+ c2
]−3/2
.
This is exactly the condition (2.12) relating p and σ when the equation can be trans-
formed to (1.2) by a point transformation. This implies that under condition (2.12)
the vector field (3.15) depends on three arbitrary functions of time, and the general
element of the symmetry algebra of the gdKP equation can be written as
V = T (τ) +X(θ0) + Y (η0) + γD, (3.19a)
where τ, θ0, η0 are arbitrary smooth functions of t, γ is a parameter. Here
T (τ) = τ∂t + (µx+ χy
2)∂x + η1y∂y + [Qu+
1
p
(µ˙x+ χ˙y2)]∂u, (3.19b)
X(θ0) = θ0∂x +
1
p
θ˙0∂u, (3.19c)
Y (η0) = − 1
2σ
η˙0y∂x + η0∂y − 1
p
d
dt
(
η˙0
2σ
)y∂u, (3.19d)
χ =
1
2σ
(µ˙+ Q˙).
The basis elements {T (τ), X(ξ), Y (η), D} of the Lie symmetry algebra satisfy the
commutation relations
[T (τ1), T (τ2)] = T (τ1τ˙2 − τ˙1τ2), (3.20a)
[D,X(ξ)] = −2X(ξ), [X(ξ), Y (η)] = 0, (3.20b)
[D, Y (η)] = −Y (η), [X(ξ), T (τ)] = X(πx), (3.20c)
[D, T (τ)] = 0, [Y (η), T (τ)] = Y (πy), (3.20d)
[X(ξ1), X(ξ2)] = 0, [Y (η1), Y (η2)] = X
(
− 1
2σ
(η1η˙2 − η˙1η2)
)
, (3.20e)
where
πx =
1
3
τ˙ ξ − τ ξ˙ + 1
9
ξτ
(
4
p˙
p
− σ˙
σ
)
, πy =
2
3
τ˙ η − τ η˙ + 2
9
ητ
( p˙
p
+ 2
σ˙
σ
)
.
The commutation relations suggest that the infinite-dimensional symmetry algebra L
of the gdKP equations has the structure of a Kac–Moody–Virasoro (KMV) algebra
only if the condition (2.12) is satisfied among p and σ. This is seen by introducing
a basis for the functions τ(t), ξ(t), η(t) consisting of the monomials tn, n ∈ Z (in
other words, restricting them to be Laurent polynomials in t) and obtaining a ba-
sis {T (tn), X(tn), Y (tn)} for the corresponding Lie algebra having exactly the same
commutation relations with those of a (centerless) KMV type algebra. (See [3] for
more details.) This fact also indicates that an integrable subclass, which we call
the integrable gdKP equation, has been singled out of the original gdKP class. The
symmetry algebra of the integrable gdKP equation can be written as a semidirect
sum
L = {T (τ)}⊲ {X(ξ), Y (η), D} (3.21)
with the ideal on the right. We sum up the result as two theorems.
Theorem 3.1 The generalized dKP (gdKP) equation (3.14) admits the (centerless)
Virasoro algebra as a symmetry algebra if and only if the coefficients satisfy (2.12).
Theorem 3.2 The gdKP equation (3.14) is invariant under a Lie symmetry algebra
which contains a Virasoro algebra as a subalgebra, if and only if it can be transformed
into the dKP equation itself by a point transformation. The transformation is given
by (2.13).
If E(t) 6= 0 in E(t)τ˙ + F (t)τ = 0, then this first order ODE fixes τ = τˆ =
τ0 exp{
∫
(−F (t)/E(t)dt)} ≡ τ0H(t) and the loop structure of the algebra is lost
though it is still infinite-dimensional. The Virasoro part {T (τ)} of the Lie symmetry
algebra (3.21) is no longer present for all other values of p and σ where E(t)·F (t) 6= 0.
In this case, the symmetry element T (τˆ) is all that is remnant of the arbitrary
reparametrization of time corresponding to T (τ). The algebra gets largely reduced.
A basis for the algebra is {X(ξ), Y (η), T (H), D}. The subalgebra {X(ξ), Y (η)} is a
centerless Kac–Moody algebra. If E(t) 6= 0, but F (t) ≡ 0, then τ = τ0, a constant.
This happens when p(t) = Aekt and σ(t) = Beℓt for k/ℓ 6= (1 ± √3)/2. The group
transformations generated by T (τ0) are only a time translation plus dilations in the
other variables.
3.2.1 Special integrable subcases of (3.14)
We now consider some special cases satisfying condition (2.12).
1. p = 1 and σ = 1 (the standard dKP equation): Eq. (3.18) is trivially satisfied
and we have µ = τ˙ /3 (ignoring constant C0) and Q = −2τ˙ /3. So the symmetry
algebra of dKP equation is recovered as
V = T (τ) +X(ξ) + Y (η),
T (τ) = τ∂t +
1
6
(
2τ˙ x− τ¨ y2) ∂x + 2τ˙
3
y∂y +
1
6
(−4τ˙ u+ 2τ¨x− ...τ y2) ∂u,
(3.22a)
X(ξ) = ξ∂x + ξ˙∂u, (3.22b)
Y (η) = −1
2
η˙y∂x + η∂y − 1
2
η¨y∂u, (3.22c)
where τ, ξ, η are arbitrary smooth functions of t.
2. p = 1, σ = t−3 (up to translation and scaling of integration constants): The
symmetry vector field (3.19) has the coefficients
µ(t) =
1
3
(τ˙ +
τ
t
), η1(t) =
2
3
(τ˙ − 2τ
t
), Q(t) = −1
3
(2τ˙ − τ
t
).
3. p = t−3/2, σ = 1: We have
µ(t) =
1
3
(τ˙ − 2τ
t
), η1(t) =
1
3
(2τ˙ − τ
t
), Q(t) = −1
3
(2τ˙ − 5
2
τ
t
).
The point transformations taking the corresponding gdKP equations to the standard
form are given by (2.13).
3.3 KMV symmetries of the gKP equation
An analogous situation occurs for the generalized KP (gKP) equation
(ut + p(t)uux + q(t)uxxx)x + σ(t)uyy = 0, (3.23)
where p, q, σ are arbitrary nonzero functions. The equivalence and symmetry deter-
mining equations for a more general form of this equation were obtained in [9]. Using
the results of [9], one can show that the following are necessary and sufficient con-
ditions for the existence of the centerless KMV loop algebra as a symmetry algebra,
passing the Painleve´ test and transformability to the standard form:
q(t) = p(t)[c1
∫
p(t)dt+ c2], σ(t) = Y
−2
1 p(t)[c1
∫
p(t)dt+ c2]
−3, (3.24)
where c1, c2 (c1.c2 6= 0), Y1 6= 0 are constants. The point transformation taking (3.23)
to itself for p = q = σ = 1 (normalizing transformation) is
u = α(t)u˜− α˙
αp
x− 1
pα2
[αβt + σβ
2
y ],
x˜ = α(t)x+ β(y, t), y˜ = Y1y + Y0(t),
t˜ =
∫
pα2dt, β(y, t) = − α
2σ
Y˙0y + β0(t),
α = [c1
∫
p(t)dt+ c2]
−1,
(3.25)
where Y0, β0 are arbitrary functions. Two equations lying in the subclass (3.24) are
(p, q, σ) = (1, t, t−3) and (p, q, σ) = (et, e2t, e−2t). A normalizing point transformation
(p, q, σ) → (1, 1, 1) in the first case is given by (3.13). In the second one, one such
transformation is
t˜ = e−t, x˜ = e−tx, y˜ = y, u˜ = etu− x.
We now look at the symmetry properties of the gKP equation (the normalization
of the coefficient p is again ignored for our purposes). Our intention, as in the gdKP
equation, is to find the conditions on p, q and σ keeping intact the KMV structure
of the symmetry algebra of the standard KP equation. The vector field representing
the symmetry algebra of (3.23) [9] has the form
V = τ(t)∂t + [a(t)x+ b(y, t)]∂x + [η1(t)y + η0(t)]∂y + [R(t)u+
1
p
(a˙x+ bt)]∂u, (3.26)
a(t) =
1
3
(τ˙ + Lτ), η1(t) =
1
2
(a+ τ˙ +Mτ), (3.27a)
R(t) = −2
3
τ˙ + (
1
3
L−K)τ, (3.27b)
b(y, t) = − 1
8σ
[a˙ + τ¨ +
d
dt
(Mτ)]y2 − η˙0(t)
2σ
y + ξ0(t), (3.27c)
where K = p˙/p, L = q˙/q, M = σ˙/σ and ξ0, η0 are arbitrary functions. The deter-
mining equation for τ is
(−4K + 3L+M)τ¨ + (6L˙− 6M˙ − 4KL+ LM + 3M2)τ˙
+(3L¨− 3M¨ − 4KL˙+ML˙+ 3MM˙)τ = 0. (3.27d)
If τ is supposed to be arbitrary we must set the coefficients equal to zero. The
equations obtained are consistent if we have, in terms of the coefficients,
4
p˙
p
− 3 q˙
q
− σ˙
σ
= 0, 2
d
dt
( σ˙
σ
− q˙
q
)
+
( q˙
q
)2
−
( σ˙
σ
)2
= 0.
The above equations can be integrated to give the conditions (3.24). This implies
that the KMV structure can persist only for equations that are equivalent to the KP
itself under the point transformation (3.25).
4 Reduction of (2.8) to the one-dimensional Burg-
ers equation
Reductions by subalgebras X(f) and Y (g) for (2.8) in the generic case were presented
in [5]. Moreover, in the nongeneric case where σ is a power or an exponential function,
reductions by two dimensional subalgebras of the symmetry algebra to ODEs and
analysis of their possible solutions that led to exact solutions of the original PDE
were investigated in the same work. Here we would like to give reductions in the
generic case by the algebra L represented by X(f) + Y (g), g 6= 0 which is actually
conjugate under the group exp{Y (G)} for some G(t) to Y (g). An invariant solution
must then have the form
u =W (ξ, t)− 1
g
[
d
dt
( g˙
4σ
)
y2 − f˙ y],
ξ = x+
g˙
4σg
y2 − f
g
y.
(4.1)
Once integrated, the reduced equation satisfies
Wt +WWξ +Wξξ + σ
(f
g
)2
Wξ +
g˙
2g
W − σ
2g
d
dt
( g˙
σ
)
ξ + ρ(t) = 0,
where ρ is an arbitrary function which can be transformed away by a time dependent
translation of the dependent variable W →W +h(t) with h appropriately chosen (as
a solution of a first order linear ODE). Note that the above translation has an effect
of increasing the coefficient of the first derivative term Wξ by h. Wξ can also be set
to zero. This is achieved by the transformation
W = F (z, t), z = ξ + γ(t),
where γ satisfies
γ˙ = h−
(f
g
)2
σ.
Further simplification comes from the choice g˙ = σ. The final form of the reduced
equation can be written as
Ft + FFz + Fzz +
Σ˙
2Σ
F = 0, Σ˙ = σ, (4.2)
which is a one-dimensional generalized Burgers equation. The transformation
t˜ = T (t) =
∫
Σ−1/2dt, z˜ = z, F = Σ−1/2F˜ (z˜, t˜)
takes equation (4.2) to the more usual form
F˜t˜ + F˜ F˜z˜ + g˜(t˜)F˜z˜z˜ = 0, (4.3)
where g˜(t˜) = Σ1/2(t˜). A group classification of (4.3), completing the partial results
in the literature, appeared very recently in Ref. [22]. According to the results of
this paper, the maximal symmetry algebra of (4.3), which occurs when g = ±1 is five
dimensional and isomorphic to the complete Galilei algebra (Galilei-similitude algebra
extended by projective elements) having the semi-direct sum structure sl(2,R) ⊲ 2A.
This is the usual non-potential Burgers equation well-known for its linearizability to
the heat equation by the Hopf–Cole transformation. For three special forms of g it
is three-dimensional, or otherwise two-dimensional generating space translations and
Galileian boosts for arbitrary g.
5 Conclusions
We have demonstrated that equivalence transformations are useful in symmetry clas-
sification. A knowledge of equivalence group enabled us to simplify the arbitrary
coefficients figuring in Eq. (1.4) (we have been able to normalize two out of three),
then proceed to classify all equations with nontrivial symmetries. The equation un-
der study is shown to have an infinite-dimensional symmetry algebra for arbitrary
coefficient σ. The symmetry algebra is extended at least by one additional element
when σ has special forms. We again made use of equivalence transformations to
give only a representative list of equations which cannot be transformed into each
other. The results of this paper reveal that some of the equations presented in the
classification list of Refs. [5, 6] are redundant. Also, symmetry properties of the
gdKP equation are studied. This is precisely where the equivalence transformations
come in again. Requiring that the equation be invariant under a reparametrization
of time we have identified the most general equation of the form (3.14) allowing a
Kac–Moody–Virasoro algebra and have shown that this equation can be transformed
into the integrable dKP equation. We shall call this class the integrable gdKP equa-
tion. Thus, all variable coefficient integrable nonlinear PDEs are singled out from
the generic nonintegrable gdKP equation. A similar link between the generalized KP
(gKP) and KP has also been emphasized. Based on this fact we can transform the
Lax pair and any solution for the dKP (or KP) equation to a Lax pair and to a
solution for the gdKP (or gKP) equation. For a further discussion of this topic and
other applications we refer the interested readers to a very recent work [21] for PDEs
in 1+1-dimension and [8, 14] in 2+1-dimension. The relationship between infinite-
dimensional Lie point symmetries of PDEs and integrability is not well understood
so far. We hope that the results of Subsections (3.2) and (3.3) can shed some light
on this issue.
Finally, to the best of our knowledge, the question of whether (2.12) is the only case
when the gdKP equation passes the Painleve´ test remains unanswered. The leading-
order exponent in its Painleve´ series expansion arises as p = 0. This indicates that
the resulting expansion may correspond to (a special case of) the Taylor expansion
solution or to the possibility that it must be modified by adding logarithmic terms.
See the original article [17] for a discussion of this theme. A possible answer to this
question is beyond the scope of the current article.
Acknowledgements
We thank the reviewers for their useful comments and suggestions. Thanks are also
due to Prof. M. Dunajski for bringing Ref. [4] to our attention.
References
[1] N.S. Bakhvalov, Ya. M. Zhileikin, and E.A. Zabolotskaya; translated by Robert
T. Beyer. Nonlinear theory of sound beams. American Institute of Physics, New
York, 1987.
[2] P. Basarab-Horwath, F. Gu¨ngo¨r, and C. O¨zemir. Infinite-dimensional symmetries
of a general class of variable coefficient evolution equations in 2+1 dimensions.
Journal of Physics: Conference Series, 474(1):012010, 2013.
[3] D. David, N. Kamran, D. Levi, and P. Winternitz. Symmetry reduction for
the Kadomtsev–Petviashvili equation using a loop algebra. J. Math. Phys.,
27(5):1225–1237, 1986.
[4] M. Dunajski and M. Przanowski. Topics in Mathematical Physics, General Rel-
ativity and Cosmology in Honor of Jerzy Plebanski, chapter Null Ka¨hler struc-
tures, Symmetries and Integrability. World Scientific, 2006.
[5] F. Gu¨ngo¨r. Addendum: Symmetries and invariant solutions of the two-
dimensional variable coefficient Burgers equation. J. Phys. A: Math. and Gen.,
35:1805–1806, 2001.
[6] F. Gu¨ngo¨r. Symmetries and invariant solutions of the two-dimensional variable
coefficient Burgers equation. J. Phys. A: Math. and Gen., 34:4313–4321, 2001.
[7] F. Gu¨ngo¨r. Infinite-dimensional symmetries of a two-dimensional generalized
Burgers equation. J. Math. Phys., 51:083504:1–12, 2010.
[8] F. Gu¨ngo¨r and P. Winternitz. Generalized Kadomtsev–Petviashvili equation with
an infinite dimensional symmetry algebra. J. Math. Anal. and Appl., 276:314–
328, 2002.
[9] F. Gu¨ngo¨r and P. Winternitz. Equivalence classes and symmetries of the variable
coefficient KP equation. Nonlinear Dynamics, 35:381–396, 2004.
[10] N.M. Ivanova, C. Sophocleous, and R. Tracina. Lie group analysis of two-
dimensional variable-coefficient Burgers equation. Zeitschrift fu¨r Angewandte
Mathematik und Physik (ZAMP), 61(5):793–809, 2010.
[11] J. G. Kingston and C. Sophocleous. On form-preserving point transformations of
partial differential equations. J. Phys. A: Math. and Gen., 31:1597–1619, 1998.
[12] V. P. Kuznetsov. Equations of nonlinear acoustics. Sov. Phys. Acoustics, 16:467–
470, 1971.
[13] D. Levi, E. Ricca, Z. Thomova, and P. Winternitz. Lie group analysis of a
generalized Krichever–Novikov differential-difference equation, arXiv:1401.6991.
[14] D. Levi and P. Winternitz. The cylindrical Kadomtsev–Petviashvili equation, its
Kac–Moody–Virasoro algebra and relation to the KP equation. Phys. Lett. A,
129:165–167, 1988.
[15] D. Levi, P. Winternitz, and R. I. Yamilov. Symmetries of the continuous and
discrete Krichever–Novikov equation, SIGMA, 7:097, 2011.
[16] L. V. Ovsiannikov. Group Analysis of Differential Equations. Academic Press,
New York, 1982.
[17] A. Pickering. A note on logarithms in the Painleve´ test. Inverse Problems,
13(1):179, 1997.
[18] O. A. Pocheketa, R. O. Popovych, and O. O. Vaneeva. Group classification and
exact solutions of variable-coefficient generalized Burgers equations with linear
damping. Appl. Math. and Comp., 243(0):232 – 244, 2014.
[19] R. O. Popovych, M. Kunzinger, and H. Eshraghi. Admissible transformations
and normalized classes of nonlinear Schro¨dinger equations. Acta Appl. Math.,
109:315–359, 2010.
[20] O.V. Rudenko. The 40th anniversary of the Khokhlov–Zabolotskaya equation.
Acoustical Physics, 56(4):457–466, 2010.
[21] O. O. Vaneeva, R. O. Popovych, and C. Sophocleous. Equivalence transforma-
tions in the study of integrability. Physica Scripta, 89(3):038003, 2014.
[22] O. O. Vaneeva, C. Sophocleous, and P. G. L. Leach. Lie symmetries of generalized
Burgers equations: application to boundary-value problems, arXiv:1303.3548.
[23] O.O. Vaneeva, R.O. Popovych, and C. Sophocleous. Extended group analysis of
variable coefficient reaction-diffusion equations with exponential nonlinearities.
J. Math. Anal. and Appl., 396(1):225 – 242, 2012.
[24] P. Winternitz and J.P. Gazeau. Allowed transformations and symmetry classes
of variable coefficient Korteweg-de Vries equations. Phys. Lett. A, 167:246–250,
1992.
[25] E. A. Zabolotskaya and R. V. Khokhlov. Quasi-plane waves in the nonlinear
acoustics of confined beams. Sov. Phys. Acoustics, 15:35–40, 1969.
