We provide necessary and sufficient conditions for a 1-jet (f, G) : E → R × X to admit an extension (F, ∇F ) for some F ∈ C 1,ω (X). Here E stands for an arbitrary subset of a Hilbert space X and ω is a modulus of continuity. As a corollary, in the particular case X = R n , we obtain an extension (nonlinear) operator whose norm does not depend on the dimension n. We also provide similar results for the classes C 1,α on superreflexive Banach spaces with modulus of smoothness of power type p = 1 + α, with α ∈ (0, 1].
Introduction and main results
Throughout this paper we will assume that ω : [0, +∞) → [0, +∞) is a concave and increasing function such that ω(0) = 0 and lim t→+∞ ω(t) = +∞. Also, we will denote
for every t ≥ 0, and if X is a Banach space then C 1,ω (X) will stand for the set of all functions g : X → R which are differentiable and such that Dg : X → X * is uniformly continuous, with modulus of continuity ω, that is to say, there exists some constant C > 0 such that
for all x, y ∈ X.
If E is a subset of R n and we are given functions f : E → R, G : E → R n , Glaeser's C 1,ω version of the classical Whitney extension theorem (see [42, 23] ) tells us that there exists a function F ∈ C 1,ω (R n ) with (F, ∇F ) = (f, G) on E if and only if the 1-jet (f, G) satisfies the following property: there exists a constant M > 0 such that (1.2) |f (x) − f (y) − G(y), x − y | ≤ M ϕ(|x − y|), and |G(x) − G(y)| ≤ M |x − y| for all x, y ∈ E. We can trivially extend (f, G) to the closure E of E so that the inequalities (1.2) hold on E with the same constant M , and the function F can be explicitly defined by
where Q is a family of Whitney cubes that cover the complement of E, {ψ Q } Q∈Q is the usual Whitney partition of unity associated to Q, and x Q is a point of E which minimizes the distance of E to the cube Q. Recall also that the function F constructed in this way has the property that where k(n) is a constant depending only on n (but going to infinity as n → ∞), and that the operator (f, G) → (F, ∇F ) thus obtained is linear.
The existence of some M > 0 satisfying (1. 2) is equivalent to saying that (1.4 ) A(f, G) := sup x∈R n ; y,z∈E |f (y) + G(y), x − y − f (z) − G(z), x − z | ϕ(|x − y|) + ϕ(|x − z|) < ∞, and Whitney's theorem for C 1,ω (R n ) can be restated as follows.
Theorem 1.1 (Glaeser's version of Whitney's extension theorem for C 1,ω ; see [23] ). For every n ∈ N there exists some constant k(n) > 0, depending only on n, such that, for every 1-jet (f, G) defined on a subset E of R n , we have that A(f, G) < ∞ if and only if there exists F ∈ C 1,ω (R n ) such that (F, ∇F ) = (f, G) on E and A(F, ∇F ) ≤ k(n)A(f, G).
As we said, if we construct such an F by means of the Whitney Extension Operator (1.3), then we necessarily have lim n→∞ k(n) = ∞ for all possible choices of k(n). Nevertheless, in the case ω(t) = t (which gives raise to the important class of C 1,1 functions), J.C. Wells [41] and other authors [29, 11, 2] showed, by very different means, that the C 1,1 version of the Whitney extension theorem holds true if we replace R n with any Hilbert space and, moreover, there is a (nonlinear) extension operator (f, G) → (F, ∇F ) which is minimal, in the following sense. Given a Hilbert space X, with norm denoted by | · |, a subset E of X, and functions f : E → R, G : E → X, a necessary and sufficient condition for the 1-jet (f, G) to have a C 1,1 extension (F, ∇F ) to the whole space X is that (1.5) A(f, G) := sup x∈X; y,z∈E
Moreover, the extension (F, ∇F ) can be taken with best Lipschitz constants, in the sense that
is the C 1,1 trace seminorm of the jet (f, G) on E. In particular, considering X = R n we deduce the remarkable corollary that in the case ω(t) = t one can take k(n) = 1 for all n in Theorem 1.1. Let us point out that condition (1.5) appears in Le Gruyer's paper [29] . Wells' Theorem was stated and proved in [41] with the following equivalent condition: there exists a number M > 0 such that
for all x, y ∈ E. That this condition is equivalent to (1.5) can be easily checked as follows: for each M > 0 consider the quadratic function
and find the point
which after a straightforward computation is easily seen to be equal to condition (W 1,1 ). We should also mention that Wells's proof [41] was rather elaborate (and constructive only in the case of a finite set E), and that Le Gruyer's proof [29] , though very elegant and simple, was not constructive either (Zorn's lemma was used in an essential part of the argument). Very recently, the papers [2, 11] supplied constructive proofs of Wells' theorem by means of two different explicit formulas, and also provided new proofs (with explicit formulas) for a related C 1,1 convex extension problem for 1-jets that had been previously considered in [3] ; see also [4] for the C 1 convex case.
For more information about Whitney extension problems for jets and for functions, and the related extension operators, see [5, 6, 8, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 27, 28, 29, 31, 35, 36, 37, 38, 41, 42, 45, 46] and the references therein.
In this paper we will consider the following questions: is Theorem 1.1 true if we replace R n with a Hilbert space X? Or equivalently, is there a version of Wells's theorem for not necessarily linear moduli of continuity ω? In particular, is Theorem 1.1 true with bounded k(n)? And what can be said about other Banach spaces X? Let us mention that, as was shown in [25] , a similar question for the class C 1 (X) has a positive answer, but to the best of our knowledge nothing is known for nonlinear ω and the class C 1,ω (X), where X is a Hilbert space (or more generally a Banach space).
As we will see, the main result of our paper gives a positive answer to the first question: a jet (f, G) defined on an arbitrary subset E of a Hilbert space X has an extension (F, ∇F ) with F ∈ C 1,ω (X) if and only if A(f, G) < ∞. Moreover, we can take F such that
In particular, considering X = R n , this shows that in Theorem 1.1 one can always take k(n) ≤ 2 for all n ∈ N. We will also prove similar results for superreflexive Banach spaces X in the case ω(t) = t α with α ∈ (0, 1]. In order to state and explain our results more precisely, let us introduce some more notation and definitions. Recall that, given a function g : R → R, the Fenchel conjugate of g is defined by
where g * may take the value +∞ at some x. If (X, · ) is a Banach space we will denote its dual space by X * , and the associated dual norm by · * . For any ξ ∈ X * we let ξ, v := ξ(v) denote the duality product.
Definition 1.2. We will say that a 1-jet (f, G) defined on a subset E of a Banach space X satisfies condition (W 1,ω ) with constant M > 0 on E provided that
for all x, y ∈ E.
For a mapping G : E → X * , where E ⊆ X, we will denote
Let E be an arbitrary subset of a Hilbert space (X, |·|), and f :
We may obtain slightly better constants in the estimate of the gradient if we consider the following extension condition. Definition 1.4. We will say that a 1-jet (f, G) defined on a subset E of a Banach space X satisfies condition (mg 1,ω ) with constant M on E provided that
for all y, z ∈ E and all x ∈ X.
Thus (f, G) satisfies (mg 1,ω ) for some M > 0 if and only if A(f, G) < ∞. Condition (mg 1,ω ) is halfintrinsic and half-extrinsic (in what refers to points x ∈ X), as opposed to (W 1,ω ), which is completely intrinsic (it only concerns points y, z ∈ E). In principle condition (W 1,ω ) should be easier to check, but conditions like (mg 1,ω ) may also appear very naturally in some applications (see, for instance, the paper [1] in the convex setting). Anyhow both conditions are useful and in fact, for a Hilbert space X, they are equivalent up to an absolute factor; see Proposition 3.1 below. In the case of a nonlinear modulus of continuity ω, these conditions, though equivalent, are no longer identical. This is due to the fact that the minimization of the function
leads us in this case to rather perplexing equations which are difficult to handle and solve. Therefore a condition of the type V M (x M ) ≥ 0 would be much more complicated than (W 1,ω ).
With this extrinsic condition we have the following Theorem 1.5. Let E be an arbitrary subset of a Hilbert space X, and f :
The proof of the preceding theorem also gives us the following nearly optimal result Theorem 1.6. A 1-jet (f, G) defined on an arbitrary subset E of a Hilbert space X has an extension
where A(f, G) is defined by (1.8).
For special moduli of continuity, for instance when ω(t) = t α with α ∈ [ 1 2 , 1], we can improve Theorem 1.6 as follows.
Let ω be such that t → w −1 (t)/t is concave on (0, ∞). Then a 1-jet (f, G) defined on an arbitrary subset E of a Hilbert space X has an extension (F, ∇F ) with F ∈ C 1,ω (X) if and only if A(f, G) < ∞. Moreover, we can take F such that
Note that in the particular case that α = 1 the preceding Corollary yields Wells' theorem.
In view of Corollary 1.8 and equation (1.6), it is natural to wonder whether in the case ω(t) = |t| α with α ∈ [ 1 2 , 1] we can also achieve the following estimation of the trace seminorm:
The answer is no: equation (1.6) is always false when one replaces C 1,1 with C 1,α , α ∈ (0, 1), as the following example shows. Example 1.9. Let 0 < α < 1, and consider ω(t) = |t| α , ψ(t) = |t| 1+α /(1 + α), t ∈ R, whose derivative is given by ∇ψ(t) = |t| α−1 t. Set t 1 = 1, t 2 = −1. Then we have
Therefore, if for instance we set E = Q, then the only C 1 extension of the jet (f, G) defined as the restriction of (ψ, ∇ψ) to E is (ψ, ∇ψ) itself, so we have
But on the other hand, by combining Lemma 2.4 and Proposition 2.6 below we immediately see that
Despite this example, and according to Theorem 1.5 we always have
and, in the special case that ω −1 (t)/t is concave, the proof of Theorem 1.7 shows that this estimate can be improved as follows:
On the other hand, for any extension (H, ∇H) of (f, G) with H ∈ C 1,ω (X) we always have the trivial estimate A(f, G) ≤ M ω (∇H). Hence we may conclude the following.
Furthermore:
We will also prove that Theorem 1.5 readily extends to the class of superreflexive spaces: if X is such a Banach space, thanks to Pisier's results (see [32, Theorem 3.1]), we can find an equivalent norm · in X, with dual norm denoted by · * , such that may assume that the norm · is uniformly smooth with modulus of smoothness of power type p = 1 + α for some 0 < α ≤ 1. Hence there exists a constant C > 0, depending only on this norm, such that
In particular, we have
If we define ψ(x) = 1 1+α x 1+α , we will then say that a 1-jet (f, G) defined on a subset E of X satisfies condition (mg 1,α 
for all y, z ∈ E and all x ∈ X. With this terminology we have the following.
Theorem 1.11. Let X be a superreflexive Banach space with an equivalent norm · satisfying
We may also consider the following intrinsic condition (W 1,α ), which is equivalent to (mg 1,α ) (see Proposition 3.1 below). We say that a jet (f, G) defined on a subset E of a superreflexive Banach space (X, · ) satisfying (1.12) meets condition (W 1,α ) with constant M provided that
for all x, y ∈ E. Note that this is the same condition as (W 1,ω ) with ω(t) = t α and ϕ(t) = t 1+α /(1+α).
With this terminology we have the following.
Let us finish this introduction by making a few comments on our method of proof and honoring the title of this paper (where we promised some formulas). If one tries to adapt the proof of Wells' theorem given in [2] to the C 1,ω situation, one sees that the argument breaks down for the following reason: when ω(t) is not linear, it is no longer true that a function u is of class C 1,ω if and only if there exists a convex function ψ of class C 1,ω such that u + ψ is convex and u − ψ is concave. As it turns out, the appropriate class of functions for tackling this more general problem seems to be not that of convex functions, but that of strongly ϕ-paraconvex functions, see Definition 2.5 below.
The main ideas of the proof of Theorem 1.6 are the following: if A(f, G) < ∞ then the functions
are well defined and satisfy
Then one can check that the functions m and (−g) are 2M ϕ-strongly paraconvex and define F : X → R by
One may call F the 2M ϕ-strongly paraconvex envelope of g. As we will show, both F and −F are 2M ϕ-strongly paraconvex, and this implies that
It is also worth noting that, in the very particular linear case ω(t) = t, Lemma 2.3 below holds true with 2 replaced with 1 (in fact we have an identity), so in this case one can also define F above with 2 replaced with 1, thus obtaining a proof of Wells' theorem: A(F, ∇F ) = M = A(f, G).
If ω −1 (t)/t is concave on (0, ∞), another expression for F is the following: for each t ∈ R, p ∈ X, ξ ∈ X * , define
Then we have
see Lemma 2.9 below. From this formula we can see that, in the case that E is finite, say that E has m points, then for each x ∈ X, F (x) can be computed by solving a maximization problem in R × X × X * with m constraints, where the function to be maximized and the constraining functions are linear combinations of bilinear functions and functions of the type (x, y) → ϕ(|x − y|). Again, in the very particular case of a linear modulus of continuity ω(t), these functions will be linear combinations of bilinear functions and quadratic functions, and the computation of F (x) will be much easier.
Some technical tools
Recall that the Fenchel conjugate of a function g is denoted by g * and defined as in (1.9).
Proposition 2.1. We have:
(1) (ag) * = ag * ( · a ) and ag( · a ) * = ag * for a > 0.
(
Abusing terminology, we will consider the Fenchel conjugate of nonnegative functions only defined on [0, +∞), say δ : [0, +∞) → [0, +∞). In order to avoid problems, we will assume that all the functions involved are extended to all of R by setting δ(t) = δ(−t) for t < 0. Hence δ will be an even function on R and therefore In the following proposition we collect some elementary facts concerning the functions ω, ω −1 , ϕ and ϕ * . (1) ϕ is convex;
Lemma 2.3. Let (X, | · |) be a Hilbert space, and ω a modulus of continuity as in the preceding proposition. Then the function ψ(x) = ϕ(|x|), x ∈ X, satisfies the following inequality
Proof. Since ϕ * (t) = t 0 ω −1 (s)ds and ω −1 is convex, we know from [40] that ψ * is uniformly convex on X with modulus of convexity δ(t) = t 0 ω −1 (s/2)ds, that is,
Using the duality theorem (see [44, Proposition 3.5 .3], for instance), we obtain that ψ = (ψ * ) * is uniformly smooth with modulus of smoothness δ * , that is,
We have that δ(t) = t 0 k(s)ds, where k(s) = ω −1 (s/2) and therefore
For some moduli of continuity (including ω(t) = t α for all α ∈ [ 1 2 , 1]) the preceding lemma is true with constant 1 instead of 2.
Lemma 2.4. Let (X, | · |) be a Hilbert space, and ω a modulus of continuity as in Proposition 2.2.
(1) If ω −1 (t)/t is concave on (0, ∞), then
Proof.
(1) If (0, ∞) ∋ t → ω −1 (t)/t is concave, we know from [40] that ψ * is uniformly convex with modulus of convexity δ(t) = In either case, by using the duality theorem as in Lemma 2.3, we obtain the desired inequality. Definition 2.5. We will say that a function u is strongly ϕ-paraconvex on X if for some constant C ≥ 0 we have
for all x, y ∈ X and all t ∈ [0, 1].
Thus the preceding two lemmas can be restated by saying that −ψ is strongly ϕ-paraconvex (where in the second case we understand that φ(t) = t 1+α ). On the other hand, since ψ is also convex, ψ is trivially strongly ϕ-paraconvex.
Some authors call such functions u semiconvex, or ϕ-semiconvex, but we prefer not to use this terminology because it may make the reader think that the function u + Cϕ (| · |) will be convex, at least locally for some large C, which is generally false unless ω is linear. See [7, 26, 33, 34] and the references therein for background on paraconvex and strongly ϕ-paraconvex functions.
Next we recall a well-known fact about this kind of functions which we will have to use in our proofs. This result is usually shown in more specialized settings with the help of subdifferentials or Clarke's generalized gradients. For the reader's convenience (and also because we need precise estimates and the literature's terminology varies depending on authors), we include a self-contained elementary proof of this result. Proposition 2.6. Let (X, · ) be a Banach space, ω a modulus of continuity, ϕ(t) = t 0 ω(s)ds, and u : X → R be a continuous function. Assume that both u and −u are strongly ϕ-paraconvex with constant C ≥ 0. Then u is everywhere Fréchet differentiable, and
for all x, y ∈ X, and in particular u is of class C 1,ω (X). Moreover, with the notation of (1.8), we also have A(u, Du) ≤ C.
Proof. Taking y = a and h = x − a in (2.1) we see that u satisfies
and since −u is strongly ϕ-paraconvex with constant C ≥ 0 too, we obtain
For the moment, let us fix a and h in X, and consider s, t ∈ (0, 1]. The above inequality implies
Similarly, because −u is also strongly ϕ-paraconvex with constant C, we have
for all s, t ∈ (0, 1], a, h ∈ X. This entails the existence and local uniform boundedness of the limit
for a, v ∈ X. Indeed, on the one hand, by taking s = 1 and using that u is locally bounded we see that there is some r > 0 and a constant k r such that
On the other hand, if the limit in (2.5) did not exist then there would be some ε > 0 and two sequences (s n ), (r n ) of strictly positive numbers converging to 0 such that
for all n. Up to extracting subsequences we may assume that 0 < r n < s n for all n, and then find (t n ) ⊂ (0, 1] such that r n = t n s n for every n, so that the above inequality reads exists and equals D v u(a). Furthermore, by letting t go to 0 in (2.4) we also have
for every a, v ∈ X, s ∈ (0, 1], and in particular
for all a, v ∈ X.
In order to finish the proof that u is differentiable, we will now combine some calculations from [7, Theorem 3.3.7] and [26, Theorem 6.1]. We do not yet know that the function v → D v u(a) is linear, but we do easily get that D λv u(a) = λD v u(a) for all a ∈ X and λ ∈ R; this fact is a straightforward consequence of (2.8) which we will use before establishing the linearity of v → D v u(a). We next show that sup v =1
for all a, b ∈ X. Indeed, writing b = a + h with h = 0, and using the strong ϕ-paraconvexity of u and −u, and the fact that ϕ(t) ≤ tω(t/2), we have
Observe also that sup v ≤1 |D v u(a)| is finite for every a, thanks to (2.6). Now we may show that v → D v u(a) is linear, which together with (2.9) yields that u is uniformly Fréchet differentiable. For every a, v, w ∈ X we have
from which we easily deduce that D v+w u(a) = D v u(a) + D w u(a). We thus have that u is everywhere Fréchet differentiable. The above calculations also yield
but we next see how (now using the fact that u → Du(b) is linear) one can improve this estimate. For every a, b, v ∈ X with v = 1 and every t ∈ (0, 1] we have
Letting t = a − b and using that ϕ is increasing, we obtain
and therefore
Using the inequality ϕ(s) ≤ sω(s/2), we obtain the desired estimations. Finally, from (2.9) we also deduce that A(u, Du) ≤ C.
Let us finish this section by studying what one could fairly call the Cϕ-paraconvex envelope of a function.
Definition 2.7. Given a Hilbert space X, a continuous function g : X → R, and a number C > 0, let us define E C (x) = sup{h(x) : h ≤ g, h is strongly Cϕ-paraconvex}.
Lemma 2.8. If h is strongly Cϕ-paraconvex on a Hilbert space X then, for each x ∈ X there exists some ξ ∈ X * such that
for all y ∈ X.
Proof. Indeed, since h is strongly Cϕ-paraconvex, it is locally Lipschitz (see [26, Proposition 6.1] for a proof of this fact), and then the Clarke subdifferential ∂ C h(x) is nonempty for every x ∈ X. Moreover, according to [26, pg. 219] , the Clarke subdifferential of h can be written as
for every x ∈ B(a, δ), where B(a, δ) is any ball such that h | B(a,δ) is Lipschitz. Using that h is strongly Cϕ-paraconvex we can prove that, in fact, we have the formula (2.10)
Indeed, if x ∈ X, ξ ∈ ∂ C h(x) and v ∈ X, we consider t > 0 small enough so that |tv| ≤ δ, where δ > 0 is such that h | B(a,δ) is Lipschitz. Then we have
Letting t → 0 + and taking into account that ϕ(t) ≤ tω(t) and lim t→0 + ω(t) = 0, we get
We have thus shown (2.10). Since h is locally Lipschitz we have ∂ C h(x) = ∅ for every x ∈ X and the result follows.
Lemma 2.9. Assume that ω −1 (t)/t is concave on (0, ∞). Then we have, for every x ∈ X,
Proof. Let us call
On the one hand, by using Lemma 2.4, we have that H p,t,ξ is strongly Cϕ-paraconvex, hence it is clear that H(x) ≤ E C (x). On the other hand, if h is strongy Cϕ-paraconvex and h ≤ g then, according to the previous lemma, there exists some ξ ∈ X * such that . Therefore H ≥ h for every h that is strongly Cϕ-paraconvex and lies below g. Since E C is the supremum of all such h, we also have E C (x) ≤ H(x) for all x ∈ X. Thus we conclude H = E C .
Proofs of the main results
Let us start by showing the equivalence between conditions (mg 1,ω ) and (W 1,ω ). (1) Assume that (f, G) satisfies condition (W 1,ω ) with constant M > 0. Then we have
for all y, z ∈ E and all x ∈ X. In particular (f, G) satisfies (mg 1,ω ) with constant 4M .
(2) Assume that X is a superreflexive Banach space whose norm satisfies (1.12) , and also that (f, G) satisfies condition (W 1,α ) with constant M > 0. Then (f, G) satisfies (mg 1,α ) with constant 2 1+α M .
By assumption we have
By Lemma 2.3 we have that the last term is smaller than or equal to
where we have denoted s = 1 2M |G(x) − G(y)|. By Proposition 2.2, we have that ϕ(ω −1 (s)) − sω −1 (s) = −ϕ * (s). This immediately implies the desired inequality.
(4) Given x, y ∈ E, we have
By summing both inequalities we easily get
Appyling Jensen's inequality on both sides of the previous inequality (bearing in mind that ω −1 is convex and ω is concave) we obtain
(5) Fix x, y ∈ E. As in (3), we may suppose G(x) = G(y). Since X is reflexive we can find a vector u ∈ X with u = 1 such that the linear functional G(y) − G(x) attains its norm at u, that is,
We then set By (1.13), we have that the last term is smaller than or equal to
Finally, using (1.13), it is easy to see that C ≥ 2 1−α , and then 2M ≤ 2 α CM. Therefore, if we set M * := 2 α−1 CM, we have that 2M ≤ 2M * and CM 2 = 2 −α M * ≤ M * . We conclude that
In view of the preceding proposition, it is clear that Theorem 1.5 implies Theorem 1.3, and that Theorem 1.11 implies Theorem 1.12. Therefore we will only show Theorems 1.5 and 1.6, and then we will see that with some small adjustments we may establish Theorem 1.7, Corollary 1.10, and Theorem 1.11 with essentially the same proof.
Proofs of Theorem 1.5 and 1.6. To prove the necessity of (mg 1,ω ), which is obviously equivalent to A(f, G) < ∞, we just use Taylor's theorem: assuming F ∈ C 1,ω (X), (F, ∇F ) = (f, G) on E, and |∇F (u) − ∇F (v)| ≤ M ω(|u − v|) for all u, v ∈ X, we have
from which (mg 1,ω ) follows immediately.
Let us now show the sufficiency of condition (mg 1,ω ). Assume that (f, G) satisfies (mg 1,ω ) with constant M > 0, and define the functions Proof. We will only prove that m satisfies ( * ω ) (the proof for (−g) is identical). It is straightforward to see that, if h is the supremum of a family of functions (h α ) α , such that every h α satisfies ( * ω ), then h satisfies the property as well. Therefore, it is enough to check that, for every z ∈ E, the function
satisfies the property. Since x → f (z) + G(z), x − z is affine, this fact is an obvious consequence of Lemma 2.3.
Let us now define F : X → R by F (x) := sup{h(x) : h ≤ g and h satisfies ( * ω )}, x ∈ X.
By Lemma 3.2 F is well defined, and m ≤ F ≤ g on X, and therefore F = f on E. Since F is the supremum of a family of functions satisfying ( * ω ), we have that F satisfies ( * ω ) as well. Proof. Let x, y ∈ X and λ ∈ [0, 1] and define the function
Using that F satisfies ( * ω ), it is straightforward to check that h satisfies ( * ω ) as well. Also, since F ≤ g, we have that
where the last inequality follows from the fact that (−g) satisfies ( * ω ), see Lemma 3.2. We have thus shown that h − λ(1 − λ)2M ϕ(|x − y|) is a function satisfying ( * ω ) and lying below g. By the definition of F, we must have h − λ(1 − λ)2M ϕ(|x − y|) ≤ F. In particular, This proves the lemma. Proof. We already know that both F and −F satisfy ( * ω ), which amounts to saying that these functions are strongly ϕ(·)-paraconvex with constant 2M . Then by Proposition 2.6 we have that u is of class C 1,ω (X), with |∇F (x) − ∇F (y)| ≤ 8M ω(|x − y|)
for all x, y ∈ X, and also that A(F, ∇F ) ≤ 2A(f, G). Finally, let us check that ∇F = G on E. By the definitions of m and g and the facts that m ≤ F ≤ g on X and m = g = F on E, we have, for every y ∈ E and x ∈ X, for every x ∈ X, y ∈ E, which implies that ∇F (y) = G(y) for every y ∈ E.
The proof of Theorems 1.5 and 1.6 is complete.
Proofs of Theorem 1.7 and Corollary 1.10. In the preceding proof we may use Lemma 2.4 (1) instead of Lemma 2.3 to obtain that m and g satisfy a new (optimal) condition ( * ω ) with constant 1 instead of 2. More precisely, let us now say that a function h : X → R satisfies property ( * ω ) provided that Then m and g satisfy this new property ( * ω ), and the rest of the proof goes through just replacing 2M with M at the appropriate points, yielding Theorem 1.7. On the other hand Corollary 1.10 is an obvious consequence of previous results and some remarks made in the introduction, together with the following observation. If α ∈ (0, 1/2), and ω(t) = t α , then ω −1 (t)/t is convex and one can combine Lemma 2.4 (2) and Proposition 2.6 to improve the estimates of A(F, ∇F ) in Theorem 1.6 and of the trace seminorm (f, G) E,ω in (1.10) as follows: and with these new definitions it is clear that m and −g both satisfy ( * α ). Then we can define F (x) := sup{h(x) : h ≤ g and h satisfies ( * α )}, x ∈ X, and exactly as in the proof of Theorem 1.5 one may check that F and −F satisfy property ( * α ), which by Proposition 2.6 implies that F is of class C 1,α (X), with the following estimate:
for every x, y ∈ X. As in that proof, we also have m ≤ F ≤ g on X, m = f = g = F on E, and DF = G on E.
