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We argue that the definition of the thermodynamic work done on a charged particle by a time-
dependent electromagnetic field is an open problem, because the particle’s Hamiltonian is not gauge-
invariant. The solution of this problem demands accounting for the source of the field. Hence we
focus on the work done by a heavy body (source) on a lighter particle when the interaction between
them is electromagnetic and relativistic. The work can be defined via the gauge-invariant kinetic
energy of the source. We uncover a formulation of the first law (or the generalized work-energy
theorem) which is derived from relativistic dynamics, has definite validity conditions, and relates
the work to the particle’s Hamiltonian in the Lorenz gauge. Thereby the thermodynamic work also
relates to the mechanic work done by the Lorentz force acting on the source. The formulation of
the first law is based on a specific separation of the overall energy into those of the source, particle
and electromagnetic field. This separation is deduced from a consistent energy-momentum tensor.
Hence it holds relativistic covariance and causality.
I. INTRODUCTION
Equilibrium statistical thermodynamics is based on no-
tions of work, heat, entropy and temperature [1–3]. The
primary concept of non-equilibrium statistical mechanics
is work, because its definition is relatively straightfor-
ward [1–3]. This is witnessed by recent activity in non-
equilibrium (classical and quantum) physics that revolves
around the work and the laws of thermodynamics [2–19].
We recall the definition of the thermodynamic work
and its features. Consider a non-relativistic particle with
coordinate x, canonic momentum π and Hamiltonian
H(x, π; f(t)), where f(t) is an external field. The thermo-
dynamic work done on the particle by the field’s source
in the time-interval [t1, t2] is [1–3]:
W = H(x(t2), π(t2); f(t2))−H(x(t1), π(t1); f(t1)). (1)
W equals the energy increase of the particle. No work
is done if f is time-independent. Definition (1) general-
izes to statistical situations, where the description goes
via probability densities or via density matrices [1–3]. It
appears in the laws of thermodynamics.
There is an alternative definition of the thermody-
namic work [1–3]
W =
∫ t2
t1
dt
df
dt
∂fH(x(t), π(t); f(t)). (2)
It applies to the open-system situation, e.g. particles
interacting with baths [1–3]. Eq. (2) leads to (1) due to
the Hamilton equations of motion.
If f is a coordinate of the source, the full time-
independent Hamiltonian of the system and source reads1
H(x, π; f) +H′(f, πf ), (3)
1 Even if f is not a coordinate, (1, 2) stay consistent as far as the
system and the work-source form a closed system.
where πf is the momentum of the source, and H
′(f, πf )
is its Hamiltonian. The time-dependent Hamiltonian
H(x, π; f(t)) of the system in (1, 2) results from (3), if
the reaction of the system to the source is neglected, e.g.
because the source is heavy.
Two important features of the thermodynamic work
(1) are displayed via (2, 3). First, since the total energy
(3) is conserved, the thermodynamic work (1) relates to
the energy change H′(f, πf ) of the source [1–3]. Second,
(2, 3) show that −∂fH(x(t), π(t); f(t)) is the potential
force acting (from the particle) to the source. Then (2)
relates to the mechanic concept of work: force times the
displacement dt dfdt [5].
Let now the external field be electromagnetic (EMF).
The relativistic Hamiltonian of a particle reads [20, 21]
H =
√
c2 ~p 2 +m2c4 + eφ(~x, t), (4)
~p = m~v/
√
1− v2/c2, ~π = ~p+ e ~A(~x, t)/c, (5)
where Ai = (φ, ~A) is the 4-potential of EMF, ~p (~π) is
the kinetic (canonic) momentum, ~x, m and e are the
coordinate, mass and charge, respectively. For a non-
relativistic particle,
√
c2~p 2 +m2c4 is replaced by ~p
2
2m .
The thermodynamic work cannot be read directly from
(1, 2, 4), because neither H nor its time-difference stay
invariant under a gauge-transformation defined via a
function χ(~x, t) [22–26]:
Ai → Ai + ∂iχ : φ(~x, t)→ φ(~x, t) + ∂χ(~x, t)/∂(ct),(6)
~A(~x, t)→ ~A(~x, t)− ∂χ(~x, t)/∂~x. (7)
The kinetic momentum ~p in (4) is gauge-invariant. But φ
is not [22, 23] 2. The same problem exists for a quantum
particle interacting with EMF [22, 23].
2 This differs from a formally similar gauge-freedom issue that ap-
pears even for the non-relativistic situation (1) [15–18]. This
issue is resolved easily by choosing f(t) as e.g. the coordinate of
a physical source of work [15–19]; see (3) and Appendix A.
2One response to the EMF gauge-freedom problem is
that the gauge in (4) is to be selected as (temporal gauge)
[20, 21, 23]:
φ = 0. (8)
This definition is indirectly supported by the standard
EMF energy-momentum tensor, which suggests that par-
ticles do not have potential energy [20, 21]; see Appendix
B. Eq. (4) under φ = 0 implies that the sought thermody-
namic work would amount to the particle’s kinetic energy
change, i.e. to the mechanic work done on the particle
by the Lorentz force [20]. This cannot be the correct
definition of the thermodynamic work. First, because it
implies that time-independent fields do thermodynamic
work [27, 28] 3. Second, because this work (2) relates to
the force acting on the source, and not to the force acting
on the particle.
Another possibility for resolving the gauge-freedom is
to employ in (4) the Coulomb gauge [29, 30]:
div ~A(~x, t) = 0. (9)
But the scalar potential φC(~x, t) in the gauge (9) prop-
agates with infinite speed [34–36] 4. While this is con-
sistent with electric ~E(~x, t) and magnetic ~B(~x, t) fields
propagating with speed c [34–36], it also means that
φC(~x, t)—and the Hamiltonian (4) defined via it—cannot
be given a direct physical meaning.
For both proposals it is unclear how the work defined
via (4) relates to the energy of the source (heavy body).
Noting the difficulties with the temporal and Coulomb
gauge, it is natural to look at the Lorenz gauge,
∂iA
i ≡
1
c
∂φ
∂t
+ div ~A = 0, (10)
which is relavistic invariant and causal, i.e. φ and
~A defined from (10) propogate with speed c [37, 38].
Given (10) and standard boundary conditions of decay-
ing at spatial infinity, Ai is uniquely expressed via gauge-
invariant electromagnetic field ( ~E, ~B), and hence it is ob-
servable [37]. If the photon is found to have a small (but
finite) mass, (10) will hold automatically [45]. These fea-
tures are suggestive, but they do not suffice for defining
the thermodynamic work.
3 Consider a constant electric field ~E = ∂~xφ(~x). The temporal
gauge is achieved by taking χ = −ctφ(~x) in (6), which brings in a
time-dependent ~A(~x, t) and shows from (1, 4) that the work done
is not zero and equals to the change of the kinetic energy. The
latter is non-zero, since only
√
c2 ~p 2 +m2c4+eφ(~x) is conserved
in time [20].
4 The Maxwell equation div ~E = 4πρ reads [20]: ∆φ(~x, t) +
1
c
∂tdiv ~A(~x, t) = −4πρ(~x, t). Upon using (9) we get for time-
dependent φC(~x, t) in the Coulomb gauge the “static” equa-
tion ∆φC(~x, t) = −4πρ(~x, t) implying that φC(~x, t) responds in-
stantly to changes in the charge density ρ(~x, t) [34–36]
Our results validate the usage of (4, 10), and also show
that main features of the thermodynamic work generalize
to the relativistic, electromagnetic situation:
– The definition of the (thermodynamic) work based
on (4, 10) results from a separation of overall (source
+ particle(s) + EMF) energy into specific components.
This separation is not arbitrary, but emerges from a rel-
ativistically covariant energy-momentum tensor Tik for
the overall system; see section II. Tik necessarily differs
from the standard energy-momentum tensor (e.g. be-
cause Tik has to account for a potential energy), but it
leads to the same values of the overall energy. It consis-
tently relates to an angular momentum (tensor). Certain
aspects of Tik are known from [39, 40], but in its entirety
it is proposed for the first time 5.
– The approach leads to a formulation of the first law
for a relativistic thermally isolated situation, which we
demonstrate for point charges with retarded electromag-
netic interactions. According to this formulation, the
thermodynamic work can be defined through the gauge-
invariant kinetic energy of the source, but it is also equal
to the change of (4) in the Lorenz gauge. As compared to
the non-relativistic first law—which is an automatic con-
sequence of energy conservation [1–5] [cf. (3)]—the for-
mulation is necessarily approximate, since some energy
is stored in the (near) EMF, even if the radiated energy
is negligible. Once the thermodynamic work amounts to
the kinetic energy of the source, it directly relates it to
the mechanic work done by the Lorentz force acting on
the source. Thus the two important features (described
after (3)) generailze to the relativistic, electromagnetic
situation.
Several recent studies looked at the work done by EMF
in the context of fluctuation theorems [46–50]. But the
problem of the EMF gauge-freedom was not addressed,
partially due to implicitly assumed magnetostatic limit,
where the gauge (9) is employed by default, and where
(10) and (9) are approximately equal [43, 44].
This paper is organized as follows. Section II derives
from equations of motion a new expression for the energy-
momentum tensor of EMF. Appendix B compares with
the standard approach to this tensor. Section III re-
calls the relativistic dynamics of two point charges. This
framework serves for formulating the first law in section
IV. Sections V shows that the formulation extends to cer-
tain situations, where the radiation reaction is essential.
The last section summarizes and outlines open problems.
We use Gaussian units and metric gik =
diag[1,−1,−1,−1]. Vectors are denoted as yi = (y0, ~y)
and ~y = (yα). We denote xi = (ct, ~x) and ∂i ≡ ∂/∂x
i for
the 4-coordinate and 4-gradient, respectively.
5 Energy-momentum tensors are not uniquely defined, and differ-
ent situations may require different definitions. An example of
this is the dielectric media (not considered here), where different
experiments demand different forms of this tensor [25].
3II. EQUATIONS OF MOTION AND
ENERGY-MOMENTUM TENSOR
Consider electromagnetic field (EMF) coupled with
a charged continuous matter with mass denisty µ(~x, t),
charge density ρ(~x, t) and 4-velocity
ui(~x, t) =
(1 , ~v(~x, t)/c )√
1− v2(~x, t)/c2
, uiu
i = 1. (11)
The comoving frame mass density and charge density
read, respectively (omitting (~x, t)):
µ0 = µ
√
1− ~v2/c2, ρ0 = ρ
√
1− ~v2/c2. (12)
Dealing with a continuous matter allows us to postpone
the treatment of infinities related to point particles.
The mass and charge conservation read, respectively
∂k(µ0u
k) = ∂kJ
k = 0, Jk ≡ cρ0u
k. (13)
where Jk is the charge current. Equations of motion for
matter+EMF in the gauge (10) read [20, 21] 6:
∂k∂
kAi =
4π
c
J i, (14)
µ0c
2 du
i
ds
≡ µ0c
2ul∂lu
i =
1
c
F ikJk, (15)
where F ik = ∂iAk − ∂kAi, and s/c is the proper time.
The energy-momentum of matter reads [20]
τ ki = c
2µ0 ui u
k, (16)
where the pressure has been neglected. Eq. (15) implies
∂kτ
k
i =
1
c
JkFik. (17)
We now deduce a conserved energy-momentum tensor
Tik from (13–17). Guided by the analogy with a free
scalar, massless field ϕ whose energy-momentum tensor
is ∝ ∂iϕ∂kϕ− 12g
ik∂lϕ∂
lϕ [40], we suggest
T
ik = T ik + τ ik +
1
c
AiJk, (18)
T ik = −
1
4π
∂iAl ∂
kAl +
1
8π
gik ∂nAm ∂
nAm, (19)
where (19) is the energy-momentum tensor of the free
EMF, τ ik is given by (16), and 1cA
iJk in (18) is due to
the interaction. Eqs. (13–17) lead to 4 conservation laws
∂kT
ik = ∂0T
i0 + ∂αT
iα = 0. (20)
6 Eqs. (14, 15) are normally obtained via (10). But one can employ
(14) and (13) for deriving the Lorenz gauge (10) [42, 73, 74].
Eqs. (20, 18) imply that T00 is the energy density
T
00 = −
1
4π
∂0Al∂
0Al +
1
8π
∂nAm∂
nAm (21)
+
c2µ√
1− v2/c2
+ ρφ. (22)
Eq. (21) is the energy density of EMF, while (22)
amounts to the energy of the matter that consists of ki-
netic and the interaction term. The latter will be shown
to be the particle’s potential energy in section IV. The
possibility of this interpretation is confirmed by the form
of energy current:
cT0α = −
c
4π
∂0Al∂
αAl (23)
+ (
c2µ√
1− v2/c2
+ ρφ)vα, (24)
where (23) is the energy current of EMF.
Eq. (19) for the free EMF was previously derived
from the Fermi’s Lagrangian [40–42]; see Appendix C.
Eqs. (21–24) were discussed in [39] as alternatives to stan-
dard expressions (i.e. the Poynting vector), but were not
derived from a consistent energy-momentum tensor. Var-
ious proposals for the energy flow of (free) EMF are given
in [32]. Their general drawback is that they do not start
from a consistent energy-momentum tensor.
All above expressions—including Tik—that contain Ai
(in the Lorenz gauge (10)) are gauge-invariant, because
Ai can be expressed via F ik = ∂iAk − ∂kAi [37]:
Ai(x) = ∂k
∫
d4x′ G(x− x′)F ki(x′), (25)
∂k∂
kG(x − x′) = δD(x− x′), (26)
G(x− x′) =
1
2π
θ(x0 − x′0)δD((xi − x′i)(xi − x′i)),(27)
where G(x, x′) is the retarded Green’s function, x ≡
(ct, ~x), x′ ≡ (ct′, ~x′), θ(x0 − x′0) = θ(ct − ct′) is the
step function, and δD(x) is the Dirac’s delta-function.
Eq. (25) relates to the retarded solution of (14). Its
derivation from (26) is straightforward, e.g. by employ-
ing (10) in F ik and integrating by parts.
The main reason for introducing Tik is to verify
that the potential energy ρφ can emerge from a con-
sistent energy-momentum tensor; the standard energy-
momentum tensor of EMF does not allow such an inter-
pretation; see Appendix B. Without a potential energy
we cannot define the thermodynamic work via (1, 2); cf.
the discussion around (8).
Both (18) and the standard tensor lead to the same
expressions for energy (and momentum) of the mat-
ter+EMF [see Appendix D]:∫
d3x
[
~E2 + ~B2
8π
+ τ00
]
=
∫
d3xT00, (28)
4where the integration over the full 3-space is taken (as-
suming that all fields nullify at infinity),
~E2+~B2
8π is the
Larmor’s electromagnetic enegy density expressed via
the electromagnetic field ( ~E, ~B) (it follows the standard
energy-momentum tensor [20]), and τ00 = c
2µ√
1−~v2 is the
kinetic energy density for the matter; see (16, 12). The
same τ00 enters also T00; cf. (21, 22). Thus whenever
only the total energy matters, T00 agrees with the stan-
dard predictions (28). However, generally the density
~E2+ ~B2
8π is not equal to T
00 given by (19). Differences
and similarities between (18) and the standard energy-
momentum tensor of EMF are discussed in Appendices
B and D; e.g. for spherical waves (19) produces the same
expression as the standard tensor.
Note that the free EMF tensor (19) is symmetric,
T ik = T ki, as it should, because this ensures the known
relation between the energy current cT 0α and the mo-
mentum density Tα0 = T 0α; cf. (23). But the full ten-
sor (18) is not symmetric, Tik 6= Tki, due to the EMF-
matter coupling. Appendix E discusses the meaning of
this asymmetry and relates Tik to the angular momen-
tum and spin tensor. These relations are necessary to
establish, because the angular momentum is employed
for explaining the energy of EMF [31, 32, 72].
III. TWO POINT-PARTICLES WITHOUT
SELF-INTERACTIONS
For two point particles P and P′ we take in (12–15):
µ(~r, t) = mδD (~r − ~x(t)) +m′δD (~r − ~x′(t)) , (29)
ρ(~r, t) = eδD (~r − ~x(t)) + e′δD (~r − ~x′(t)) , (30)
where ~x(t), e and m are the trajectory, charge and mass
of P (resp. for P′), and where δD is the delta-function.
It is known that for point particles equations of motion
(15) and energy-momentum tensor are not well-defined,
since they contain diverging terms [20, 21]. One needs to
renormalize the masses by infinitely large counter-terms
[21]. The next-order (finite) terms refer to the self-force
that includes the back-reaction of the emitted radiation
[20, 21].
For clarity, we first focus on the point-particle case,
where the self-force is neglected, but the situation is still
relativistic, i.e. retardation effects are essential [52–60].
In this situation particles influence each other via the
Lorentz forces generated by the Lienard-Wichert poten-
tials; see Appendix F.
A sufficient condition for neglecting the self-force is
that the characteristic lengths are larger than the “clas-
sical radius” [20, 52–56]
max[
e2
mc2
√
1− v2/c2
,
e′2
m′c2
√
1− v′2/c2
]. (31)
Appendix F recalls how to get equations of motion for
point particles from (15) by selecting in (14) retarded
solutions, and relates them to the tensor (18).
We focus on the 1D situation, where the particles P
and P′ move on a line, since their initial velocities were
collinear. We checked that physical results obtained in
sections IV–V hold as well for the full 3D situation, but
the 1D case is chosen for its relative simplicity. For all
times t1 and t2, we set for the coordinates of P and P
′
(respectively)
x(t1) ≤ x
′(t2). (32)
We denote for the delays δ(t) and δ′(t) that emerge due
to retarded interactions:
cδ(t) ≡ x′ − x(t− δ(t)), (33)
cδ′(t) ≡ x′(t− δ′(t))− x, (34)
and introduce dimensionless velocities: ω ≡ x˙/c, ω′ ≡
x˙′/c. The equations of motion read [see Appendix F]
ω˙(t) = [1− ω2(t)]3/2
(
−ee′
mc3
)
1
δ′2(t)
1− ω′(t− δ′(t))
1 + ω′(t− δ′(t))
,
(35)
ω˙′(t) = [1− ω′2(t)]3/2
(
ee′
m′c3
)
1
δ2(t)
1 + ω(t− δ(t))
1− ω(t− δ(t))
,
(36)
δ˙′(t) =
ω′(t− δ′(t)) − ω(t)
1 + ω′(t− δ′(t))
, (37)
δ˙(t) =
ω′(t)− ω(t− δ(t))
1− ω(t− δ(t))
. (38)
The factor δ′−2(t) in (36) is the retarded Coulomb in-
teraction; cf. (33). Eqs. (35–38) were considered in
[52, 57, 64, 65], and from a mathematical viewpoint in
[59, 61, 67–69]. But the energy exchange was not studied.
Eqs. (35–38) are delay-differential equations due to the
retardation of the inter-particle interaction. Their initial
conditions are not trivial [58, 62, 67–70]. We focus on
the simplest scenario, where the two-particle system is
prepared via strong external fields for t < 0 [61, 62].
These fields do not enter into (35–38) and they are sud-
denly switched off at the initial time t = 0. They define
(prescribed) trajectories of the particles for t < 0. For
simplicity we shall take them as
x(t) = ω0 c t, x
′(t) = ω′0 c t+ l0, l0 > 0, t ≤ 0, (39)
where ω0, ω
′
0 and l0 are constants. Eqs. (33, 34, 39) imply
δ(0) =
l0/c
1− ω0
, δ′(0) =
l0/c
1 + ω′0
. (40)
Conditions (39, 40) do determine uniquely the solution of
(35–38) for t > 0 [59–62]. An iterative method of solving
(35–38) is described in Appendix G. Section V studies a
different type of initial conditions.
5IV. WORK AND THE FIRST LAW
A. Formulation of the first law
The standard (non-relativistic) work has two aspects:
the kinetic energy change of the work-source (a heavy
body whose motion is only weakly perturbed by the in-
teraction) 7, and the energy change of the lighter particle;
cf. the discussion around (3). The equality between them
is the message of the first law (in the thermally isolated
situation, when no heat is involved) [1–3]. The task of
identifying two aspects of work will be carried out for
the relativistic dynamics (35–38). To make P′ a source
of EMF whose motion is perturbed weakly, we assume
that it is much heavier than P:
m′ ≫ m. (41)
In practice, m′/m ≃ 5− 10 already suffices; see below.
The energy E of P is defined via (4) in the Lorenz
gauge, or with help of (22):
E(t) =
mc2√
1− ω2(t)
+ eφ′(x(t), t)
=
mc2√
1− ω2(t)
+
ee′
cδ′(t)[1 + ω′(t− δ′(t))]
, (42)
where φ′(x(t), t) is the Lorenz-gauge scalar potential gen-
erated by P′; see (33, 34) and Appendix F.
The change of E reads:
∆t2|t1E ≡ E(t2)− E(t1). (43)
The kinetic energy change of P′ is
∆t2|t1K
′ ≡ K ′(t2)−K ′(t1), (44)
K ′(t) ≡ m′c2/
√
1− v′2/c2. (45)
We validate below that under reasonable conditions
|∆t2|t1E+∆t2|t1K
′| can be negligible, and hence the ther-
modynamic work can be defined via ∆t2|t1E, or via the
gauge-invariant −∆t2|t1K
′:
W = −∆t2|t1K
′, if (46)
|∆t2|t1E +∆t2|t1K
′| ≪ |∆t2|t1E|, |∆t2|t1K
′|. (47)
Eq. (47) can be interpreted as an approximate conserva-
tion law ensuring the energy transfer between P and P′.
The validity of (47) confirms that eφ′(x, t) is the time-
dependent potential energy for P. Defining the work via
the kinetic energy of P′ is consistent the fact that this en-
ergy can be fully transferred to heat [4], e.g. by stopping
the particle by a static target.
7 If the work-source in subject to an external potential, the latter
will add to the kinetic energy.
Eqs. (46, 47) amount to the first law. Importantly,
(46, 47) are written in finite differences: in the relativistic
situation the energy transfer does take a finite time, since
the energy has to pass through the EMF. Hence (47)
cannot hold for a small |t2 − t1|.
Note that, as implied by (36), there is only the Lorentz
force acting on P′. Hence the kinetic energy differece (44)
can be also recovered as the (time-integrated) mechanic
work done by the Lorentz force acting on P′.
Recall the non-relativistic situation, where two parti-
cles interact directly via the Coulomb potential. There
we have an exact relation (conservation of energy)
mv2(t)
2
+
ee′
|x′(t)− x(t)|
= −
m′v′2(t)
2
+ const. (48)
If (41) holds, the left-hand-side of (48) is identified with
the time-dependent Hamiltonian of P, and we get an
exact correspondence between the two aspects of work;
cf. the discussion around (3). But since (48) is a non-
relativistic relation, it implies an instantaneous transfer
of energy, hence it is written as a conservation relation
that holds at any time.
The quantities in (43, 44) are calculated—in the con-
sidered lab-frame—at the same times (t2 and t1, respec-
tively), but at different coordinates. Though events that
are simultaneous in one reference frame will not be si-
multaneous in another, the relativity theory does employ
such reference frame-specific quantities, the length being
the main example [76, 77].
Since the correct expression of the first law is open,
we tried to use instead of E and K ′ in (46, 47) other
quantities, e.g. (resp.) K(t) = mc2/
√
1− v2/c2 and
E′(t), where E′(t) is the analogue of (42) for P′
E′(t) =
m′c2√
1− ω′2(t)
+ e′φ(x′(t), t)
=
m′c2√
1− ω′2(t)
+
ee′
cδ(t)[1− ω(t− δ(t))]
. (49)
In contrast to (47), this choice (as well as several other
choices) did not lead to a sufficiently precise conservation
law, i.e. |∆t2|t1E
′+∆t2|t1K| is not negligible; see below.
B. Numerical validation
We studied (35–38) numerically. Figs. 1–4 show four
representative examples.
Figs. 1 refer to repelling P and P′ that start to move
from a fixed distance, with zero velocities for t ≤ 0, i.e.
ω0 = ω
′
0 = 0 in (39). (Here the full 3d case reduces to
the considered 1d situation.)
Figs. 2 describe a classical analogue of the annihilation
process: two attractive particles P and P′ fall into each
in a finite time; their evolution again starts from a fixed
distance and with zero velocities.
6Figs. 3 show a scattering process of repelling parti-
cles: P′ runs on P which is at rest initially. For scatter-
ing processes—where particles are free both initially and
finally—(35–38) predict elastic collision, if conditions dis-
cussed around (31) hold, i.e. the radiation reaction can
be neglected.
Figs. 4 show a specific elastic collision, where no
energy transfers takes place between initial and final
(asymptotically-free) states, but there is a non-trivial
work-exchange at intermediate times.
Figs. 1(a), 1(b), 2(a), 3(a), 4(a) and 4(b) show that
(47) holds with a good precision provided that t2 − t1 is
sufficienly large. Everywhere we assume (41): Figs. 1(c),
2(b) and 3(b) demonstrate that even for modestly large
values of m
′
m the motion of P
′ is weakly perturbed by P.
The definition of work is clarified via Figs. 1(b) and
4(b): they show that E +K ′ is a better conserved quan-
tity than K ′ + E; cf. (43, 44). Hence the definition (46,
47) is selected by the approximate conservation law ar-
gument.
Figs. 1(a), 1(b) and 2(a) show that for a range of initial
times E is strictly conserved. Hence (47) does not hold
and no work can be defined via (46). This relates to the
fact that for parameters of Figs. 1 and 2 the particles P
and P′ have zero velocities for t < 0; cf. (39). Due to
retardation each particle sees a fixed neighbor for some
initial time. This leads to conservation of E for those
times. Thus, this example illustrates the causal behavior
of work, a desirable feature ensured by the Lorenz gauge.
It is absent for the Coulomb gauge (9), where φC propa-
gates instantaneously. This example also shows that the
work cannot be defined only via (46).
Another scenario for violating (47) is seen for at-
tracting particles that approach each other closely; see
Fig. 2(a). Now the inter-particle distance becomes com-
parable with (31). Hence the self-force cannot be ne-
glected, and the considered dynamics is not applicable.
For the elastic collision displayed in Figs. 4 the initial
overall kinetic momentum is zero p(0)+p′(0) = 0. Hence
it is zero also finally and there is no overall energy trans-
fer. But Fig. 4(a) shows that the work is non-trivial at
intermediate times: first the work flows from P′ to P,
and then goes back by the same amount.
V. WORK IN THE PRESENCE OF THE
SELF-FORCE
So far we neglected the self-force (that includes the
radiation reaction force) assuming that (31) holds. In
particular, (31) restricts velocities of P and P′. Now we
get rid of this limitation and show that the first law (46,
47) still holds. Instead of (35, 36) we get from Appendix
H in the 1d situation
ω˙(t)
[1− ω2(t)]3/2
= −
ee′
mc3
1
δ′2
1− ω′(t− δ′)
1 + ω′(t− δ′)
+
2e2
3mc3
ω¨(t)(1 − ω2(t)) + 3ω(t)ω˙2(t)
[1− ω2(t)]3
, (50)
ω˙′(t)
[1− ω′2(t)]3/2
=
ee′
m′c3
1
δ2
1 + ω(t− δ)
1− ω(t− δ)
+
2e′2
3m′c3
ω¨′(t)(1 − ω′2(t)) + 3ω′(t)ω˙′2(t)
[1 − ω′2(t)]3
, (51)
where δ(t) and δ′(t) are still given by (33, 34, 37, 38).
Technically, (50, 51) can be solved only from the future
conditions for coordinates, velocities and accelerations
[21, 83, 84]. This fact has to do with the structure of the
self-force. Hence we pose future conditions
(x(tf), v(tf), v˙(tf); x
′(tf), v′(tf), v˙′(tf) ) , (52)
v˙(tf) = 0, v˙
′(tf) = 0, (53)
and numerically integrate back employing a self-
consistent method; see Appendix G. Similar methods
were discussed in [67, 68]. The existence and uniqueness
of such (Cauchy) solutions are not generally known 8.
There are only certain partial results [66–69], e.g. that
the solution exists and it is unique for the 1D repelling
case, ee′ > 0, if the the final separation |x(tf) − x′(tf)|
is sufficiently large [58]. We thus focus on this situation.
Hence the final time is so large that the particles do not
interact for t ∼ tf and for t ∼ 0.
Figs. 5(a) and 5(b) display our results for energy
changes (43, 44) obtained from solving (50, 51, 37, 38,
52) numerically.
Fig. 5(a) shows that (47) holds, and the causality of
the energy flow is well-visible: when the energy trans-
fer starts (at t ∼ 200), ∆t|0(E +K ′) first decreases, and
then increases to a slightly smaller value: the transferred
energy (work) first goes out of P—hence ∆t|0(E + K ′)
decreases—and then it arrives at P. The small mismatch
between those initial and final values is due to the en-
ergy that is radiated away. This energy is determined
from the overall kinetic energy difference K(0)+K ′(0)−
K(tf)−K
′(tf) between initial and final times, because at
those times the particles are (asymptotically) free. For
parameters of Fig. 5(a) the radiated energy is small.
Fig. 5(b) presents a situation, where the velocities are
sufficiently large and the radiation is essential. The main
message of Fig. 5(b) is that the processes of radiation
and energy transfer are well-separated. This appears to
be a general feature of 1d collisions under (41). First
the radiation is emitted from P: ∆t|0E decreases, while
8 There are simple examples of delay-differential equations for
which the forward solution [defined e.g. via (39)] is unique, but
the backward solution either does not exist or it is not unique
[61–63].
7∆t|0K ′ = 0; see Fig. 5(b). No work is done at those
times and (47) does not hold. At somewhat later times,
∆t|0E and ∆t|0K ′ start to change so that (47) holds;
see Fig. 5(b). The work is exchanged causally: first the
energy leaves P and both ∆t|0E and ∆t|0(E + K ′) de-
crease. Afterwards, ∆t|0K ′ and ∆t|0(E + K ′) increase;
see Fig. 5(b). The validity of (46, 47) is illustrated as
W = ∆t2|t1K
′ = 0.4207, ∆t2|t1(E +K
′) = 3.1× 10−4,
where t1 = 497 and t2 = 502.5 in Fig. 5(b). Hence most
of the work is exchanged in the time-interval [t2, t1].
VI. SUMMARY
We started by arguing that the problem of defining and
interpreting the thermodynamic work done on a charged
particle by time-dependent electromagnetic field (EMF)
is still open. In particular, the definition of the thermody-
namic work is not automatic, since the time-dependent
Hamiltonian (4) of the particle is not gauge-invariant.
Hence deeper physical reasons are needed for coming up
with a consistent definition of work. We stress that pre-
vious attempts [20, 21, 23, 29, 30] did not resolve this
problem. In particular, it was not clear how to formu-
late the first law (that relates the work to the energy of
the EMF-source), and how to connect with the mechanic
work (force times displacement). All these issues are rel-
evant for relativistic statistical thermodynamics [81].
The solution of the problem was sought along the fol-
lowing lines:
– The definition of work ought to emerge from a con-
sistent energy-momentum tensor of the overall system
(particles+EMF). In particular, this ensures that the def-
inition is relativistically covariant. The standard energy-
momentum tensor of EMF does not apply to this prob-
lem, since it implies that the particle does not have a po-
tential energy and hence indirectly supports the choice
of the temporal gauge φ = 0 that leads to unacceptable
conclusions for the definition of the thermodynamic work;
see section I.
– The definition should hold the first law (work-energy
theorem) that relates the energy of the work-recipient
with the energy of the work-source.
We carried out this program—within lacunae listed be-
low—and showed that the physically meaningful defini-
tion emerges from the Lorenz gauge of EMF. It comes
from the energy-momentum tensor (for matter+EMF)
that is proposed in section II. This tensor is gauge-
invariant and holds several necessary features. Its
differences and similarities with the standard energy-
momentum tensor are discussed in section II and Ap-
pendix B. The thermodynamic work can be defined via
the particle’s Hamiltonian in the Lorenz gauge. To an
extent we were able to check, it is only in this gauge that
the thermodynamic work is relativistically consistent and
relates to the gauge-invariant kinetic energy of the source
of EMF. The latter can also be recovered as the mechanic
work done by Lorentz force acting on the source, thereby
establishing a relation between the thermodynamic and
mechanic work.
Our motivation was and is to understand how to define
work for particles interacting with/via a non-stationary
EMF. Besides its obvious importance in non-equilibrium
statistical mechanics,
Several questions remain open.
First, whether the first law (47) can be verified analyt-
ically. The issue here is that delay-differential equations
that govern relativistic dynamics are notoriously difficult
to study analytically [61, 62]. The existing perturbative
methods, which can employ (41) as a starting point, fo-
cus either on the weakly-coupled situation [52] or on the
long-time limit [71]. Both these limits are not especially
interesting for verifying (47). An analytical derivation
can also clarify whether there are other gauges that hold
the conservation law (47) with at least the same precision
as the Lorenz gauge does.
Second, we verified the first law (47) for retarded dy-
namics of two coupled charges either in the limit where
the radiation reaction is negligible (but the dynamics is
still relativistic), or when the processes of work exchange
and radiation are separated in time. (The latter is typical
for 1d collisions). The proper generalization of (47) for
a situation when the work exchange and radiation take
place simultaneously is not clear yet.
Third, while the notion of work relates to the energy
transfer, it should be interesting to study the momentum
transfer along the above lines.
Fourth, our consideration is classical. We expect it
to apply to the semiclassical situation, where a non-
relativistic quantum system interacts with a classical
EMF. But the quantum relativistic situation is not clear;
in this context see Ref. [85] for a recent discussion of
energy changes described by the Dirac’s equation.
We close by mentioning several recent works which sug-
gest that the Lorenz gauge is fundamental for electrody-
namics [86–88], a point supported here via the definition
of the thermodynamic work.
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FIG. 1: Repulsive motion with initially zero velocities. The curves are obtained via self-consistent solution of (35–40) for m = 5,
m′ = 50, ee′ = c = 1, l0 = 5, ω0 = ω
′
0 = 0.
(a) The energy difference ∆t|0E of the light particle (red) and the sum ∆t|0(E +K
′) of this energy and the kinetic energy K′
of the heavy particle (green); cf. (46, 47).
(b) ∆t|0(E +K
′) (green) and ∆t|0(K +E
′) (brown). The former quantity is conserved better.
(c) The velocity ω(t) (ω′(t)) of the light (heavy) particle is shown by red (black) curve.
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FIG. 2: Attractive motion with initially zero velocities and ee′ = −1, c = 1, l0 = 10, m = 10, m
′ = 50, ω0 = ω
′
0 = 0; cf.
(35–40). The inter-particle distance at the final time x′(100) − x(100) = 1.2219.
(a) ∆t|0E (red) and ∆t|0(E +K
′) (green).
(b) ω(t) (red) and ω′(t) (black); cf. Figs. 1(a)–1(c).
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FIG. 3: Repulsive motion: one particle (P′) falls into another (P) that is at rest initially: ee′ = 1, c = 1, l0 = 100, m = 10,
m′ = 50, ω0 = 0, ω
′
0 = −0.4; cf. (35–40). The minimal inter-particle distance x
′(t)− x(t) = 1.2287 is reached at t = 255.87.
(a) ∆t|0E (red) and ∆t|0(E +K
′) (green).
(b) ω(t) (red) and ω′(t) (black).
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FIG. 4: Scattering of particles with ee′ = 1, c = 1, l0 = 200, m = 5, m
′ = 50, ω0 = 0.1, ω
′
0 = −0.0100499; cf. (35–40). The
parameter are chosen such that the initial (and the final) kinetic momentum is zero: mω0/
√
1− ω20+m
′ω′0/
√
1− ω′20 = 0. The
minimal inter-particle distance x′(t)− x(t) = 30.57 is reached at t = 1944.13.
(a) Red (upper) curve ∆t|0E. Green (lower) curve: ∆t|0(E +K
′); cf. Fig. 1(a).
(b) Green (lower) curve: ∆t|0(E +K
′). Brown (upper) curve: ∆t|0(K + E
′).
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FIG. 5: Cauchy solutions of (50, 51) for ee′ = c = 1, m′ = 10, m′ = 1.
(a) Final conditions are given by (52, 53): tf = 600, v
′(tf) = 0.3, v(tf) = −0.3, x
′(tf) − x(tf) = 200. Equations of motion (50,
51) predict initial conditions: v′(0) = 0.187263, v(0) = 0.677107.
Red (lower) line: ∆t|0E. Black (upper) line: ∆t|0K
′. Green dashed line: ∆t|0(E +K
′). Brown dotted line: the sum of the
Larmor’s rates 2
3
∫
t
0
dt
[
duk
ds
duk
ds
+ du
′k
ds′
du′
k
ds′
]
≡ −
2
3
∫
t
0
dt¯
[
v˙
2(t¯)
(1−v2(t¯))3
+ v˙
′2(t¯)
(1−v′2(t¯))3
]
; see Appendix H.
(b) tf = 700, v
′(tf) = 0.3, v(tf) = −0.7, x
′(tf)− x(tf) = 200; v
′(0) = 0.016295, v(0) = 0.910459. Red (lower) line: ∆t|0E. Black
(upper) line: ∆t|0K
′. Green dashed line: ∆t|0(E+K
′). Note that the energy radiation and energy transfer are separated from
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Appendix A: Gauge-freedom of non-relativistic
time-dependent Hamiltonian
The Hamiltonian (1) can be deduced from a La-
grangian L(x, x˙; t) via [20, 21]
H(x, π; t) = πx˙− L, π ≡ ∂x˙L. (A1)
The Lagrange equations stay intact if instead of L one
uses another Lagrangian Lˆ:
Lˆ = L+
dχ(x, t)
dt
,
dχ(x, t)
dt
= x˙∂xχ+ ∂tχ, (A2)
The corresponding Hamiltonian
Hˆ(x, πˆ; t) = H(x, π; t) − ∂tχ(x, t), (A3)
differs from (A1) by a factor that is formally similar to
the scalar potential φ(~x, t) in (4). Hence formally the
time-dependent Hamiltonian is not defined uniquely.
For the considered non-relativistic situation this non-
uniqueness is straightforward to resolve: one finds the
time-independent (non-relativistic!) Hamiltonian for the
particle and the work-source together, e.g.
Htot(x, π; f, πf ) = H(x, π; f) +Hsource(f, πf ), (A4)
where πf and f are the canonical momentum and coordi-
nate of the work-source. No issue similar to (A3) arises in
(A4), because (A4) is time-independent (one can still add
to (A4) a constant). Then the physical time-dependent
Hamiltonian for the particle is found by neglecting its
backreaction onto the source: H(x, π; t) = H(x, π; f(t)).
Appendix B: Standard forms of the
energy-momentum tensor
Two versions of the energy-momentum tensor of elec-
tromagnetic field (EMF) are known in literature [20, 21]
T ik =
1
4π
(−F ilF k l +
gik
4
FlmF
lm), (B1)
T˜ ik =
1
4π
(−∂iAl F k l +
gik
4
FlmF
lm), (B2)
Fik ≡ ∂iAk − ∂kAi. (B3)
T˜ ik is deduced from the standard Lagrangian of EMF
[20]; see (C1, C4) in Appendix C. T ik is obtained from
T˜ ik via the so called Belinfante method that renders a
symmetric and explicitly gauge-invariant expression [20].
1. First we focus on comparing (B1) with (18, 19),
because (B1) is widely accepted as the correct energy-
momentum tensor. Then we turn to discussing (B2).
1.1 Eq. (B1) does not allow to introduce potential en-
ergy for particles [cf. (22, 24)], because the full conserved
energy-momentum tensor of the EMF+matter is defined
as [cf. (16)] [20]
T ik + τ ik, ∂k(T
ik + τ ik) = 0. (B4)
Hence according to (B1, B4) the matter has only kinetic
energy, as can be verified in detail by working out (B1)
analogously to (21–24). This is why (B1) indirectly sup-
ports the choice of the temporal gauge φ = 0.
1.2 Recall that according to (B1), T 00 ∝ ~E2 + ~B2 is
energy density, and
cT 0α = −
c
4π
(∂0Aβ − ∂βA
0)(∂αAβ − ∂βAα)
=
c
4π
~E × ~B (B5)
is the energy current (Poynting vector), and T α0 is the
momentum density.
The Poynting vector is non-zero also for time-
independent fields. This is a known controversy in the
standard definition of the EMF energy current: station-
ary fields—e.g. created by a constant change and per-
manent magnet, which do not require any energy cost
for their maintenance—would lead to permanent flow of
13
energy and constant field momentum [31, 33, 72]. In con-
trast, (23) is zero for time-independent fields [39]. This
is an advantage.
We are not aware of direct experimental results which
would single out a unique expression for EMF energy
current [31–33]. Some experiments point against the uni-
versal applicability of the Poynting vector for the EMF
energy flow [51].
1.3 Eq. (B1) does not allow a clear-cut separation be-
tween the orbital momentum and spin of EMF. Indeed,
due to T ik = T ki, we get for a free EMF [20]
∂kM
k
lm = 0, M
k
lm ≡ xmT
k
l − xlT
k
m . (B6)
Now Mklm is conserved, but it has the form of orbital
momentum; sometimes it is also interpreted as the full
angular momentum leaving unspecified the separate con-
tributions of orbital momentum and spin [20] 9. In con-
trast, (18, 19) lead to well-defined expressions for the an-
gular momentum and spin that are conserved separately
for a free EMF; see Appendix E. This Appendix also
explains that when EMF couples to matter only the sum
of the full orbital momentum (including that of matter)
and the EMF spin is conserved.
1.4 Eq. (B1) and (18, 19) lead to the same predictions
for the (space-integrated) conserved quantities. Indeed,
using the Lorenz gauge (10) and the equation of motion
(14) for Ai we get from (B1, 18):
T ik + τ ik − Tik =
1
4π
∂lB
ikl, (B7)
Bikl ≡ Ak∂iAl +Ai∂kAl −Ai∂lAk −
gik
2
Am∂
mAl.
(B8)
Note that (B7) is not the usual freedom associated with
the choice of the energy-momentum tensor [20]. That
freedom amounts to Bikl = −Bilk, which clearly does
not hold with (B8).
Relations ∂k[T
ik+τ ik] = ∂kT
ik = 0 amount to conser-
vation of
∫
d3x [T i0 + τ i0] and
∫
d3xTi0 in time. More
generally, such a conservation law may be absent, e.g.
when some non-electromagnetic forces act on the mat-
ter.
At any rate, we want to show that T ik + τ ik and Tik
do predict the same values for the full (space-integrated)
energy-momentum of the matter+EMF. To this end, con-
sider from (B7, B8) the difference of the two predictions:∫
d3x [T i0 + τ i0]−
∫
d3xTi0
=
1
4π
∂0
∫
d3xBi00 +
1
4π
∫
d3x∂αB
i0α. (B9)
9 Such quantities can be introduced at the level of Mk
lm
; see e.g.
[26]. But this introduction is ad hoc; cf. (E2, E1, C8, C10).
The second term in (B9) contains full space-derivatives
and amounts to zero under standard boundary condi-
tions. Also, Bi00 amounts to full space-derivatives,
Bα00 =
1
2
∂α[A0A0], B000 = −
1
2
∂α[A
αA0], (B10)
where we used the Lorenz gauge condition (10). Hence
(B10) implies that
∫
d3xBi00 = 0. Thus, we get from
(B9) ∫
d3x [T i0 + τ i0] =
∫
d3xTi0. (B11)
1.5 Eq. (B1) predicts a non-negative expression
T 00 =
1
8π
( ~E2 + ~B2) (B12)
for the energy density of EMF [20]. In contrast, according
to (18) the energy density of EMF is generally not posi-
tive. It is positive for stationary fields, and it is positive
for a radiation emitted by a point particle, where (18)
and (B1) agree with each other; see Appendix D. The
non-positivity should not be regarded as a drawback, e.g.
because once for point particles the diverging terms for
(B1) are renormalized away, the energy density of EMF
is not anymore strictly positive.
1.6 Another difference between (B1) and (18) for a free
EMF is that the zero-trace relation T ii = 0 is always true,
while T ii is generally not zero; cf. (19)]. Now T
i
i = 0 is
generally related to the zero mass of photon. For photons
we also get that T ii = 0; see Appendix D. However, it
is not generally true that a superposition of two or more
photons (e.g. bi-photon) has a zero-mass; see e.g. [82].
Physically, this means that we should not expect the zero-
trace relation for an arbitrary EMF.
2. We now turn to discussing the features of (B2).
2.1 Eq. (B2) is non-symmetric even for the free EMF.
Hence the desired relation between the energy current
and momentum density is generally violated: T˜ 0α 6=
T˜ α0. This is not physical.
2.2 The symmetry of (B2) for a free EMF also means
that if one introduces the orbital momentum as M˜klm ≡
xmT˜
k
l −xlT˜
k
m , it is generally not conserved: ∂kM˜
k
lm 6= 0.
This is not physical.
2.3 Eq. (B2) is neither explicitly gauge-invariant, nor
it allows to single out any specific gauge 10.
2.4 Eq. (B2) relates to the following energy-
momentum tensor for EMF+matter:
∂k(T˜
ik + τ ik +
1
c
AiJk) = 0. (B13)
10 This point can be reformulated as follows [26]. It is based on sep-
arating the full potential Ai into a physical (i.e. gauge-invariant)
part and the pure gauge: Ai = A
phys
i
+Apure
i
, where Apure
i
= ∂iχ
[26]. Expectedly, the modified (i.e. gauge-invariant) analogue
of (B2) is given by the same expression, where Al → Al phys.
The modified expression is now gauge-invariant, but is still not
unique, because now there is a freedom in choosing Aphys
i
.
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This follows from T˜ ik = T ik − 14π∂
lAi F kl [see (B1, B2)]
and from (B4). Comparing (B13) with (18), we see that
(B13) predicts analogues of (22, 24), but without singling
out the Lorenz gauge (10).
Appendix C: Fermi’s Lagrangian for free EMF
The purpose of this Appendix is to derive (19) from the
Fermi’s Lagrangian for a free classical electro-magnetic
field (EMF) [40–42]. The standard Lagrangian reads
L = −
1
16π
FikF
ik, Fik ≡ ∂iAk − ∂kAi. (C1)
where Ai = (φ, ~A) is the 4-potential.
For the Lorenz gauge (10), an alternative Lagrangian
was proposed by Fermi [40–42]. It is obtained from (C1)
upon using (10) and neglecting full derivatives
L = −
1
8π
∂iAk∂
iAk. (C2)
The equations of motion ∂k
∂L
∂[∂kAi]
= ∂L∂Ai are
∂k∂
kAi = 0, (C3)
which are consistent with the Lorenz gauge (10). The
latter is to be considered as a condition imposed on (C2).
Given (C2) and recalling the standard expression for
the the energy-momentum tensor [20, 40]
T ki = ∂iAl
∂L
∂[∂kAl]
− Lδki , (C4)
we obtain from (C2):
T ki = −
1
4π
∂iAl ∂
kAl +
1
8π
δki ∂nAm ∂
nAm, (C5)
where δki is the Kroenecker delta. Eqs. (C5, C3)
show that the tensor is symmetric and holds energy-
momentum conservation
Tik = Tki, (C6)
∂kT
k
i = 0. (C7)
The invariance of a Lagrangian under rotations im-
plies the following general relation between the energy-
momentum tensor and angular momentum tensor [40]:
Mklm = xmT
k
l − xlT
k
m + S
k
lm, (C8)
Sklm =
∂L
∂[ ∂kAm ]
Al −
∂L
∂[ ∂kAl ]
Am, (C9)
where T kl is given by (C4), S
k
lm is the internal angular
momentum (spin), while xmT
k
l − xlT
k
m is the orbital
momentum. Using (C2) we obtain for the spin tensor
[40, 42]
Sklm = −
1
4π
(
Al ∂
kAm −Am ∂
kAl
)
. (C10)
Employing (C3, C6, C7) we get that the angular momen-
tum and spin tensor are conserved separately [40, 42]:
∂kM
k
lm = ∂kS
k
lm = 0, (C11)
as should be for a free field. The symmetry (C6) is crucial
for the existence of two separate conservation laws (C11).
The standard approaches to the energy-momentum
tensor of EMF are recalled in Appendix B. The spin
and orbital momentum of EMF is reviewed in [26, 75].
Appendix D: Energy momentum-tensor for free
radiation
Here we discuss the energy-momentum tensor (19) for
free radiation. Within this appendix we put c = 1.
Consider a charge e moving on a world-line zi(s).
Define ui = dzi(s)/ds for the 4-velocity. Recall that
uiui = 1. Let w
i and ci be defined as follows
wiwi = −1, u
iwi = 0, (D1)
ci = ui + wi, cici = 0. (D2)
Given an observation event with 4-coordinates xi, there
is a unique point zi(sret), so that the light signal emitted
from a zi(sret) reached x
i. Define using (D1, D2) [21]:
Ri = xi − zi(sret), R
iRi = 0, (D3)
Ri = ρci, ρ = Riui. (D4)
When xi changes, zi(sret) changes as well. Hence there
is a problem of calculating derivatives [21]. There are 3
main formulas here (recall that ∂i ≡ ∂/∂x
i):
∂ksret = ck, (D5)
∂kR
i = δik − u
ick, (D6)
∂kρ = uk + ck(Ria
i − 1), ai ≡ d2xi(s)/ds2. (D7)
To derive (D5, D6), note from (D3): ∂kR
i = δik − u
i∂ks.
This relation together with RiRi = 0 implies: Ri∂kR
i =
0 = Rk − R
iui∂ks. Together with (D4) this leads to
(D5) and then to (D6). Eq. (D7) is deduced from ∂kρ =
∂k(R
iui) using ∂ku
i = ai∂ks = a
ick.
The Lienard-Wichert potential of a charge e reads
Ai = eui/ρ. (D8)
Employing (D5–D7) we obtain
F ik = ∂iAk − ∂kAi = e(Riωk −Rkωi), (D9)
ωi =
ai
ρ2
+
ui(1− alR
l)
ρ3
, (D10)
∂iAl∂kAl =
e2cick[ala
l + (alw
l)2]
ρ2
(D11)
− (alw
l)
e2[ciwk + ckwi]
ρ3
+
e2wiwk
ρ4
, (D12)
∂kA
l∂kAl = (alw
l)
2e2
ρ3
−
e2
ρ4
. (D13)
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These expressions determine from (19) the energy-
momentum tensor of EMF.
Note that the right-hand-side of (D11) is the only term
that scales as ρ−2. This is the term responsible for the
energy-momentum of the emitted radiation. It coincides
with the radiation energy-momentum tensor obtained
from the standard expression (B1) [21]. In particular,
it is symmetric and has zero trace due to (D2).
Appendix E: Angular momentum
Here we shall connect the energy-momentum tensor
Tik to the angular momentum tensor.
It is seen from (18) that Tik is not symmetric: Tik 6=
Tki. This asymmetry has a physical meaning and it re-
lates to the spin of EMF 11. Recall the following general
relation between the orbital momentum tensor Oklm and
energy-momentum tensor Tik [20, 40]
O
k
lm = xmT
k
l − xlT
k
m . (E1)
The orbital momentum of matter is already included into
Oklm. Due to T
ik 6= Tki, the orbital momentum is not
conserved: ∂kO
k
lm 6= 0. This is natural, since it is the
full angular momentum Mklm = O
k
lm+ S
k
lm (orbital+spin
of EMF) that should be conserved. We can thus deduce
the spin tensor Sklm from the conservation law
∂kM
k
lm = ∂k
(
O
k
lm + S
k
lm
)
= 0. (E2)
Eqs. (13–E2) and the fact that Sklm should be a quadratic
function of Ai imply
Sklm = −
1
4π
(
Al ∂
kAm −Am ∂
kAl
)
. (E3)
This expression has formally the same shape as the spin
tensor derived in [40, 42] for a free EMF via the Fermi’s
Lagrangian; see Appendix C.
Hence the matter-field coupling leads (as expected) to
exchange (E2) between the orbital momentum and the
spin. If this coupling is absent, then Tik is symmetric;
hence Oklm and S
k
lm are conserved separately. These two
points—conservation of Oklm + S
k
lm under matter-EMF
coupling and separate conservation of Oklm and S
k
lm for
free EMF—are specific features of (E2–E3) that distin-
guish it from other proposals for angular momentum of
EMF; see [26, 75] for a review of those proposals.
Appendix F: Derivation of (35–38)
Consider two interacting point particles P and P′; we
denote their parameters by primed and unprimed letters.
11 A non-symmetric energy-momentum tensor implies a generalized
gravity; see, e.g. [78–80] for examples of such theories.
In (13, 15), the current Jk divides into two contributions,
each of them is conserved separately
Jk = jk + j′k, ∂kjk = ∂kj′k = 0. (F1)
The EMF field Ak in (14, 15) also divides into two parts:
Ak = ak + a′k, ∂kak = ∂ka′k = 0, (F2)
∂i∂
iak =
4π
c
jk, ∂i∂
ia′k =
4π
c
j′k. (F3)
Hence ak (a′k) is created by jk (j′k).
Equations of motion for P and P′ are deduced from
(15) noting that the self-interaction is neglected and the
point-particle limit is taken; cf. (29, 30). These equations
read [52–60]:
mc2
duk
ds
= eulf
′kl, m′c2
du′k
ds′
= e′u′lf
kl, (F4)
where
fkl = ∂kal − ∂lak, f ′kl = ∂ka′l − ∂la′k, (F5)
ds = cdt
√
1− v2/c2, ds′ = cdt
√
1− v′2/c2. (F6)
Thus the following (self-interaction-excluded) energy-
momentum tensor is conserved [cf. (18)]
∂kT˜
ik = 0, (F7)
T˜
ik = −
1
4π
[ ∂ial ∂
ka′l + ∂ia′l ∂
kal − gik∂nam∂
na′m]
+τ ik + τ ′ ik +
1
c
aij′k +
1
c
a′ijk, (F8)
where τ ik and τ ′ ik are the energy-momentum tensors of
P and P′; see (16).
As usual, we shall select the retarded (Lie´nard-
Wiechert) solutions of (F3); see [20, 21] and Appendix
D. In contrast to Tik that diverges in the point-particle
limit, T˜ik is already a convergent tensor, i.e. the energy of
EMF and particles can be calculated via
∫
d3x T˜00(t, ~x).
We focus on the 1D situation, where the particles P
and P′ move on a line; see (32). The retarded solutions
for ai = (φ,A) and a′i = (φ′, A′) in (F3) read [20]:
φ(x′, t) =
e
[x′ − x(t− δ)][1− ω(t− δ)]
, (F9)
A(x′, t) =
eω(t− δ)
[x′ − x(t− δ)][1− ω(t− δ)]
, (F10)
φ′(x, t) =
e′
[x′(t− δ′)− x][1 + ω′(t− δ′)]
, (F11)
A′(x, t) =
e′ω′(t− δ′)
[x′(t− δ′)− x][1 + ω′(t− δ′)]
, (F12)
where the delays δ(t) and δ′(t) hold
cδ(t) = x′ − x(t− δ(t)), (F13)
cδ′(t) = x′(t− δ′(t))− x. (F14)
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To derive the equations of motion from (F4, F9–F14)
recall that fkl [f ′kl] in (F4) is taken at x′ = x′(t) [x =
x(t)]:
p˙(t) = −ee′
1− v′(t− δ′)/c
1 + v′(t− δ′)/c
1
[x(t)− x′(t− δ′)]2
, (F15)
p˙′(t) = ee′
1 + v(t− δ)/c
1− v(t− δ)/c
1
[x′(t)− x(t− δ)]2
, (F16)
where
p = mv/
√
1− v2/c2, p′ = mv′/
√
1− v′2/c2, (F17)
v(t) = x˙(t) ≡ c ω(t), v′(t) = x˙′(t) ≡ c ω′(t). (F18)
We get (35–38) from (F13–F18).
Appendix G: Solving self-consistently
delay-differential equations
1. Let us explain how to solve (35–39). The method
described below was first suggested in [52]; see also [57]
for a recent discussion.
We start with an initial function ω′0(t) that holds
ω′0(t ≤ 0) = ω
′
0; cf. (39). Then (35, 37) become ordinary
differential equations for ω(t) and δ′(t). They are solved
for t > 0 with initial conditions ω(0) = ω0 and δ
′(0) from
(40); cf. (39). The solution is denoted by ω0(t). This
function is extended to t < 0 via (39): ω0(t < 0) = ω0.
Next, ω0(t) is put into (36, 38), and these equations
are solved for t > 0, ω′(0) = ω′0 and δ(0) from (40).
The solution ω′1(t) is again extended to t < 0 via (39):
ω′1(t < 0) = ω
′
0. Iterations are continued till convergence.
2. We turn to solving (50, 51, 37, 38) given (52, 53).
Now the initial function x′(t) = x′0(t) is defined for
t < tf so that it holds (52, 53). For solving (50, 37) we
need to know δ′(tf). It is found from (34), i.e. from
cδ′0(tf) = x
′
0(tf − δ
′(tf))− x(tf). (G1)
Hence this initial condition will change from iteration to
another. Now (50, 37) can be solved as ordinary differ-
ential equations backward in t from tf to some Ti ≪ tf .
Then the solution is continued to t < Ti by assuming
that ω(t) = ω(Ti) for t < Ti. This assumption is needed,
because it is impossible to integrate numerically from tf
till −∞. Effectively, this means that the particles did not
interact in the remote past; or (alternatively) that they
interacted so strongly that ω(t) = v(t)/c ≃ 1 for t < Ti.
Overall, the solution defines x0(t) with which we re-
peat the above step for (51, 38), e.g. x0(t) is put into
(51, 38), and now we have instead of (G1): cδ0(tf) =
x′(tf)−x0(tf−δ0(tf)). The backward solution of ordinary-
differential (51, 38) is continued as ω′(t) = ω′(Ti) for
t < Ti. Once iterations converged, we assure by direct
replacement that (50, 51, 37, 38) do hold for Ti ≪ t < τ .
Appendix H: Self-force
The electrodynamic self-force adds to (F4) [20, 21, 83]:
m
duk
ds
=
e
c2
ul f
′kl +
2e2
3c2
[
d2uk
ds2
+
dul
ds
dul
ds
uk], (H1)
m′
du′i
ds′
=
e′
c2
u′l f
kl +
2e′2
3c2
[
d2u′k
ds′2
+
du′l
ds′
du′l
ds′
u′k]. (H2)
Constraints uk
duk
ds = u
′
k
du′k
ds = 0 in (H1, H2) are ensured
due to uku
k = u′ku
′k = 1 and f ′kl = −f ′lk, fkl = −f lk;
cf. (11). Eqs. (H1, H2) lead to (50, 51) via (F9–F14).
Note the following interpretation of (H1) [21, 83]:
d
ds
[muk −
2e2
3c2
duk
ds
] =
2e2
3c2
ui
duk
ds
duk
ds
+
e
c2
ul f
′kl, (H3)
1
c2
duk
ds
duk
ds
= −
(~ω~˙ω)2 + (1− ω2)~˙ω2
(1− ω2)3
≤ 0, ~ω =
~v
c
. (H4)
It was suggested that 2e
2
3c2 u
i duk
ds
duk
ds can be related to the
emitted (radiated away) 4-momentum [21, 83] (Larmor’s
rates), while − 2e
2
3c2
duk
ds is to be related with the bound
4-momentum, i.e. the momentum of an effective “cloud”
around the particle [21, 83].
We did not find a serious support for these interpreta-
tions for the two-particle dynamics; e.g. Fig. 5(a) shows
that the radiated energy is not given by the sum of inte-
grated Larmor’s rates. Another attempt to check these
interpretations is to correct the kinetic energies in (45,
42) by the “cloud” energies
K˜ = K −
2e2
3c
ωω˙
(1− ω2)2
, K˜ ′ = K ′ −
2e′2
3c
ω′ω˙′
(1− ω′2)2
,
and then to see whether leads to a better conservation
law. We found that the corrected kinetic energies do not
generally lead to a better conservation law than (47).
