Jones polynomials and Kauffman polynomials are the most prominent invariants of knot theory. For alternating links, they are easily computable from the Tutte polynomials by a result of Thistlethwaite (1988) , but in general one needs Kauffman's Tutte polynomials for signed graphs (1989), further generalized to colored Tutte polynomials, as introduced by Bollobas and Riordan (1999). Knots and links can be presented as labeled planar graphs. The tree width of a link L is defined as the minimal tree width of its graphical presentations D(L) as crossing diagrams. We show that the colored Tatte polynomial can be computed in polynomial time for graphs of tree width at most k. Hence, for (not necessarily alternating) knots and links of tree width at most k, even the Kauffman square bracket [L] introduced by Bollobas and Riordan can be computed in polynomial time. In particular, the classical Kauffman bracket (L) and the Jones polynomial of links of tree width at most k are computable in polynomial time.
Introduction
In this paper we consider a wide class of graph polynomials, which includes the colored Tutte polynomials (and all its specializations), cf. [38, 6, 7] , the various matching polynomials, cf. [15, 19, 20, 26] and their generalizations, cf. [16] . Such polynomials axe well studied and have applications beyond graph theory in knot theory, chemistry, physics and even biology. We explain our results in detail for the colored Tutte polynomials. We assume the reader is familiar with Tutte polynomials of graphs and some knot theory as given in [6, Chapter X], with the notion of tree width of graphs and its use in complexity theory, cf. [12, 13] , and with the basics of Logic and Finite Model Theory, cf. [14] . To make this extended abstract selfcontained we provide the necessary definitions in the appendices A-E. c : E --~ A for some finite set A. Bollobas and Riordan, [7] , have introduced generalizations 
Tcolored(G,
XA
Tcozored(G,x~,y~,X~,Y~ : A E A)in each variable
does not exceed the number of edges of G. Tutte polynomials and its colored versions 1 are important graph invariants which are intimately related to knot invariants, cf. [34, 35, 23, 7] . As such they are at the core of modern knot theory which has rich applications in combinatorics, topology, coding theory, cf. [8, 6] , and even physics, chemistry, molecular biology and more, cf. [24] .
Computing the coefficients of T(G,X,Y), and hence of Tcot~ed(G,x~,,y~,X~,,Y~ : A E A), or even only evaluating T(G, X, Y) at specific points (x,y), is
~P hard 2 by a result of Jaeger, Vertigan and Welsh, [22] . For a survey on complexity, cf. [381. On the other hand, if G is a series-parallel graph, or equivalently, a graph of tree width at most 2, then computing T(G, X, Y) can be done in polynomial time, by a result of Oxley and Welsh, [32] . Recently, Andrzejak [3] and Noble [30] have extended this to graphs of tree width at most k. [3) ) and evaluated in time o(IVl). We first sketch our new proof for the Tutte polynomials, as it contains all the essential ingredients which allow us to prove the additional results. The proof is based on [11] . However, the presentation here does not depend on it. The main theorem of [11] combines methods from logic and graph theory. However, it cannot be applied directly to Tutte polynomials. We have to extend the framework of [11] to allow order-invariant definable polynomials with weight functions defined in arbitrary polynomial rings.
THEOREM 1.1. (ANDRZEJAK, NOBLE, 1998) For graphs G = (V, E) of tree width at most k, the Tutte polynomial T ( G , X, Y) can be computed in polynomial time, with lower bound w(lV
2.1 Outline. We assume our graphs have an ordering of the edges and are of the form G = IV, E, R, <E), where V is a set of vertices, E is a set of edges, R C V × E is the incidence relation between vertices and edges, and <E is an ordering of the edges.
Step 1:
The first step in the proof uses the spanning tree expansion of the Tutte polynomials, cf. 
F eEF active e~E--F active where F ranges over all spanning forests of G, e C F ranges over all internally active edges, and e E E -F ranges over all externally active edges. Now the expression (*) is a generalization of the generating functions of graph properties as treated in [11] with the additional complication that an ordering of the edges is present. For details, see appendix A.
Step 2: The next step consists in the observation that the following properties are definable in Monadic Second Order Logic over graphs of the form G = (V,E,R,<E).
1. F is a spanning forest of G.
2.
The edge e C F is (internally) active with respect to F and <E.
3. The edge e E E-F is (externally) active with respect to F and <E.
This shows that the expression (*) is a generating function of an graph property which is Monadic Second Order definable, provided an ordering of the edges is part of the vocabulary. For the details, see appendix C.
Step 3: In the next step we use the fact that the Tutte polynomial, although defined via an ordering of the edges, is not dependent on the ordering. This allows us to choose an ordering of the edges of the input graph, which will depend on a given tree decomposition of the graph in such a way, that it facilitates the inductive computation of the Tutte polynomial. Furthermore, we can replace the ordering by a successor relation.
Step 4: The final and crucial step consists in the adaptation of the techniques of [11] to generating functions of graph properties for graphs of tree width at most k with a suitably chosen successor relation on the edges. For details, see appendix D in the appendix, in particular Lemma D.2.
Step 5: To get theorem 1.2 we now just observe that the colored Tutte polynomials have a spanning tree expansion like (*) where the (colored) activity is defined using the order of the edges and their respective color, but is independent of the order on the edges.
Step 6: For the Kauffman polynomial (L)(A)
we proceed similarly as above. The main ingredient here is the spanning tree expansion of the Kauffman polynomial from [34] .
is an oriented graph where the edges are labeled. Given a spanning tree F and an edge e of a link diagram, Thistlethwaite introduces a function pF(e) whose value is a simple Laurent polynomial in A and depends only on whether e E F or e E E-F, its activity with respect to F and its label. He then shows that where F ranges over all spanning trees of D(L). We recall the necessary material on knot polynomials in appendix B. The remaining steps are essentially the same.
Step 7: For the Kauffman square bracket we observe that its very definition is based on the generalization of (**).
Step 8 
VL(t) = (--t (L)(t-)
Here w(L) is the twist number of the link L.
Comparison with other proofs. Our method
is different from the methods of Andrzejak and Noble [3, 30] , of computing the Tutte polynomial for graphs of tree width at most k. It is also different from the method of Mighton, [28] , for the Jones and Kauffman polynomial, for series-parallel graphs. We use the logical method, due to Courcelle, which was extended to the computation of generating functions of graph properties in [11] . However, we cannot apply [11] directly. Instead we have to handle the complication of allowing the linear order of the edges to be used in the definition, although in an invariant way. This notion of definability was studied systematically in [27] . Although our algorithm has, asymptotically, a similar running time to the one described in [30] for the classical Tutte polynomial for tree width at most k, its current version is impractical due to the size of the constants involved.
But it may be a question of time, cf. the discussion in [13] , till more practical algorithms emerge. In the following we discuss more precisely the relationship between the various proofs of theorem 1.1.
Series-parallel graphs. In [32] , the algorithm for computing the Tutte polynomial of a series-parallel graph is reduced to the problem of computing the Tutte polynomial of the 2-sum Gi Ue G2 of two graphs Gi and G2 over a common edge e. The resulting graph is like a disjoint union, but the glued together along the edge e, while the common edge is finally omitted. They first observe that series-parallel graphs can be obtained by iteratively applying 2-sums to previous obtMned graphs, starting with a simple edge. They then provide the very elegant formula (t)
Oz. T(G1 Lie G2) =
no,o" T(Gi -e) . T(G2 -e) +

Or0,1" T(G1 -e) . T(G2/e) + 1,o. T(Ci/e). T(C2 -e) +
Oll,l" T(G1/e). T(G2/e)
where a, aid E Z[X, Y] are independent of the graphs Gi, G2 and G -e and G/e denote the graphs obtained from G by deleting, respectively contracting the edge e. The formula (t) does not seem to generalize in such an elegant way.
Splitting formulas for Tutte polynomials.
Both, Noble [30] and Andrzejak [31, provide algorithms which replace the 2-sum by k-sums. G = iV, E) is a ksum of Gt = (V1, El) and G2 = (V2, E2) if E1 f3 E2 = 0 and V1 N V2 = X has exactly k elements. Previously, Negami [29] 3 has given a general way on how to extend the formula (t) for arbitrary k. The complication shows by having to consider all partitions P of X into sets P = {Xi,... ,Xm} and consider the graphs GJP obtained from Gi by identifying all vertices in the Xj's.
"~'-"ost of his results are obtained in [31] in a much simpler and transparent way. However, the splitting formulas for Tutte polynomials, explicitly stated first in [3] , are already hinted at in 12Ol.
Andrzejak's splitting formula for Tutte polynomials now says (tt)
a. T(G) = ~ ap,p, . T(G1/P) " T(G2/P') P,p,
where P, P' range over all partitions of X. Andrzejak explicitly refers to [29] , whereas Noble implicitly uses an adhoc variation of (tt). This approach seems to be specially tailored for the Tutte polynomials. It does not generalize in an obvious way both for colored Tutte polynomials and Kauffman brackets. In our approach we really look simultaneously at all polynomials arising from generating functions definable in Monadic Second Order Logic and at more general forms of k-sums. We present in this paper something like the most general form of the formula (tt), which has its origin in the Feferman-Vaught theorem of [18] , and which was first applied to the permanent, the hamiltonian and other generating functions of graph properties in the still unpublished [11] . The price we pay for our generality is a drastic increase in the constants involved. It remains an interesting challenge to find splitting formulas for colored Tutte In [9] this was proved for k = 2, i.e., the seriesparallel graphs. Further applications of theorem 3.1 will be discussed in the full paper. They include generating functions of H-colorings and wide classes of .T-polynomials as defined in [16] .
There are several further extensions of the logical framework of this theorem: Monadic Second Order Logic can be replaced by Guarded Second Order Logic as introduced in [21] generalizing Guarded First Order Logic of [1] . Bounded tree width can be replaced by bounded clique width provided quantification of sets is restricted to vertices, cf. [11] : Graphs can be replaced by arbitrary structures with an appropriate notion of clique width, cf.
[i0].
Tutte polynomials are also defined over matroids, cf. [8] . However, matroids are not structures, as dealt in this approach. It would be interesting to extend our results to matroids. This would involve an appropriate notion of decomposability of matroids. First steps in this direction were undertaken in [32, 2] . It remains a challenging task to find a satisfactory theory of decomposable matroids generalizing bounded tree width of graphical matroids. A starting point is Seymour's decomposition theorem for regular matroids [33] and Truemper's monograph [36] .
Finally, we should note that in this paper we were mostly interested in exact computations of the polynomials in question. An alternative approach consists in approximate counting, which is a very active field of research. For our context, excellent surveys are given in [38] and [40] . The approximability of the Tutte polynomial is discussed in [39] .
Acknowledgements. I would like to thank V. Turaev for first suggesting to me that the methods of [11] Tutte polynomials: Definitions. Let G = iV, E) be a graph and e = (u, v) be an edge in E. We denote by
• G -e the graph G -e = (V, E -{e});
• G/e the graph G/e = (V-{u}, E'), where (u', v') E E' iff u' ~ u and either v' ~ v and (d, v') E E or v' = v and (u', v) e E or (u I, u) e E;
• G(e) the graph which consists only of the edge e.
G(e) has either one vertex and is a loop, or has two vertices and a single edge e connecting them. 
T(B,X,Y) = X, T(L,X,Y) = Y and T(E,, X, Y) = 1.
If G = (V, E), e E E and e is neither a bridge nor a loop, then TiG , X, Y) = T(G -e, X, Y) + T(G/e, X, Y)
If e is either a bridge or a loop of G then T(G, X, Y) = T(G(e), X, Y). T(G -e, X, Y) (+)
In particular, the ordering.
Furthermore, for graphs G which are the union of G1 and G2 with at most one vertex in common, we have T(G) = T(G1). T(G2).
The Tutte polynomial is this unique function. Theorem
A.1 allows us to compute T(G) if we choose an ordering
on the edges. It also establishes that the result of this computation is not dependent on the ordering chosen. But using this recursively leads to an algorithm which uses in general exponential time.
Tutte polynomials: Spanning tree expansion. From now on we assume we have a fixed ordering on the edges of G = (V,E), E = {e0, el,.-. ,era}. We now follow closely [6, chapter X.5] . A graph F = iV', E') is a spanning forest of the graph G if V = V I and E ~ C_ E, and each component of F is a spanning tree of a component of G.
Let F be a spanning forest of G. For e E E ~ we define
CutFie ) = {f e E-E' : (V,E' -{e} U {f})
is a spanning forest of G} We say that e E E I is internally active for F (with respect to the fixed ordering of E) if e is the smallest edge in Cutf(e). For e E E-E' we define CydeF(e) to be the unique cycle in E' U {e}. We say that e E E -E ~ is externally active for F (with respect to the fixed ordering of E) if it e is the smallest edge in CycleF(e).
An (i, j)-forest F for G is a spanning forest which has exactly i internally active and j externally active edges. The following is [6, theorem 10, chapter X.5] and is due to Tutte, [37] :
. (TUTTE 19547 Let G be a graph with an ordering on its edges. Let tis(G) denote the number of (i,j) forests in G. Then T(G) = ~ ti,j(a)xiY j i,j the coefficients tis(G) are independent of
Hence, using theorem A.2, we can write
where F ranges over all spanning forests of G, e E F ranges over all internally active edges, and e E E-FF ranges over all externally active edges. Using equation (*) for the computation also leads to an algorithm which uses exponential time. But on graphs of tree width at most k, this approach will lead to a polynomial algorithm.
Bollobas and
Riordan, [7] , introduce the colored Tutte polynomial for a colored graph G = (V,E,R<,c) with c : E ~ A a coloring and R< ordering on its edges. Let T be a spanning tree of G and e E E with c(e) --A E A. In [7] this definition is justified by theorems similar to Brylawski's theorem A.1. All we need is this definition using spanning trees.
B Knot polynomials
Here we follow closely [6, 
YL(t) = (-t , (L)(t-~) where w(L) is the twist number of the link L.
Finally, [7, theorem 16] can be used to show PROPOSITION B.
The Kauffman square bracket [L](A,B,d) is polynomially reducible to the colored Tutte polynomial of the signed crossing diagram D(L ).
C Monadic Second Order Logic
In this appendix we want to show that the summation and products in the expression (*) range over properties definable in Monadic Second Order Logic, as used in [nl.
For this we view our graph G as a two sorted structure ~ with vertices V and edges E is its universe. Furthermore we have a binary relation R C V × E with (v, e) E R iff v is a vertex of e, and a successor relation on the edges S (such that its transitive closure is a linear ordering). Clearly every graph G with an ordering on the edges has a unique presentation as such a structure g.
The Monadic Second Order Logic MSOL(g) on such structures has variables vi for vertices, x~ for edges, Uj for subsets of vertices and Xj for subset of edges.
Atomic formulas are v~ e v¢,zi e Xj, R(v~,zi),S(x~,zj),vi = vj,x~ = zj
The formulas are now defined inductively using boolean connectives and quantification over the variables vi,xi,Ui and Xi. The Monadic Second Order Logic MSOL(Gcot~ed) allows additionally for unary predicates C~, A E A, which are interpreted as the edges of color A. Hence we have additional atomic formulas For a detailed discussion of the expressive power of MSOL(G) and MSOL(G~ot~d) we refer to [4] .
The following should be easy: 
fb~omponent(U, R): U is a connected component of G.
4. q~tre~(X, U, R): X is a spanning tree of the component U of G.
Oforest(F, R): F is a spanning forest of O.
c b~ut(x,e,F,R): x is inCutF(e) of G.
,¢i-a~ti~(x, F, R, S): x is internally active for F in G.
~bc~cl~(x, e, F, R): x is in
CycleF(e) of C.
~e-~,etive(x, F, R, S): x is externally active for F in G.
This 
D Tree Width
We now recall the definition of tree width of a graph G = (V, E / and also of a relational structure ~ = (V, E, R, S). The idea is to consider VUE, the disjoint union of V and E, as one universe, and then look at the two relations separately or together, as if R and S were one relation. Among the first to use such a definition for relational structures are [17] . General background on tree width may be found in [12] . DEFINITION D.1. A k4ree decomposition of g with respect to R (R U S) is given as follows:
We have a rooted tree T = (T, f), where T is a
set and f is a function mapping nodes onto there father.
The universe VilE is covered by sets At, with t E T
and IAtl < k + 1.
For each x E VUE the set T(x) = {t E T : x C At} is a (connected) subtree of T.
For each (x,y) E R ((x,y) E RUS) there is a t e T with both x, y E At.
DEFINITION D.2. ~ is of tree width at most k with respect to R (RUS), if there exists a k-tree decomposition of 6 with respect to R (R U S).
For fixed k, checking whether ~ has tree width at most k (and if yes, finding a witnessing tree decomposition) can be done in polynomial time, cf. [5] . The first lemma states the relationship between the tree width of C = (V, E}, where the universe is V and E is a binary relation, and ~ = (V U E, R). LEMMA D.1. If G = (V, E) has tree width at most k, so so C = (V U E, R) has tree width at most k + 1.
Proof. Left to the reader.
[] The next lemma is crucial for our setting. Let G = (V, E) be a graph, let <v be a linear order on the vertices V of G. As we work in Monadic Second Order Logic we can equivalently look at the successor relation Sv induced by <v. Sv and <y are interdefinable. Let G + be G augmented with an edge between v and w whenever w is the <v-successor of v. Proof. We note that this successor relation is not definable in Monadic Second Order Logic of G. One must define it from a tree decomposition where the sons of the nodes are linearly ordered.
A tree decomposition is proper if each A(t) has at least one vertex not in A(f(t)) . A set A(t) is called the box of the node t.
Step 1: We start with tree decomposition of G. Without loss of generality we can assume that if f(t:) = f(t2) = t and Aq nAy(t) = At2 hAl(t) then tl = t2.
Hence each t has at most 2 t sons and the tree decomposition of G of width k is proper.
Step 2: We make this tree decomposition into a new proper tree decomposition of width 2k + 1 where each node has at most 2 sons.
We apply recursively the following transformation. is replaced by the union of two boxes, and the size k + 1 of each box is replaced by a new box of size 2k+2.
Step 3: Now we define Sv. Within each At we order the vertices in a way that those elements which do not appear in Aj(t) preceed those who do appear in All(t ). This defines Sv within the boxes. The two boxes corresponding to the sons of the node t contain now four order sets which we put one after the other, hence adding three more links to define Sv.
Step 4: We have to modify again the tree decomposition such that it becomes a 2k+4 tree decomposition for RUS. We add to Ai(t ) the first and the last element of each At which is not in Al(t). Now For the proof of theorem 1.3 , that the Kauffman polynomial of a link L of tree width at most k is computable in polynomial time, we proceed similarly. We use (**) instead of (*) and apply theorem D.1 with
wl(e) = #F(e).
For the definition of #F(e) we need eight cases, which are all definable in MSOL(g). 
