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Tzeno V Galchev 
 
Chair: Khalil Najafi  
 
 
The development of three energy conversion devices that are able to transform 
vibrations in their surroundings to electrical energy is discussed in this thesis. These 
energy harvesters are based upon a newly invented architecture called the Parametric 
Frequency Increased Generator (PFIG). The PFIG structure is designed to efficiently 
convert low frequency and non-periodic vibrations into electrical power. The three PFIG 
devices have a combined operating range covering two orders of magnitude in 
acceleration (0.54-19.6m/s
2
) and a frequency range spanning up to 60Hz; making them 
some of the most versatile generators in existence.  
The PFIG utilizes a bi-stable mechanical structure to initiate high-frequency 
mechanical oscillations in an electromechanical scavenger. By up-converting the ambient 
vibration frequency to a higher internal operation frequency, the PFIG achieves better 
electromechanical coupling. The fixed internal displacement and dynamics of the PFIG 
 xvi 
allow it to operate more efficiently than resonant generators when the ambient vibration 
amplitude is higher than the internal displacement limit of the device. The PFIG structure 
is capable of efficiently converting mechanical vibrations with variable characteristics 
including amplitude and frequency, into electrical power. 
The first electromagnetic harvester can generate a peak power of 163!W and an 
average power of 13.6!W from an input acceleration of 9.8m/s
2
 at 10Hz, and it can 
operate up to 60Hz. The internal volume of the generator is 2.12cm
3
 (3.75 including 
casing). It sets the state-of-the-art in efficiency in the <20Hz range. The volume figure of 
merit is 0.068%, which is a 10x improvement over other published works. It has a record 
high bandwidth figure of merit (0.375%). A second piezoelectric implementation 
generates 3.25!W of average power under the same excitation conditions, while the 
volume of the generator is halved (1.2cm
3
).  
A third PFIG was developed for critical infrastructure monitoring applications. It is 
used to harvest the very low-amplitude, low-frequency, and non-periodic vibrations 
present on bridges. The device generates 2.3!W of average power from an input 
acceleration of 0.54m/s
2
 at only 2Hz. The internal volume of the generator is 43cm
3
. It 
can operate over an unprecedentedly large acceleration (0.54-9.8m/s
2
) and frequency 





As we inch toward, and enter, a new era in human development, one enabled by 
automation and ubiquitous computing, researchers and engineers around the world are 
busier than ever solving the daunting technological questions which still remain, 
including designing smaller, cheaper, and more efficient processors, inventing the 
necessary physical interfaces, and devising ways of transferring, processing, and storing 
the immense amount of decentralized data that will result. However, the success of this 
effort may very well hinge upon the availability of energy: a topic that will be of great 
consequence in general. It is certainly illogical to provide power through wired means to 
devices that derive their value through their distribution, in some cases randomly so, and 
through their mobility. Of course, if a fixed-capacity power source such as a battery is 
used, the questions of lifetime, maintenance, utility, and cost arise. The answer to this 
dilemma may in fact lie hidden within the problem itself. Because of the exponential 
progress in our information technologies to date, these front-end devices will likely 
require so little energy that they may be able to simply harvest or scavenge it from their 
ambient – and that is the topic of this thesis. 
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1.1 MOTIVATION FOR SCAVENGING AMBIENT ENERGY 
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Figure 1-2. Relative performance improvement in computing technology between 1990 and 2003. 
Shown is the relatively stagnant improvement in battery technology over that time period. Adapted from 
[4]. 
factor of 3 over that same time period. 
The previous example illustrates why energy harvesting has generated so much 
interest in recent years. Wireless microsystems have become so energy efficient that 
envisioning a scenario where they scavenge energy from their surroundings is within 
reason. If this can be done within a practical volume perhaps 1-5 cm
3
, at a tolerable cost, 
then the advantage is that the wireless sensor node in the previous example will have a 
very long lifetime, in contrast to the 5-year expectancy that it has with a battery of 
comparable size. One can further speculate that energy harvesting will become an 
enabling technology, making possible various applications where lifetime is paramount 
and where having to maintain batteries would inhibit their development.  
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1.1.1 ENERGY SCAVENGING APPLICATIONS 
Possible applications for energy harvesting devices are those that necessitate a long 
lifetime, and they fall in one of two categories: 1) situations in which the number of 
deployed devices make battery replacement and disposal a nightmare, such as industrial 
automation and environmental monitoring, and 2) applications in which it is difficult to 
gain access to the device, such as infrastructure monitoring and implanted medical 
devices. A special case is a situation in which using a battery is dangerous and needs to 
be avoided. An example of this is placing instruments in hazardous environments such as 
oil drilling, where batteries are known to explode, thereby exposing workers to dangerous 
gases. 
1.1.2 COMMERCIALIZATION OF ENERGY HARVESTING TECHNOLOGY 
One aspect of research on this topic that makes it very exciting is that there is a clear 
market potential and immediate value can be delivered. In fact, over the course of this 
thesis over 10 companies have begun to offer, or are in the process of developing energy 
scavenging products.  The case to be made for commercialization of energy scavenging 
products in wireless sensor applications is very simple: they reduce the cost of ownership. 
Shown in Figure 1-3 is the projected cost of battery maintenance in wireless sensor 
networks between now and the year 2015. When summed together, this amounts to $1.1 
billion dollars that will be spent by wireless sensor users for maintenance between now 
and then. This number coupled with the cost of the battery, and the cost of disposal gives 
a first order approximation of the market size for energy scavenging power sources.  
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Figure 1-3. Projected annual battery replacement labor cost for wireless sensor networks until 2015, $1.1 
billion in total [5]. 
Shown in Figure 1-4 is the likely market penetration scenario for harvester technology. 
These devices are already beginning to be used in industrial applications where they can 
generate significant value and at the same time the technical challenges are not very large 
because the availability of energy can be exactly quantified and designed for. As 
scavenging technology begins to mature, it will gain wider acceptance in more heavily 
regulated markets such as automotive and military applications, as well as lower-end 
consumer applications such as building automation. Medical applications are likely to 
come last because of the heavy regulation and safety trials associated with that market. It 
should be noted that many applications for this technology are likely to surface that are 














































1.2 SURVEY OF ENERGY HARVESTING TECHNOLOGY 
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1.2.1 SOLAR ENERGY 
 With 120,000TW of solar power hitting the earth’s surface at any given time, it is 
hard to believe that any other source of energy would ever be necessary, however 
converting this into cheap electrical power is difficult. Further when dealing with 
powering small distributed unmanned microsystems, the challenges become even more 
daunting.  
 Solar cells exploit the photoelectric effect, to generate current from incident light. 
These devices actually pre-date modern electronics and the transistor, with the first solar 
cell being developed by Charles Fritts in 1884 [6]. This device had an efficiency of 1%. 
The first patent for the modern solar cell was awarded to Charles Ohl and Gerald Pearson 
of Bell Laboratories in 1946 [7].  Today commercially available solar cell made out of Si 
have efficiency between 20-30%.  If we assume a solar irradiance of 1000W/m
2,
 which is 
approximately the amount of solar energy available on a clear sunny day, then these 
commercial solar cells can provide around 30mW/cm
2
.  
 Photovoltaics are currently experiencing a renaissance due to the ongoing 
concerns about climate change, and more importantly the access to cheap, clean energy. 
Many types of technologies are being investigated. On the one had, lower-efficiency but 
low-cost solar cells made out of amorphous materials are being researched. On the other 
side of the spectrum, researchers are trying to maximize efficiency. Two of the main 
approaches are to use multiple junctions as shown in Figure 1-5a, and solar 
concentration, which is shown in Figure 1-5b. Multiple junction devices allow for 
different bandgap semiconductors to capture more of the solar spectrum. These can be 
coupled with optics designed to concentrate the sun’s light by factors of 100–10,000x. 
The highest reported efficiency so far is 40.7% [8], with researchers having announced 
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plans for a 50% efficiency solar cell in the near future [9]. These devices could raise the 






Figure 1-5.  a) Outline of an epitaxial triple junction solar cell, the most energetic photons are absorbed 
in the top cell and subsequently the least energetic are absorbed in the semiconductor at the bottom [8]. 
b) Shown is a lateral solar cell approach. The concept is the same as the multiple junction device, 
however here the photovoltaic cells are laterally distributed. A set of optical elements is used to both 
concentrate the solar radiation and disperse appropriate wavelengths to the solar cells below [9]. 
 The challenges associated with using solar cells to replace fixed-capacity power 
sources in long-lifetime applications are two. First, solar cells may only be useful 
outdoors. The available power indoor is 1000-2000x less than when exposed to direct 
sunlight. Second, when photovoltaic power sources are used outside, they have to be able 
to overcome challenges such as cloudy days, debris obstructing their line of sight (for 
example snow, dust, etc.), and adequate storage capacity to accommodate these 
occasions. One has to remember that unlike large power-plant operations, the 









Figure 1-6.  Illustration of the operation principle of thermoelectric generators based on the Seebeck 
effect. 
1.2.2 THERMAL ENERGY 
 Variations in temperature offer another opportunity for scavenging energy. 
Despite their high cost and low efficiency, thermoelectric generators offer an interesting 
energy alterative because of their reliability and lack of moving parts. One of the first 
commercial energy scavenging devices was a thermoelectric generator built inside a 
Seiko watch released in 1999 [10]. 
Thermoelectric generators utilize the Seebeck effect where a voltage is created when 
there is a temperature difference between two different metals or semiconductors.  A 














Here ! is the Seebeck coefficient of the material, N is the number of thermopiles, Th 
and Tc are the hot and cold side temperatures respectively, and Rg is the internal 
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Figure 1-8. Inductively coupled power transfer model for implanted systems. On the left, one can see an 
illustration of the system, where one coil outside of the body is used to broadcast energy to another one 
implanted inside. On the right the electrical representation of the system is shown. Figure from [14]. 
powerful transmitter. This makes this source of ambient energy impractical for powering 
electrical devices. 
 A similar idea to using ambient radio signals is the idea of wirelessly transmitting 
energy for the purpose of coupling a part of it to power electrical devices. The first work 
in this area was done by Nicola Tesla who first patented the idea of long distance power 
transfer by means of inductive coupling 1900 [15]. This technology is now widely used 
to power medical devices and passive radio frequency identification devices (RFIDs). 
The basic principle is the same as a transformer where two coils are used in proximity to 
each other, and a magnetic field in one coil produced by an applied current, induces 
current in the second coil. This scheme was first designed to power an implanted artificial 
heart, and the first successful experimental validation occurred in 1960 using a coil which 
was surgically implanted in a dog [14] and is shown in Figure 1-8.  Similarly, power 
transfer can be accomplished using capacitive or direct coupling. The problem is that the 
efficiency of this type of omnidirectional power transfer is very low and requires the 
transmitter to be very close to the receiver; otherwise most of the energy spreads out and 
is wasted. Alternatively a direct unidirectional approach can be used, for example by 
using a laser, however this type of system requires uninterrupted line of sight. Recently, 
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Figure 1-9.  Shown is the configuration for a Helmholtz resonator for acoustic energy scavenging. A 
diaphragm with a laminated piezoelectric material is suspended under a Helmholtz cavity [18].  
Devices that seek to scavenge energy from pressure variations similarly have limited 
application due to the lack of practical environments where large enough, or alternatively, 
rapidly varying pressure variations can be found. That being said, a start-up company, 
which seeks to develop energy scavenging solutions for automobile tire pressure sensors, 
has filed a patent [19] that targets the use of pressure variations in tires.  The device is 
configured as a standard differential pressure sensor, featuring a round diaphragm with a 
piezoelectric material adhered on top. The authors have performed measurements that 
show that 5-10x10
-3
psi pressure variations occur in tires when an automobile is moving. 
When looking at the frequency response, several peaks occur in the band 0-100Hz. They 
claim that 138mW/mm
2
 can be generated from these pressure variations. A publicly 
available product is not available as of the writing of this thesis. Another effort seeks to 
scavenge energy from the expansion and contraction of a blood artery [20]. A typical 
blood pressure waveform has systolic/diastolic pressures of 115/80 mmHg and a pulse of 
60 beats per minute. This can cause the typical distal abdominal aorta to vary from 
15.8mm to 17.3mm in diameter. The authors have placed a Polyvinylidene Fluoride 
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Figure 1-11. An axial flow permanent magnetic micro-turbine generator designed to convert ambient 
air flow to electrical power shown next to a 5 pence coin [29]. 
1.2.7 DIRECT FORCE SCAVENGERS 
 Direct force application constitutes a special case of energy scavenging from 
motion. In these devices somebody or something typically applies a force inducing 
mechanical motion that is then converted into electrical energy. A couple of old examples 
of this are either self-powered flashlights, which can be powered by repeatedly squeezing 
and releasing their handle, or AM/FM radios which could be powered by turning a crank. 
Additionally, direct force scavengers can be either designed to work “passively,” for 
example shoe soles which have embedded mechanisms to scavenge energy from human 
walking, or they can work actively, such as a push-button designed to generate enough 
power to perform some specific task. The engineering considerations with these 
scavengers are different from completely passive devices, because they seek to maximize 
the imparted kinetic energy versus the ability of the device to convert this energy to 
electricity. Further, they have almost complete control over where the load is applied, 
which can allow them to be more effective.  
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!
Figure 1-12. Shown are the two ways of scavenging energy, developed to use the d31 piezoelectric mode: 
A PZT unimorph or dimorph under the heel and a PVDF stave under the ball of the foot [31]. 
 The first example was developed at MIT in the late 90’s. Researchers sought to 
harvest energy from walking by means of an embedded piezoelectric element in the sole 
of a shoe [31, 32]. As shown in Figure 1-12 they utilized two different approaches, a pre-
bent lead zirconate titanate (PZT) unimorph is flattened out against a back plate causing 
compression/tension about the neutral axis when the heel comes in contact with the 
ground, and a PVDF laminate is placed in the front of the shoe such that when the center 
bends, the outside corners are pulled in causing strain. An analysis done by the authors 
suggests that not enough energy is available to effectively use the d33 mode, so both of 
these devices utilize the d31 polling direction The device embedded in the heel produced 
about 2mW of average power, and the PVDF stave produced about 1mW.  
 The same group at MIT has also developed a push-button device integrated with 
an off-the-shelf RF transmitter which consumes 7.5mW and can broadcast a signal over 
50 feet [33]. A piezoelectric element from a commercially available lighter was used. The 
device has a deflection of 3.5mm at a force of 15N. They generated enough energy to 
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Figure 1-13.  Power available from body driven sources. In parenthesis is the total power the body requires 
for each action [38]. 
1.2.8 HUMAN POWERED ENERGY HARVESTING 
 A great deal of consideration has gone into devising ways to scavenge waste 
energy generated by humans and the human body. In many ways the previous section is a 
good lead in to this topic, because force application as well as motion are some of the 
most important methods. Interest in this area has been generated by people seeking to 
develop wireless body networks of sensors and actuators, those developing new ways to 
power advanced implantable devices and prosthetics, and people wanting to use 
harvested energy to recharge mobile gadgets. A thorough analysis of various energy 
sources has been done [38], and the available energy is shown pictorially in Figure 1-13. 
Many of the methods to convert this energy have already been outlined. The values in 
















possibly be harvested in practice. For example, if one wanted to convert all of the wasted 
head the body gives off, the entire human would have to be wrapped up in 
thermocouples. Thus, one of the engineering challenges associated with harvesting waste 
human power is to do so unobtrusively. The ideal source of wasted energy produced by 
humans, which is the most abundant and at the same time is easily utilized without being 
intrusive, is kinetic energy. This is one of many reasons why vibration scavenging has 
garnered the most interest out of all of the energy scavenging mechanisms and will be 
covered in detail in this section.   
 
 
Figure 1-14. Generic model of an inertial micro power generator. 
1.3 SCAVENGING ENERGY FROM AMBIENT VIBRATIONS 
1.3.1 BASIC THEORY OF VIBRATION SCAVENGING 
Vibration-driven scavengers can be analyzed using a generic model shown in Figure 
1-14. For the sake of analysis it can be assumed that the vibration source has infinite 
power, meaning that it is unaffected by the movement of the generator. A typical 
generator consists of a rigid casing with a seismic mass suspended inside. The mass 
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moves relative to the casing in response to an externally applied displacement. During 
this motion, it performs work against a damping force f opposing the movement of the 
mass, thereby generating energy. The damping force f is generated in response to a 
disturbance in an applied electric or magnetic field. The purpose of the suspension is to 
constrain the mass, but typically it is also used to generate a resonant response. The 
displacement of the mass relative to the frame is denoted by z(t). The absolute motion of 
the mass x(t), is given by the sum of the source motion y(t) and z(t), x(t) = y(t) + z(t). For 
simplicity the source motion will be considered harmonic y(t) = Yocos!t, Yo being the 
source motion amplitude. Lastly, the relative mass to frame displacement will be denoted 
by Zo and the maximum such displacement for a particular device is referred to as Zl.  
Summing the dynamic forces on the mass gives the differential equation of motion for 
a typical generator and is shown in Eq. (1.4).  
 (1.4) 
The equation is normalized using the damping factor " = dT/2m!n, where !n is the 
natural frequency , and the Laplace transform is taken to give the transfer 
function Y(s)/Z(s) shown in Eq. (1.5).  
 
(1.5) 









where # = !/!n. The energy dissipated in the damper every cycle is equivalent to the 
work performed on the damper, given by integrating the damping force f = dT$ over a full 

















cycle and shown in Eq. (1.7):  
!" ! #"$!!  (1.7) 
This analysis assumes viscous damping, which is true for electromagnetic and 
piezoelectric generators. Electrostatic generators can be modeled as coulomb damped 
devices and result in non-linear systems that must be treated separately. Assuming a 
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Multiplying the energy by the period and substituting an expression for Zo defined in Eq. 










This equation predicts that the generated power can increase without bound at 
resonance (! = 1). Mathematically this happens because the source is assumed to have 
infinite power, no internal displacement limit is taken into account, and parasitic 
dissipative forces have not been considered.  
To determine the maximum obtainable power, one first has to find the optimal 
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The main problem with Eq. (1.12) is that it can violate physical constraints imposed 
on the system, namely the displacement limit. A typical displacement for a 
micromachined generator could be as low as several microns and for larger centimeter-
scale devices it would likely be in the range of a few millimeters. The internal 










This means that for devices designed to operate at resonance, the maximum power is 
generated when the damping is designed such that Zo is equal to but does not exceed Zl. 
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Using this constrained optimal damping, a more realistic measure of the maximum power 
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So far the analysis has assumed that there are no parasitic losses in the system. Of 
course, that is not realistic, and when the parasitic damping is comparable in scale to the 
electrical damping of the system it must be included in the analysis. This means that the 
damping coefficient dT = dp + de, where dp is the open circuit parasitic mechanical 
damping and de is the electrical damping of the transduction mechanism. It follows that !T 
= !p +!e and that the quality factor of the system, which in total is equal to QT = "nm/dT, 










A modified equation giving the maximum power at resonance having taken parasitic 
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Maximum power is delivered to the electrical domain when !p = !e, meaning that the 
damping arising from the electromechanical transduction should be equivalent to the 
mechanical losses. Before the power predicted by Eq. (1.18) can be delivered to a load, 
more losses can be expected in the electrical domain, and as such Eq. (1.18) still contains 
idealities that in practice will need to be addressed. These losses are specific to the 
different transduction methods, but one example is the internal impedance in 
electromagnetic devices. 
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1.3.2 TRANSDUCTION MECHANISMS 
Once mechanical motion is coupled into the generator a transduction mechanism is 
required to convert this energy into electricity. Typically, this mechanism utilizes the 
generated strain or relative displacement within the system. In the case of displacement, 
either the position (electrostatic generators) or velocity (electromagnetic generators) can 
be used. Alternatively, by utilizing an active material, such as a piezoelectric, 
deformations in the mechanical system can also be utilized for transduction. Each 
mechanism has its own damping characteristics, as well as a variety of design constraints, 
which should be considered when determining which one should be utilized for a 
particular device. Many authors have examined the overall merits of using one 
transduction type over the other [39-43], and a summary will be presented at the end of 
this section.  
1.3.2.1 Electromagnetic Implementation 
 In a typical electromagnetic generator the damping mechanism is implemented 
with a moving magnet linking flux to a stationary coil. Although it is possible to 
implement this type of generator with a stationary magnet and moving coil, the other case 
offers the advantage that electrical connections are not needed to the moving parts, and 
also the magnet mass can be utilized (although magnets are typically not very dense 
materials). The operating principle is that voltage is induced in the coil due to the varying 
flux linkage of the moving magnet (or vice versa) in accordance with Faraday’s law. The 
resultant current causes a force to develop which opposes the relative motion between the 
coil and the magnet. In the simplest case, where a coil moves through a constant 
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where N is the number of coil turns, l is the side length of the coil (assuming a square), B 
is the flux density, Rload is the load resistance, and Rcoil and Lcoil are the parasitic 
resistance and inductance of the coil. This equation is a rough approximation, which 
assumes that the coil moves from a constant high magnetic field region to a zero field 
region. If the gradient of the magnetic field (dB/dz) is constant across the plane of the coil 
and equal to B’, then the numerator in Eq. (1.19) can be changed to (NAB’)
2
 where A is 
the area of the coil. As already mentioned in the last section, power is optimally delivered 
to the load when dp = de, and so using Eq. (1.19), the optimum value of Rload can be 
determined, or alternatively given an Rload an optimum damping coefficient can be 
designed. Combining Eq. (1.19) and Eq. (1.18) and rearranging the terms gives the 
optimal Rload value as well as the maximum attainable power 





















1.3.2.2 Piezoelectric Implementation 
 Certain types of crystals become electrically polarized when subjected to a 
mechanical strain, and conversely they can deform due to an applied electric field. These 
types of materials are referred to as being piezoelectric and have been used to convert 
electrical energy into mechanical and vice versa for quite some time. The constitutive 
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equations for piezoelectric material, which describe the mechanical and electrical 
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where ! is the strain, " is the stress, Y is the Young’s modulus, d is the piezoelectric strain 
coefficient, D is the charge density, # is the materials dielectric constant, and E is the 
electrical field. Piezoelectric materials typically exhibit anisotropic characteristics, 
meaning that the properties of the material are different depending on the direction of the 
applied force and the orientation of the polarization and electrodes. To distinguish 
between these various scenarios a system of notations is used. Each material property is 
given a set of subscripts, ij, where i represents the direction of the excitation and j is the 
direction of the system response. For example, d33 gives the strain coefficient when the 
electric field and the applied strain are along the polarization axis, and conversely d31 
means that the electric field is in the same direction as before, but the strain is orthogonal 
to the polarization axis. These are the two most commonly used modes in energy 
harvesting applications. This naming convention is described Figure 1-15, which shows 
the two commonly used modes, as well as the general renaming of the x, y, and z axes 
with the directions 1, 2, and 3. As far as the symbol itself, the piezoelectric strain 
constant, d, can be defined as the strain developed per applied electric field (1/V) or 
conversely the short circuit charge density per applied stress (C/N). An additional 
important material constant is the coupling coefficient, k, which gives the efficiency with 
which energy is converted between the electrical and mechanical domains. This is 
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defined such that kij
2
 = Wi,e/Wj,m where Wi,e is the electrical energy stored in the i axis, 
and Wj,m is the mechanical input energy in the j axis.  
!
Figure 1-15. Illustration of the naming conventions for piezoelectric material properties, by using the 33 
and 31 modes of operation as examples. 
Since the damping effect of piezoelectric materials can also be modeled as being 
proportional to velocity, an expression for the mechanical damping coefficient has been 

























where k is the coupling coefficient, and Cload is the load capacitance. Once again an 











and is a function of the parasitic mechanical damping.  
1.3.2.3 Electrostatic Implementation 
Electrostatic generators have to be modeled differently then either electromagnetic or 


















opposes motion. In other words, the generator has to be modeled as being Coulomb 
damped, which is typically used to model friction. Electrostatic generators are essentially 
comprised of a capacitor whose plates can move. As the conductors move relative to each 
other, the energy stored in the capacitor changes. The fundamental definition of 
capacitance C, is C = Q/V, where Q is the stored charge and V is the electric potential 
between the plates. Likewise, for a parallel plate capacitor C = !A/g, where A is the 
overlapping area of the plates, and g is the gap. Work can be done by either constraining 
the charge Q or constraining the voltage V, and varying capacitance. In addition, there are 
two ways to typically vary capacitance, one is to vary the overlapping area of the plates, 
in other words the plates move in parallel to each other, or by varying the gap by moving 










The damping force is defined by considering the change in energy per change in 












when the voltage on the plates is held constant.  
The work performed against the electrostatic forces given in Eq. (1.27) and Eq. (1.28) 
represents the harvested energy. The energy dissipated and hence the power is given by 
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The derivation of these equations as well as their practical application is very involved 
and is discussed in more detail by Mitcheson 01"23 [43]. 
1.3.3 COMPARING THE DIFFERENT TRANSDUCTION METHODS 
There are several things that need to be considered before selecting one of the three 
conversion mechanisms including the inherent energy density of each one, material and 
practical limitations, and system limitations. 
The relative energy density of the three mechanism has been analyzed and compared 





Likewise, the energy density of an electromagnetic device is given by 4569
8
(!., where !. 
is the magnetic permeability of free space, which is 1.26 x 10
-6
 H/m. To derive the energy 
density equation for piezoelectric materials requires reducing Eq. (1.22) to its open circuit 
condition such that :#4. Solving for 7 and substituting that into the energy density 









This can be rewritten more intuitively by using the coupling coefficient, which is a 
measure of efficiency between 0 and 1, where the relationship between d and k is d =








Substituting the yield strength of PZT (safety factor of 2), and some common 
piezoelectric material properties, gives an energy density of 335mJ/cm
3
. The same 
analysis for electrostatic devices, assuming the permittivity of free space !o, and a gas 
breakdown field of 100MV/m, gives an energy density of 44mJ/cm
3
. Lastly, for a 
magnetic field of 1T, the energy density of electromagnetic transduction is 400mJ/cm
3
.  
Mitcheson et al [24, 41, 43] have performed a detailed theoretical study related to the 
design of the overall energy harvesting system. They conclude that for large devices 
(high Zl) and for low source amplitudes (small Yo), which can be summarized generally as 
having Zl/Yo > 0.1, resonant operation is preferred. An exception to this is when the 
operating frequency is less than half of the resonant frequency, in which case a non-
resonant mode of operation should be sought. For devices operating at resonance, 
electrostatic devices provide superior performance when the operating frequency is close 
to but below the resonant frequency of the device. Alternatively for devices operating 
above the resonant frequency, piezoelectric and electromagnetic transduction offers a 
better alternative. For a device operating at resonance, all three transduction methods are 
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said to produce similar results.  
In addition to system related issues, one has to also consider the many practical 
constraints that are imposed by the properties of the various transduction schemes. 
Electromagnetic devices are likely to be the most reliable scheme: they do not age as 
quickly as piezoelectric and they have been shown to have a higher power density than 
electrostatic. However, it is difficult to generate strong damping forces in small 
geometries or at low frequencies since it is challenging to achieve the rapid flux changes 
necessary.  Similarly, it is hard to scale this transduction scheme because integrated 
approaches would be limited in the number of coil turns. On the other hand, electrostatic 
devices are impractical and inefficient in large systems and are best suited to the micro-
scale where they can exploit various physical properties to their advantage, they can 
readily be bulk micromachined, and can be easily integrated into complex systems. 
Voltage constrained devices are said to offer better performance than charge constrained 
[24], however in either case a pre-charge source is necessary. Using an electret can 
eliminate the need for this source. On the other hand, because the damping force is 
proportional to the pre-charge voltage, it can be actively tuned for optimum operation 
when the pre-charge voltage is not fixed. It could be argued that the third possibility of 
using piezoelectric materials has the highest practically achievable energy density in 
miniature power generating devices. However, piezoelectric materials are expensive, 
difficult to integrate (especially some of the better performing ones), and in some cases 
are toxic. Many of the piezoelectric materials used to date are ceramics, which limits the 
amount of strain/deflection they can undergo, and a lever mechanism may be required to 
combine them with devices that undergo significant displacements. In the end, the 
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engineer has to weigh all of these issues against application, size, and cost to determine 
which one is best suited to their needs. 
1.3.4 VIBRATION SCAVENGER PERFORMANCE METRICS 
In order to discuss inertial energy harvesters, and to determine the relevant issues that 
have yet to be addressed in this field, metrics for performance have to be developed and 
standardized. This is easier said than done, because unlike a fixed capacity energy source 
(e.g. battery), where one simply has to give the power density and the current drain 
capability of the device, energy harvester performance is a strong function of the 
available ambient energy and its characteristics. Various metrics have been proposed 
including power density, normalized power density [44], and two measures of efficiency 
[43, 45]. The simplest metric, to compute the power density, gives almost no meaningful 
information. For this reason a more universal metric has been proposed, which 
normalizes the power density by dividing by the source acceleration amplitude squared. 
This approach has two big drawbacks: 1) power is proportional to acceleration squared 
divided by frequency and so the source has not been completely normalized out, and 2) 
power is also a function of mass times internal displacement range (i.e. volume
4/3
), and so 
dividing by volume still gives an unfair advantage to larger generators.  
 Two metrics of performance have been proposed [43] that take into account all of 
the aforementioned complications when dealing with energy harvesting. They are based 














The Harvester Effectiveness is a measure of how close a given design is to its ideal 
performance (0-100%). It does take into account the source energy, and although it does 
give a one to one measure of device performance, it needs to be accompanied by size, 
because that is not taken into account. For this reason the same authors introduced a 
metric called the Volume Figure of Merit (FoMv), which aims to compare device 










Here the mass (m) and maximum displacement range (Zl) are substituted with 
parameters for an idealized device with cubic geometry, having the same volume, but 
with a proof mass made of gold (one of the densest materials used in micromachining) 
occupying half of this volume, and space for displacement occupying the other half. A 
real device cannot reach 100% in practice, because some space must be taken up by the 
frame, suspension, and transducer components. Lastly, in order to account for bandwidth 










which is simply the volume figure of merit multiplied by the fractional bandwidth (i.e. 




Figure 1-16. left. Pictorial representation of the first inertial micro generator developed by Williams, 
Shearwood, and Yates [46, 47]. right. Photograph of the assembled device. 
1.3.5 STATE-OF-THE-ART IN VIBRATIONS HARVESTING 
This section provides an overview of the state-of-the-art in vibration harvesting 
technology. A few research efforts for each transduction type have been selected and 
reviewed in greater detail. The selection was based upon the novelty and impact of the 
effort at the time at which it was published. 
In addition to developing the design methodology for inertial micro-generators, which 
would be used by all researchers from that point forward, Shearwood, Williams, and 
Yates also micro-fabricated an electromagnetic micro-generator (Figure 1-16) [46, 48, 
49]. A GaAs wafer was coated with 7!m of polyimide, and then wet etched to form 
circular diaphragms. A Samarium-Cobalt (SmCo) magnet (Br=0.9T, m=2.4mg) was 
attached to the membrane. This substrate was bonded to a second substrate, with an 
etched recess, using epoxy. Additionally, a planar coil is deposited on the back of the 
second substrate (thickness=2.5!m, 13 turns). The micro-generator was tested both in 
vacuum and in air, and produced 0.3!W at a resonant frequency of 4.4kHz. Although this 
particular device was far from being practical, it validated the design methodology, as the 
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authors were able to predict its behavior with great success, and it demonstrated the 
possibility of generating useful power levels in the future.  
!
"#$! "%$!
Figure 1-17. a) Cross section of four magnet arrangement developed by Beeby et al. b) Illustration of 
micro cantilever generator [44]. 
For several years, researchers at the University of Southampton have been working on 
increasing the efficiency of inertial electromagnetic generators. The main innovation 
underlying their work was a 4-magnet configuration shown in Figure 1-17a, producing a 
concentrated flux gradient through a center coil as the magnets move. Their work led to 
the generator shown in Figure 1-17b [44]. It is able to produce 46!W from a 0.59m/s
2
 
acceleration at 52Hz, and occupies a volume of 0.15cm
3
. Additionally, with the increased 
electromagnetic coupling, due to the 4-magnet arrangement, the generator produces a 
428mVrms signal that can be rectified by conventional means. Overcoming the low 
voltage levels produced by electromagnetic conversion is one of the main practical 
challenges of using this transduction approach. The cantilever spring was initially 
fabricated out of 50!m thick silicon wafers, however those devices were found to be 
quite brittle and difficult to assemble. The alternative was to use beryllium copper (BeCu) 
and stainless steel type 302. Those cantilevers are formed through lithography and 
subsequent spray etching of the metal substrate. The thickness is again 50!m. A finite 
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element analysis determined that the optimum NdFeB magnet size would be 
2.5x2x1.5mm
3
, and a coil is wound from 12!m diameter enameled copper wire. The 
generator has a volume of 0.15cm
3
. 
 Roundy et al at UC Berkeley performed one of the first few research efforts into 
energy scavenging [50]. They did a comprehensive study of the available vibration 
energy in common locales. Their goal was to design a device that would produce a 
maximum amount of power in a volume of 1cm
3
. After an analysis of the different 
transduction methods, they decided to utilize piezoelectric and electrostatic. An 
electromagnetic generator was ruled out because it was determined that they could not 
produce a high enough voltage to power a wireless sensor. A piezoelectric generator was 
modeled, consisting of a bimorph beam with a mass attached to the free end. This model 
was used to determine the optimal beam and mass dimensions. A prototype built using a 
commercially available PZT bimorph (Figure 1-18), generated 70!W/cm
3
 from an 
acceleration of 2.25m/s
2
 at 120Hz. Future prototypes assembled in the same manner were 
further optimized using numerical methods, and generated 375!W from an acceleration 
of 2.25m/s
2
 at 120Hz [17]. An RF radio was powered using a combination of a 
piezoelectric scavenger and a solar cell. This work constitutes the highest harvester 
effectiveness (efficiency) to date. Although their work on electrostatic generators yielded 
some interesting mathematical modeling, the results of the manufactured prototypes are 










Figure 1-19. a) Schematic of a simply supported piezoelectric bimorph vibration energy scavenger with 
resonance frequency tunability via axial preload developed by Leland et al. b) Test setup and fabricated 
device [51]. 
Recognizing that bandwidth is a major concern in developing a practical scavenger, 
Leland et al investigated the use of an axial preload as a means to tune the resonance 
frequency of the scavenger [51]. They developed the theory and experimented with a 
doubly clamped PZT bimorph with a proof mass in the middle (Figure 1-19). The axial 
load is applied using a vice, which compresses the bimorph from both ends. They were 
able to tune the resonance frequency of a simply supported bimorph to 24% below the 
nominal. At frequencies that were 19-24% below the nominal, power values dropped by 
10-35%. On the other hand, by applying a preload, the piezoelectric coupling coefficient 
could be increased by as much as 25% from 0.37 to 0.46. The maximum applied load was 
65N. Power values between 300-400!W were generated from 9.8m/s
2
 vibrations at 
frequencies between 200-250Hz.  











Figure 1-20. a) A comparison of the two modes of piezoelectric conversion, d31 mode which is 
conventionally used, and the d33 mode used by Jeon et al by patterning interdigitated electrodes on the 
PZT beam. b) SEM of the fabricated device [52, 53].  
!
!
Figure 1-21. left. Pictorial description of the integrated piezoelectric generator under development at 
IMEC Belgium. right. Photograph of fabricated devices [54] 
In an effort to micromachine piezoelectric scavengers Jeon et al developed a thin film 
sol-gel PZT process (Figure 1-20) [52, 55, 56]. The authors sought to exploit the d33 
piezoelectric mode, which has a higher coupling coefficient and can generate a 20 times 
higher voltage than d31. Additionally, the d33 mode can be utilized somewhat efficiently in 
thin film devices by placing interdigitated electrodes on top of the piezoelectric film to 
create electric field patterns such as the ones shown in Figure 1-20. The authors describe 
significant efforts to deal with built in stress by adding layers of SiO2 and SiNx. The 
design of the cantilever for power generation is described in more detail in [53]. A 170 x 
260!m cantilever, with a resonant frequency of 13.97kHz is fabricated. Using base 
excitation, 1!W of power is delivered to a 5.2M! load. The authors describe the design 
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of spiral beam shapes, targeting the 100-200Hz frequency range. They predict that 
207!W could be generated from 5m/s
2
 input vibrations. 
The best effort to integrate piezoelectric scavengers to date is an ongoing project 
between IMEC Belgium and Katholieke University in Leuven [54-56]. The functional 
material is aluminum nitride (AlN), which is more easily integrated than PZT. They form 
cantilevers, with a tip mass made out of silicon, as shown in Figure 1-21 left. Then AlN is 
deposited on top of the cantilever. Finished devices are shown in Figure 1-21 right. Initial 
devices had a resonance frequency of 1.8kHz and produced 40!W from a vibration 
amplitude of 180nm (2.3g). However, more recently they have measured 85!W from an 
unpackaged device at 325Hz and 1.75g acceleration [55, 56]. This work has led to the 
most efficient micromachined piezoelectric vibration power generator to date. 
Researchers at MIT investigated MEMS electrostatic harvesters, and reported the first 
work based on this transduction mode [57-59]. In their papers they describe both the 
generator and associated power conditioning circuitry. They present the first framework 
for analyzing electrostatic generators and discuss the merits of operating in constant 
charge or constant voltage modes of operation. A generator is simulated to give 8.6!W, 
where 3!W would be consumed in driving the control and power conditioning circuitry.  
Building on this work, Roundy performed a comprehensive theoretical analysis of 
electrostatic converters grouping them into three types: in-plane variable gap devices, in-
plane variable overlap, and out-of-plane variable gap (Figure 1-22) [17]. The three 
approaches are analyzed using theoretical modeling and in-plane variable gap and 
variable overlap devices are shown to be capable of equal power generation. Nonetheless, 
for the variable overlap design this same maximum occurs at high spring deflections, 
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which raises stability issues. Additionally, the authors determine that the variable gap 
device is less sensitive to the parasitic capacitance. A disadvantage of out-of-plane gap 
variable devices is the higher loss due to air damping (proportional to 1/z
3
), and high 
surface force interaction might cause them to stick. In the in-plane version, the authors 
reason that the minimum gap can be easily controlled using mechanical stops, which are 
more difficult to fabricate in the out-of-plane scenario. Based on a silicon-on-insulator 
(SOI) process technology comb drive structure, the three generators are evaluated using 
reasonable design choices. The in-plane variable gap device is shown to have the highest 
power density. The authors predict 116!W from a device made out of a 200!m thick 




Figure 1-22.  Shows the three different electrostatic conversion modes analyzed by Roundy et al. a) Out 
of plane variable gap, b) in-plane variable gap, and c) in-plane variable overlap [17]. 
 The power density of electrostatic generators has been recognized to be worse 
than the other transduction schemes. In addition, these devices need a voltage source for 
pre-charging. Both of these issues can be addressed by adding an electret material. It can 
serve to both polarize the device, as well as increase the power density. One of the first 
efforts to utilize an electret was done by Sterken et al [58, 59]. Their device is a bulk 
micromachined variable overlap scavenger and it is shown in Figure 1-23. A silicon 







to determine a proof mass. A second Pyrex wafer, with patterned electrodes, is bonded 
using BCB. Lastly, a third wafer with an insulating layer and an electret material is 
adhered to the top. Subjecting the device to a 1g acceleration at 500Hz produces 2nW 
when an external 10V source is used for polarization. When a 100V electret is used, the 
power output increases to 5!W and the load resistance increases from 1M! to 40M!. 
! !
Figure 1-23. left. Electret micro generator designed by IMEC Belgium. right. SEM images of the seismic 
mass, movable electrodes, and springs [60, 61]. 
One of the major energy scavenging efforts has been going on for some time at 
Imperial College of London. An analysis by those authors shows that when the source 
motion amplitude exceeds the internal displacement range of the generator by one or 
more orders of magnitude, a generator which works in the resonant mode is less efficient 
than a non-resonant, or parametric, device [43]. A device such as this is conceptualized to 
work in such a manner that there is no spring, and the damping force is always opposite 
the mass movement, and less than the source induced change in momentum on the mass. 
The embodiment of their design can be shown in Figure 1-24. The center device is an 
inertial mass suspended on a low stiffness spring. The bottom structure contains a counter 
electrode and charging studs, and the top plate has discharge contacts. Initially the 
moving plate is at its lowest position, resting against the charging studs. At sufficient 
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acceleration the mass separates from the charging studs, and moves across the gap at 
constant charge, such that as the capacitance decreases, the voltage increases. Finally the 
mass discharges into the load circuit.  This device has a couple of advantages, including 
the operation across a broad array of frequencies, as well as the ability to vary the 
priming voltage such that it can be tuned dynamically. The device shown in Figure 1-24 
produced 120nJ per cycle and was tested at 10-100Hz giving repeatable results [62]. The 
authors predict that they should be able to increase this to 2.6!J/cycle in the future by 
reducing the air damping of the device, decreasing the mass susceptibility to movement 
in unwanted directions, and increasing the starting capacitance.  
!
!
Figure 1-24. left. Exploded view of parametric generator developed by Mitcheson et al. right. 
Photograph of the prototype parametric generator [62]. 
The data included in Table 1-2-Table 1-3 are a summary of the important parameters 
of reported vibration energy harvesters. This data is only taken from publications that 
demonstrate experimental results. The three tables are split by transduction method: 
electromagnetic, electrostatic, and piezoelectric respectively. The projects are listed in no 
specific order. The last three columns of the tables present data on three of the 
performance metrics discussed in this section. Not enough data is presented in the 
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nascent. Shown in Figure 1-25 is a plot of volume figure of merit against publication 
year. Although there is a large amount of scatter, a pattern trending upwards can be seen 
from this plot. The average is below 1%, meaning that significant work has yet to be done 
and this number can be expected to improve an order of magnitude or so.  
!
Figure 1-26. Shows Normalized Power Density vs. frequency for reported energy harvesters to date. 
A plot of Normalized Power Density plotted against frequency is included (Figure 
1-26) in order to be able to add as many research efforts as possible (not enough data is 
typically published to calculate all of the other performance metrics for every device). 
While this metric does not eliminate the source vibration dependency completely, and 
thus is not a complete normalization, it is pretty close. It reveals several trends that will 
repeat themselves using the other metrics as well. First, electromagnetic and piezoelectric 
devices have resulted in the most successful generators to date, which is not a surprise 
given the relative energy density between the three different approaches. Secondly, as the 
frequency increases, more efficient devices have been reported. Lastly, most of the 
research has centered on building devices in the 60-120Hz range. The reason for this is 
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that this frequency range encompasses many automation tasks in industrial applications. 
Of course, electrical motors typically provide a vibration peak of some magnitude around 
60Hz and then associated harmonics. All of the work in this space uses single degree-of-
freedom resonant systems. One can see that when using NPD as the performance metric 
the commercial generators offered by Perpetuum and Ferro Solutions are amongst the 
most efficient. The reason is that NPD does not completely remove volume dependency 
and frequency, and although not enough data is available to compute the other metrics for 
these devices, it is expected that if this were done they would fall lower in the rankings. 
!
Figure 1-27. Shows harvester effectiveness, EH, vs. frequency for reported energy harvesters to date. 
As previously mentioned two much more normalized performance metrics have been 
proposed which offer a better comparison and clearer representation of the state-of-the 
art. Shown in Figure 1-27 is the Harvester Effectiveness (EH) of reported scavengers to 
date.  Good results have been achieved, with two authors achieving harvester 
effectiveness (EH) values over 10% (best value 34%). The same trends can be observed as 
with NPD, namely the concentration in the 60-120Hz range, and the relative lack of 
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development in the <60Hz range. The effort with the best EH to date is the early 
piezoelectric work by Roundy et al [17], however one of the newest efforts by IMEC 
(Elfrink et al [56]) comes very close and is the best performing fully micromachined 
device.  
!
Figure 1-28. Shows volume figure of merit vs. frequency for reported energy harvesters to date. 
When looking at the volume figure of merit (FoMV), shown in Figure 1-28, while 
Roundy’s and Elfrink’s devices are still among the best performing, two new leaders 
emerge. The reason for the discrepancy is that while EH compares the performance of 
each device relative to the best generator of identical volume and working in the same 
ambient energy conditions, the FoMv metric normalizes this by comparing to a generic 
design. Here the best performing electromagnetic generator is the effort by Beeby et al 
[44] from the University of Southampton in the UK. The piezoelectric effort by Khbeis et 
al [104] is shown to have the highest volume figure of merit. It uses the same approach as 
Roundy, where a piezoelectric bimorph with a Tungsten mass is actuated at resonance. 
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!
Figure 1-29. Shows bandwidth figure of merit vs. frequency for reported energy harvesters to date. 
It is confirmed once again that work in the <60Hz range is very underdeveloped. As 
one moves down in the frequency spectrum, the ambient vibrations become more 
dependent on natural or probabilistic phenomenon than, for example, a motor, which is 
man, made. This means that these vibrations are not periodic and the bandwidth of the 
harvester becomes an important performance metric. This can be taken into account by 
calculating the Bandwidth Figure of Merit or FoMBW. Very few authors have published 
enough information regarding the bandwidth of their generators, and so this information 
is not included in the summary Table 1-2-Table 1-3. However, to illustrate how little 
development there has been with respect to bandwidth, information has been estimated 
from published data (with generous assumptions for all devices). Using this data the 
FoMBW has been calculated and shown in Figure 1-29. The data suggests that all of the 
reported work is completely inefficient in scavenging vibrations outside of their resonant 
frequency. The single effort above 1% efficiency is a new device reported by Ayala et al 
[80] where the research group from the University of Southampton have begun to 
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develop a resonant generator with active tuning. It is similar in principle to Leland [51], 
however the axial stress is applied magnetically and can be modified on the fly using 
closed loop monitoring circuitry.  
1.4 RESEARCH MOTIVATION  
As was shown in the last section a great deal of work has already gone into developing 
vibration harvesting power generators over the past 10 years. The significant 
developments that have been attained have even led to the first commercial products on 
the market. That being said, it was also quite apparent that most of the academic and 
industrial efforts have focused on scavenging energy from relatively high frequency 
periodic vibrations. These systems employ resonant operation to utilize the inherent 
quality factor amplification for maximum power generation. The art of scavenging 
energy using this type of resonant operation has largely been perfected. Future efforts 
should, and will likely focus on material improvement and integration in order to attain 
the highest possible electromechanical coupling by the energy transduction mechanism.  
Despite all of the gains in the field, they only apply to one specific type of vibration 
typically produced by man-made sources such as motors and other machinery. Work in 
the frequency range below 60Hz is scarce, with maximum Harvester Effectiveness and 
Volume Figure of Merit values < 0.1% in the < 40Hz frequency range.  However, it is at 
these low frequencies that available vibration energy can be found in many practical 
applications including environmental monitoring, agricultural automation, structural 
monitoring, security and military applications, and of course medical and body-worn 
devices. Figure 1-30 shows the frequency spectra of the ambient vibrations found in a 
number of environments, and overlaid on top is the FoMv of reported scavengers to date. 
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Looking at this plot the discrepancy is quite evident between the scavenging efforts to 
date and the many applications and environments in the lowest end of the frequency 
spectrum, where few efforts have been reported. Furthermore, generated power values 
typically quote peak power, as opposed to average power values, which skews the EH and 
FoMv data upward, especially for low-frequency devices. Lastly, the aforementioned 
applications, including environmental, human, etc typically do not provide power at a 
single fundamental frequency, and so the concept of bandwidth becomes extremely 
important. The main technology developed to address this issue for high frequency 
applications is tunability; something that has limited practical application in 
environments where the vibration frequency could be quite random and not known a 
priori. 
!
Figure 1-30. Composite plot showing the frequency spectra of the vibrations in typical environments 
where energy harvesting applications may be found, along with the FoMv of vibration scavengers 
reported to date. 
The goal of this thesis was to develop a generator capable of scavenging energy in the 
low end of the frequency spectrum (<50Hz). This generator was expected to set the state-
of-the-art in this design space. Additionally, these environments do not give off steady 
 56 
and periodic vibrations. Instead, their frequency response constantly changes, meaning 
that a high bandwidth must be sought. A new generator architecture was developed so 
that scavenging can be performed in these ambient environments. As a design goal this 
thesis project sought to exceed all previously reported scavenger efficiencies in the 
<10Hz frequency range; specifically, highest Volume Figure of Merit values are sought. 
Low frequency vibrations by their nature have high displacement amplitudes, which is a 
great impediment to miniaturization. This thesis sought to develop a “dense” architecture 
suitable for miniaturization into the micro scale. To demonstrate the feasibility and 
practicality of scavenging energy in such an environment, an energy scavenging system 
was developed. This system includes the harvester and power management electronics, 
and it was tested in a realistic environment. The contributions of this thesis span a 
number of realms including the design and theory of vibration harvesters, technology and 
process development, and system level implementation and integration. 
1.5 THESIS ORGANIZATION 
This thesis is organized into six chapters. Chapter II begins with an examination of the 
challenges associated with scavenging low frequency vibrations. It will discuss the drop 
in efficiency due to the increased displacement requirement of these generators as well as 
the weakened electromechanical coupling associated with low frequency operation. Next 
Chapter II will introduce the Parametric Frequency Increased Generator (PFIG) 
architecture. A theoretical framework for modeling the generator will be developed, and 
the chapter will conclude with a discussion of the proper application of this type of 
device. 
Chapter III presents the first electromagnetic PFIG generator. It will begin with the 
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development and testing of the first generation bench top device. It will discuss its 
design, fabrication, and testing. Comprehensive test results from this device will be 
presented. An electromagnetic FEM analysis will be carried out to determine the best 
way of optimizing the electromagnetic conversion system. The results of this analysis are 
applied and an optimized electromagnetic device is developed and tested. 
Chapter IV discusses the development of a piezoelectric PFIG generator. The chapter 
begins with a discussion on modeling of the piezoelectric transduction system. It then 
presents the development and fabrication of the piezoelectric device. Test results are 
presented and analyzed to determine the effectiveness of this generator and how to 
improve its performance in the future. 
Chapter V details the development of the first parametric generator system for 
scavenging vibrations on a bridge. It discusses the design requirement for such a device 
and an analysis of bridge vibrations is carried out. The design, manufacturing, and testing 
of a bridge harvesting system is reported. A power management circuit is developed to 
rectify and store the converted energy.  
Chapter VI summarizes the results and contributions of this thesis and presents ideas 
and suggestions for future work.  
 58 
Chapter 2  
 
PRINCIPLES OF SCAVENGING LOW FREQUENCY 
PERIODIC VIBRATIONS 
At the end of the last chapter the conversion of vibrations into electricity was covered 
in great detail. One can draw an inference that those same principles would apply to all 
vibrations irrespective of their amplitude or frequency. In the general sense, this 
conclusion is correct. However, in Section 1.3.5 it became apparent that the efficiencies 
achieved when scavenging low-frequency vibrations remain orders of magnitude less 
than when converting higher frequency vibrations. This chapter aims to explain exactly 
why this is the case and what further challenges need to be addressed when aiming to 
harvest low-frequency vibrations. Once the challenges become clear, a new type of non-
resonant vibration-to-electricity conversion device is introduced which aims to address 
some of the difficulties hampering other converters when working in these environments. 




Figure 2-1. Simulated displacement of an inertial generator with a Q of 10 working at steady-state 
resonance with an applied excitation of 9.8m/s
2
 at 10Hz (top) and 100Hz (bottom).  
2.1 DISPLACEMENT CHALLENGE 
In this chapter the term “low-frequency vibration” is used quite liberally to mean both 
the frequency of the vibration as well as to allude to the source of the vibration, spectral 
content, directionality, etc. While a number of the challenges associated with scavenging 
low-frequency vibrations stem from the vibration source, in this particular instance the 
term low frequency is used strictly referring to the physical characteristic of the 
vibrations. For a given acceleration, the amplitude of the vibration Yo increases inversely 
proportional to the square of the frequency, i.e. Yo ~ 1/!
2
. As was shown in Eq. (1.15) the 
power which can be generated from vibrations is P ~ (Zl/Yo). This means that the internal 
displacement limit of the generator Zl has to be at least as large as the vibration 














































amplitude. Of course, generators to date have all reported !T < 1, meaning that they are 
underdamped and require Zl to be significantly larger than Yo. This is not a coincidence, 
obviously having a quality factor Q > 1 is also desirable for power generation when 
working at resonance. For illustration purposes, Figure 2-1top shows the displacement of 
an inertial power generator working at resonance. This generator has an overall quality 
factor of 10. In this case the proof mass has to have a displacement of 50mmppk. A stark 
contrast can be seen from Figure 2-1bottom where a generator with similar characteristics 
(mass, Q) is shown working at resonance but at 100Hz. Here only 0.5mmppk internal 
displacement is sufficient for operation. There is a 100x increase in the required linear 
dimension of the generator casing simply to provide room for the mass to move. This 
presents a big barrier to the scalability of these types of generators, especially when their 
dimensions reach the micro-scale range where typical displacements are constrained to 1-
100!m. In addition, the increased displacement range is a direct impediment to higher 
efficiency as it means that a larger volume is needed. In these simulations the mass is 
assumed to be the same, and so the increase in Zl directly contributes to dead volume. 
One way of defining what constitutes “low-frequency vibration” is to say that any time an 
input vibration has amplitude, Yo, that is larger than the desired volume, and by extension 
the Zl of the power generator, it is low frequency. 
2.2 FREQUENCY DEPENDENCE OF ELECTROMECHANICAL COUPLING 
As was discussed in Section 1.3.2, electromagnetic and piezoelectric conversion can 
be exactly approximated by modeling them as viscously damped systems, or ones where 
the force opposing the motion of the mass is proportional to the velocity of the mass (f = 
d"). In general the force for both electromagnetic and piezoelectric generators can be 
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where Eq. (2.1) applies to piezoelectric and Eq. (2.2) is for electromagnetic conversion. 
In these equations K is a transformation factor, squared in each instance to account for 
the forward transformation (mechanical to electrical) and the feedback mechanism back 
to mechanical. This means that this force f will reduce as 1/! weakening the 
electromechanical coupling of the system provided that d stays constant. The physical 
significance behind this is clear. For electromagnetic generators, the faster the magnetic 
flux variation becomes, the larger the electromotive force needed to counteract this 
change is. Similarly, for piezoelectric devices, the faster the strain is changing, the higher 
the power dissipated in charging and discharging the dielectric capacitor in order to 
develop a voltage counteracting the strain.  
These equations are linearizations, especially with regard to the transformation 
constant K. In reality, the damping force is a complex quantity to compute, and K itself 
may vary as a function of position and velocity. It depends on a large number of 
parameters and their exact configuration. Nonetheless, the general relationships in Eq. 
(2.1)-(2.2) define the fundamental interaction governing the coupling between the two 
energy domains.  
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2.3 TYPICAL APPLICATIONS AND THE BANDWIDTH CHALLENGE 
The low-frequency vibrations found in various scavenging applications are 
predisposed to being created from natural and environmental sources, rather than being 
created by machinery or other man-made means. Examples include human motion, tree 
branches swaying from the wind, car vibrations caused by the road and its dynamics, and 
bridge vibrations due to moving traffic. It follows that applications for energy harvesting 
which exhibit low-frequency vibrations are not likely to produce periodic motion. Many 
of these natural vibrations sources relay on random or semi-random phenomenon and 
their energy is spread over a certain band, for example transportation and car vibrations 
(<20Hz), human motion (<10Hz), guard rail on the street (<50Hz), etc. This data is found 
in Paci et al [115], however a number of other studies have been published characterizing 
the vibrations in various locations and provide more examples [116, 117]. Also, Chapter 
5 will discuss in detail the vibrations found on two types of bridges. This means that 
almost inevitably, scavenging low-frequency vibrations will also mean that a certain 
bandwidth requirement must be met. 
As the research field in vibration scavenging technology has progressed, the concept 
of bandwidth has been gaining significant importance. Two general approaches have 
been proposed to deal with the issue of bandwidth: 1) passive or active tuning [51, 91, 
118, 119], and 2) combining a number of resonators with closely spaced natural 
frequencies to effectively achieve a greater bandwidth [120]. These approaches 
unfortunately do not provide much value in this applications space. Including a number 
of scavenging elements in order to increase the bandwidth is not a practical solution. 
Low-frequency scavengers are already big enough due to their large mass and 
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displacement limit Zl. The approaches to tuning the generators can be split into two 
categories, active, where an internal mechanism is used to continuously vary either the 
stiffness (typical case) or the mass of the generator. It is unclear if active tuning results in 
a net gain in energy [118]. Passively tuned devices utilize the same approach to tuning, 
by varying the mass or the stiffness, but this is a permanent augmentation made during 
installation. This means that the resonant frequency has to be known and should not shift, 
something which cannot be expected in practical low-frequency applications. Lastly, it 
should be noted that these tuning approaches require that the input vibration will have 
some identifiable frequency peak. If it is broadband like many of the examples above, 
then tuning does not serve any purpose. 
!
Figure 2-2 a) Parametric Frequency Increased Generator (PFIG) architecture b) Illustration of the 
method of operation. 
2.4 PARAMETRIC FREQUENCY INCREASED GENERATOR 
To address the challenges outlined in the previous sections, a novel, non-resonant 
generator architecture is designed. The Parametric Frequency Increased Generator 
(PFIG), shown in Figure 2-2a, is designed to accommodate the large amplitudes 
associated with low-frequency vibrations, and because it works in a non-resonant fashion, 
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the PFIG is able to operate over a wide band of frequencies. The PFIG utilizes a large 
inertial mass to couple kinetic energy from the ambient, into the generator structure, and 
pass a portion of it to one of two Frequency Increased Generators (FIGs), which then 
convert this mechanical energy to electrical via electromagnetic induction. Two FIGs are 
placed on either side of the inertial mass, oriented to face each other. Attached to the 
bottom of the FIG spring is an NdFeB magnet for power generation, while on top, a 
smaller magnet is used to generate a magnetic force in order to latch the FIG and the 
inertial mass together. The operation of the PFIG is outlined in Figure 2-2b. The 
generator operates such that the inertial mass snaps back and forth between the two FIG 
generators, attaching magnetically. As the inertial mass moves, it pulls the FIG spring 
along. When the inertial mass approaches the opposing FIG, the magnetic force of 
attraction begins to increase. As the forces on the FIG/inertial mass system overwhelm 
the holding magnetic force, the inertial mass detaches and is pulled to the opposing FIG.  
The freed device now resonates at its high natural frequency converting the stored 
mechanical energy in its spring to electrical energy. This process is subsequently repeated 
in the opposite direction.  
As previously discussed, one of the factors contributing to the decrease in efficiency 
associated with scavenging energy from low-frequency vibrations is that the 
electromechanical coupling is proportional to velocity. The FIG component of the 
generator gets its name from a concept called frequency up-conversion [121, 122], a 
method to increase the effectiveness of low-frequency scavengers. This is achieved by 
implementing a mechanical conversion, such that the internal operating frequency of the 
generator is increased over the input frequency. The damping force is thereby scaled 
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proportionately. The FIGs operate at a frequency that is an order of magnitude higher 
than the ambient vibration. Frequency up-conversion will be discussed in greater detail in 
Section 2.6. 
The PFIG architecture is ideal for two main types of applications: 1) scavenging large 
amplitude vibrations that exceed the internal displacement of the generator, and 2) 
applications where the ability to generate a high maximum power at a specific frequency 
is traded for the ability to generate power over a larger bandwidth to accommodate 
unpredictable and broader ambient energy environments. The converted energy is 
linearly proportional to the frequency with which the mechanical vibrations occur 
because the PFIG is capable of producing a certain amount of energy per cycle, and the 
more cycles that it undergoes, the higher the power output. The first application space is 
particularly important for MEMS devices where the reduced displacement range can be 
accommodated much easier, and various physical properties and advantages of the micro 
scale can be exploited.  
The main design constraint that needs to be considered is the minimum acceleration at 
which the PFIG will begin operation. This acceleration is the basis for designing the 
mechanical system, the size of the mass, the latching force, and volume. The next few 
sections will examine the design of the PFIG in more detail, including modeling, 
quantitative analysis, and efficiency. 
2.5 MODELING OF THE PFIG 
The PFIG generator architecture is composed of three mass-spring-damper systems that 
influence each other through two magnetic latching mechanisms. The attracting force is 
provided by permanent magnets located on each of the top and bottom FIGs. The overall 
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system is shown in Figure 2-3. The inertial mass mi is suspended by a low-stiffness 
spring ki, the main purpose of which is to guide its motion. A damping element with 
constant bi is included to account for the parasitic mechanical losses associated with the 
inertial mass. The two FIG devices are represented by mass mfx, spring kfx, parasitic 
damper bfxm, and electrical damper bfxe. The ‘x’ in each of these variables is in reference 
to which FIG the variable belongs to, where the FIG on the bottom is henceforth referred 
to as FIG1, and the FIG above the inertial mass is called FIG2. The electromechanical 
coupling is modeled as a viscous damping force with damping constant bfxe. 
!
Figure 2-3. Generic model of parametric generator. 
The displacements of the inertial mass, FIG1, and FIG2 relative to the frame are 
denoted by z(t), s(t), and u(t) respectively. A distance of Zlb and Zlt separate the rest 
positions of FIG1 and FIG2 relative to the equilibrium position of the inertial mass. 
Lastly, gapT and gapB denote the physical distance between the inertial mass and the top 
of each FIG when the inertial mass is latched on to the bottom and top FIGs respectively. 
In this model each of the three mass elements is given a width wmx. 
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When the generator casing is subjected to a time varying displacement y(t), the 
components inside will respond in a non-linear fashion because of the magnetic forces 
and discontinuity of the latching mechanism. This means that a closed form solution for 
power cannot be computed for the PFIG generator, but rather a dynamic analysis must be 
carried out. For the purpose of mechanical modeling the PFIG operation is broken down 
into three distinct cases shown in Figure 2-4 through Figure 2-6. The first case consists of 
the situation in which the inertial mass and FIG2 are latched together and moving as a 
single system. Similarly, in a symmetric fashion, case 2 describes the system when the 
inertial mass is latched with FIG1. Case 3 accounts for the time during which all three 
systems are moving separately and in relation to one another.  
 
!





Figure 2-5.  Illustration of case 2 when the inertial mass is latched on to FIG1. 
!
Figure 2-6.  Illustration of case 3 when the inertial mass is moving between the two FIG devices. 
 
 69 
The two scenarios where the inertial mass is latched on to one of the FIGs, case 1 and 
case 2, are very similar and it is enough to describe one of the systems mathematically. 
The other one will be nearly identical, with the exception of a few sign changes because 
of the physical orientation of the devices. A detailed explanation will be provided 
considering case 1, and from there case 2 can easily be deduced. 
2.5.1 SYSTEM DYNAMICS OF CASE 1 
The dynamics of case 1 can be described by two interacting second-order differential 
equations. The motion of the combined FIG/mass system is given by: 
!!" ! !# "#!$!$$%! &# "' !$$%! &# "! !$$%! &" !$$%! ( # "$ ! ("!$ ! )*+, # " !!!" ! !# "#!$!$-%! .!*)%&" ' (2.3) 
The spring force applied by the inertial mass spring in Eq. (2.3) is augmented to include 
the gap between the inertial mass and the FIG, because that spring has its equilibrium 
position when the mass is centered and z(t) = 0.  The motion of FIG2 during the time 
when the mass is latched on to FIG 1 is given by: 
!"!!"!"#$! %"!& !"#$! %"!! !"#$! ' " !# " !!" !!"!"($! )!*+#,!$ (2.4) 
The two magnetic forces Fmag,1i and Fmag,i1 in Eq. (2.3) and (2.4) represent the magnetic 
force that FIG1 exerts on the bottom of the inertial mass and vice versa. These forces are 
equal and opposite in direction. An approximation to the force between two nearby 








where B is the magnetic flux density, A is the area of each surface, and !o is the 
permeability of free space (!o = 4! " 10
-7
 Tm/A). An estimate of the magnetic flux at a 









































The flux density is computed a distance d from a magnet with length L, width W, 
thickness T, and residual flux density Br.  









*# $ (2.7) 
The distance between the bottom of the inertial mass and the top of FIG1, d, is 
determined by taking into account the positions u and s of the two systems, as well as the 
physical layout of the PFIG; this includes the distance between the rest positions of the 
two FIGS with respect to the center of the inertial mass Zlb and Zlt, and the geometrical 
properties mf1t, mf2t, and mit. The distance d, simplifies to gapB when u and s are both 
zero.  
While in case 1, !"##$ ! !"$##$  and !"!"##$ ! !"!"$##$ . In order to reflect accurately the position 
of the inertial mass in terms of z(t) an offset is added such that 
!!"" ! #!"" " $
%"
! #$%&'& ! #$%&'(.  
While the inertial mass and the FIG are in contact they each exert and equal and 
opposite contact, or normal, force on each other. This normal force, T, can only be in the 
direction pointing away from the structure that is applying it. The normal force can never 
switch directions; it can never be less than zero because that violates the definition of 
what a normal force is. When the two structures are no longer in contact then the normal 
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force will become zero. The normal force applied to FIG2 by the inertial mass is given 
by: 
! ! "# !!"!"$% &# !' !"$%" &# !" !"$%" ( # !$ " )"*+#!,  (2.8) 
Equation (2.8) does not work in isolations, but rather is coupled with the remaining 
statements describing the Case 1 system. The normal force T, can only point up, so when 
it becomes zero or less, (2.8) is violated and Case 1 is not longer valid. 
2.5.2 SYSTEM DYNAMICS OF CASE 2 
The second case encompasses the time when the inertial mass is connected to the 
bottom FIG1 and can be seen in Figure 2-5. It is very similar to case 1 and the main 
difference that needs to be accounted for is the direction of some of the magnetic forces. 
The set of equations describing the motion of the two mechanical systems is as follows: 
!!" ! !#"#!$!$$%! &#"' !$$%! &#"! !$$%! &"!$$%! ( # "$! ("!$! )*+, # " !!!" ! !#"#!$!$-%! .!*)%&"





















































The conditions for separation are very similar to case 1. Once again to completely define 
the system a normal force condition is imposed: 
! ! "#$%!"& !#'"!#!#!#()! *' "+ !#()! *'"#(! , '"($ (2.10) 
The inertial mass will separate when the normal force applied by the inertial mass on the 
FIG is >=0. 
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2.5.3 SYSTEM DYNAMICS OF CASE 3 
Once the inertial mass leaves either the top or bottom FIG all three devices are free to 
move independently. However, the magnetic forces do influence their motion 
significantly specially when the inertial mass is in close proximity to either of the FIGs, 
right after separation, or just before attachment. The motion of the two FIGs and the 
inertial mass are given in equations (2.11)-(2.13).  
!" !!"!"#$! %" !& !"#$! %" !! !"#$! ' " !# " !!" !!"!"($! )!*+#,! (2.11) 
!"!!"!"#$! %"!& !"#$! %"!! !"#$! ' " !# " !!" !!"!"($! )!*+#,! (2.12) 
!"!"!"#$! %" !"#$! &"# " !!"!"!"'$! (!)*#$" ! (!)*#%" (2.13) 
The magnetic force between the three systems can again be computed as shown in Eq. 
(2.5). However, the distance between the FIG magnet and the inertial mass will be 
different for FIG 1 and for FIG 2. The two distances are a function of the current position 
of all three systems and are given by: 
!
!! " ! # ! $ " %&' ! "#$()! ! "#$()"# $% (2.14) 
!
!! " ! # ! $" %&' ! "#$()! ! "#$()"# $# (2.15) 
Equations (2.14) and (2.15) can now be used in conjunction Eq. (2.6) to calculate the 
magnetic flux density at any given point in time.  
Case 3 is valid as long as the inertial mass does not make contact with either of the 
two FIGs. If !!"" ! #!"" " $
%"
! #$%&'& ! #$%&'( or !!"" ! #!"" ! !$%" ! #$%&'& ! #$%&'("  
then case 3 is no longer valid and the system has transitioned to one of the combined 
modes. When the inertial mass makes contact with each of the FIG devices some energy 
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is lost because of the ensuing collision. The impact between the inertial mass and the FIG 
is modeled as an elastic collision and Eq. (2.16) and (2.17) determine the initial and final 
velocities of the two colliding masses. 
!"! #"$%& !








Here, CR is the coefficient of restitution of the materials coming into contact, Vi and Vfx 
are the initial velocity of the inertial mass and the appropriate FIG device respectively, 
and mi and mfx are the inertial mass and the appropriate FIG mass respectively. The 
ensuing velocities of the inertial mass and the FIG can now be used to determine the 
initial velocity condition for the combined system in case 1 or 2. This is done in such a 
way as to conserve linear momentum. 
!
Figure 2-7. Simulated displacement of the three components of the PFIG generator. Shown in green is the 
movement of the inertial mass. The corresponding actuation of the FIG devices is shown in red and blue. 
The PFIG system is simulated using the software tools MATLAB and 
SIMULINK. A separate SIMULINK model is built for each of the three cases. The 
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interaction between the three cases, determining the transition points, providing the 
appropriate initial conditions, and saving the data is performed using a controlling script 
in MATLAB. Shown in Figure 2-7 is a plot of displacement generated with the 
developed simulation tool. The motion of the inertial mass is plotted in green along with 
the corresponding FIG1 and FIG2 movement in red and blue respectively. The various 
parameters, mass, spring constants, electromechanical coupling coefficients and so on, 
used in the simulation correspond to a system discussed in Appendix A. In this plot the 
width of the three masses has been subtracted out from the position coordinates in order 
to better illustrate the combined motion of the inertial mass and the FIGs.  
! !
Figure 2-8. Illustration describing the frequency up-conversion principle where a low-frequency large 
displacement motion is mechanically converted to a higher frequency, lower displacement motion.  
2.6 FREQUENCY UP-CONVERSION AND THE PFIG POWER GENERATION 
CAPABILITY 
As discussed in Section 2.2 the electromechanical coupling of velocity-damped 
generators, such as the PFIG, is linearly dependant on the frequency of operation. In 
order to increase the operating frequency of the PFIG and decouple it from the low 
ambient frequency, a mechanical transformation is employed where energy is transferred 
from the inertial mass to the FIGs. This concept is knows as frequency up-conversion and 
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was developed at the University of Michigan [121, 122]. The general principle is 
illustrated in Figure 2-8. One element, designed in such a way as to be sensitive to 
mechanical excitations within a range of low frequencies, is excited by displacement at 
its base. The motion of this low-frequency resonator can then be used to actuate a second 
higher frequency resonant element (or array of elements). The purpose of this mechanical 
transformation is to convert the low frequency, large displacement motion to a higher 
frequency, lower displacement motion, for the purposes of increasing the efficiency with 
which the mechanical energy can then be transformed into electricity. Once energy is 
stored in the high frequency mechanical spring, the device is released. While undergoing 
free vibration, the stored mechanical energy is converted to electricity. The motional 
transformation can be achieved in one of several ways: the low frequency element can 
exert either a magnetic force; it can mechanically contact and actuate the higher 
frequency element; or an impulse can be provided by a collision between the two devices. 
In the PFIG, the transformation is performed using magnetic latching between the inertial 
mass and the FIGs. While it is not certain which of the three methods is more efficient in 
transferring energy, magnetic latching is least susceptible to wear. An additional benefit 
of the frequency up-conversion is that in addition to increasing the conversion efficiency, 
it decouples the operation frequency of the transducer from the input vibration motion. In 
this way, the PFIG is able to operate without tuning over a large frequency range, 
enhancing its bandwidth and versatility.  
Calculating the energy converted by the PFIG using the frequency up-conversion 
method can be performed in the same way as was done for resonant generators in Section 
1.3.1. The mechanical energy transformed into electricity is equivalent to the energy 
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dissipated per cycle by performing work against the transduction mechanism. This is 
equivalent to taking the distance integral of the damping force !"# !"$% over a full FIG cycle: 
!"#$%&' ! ()# !"*+,* ! ()# !"*+
#






In Eq. (2.18), !"#  and !" are the electrical damping coefficient and the velocity of the top 
FIG as a function of time (the equivalent parameters can be substituted for the bottom 
FIG as well). Once the change of variables is made, the integral is taken over the period 
of the ambient source vibration, to take account of the entire time in which the FIG is 






'()#"+ #$*  (2.19) 
where Uact is the initial FIG displacement just after release from the inertial mass, !nf is 
the natural frequency of the FIG, "fT is the combined electrical and parasitic damping 
ratio of the FIG, and !d is the damped natural frequency of the FIG: 
!! !!"# !"# #$ " (2.20) 
Taking the integral in Eq. (2.18), dividing by the period of the ambient vibration, and 
multiplying by two to account for the fact that each FIG will be actuated once per cycle, 




















































Assuming that !fe (and ignoring parasitics) is large enough such that the FIG can be 
completely damped per ambient vibration cycle 2!/", Ptotal can be shown to be  




where " = #nf / #. The major optimization goal in the PFIG, and frequency up-conversion 
schemes in general, is to assure that the reduction in the mass times the reduction in 
displacement squared is significantly less than the square of the frequency ratio #. Upon 
maximizing the initial deflection, Uact, to be as high as possible in a given volume, for a 
given !fe, # can be used to maximize the converted potential energy stored in the FIG 





") is given as a function #. As shown for a given !fe, frequency up-conversion can 
be used to increase the electromechanical coupling and optimally utilize the potential 
energy transferred during the motional transformation.  
!
Figure 2-9. Simulated performance of the PFIG as a function of the ratio # between the natural frequency 









2.7 EFFICIENCY AND APPLICATION OF THE PFIG 
 The PFIG has been specifically designed for applications where the vibration 
amplitude is very large and/or where a response is needed to a broad range of input 
frequencies. Just what conditions are implied by this specification can be evaluated by 
considering the Volume Figure of Merit (FoMv) as defined in Eq. (1.34) for a resonant 
generator and compare it to the FoMv for the PFIG. Both generators are considered to 
have a cubic geometry, where one half of the volume is occupied by a mass having a 
density of 20g/cm
3
. The remainder of the space is used for displacement in the resonant 
generator. When considering the PFIG, the remaining space is used for both displacement 
and the rest of the hardware. This means that Zl for the resonant device is set to 1/4 of the 
linear dimension of the given volume. It is assumed that the PFIG gapT/gapB will not 
exceed 1/5 of the linear dimension of the volume in practical applications. The remainder 
of the space is apportioned equivalently between the two FIGs. The power generated by a 
resonant generator, ignoring parasitics, and constraining ! for the maximum displacement 
condition (Zl) is given by Eq. (1.15). In comparison, the power generated by the PFIG is 
given in Eq. (2.21), where Uact is ideally equal to gapT/gapB. The FIG parameters are 




! , where !comb is the combined resonant 
frequency of the inertial mass/FIG. In this way, kf  is first set to maximize the gap, and 
then mf is set to achieve the desired frequency ratio. The volume of the mass is bounded 
to 3/10 of the volume of the generator in accordance with the geometric confinement 
discussed above. If this cannot be achieved, then kf is adjusted. The damping and 
frequency up-conversion ratios are chosen so as to saturate the converted energy. The 
resonant generator is considered at resonance. The damping is automatically adjusted to 
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be optimal by Eq. (1.34), however as the displacement of the generator exceeds Zl, the 
constrained damping factor exceeds 1. This invalidates the analysis that led to Eq. (1.34), 
because an underlying assumption is that the oscillations are cyclic. For this reason the 
damping is saturated such that the resonant generator will operate with a minimum 
quality factor of 1. When Zl is exceeded, the linear dimension of the generator is 
increased to accommodate a minimum of Q = 1, and the volume is adjusted. Neglecting 
parasitics, the FoMv of the two generators is compared in Figure 2-10 for an acceleration 
of 9.8m/s
2
. The dotted line shows the efficiency of the PFIG as a function of Zl/YO, while 
the solid line shows the efficiency of the resonant generator. Above Zl/YO = 1, the 
resonant generator has an efficiency of 100%, which follows from the way in which 
FoMv is defined. However, as the input vibration amplitude exceeds Zl, the efficiency of 
the resonant generator rapidly drops and it quickly becomes advantageous to use the 
PFIG. The exact transition point is a matter of some debate because right at the edge of  
Zl = YO the equations governing the power given by the resonant generator begin 
violating even more practical considerations than were already assumed during the 
analysis. A transition region is highlighted in gray. In this region, where Zl/YO ~ 0.3-1, it 
becomes more advantageous to utilize the PFIG architecture. The vibration frequency 
where this transition point applies is dependent on the volume of the generator. The red 
curves, which utilize the right-hand axis, show the frequency as a function of Zl/YO. 
Assuming a volume of 1cm
3
, one can see that the transition point falls around 6-8Hz for 
an acceleration of 1g. One important aspect of the PFIG architecture can be seen by 
comparing the two red curves, for 1cm
3
 and for 1mm
3
, which show that as the volume 
decreases the transition point happens at an ever-increasing frequency. Thus, the PFIG 
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architecture becomes very important for the miniaturization of vibration harvesters 
because the vibration amplitude exceeds the generator dimensions for a much greater 
portion of the frequency range of interest for most applications.  
!
Figure 2-10. Simulated Volume Figure of Merit (FoMv) of a PFIG compared to a resonant generator as a 
function of Zl/Yo. For a given volume and acceleration it becomes more efficient to use the PFIG when Yo 
exceeds Zl. This happens at an ever-increasing frequency as the volume shrinks, demonstrating the 
importance of the PFIG for microgenerators.  
Another important aspect of the PFIG architecture is its wide-band nature. A 
simulation of the frequency response of the PFIG is shown in Figure 2-11 alongside three 
different resonant generators working under optimal conditions. When the energy 
harvesting application calls for it, power can be traded for bandwidth, and the PFIG 
architecture can be used to scavenge broadband vibrations. The PFIG is shown to work 
up to 80Hz in this plot because the simplified power analysis does not take into account 
the dynamic behavior of the system. The exact frequency range that the generator will 




Figure 2-11. Simulated frequency response of the PFIG as compared with three resonant generators 
working at their optimal conditions. The PFIG has an inherent tradeoff between bandwidth for maximum 
power. However, this allows the PFIG to operate over a large bandwidth. 
2.8 CONCLUSION 
This chapter discussed the challenges of scavenging low frequency and non-periodic 
ambient vibrations. A new vibration harvester architecture called the Parametric 
Frequency Increased Generator (PFIG) was introduced. A theoretical framework 
regarding the analysis of the PFIG architecture was presented. The device dynamics are 
analyzed numerically by considering the structure during three cases of operation that 
transition between 2- and 3-degree-of-freedom magnetically coupled systems. The 
theoretical power generating capability of the PFIG was analyzed. Based on this analysis 
a discussion was carried out about when the use of the PFIG architecture makes sense in 
terms of efficiency as compared to resonant power generators. It was shown that when 
the vibration amplitude exceeds the internal displacement limits of a micro generator, 
implementing the device as a PFIG rather than a resonant generator is more efficient. 
 82 
Additionally, in situations where a large bandwidth is required at low frequencies, the 





ELECTROMAGNETIC PARAMETRIC FREQUENCY 
INCREASED GENERATORS 
The previous chapter introduced the new Parametric Frequency Increased Generator 
architecture that was specifically developed to address the challenges associated with 
scavenging low-frequency vibrations. A theoretical framework for designing and 
predicting the performance of the PFIG was developed. The validity of this model was 
evaluated by using it to design and then test a prototype electromagnetic PFIG bench-top 
implementation. This device was built in a manner such that many of the model 
parameters could be modified and studied. The bench-top device is discussed in more 
detail in Appendix 1. In this chapter the development of the first miniature PFIG is 
described. First, the design and fabrication of this electromagnetic generator is discussed, 
and the initial test results are presented. Further FEM modeling is performed to better 
optimize the electromagnetic transduction mechanism, and based on these optimizations 
a new improved implementation is built and tested.  
3.1 DESIGN OVERVIEW OF ELECTROMAGNETIC PFIG 
The main purpose of developing this first electromagnetic PFIG was to show that the 
concept could feasibly be implemented in a miniature generator. However, the possibility 
of applying it toward scavenging energy from human motion was kept in mind. The PFIG 
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concept is ideally suited for this type of environment since humans produce large 
irregular motion. A target acceleration of 1g (9.8m/s
2
) was selected for this design. While 
it is on the high end for many other applications, it has been shown by a number of 
studies that this is an acceleration level found on the human body [74, 123]. The 
generator was designed to operate in the range of 0-10Hz.  
!
Figure 3-1. a) Electromagnetic PFIG conceptual diagram, and b) theory-of-operation explanation.   
The design of the micro electromagnetic generator discussed in this chapter is based 
directly on the PFIG concept discussed in Chapter 2 and presented in Figure 2-2. In fact 
looking at Figure 3-1, one can see only a few changes. The first is that a mechanical 
stopper has been incorporated in order to protect the FIGs from shocks to the generator, 
or from damage if the device were to operate under excessive acceleration. The second 
change can be seen in the electromagnetic system of the FIG. The configuration is 
changed such that two coils are wound in and out of the plane of the page, and a magnet 
(poled left to right) is moved up and down, parallel to the coils. This generator is a 
miniaturized version of the proof-of-concept device described in more detail in Appendix 
1. For this reason it will be referred to as the second generation, or Gen 2, PFIG in this 
thesis. While this effort sought to decrease the size of the first generation PFIG, it is not a 
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fully micromachined device. Instead, a hybrid fabrication approach was used in making 
this device by incorporating lithographically fabricated parts with discrete components. 
This way a good balance was struck between being able to exploit the precision and form 
factor of micromachining, with the significantly superior material properties of bulk 
magnets and macro coil winding capabilities.  
Designing the PFIG is not a trivial matter. As shown in Chapter 2, the system is 
heavily non-linear. It changes from 2 to 3 degrees of freedom. Lastly, the magnetic forces 
have an inverse tangent relationship to distance and change rapidly as the distance closes. 
For these reasons the dynamic behavior of the PFIG can only be studied using numerical 
methods. An initial hand analysis is carried out to select starting values for many of the 
parameters. Simplifications are used. The magnetic force was selected based on the 
availability of a small 1mm diameter magnet that could be ordered without custom 
manufacturing. From there the inertial mass requirement can be determined such that the 
inertial force exceeds the maximum magnetic force. Similarly, the FIG spring has to be of 
a certain stiffness as to ensure that at very low velocities and at the minimum acceleration 
of 1g, the spring force on the FIG is able to exceed the inertial force, before the gap 
between the inertial mass and the opposing FIG is reached. After this first order analysis, 
numerical simulations are carried out to find a stable and reliable configuration for the 
entire PFIG. Having determined the values for the mechanical parameters, the 
components themselves can then be designed to meet the specifications that are required 
of them. The next section is devoted to a description of this process. 
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!
Figure 3-2. Exploded view of the Gen 2 electromagnetic PFIG showing the structure of the device, 
components, and assembly.   
 
3.2 IMPLEMENTATION, FABRICATION, AND ASSEMBLY  
An illustration showing the Gen 2 electromagnetic PFIG is shown in Figure 3-2. The 
layout mirrors very closely the theoretical implementation of the device presented in 
Figure 3-1. One can see the FIGs on the top and on the bottom and the inertial mass in the 
middle. The generator consists of four separate enclosures, bolted together during 
assembly; the spring suspensions are clamped down in the process.  
3.2.1 SPRING DESIGN  
Copper is chosen as the material for the spring suspension. A material was sought 
which would have a low Young’s modulus and a high yield strength in order to 
accommodate high displacements. Additionally, because of the nature of operation, a 
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material with a high fracture limit is necessary. Polymers are avoided because typical 
energy scavenging applications require materials that are able to withstand harsh 
conditions. Table 3-1 presents the properties of a number of different spring materials. It 
can be seen that Copper, although not the best choice, offers a relatively low Young’s 
modulus and acceptable Yield strength. Additionally, copper is easily micromachined and 
was readily available, so for a first prototype was a good compromise.  
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A crab leg design was used for the FIG spring and a meandering fixed-fixed beam was 
used in the design of the inertial mass spring. The geometry of the beams was 
approximated first using basic small deflection theory and then fine-tuned using finite 







where E is the Young’s modulus, and w, t, and l are the width, thickness and length of the 
beam respectively. A rectangular cross section is assumed. The beams are fixed on both 
sides and terminate in the middle with a large pad that is assumed to be rigid. This is 
where either magnets or the inertial mass are attached. In both spring designs this center 
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copper foil a 10!m photoresist layer was spun on the copper. Another layer is deposited 
on the silicon wafer. After allowing the photoresist adequate time to settle, the copper 




Figure 3-4. left Copper spring micromachining process. right Close up of a fabricated spring showing the 
achieved dimensions after wet etching compared with the drawn parameters. Close up photographs of the 
inertial mass and FIG springs are shown below. 
A subsequent layer of the same photoresist is spun and patterned and used for 
lithography. Because of the long chemical etching time, the elevated temperature, and the 
corrosive nature of the etchant, a hard bake at 110°C for at least 30min is critical. The 
springs are etched in iron (III) chloride, or Ferric Chloride, FeCl3 which is heated to 
45°C. The wafers are immersed and agitated generously. Figure 3-4right shows a 
microscope close-up of one of the fabricated springs as well as photographs of ST1 and 
MST1. In order to account for the etch undercut the drawn width was augmented by 
260!m. However, the undercut was found to be less than 1:1, in fact closer to 1:0.5. This 
meant that the resultant features were 10-15% larger than expected. Since stiffness is 
linearly proportional to width, a variation of the same amount will also exist in the spring 
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characteristics.  
3.2.3 INERTIAL MASS FABRICATION 
The inertial mass is made from tungsten carbide, which is a very dense material, 14.7-
14.9g/cm
3
, and results in a compact mass. A 10mm diameter rod is machined using 
electric discharge machining (EDM) after which it is ground down for planarization. Two 
pieces, each of which has a thickness of 3.9mm, are bonded using cyanoacrylate on each 
side of the spring suspension atop a 1mm spacer. An alignment jig is used to center the 
mass pieces on the spring.  
3.2.4 COIL MANUFACTURING  
Coils for the FIGs are wound from 44AWG enameled copper wire. The wire has a 
diameter of 50.8-55.8!m (53.34-58.34!m including polyurethane nylon insulation). The 
resistivity is 1.7 x 10
-8
!m. The coils are wound around a plastic core. They have an inner 
diameter of 1.6mm, an outer diameter of 7mm, and are 1.6mm thick. This allowed for 
1000 turns per coil and a resistance of 119!.  
3.2.5 FIG ASSEMBLY  
The FIG assembly is made by bonding a 3x3x3mm rare earth neodymium iron boron, 
NdFeB, magnet to the spring on top of a 1x1x0.5mm plastic spacer. A cylindrical magnet 
with diameter 1.15mm and thickness 0.5mm is bonded on the other side of the FIG spring 
for latching and actuation purposes. The neodymium magnets are grade N42 meaning 
that they have a residual flux density (Br) of 1.3T. The magnets along with the center part 




. The coils are placed vertically and opposite each other inside the FIG casing 
and adhered using epoxy. In this initial implementation the alignment during assembly 




Figure 3-5. Photographs of the fabricated PFIG. a) Shows the inertial mass/spring assembly as well as 
casing components, b) shows a close-up of one of the FIGs along with an assortment of etched copper 
springs, and c) the PFIG device is compared with a standard AA battery.  
3.2.6 CASING AND ASSEMBLY OF PFIG 
The generator casing is milled out of aluminum. It has a 1mm sidewall running 
throughout. The most intricate parts are the inertial mass enclosures, which contain all of 
the taps and bore used to secure and fasten the entire generator together. Two types of 
000-120 bolts are used: 6.3mm long bolts go though the two separate inertial mass 
enclosures and clamp its spring suspension into place, and 3.2mm long bolts attach the 
FIGs to the generator body. The FIG springs have the same outer diameter as the 
generator body. This way the outer edge of the FIG casing can be used for alignment. The 
bolt holes serve to orient the spring and the bolts act as alignment pins. Figure 3-5a 
shows the inertial mass as well as the generator casing components. In, Figure 3-5b one 
can see the inside of one of the FIGs along with an assortment of etched copper springs. 
Figure 3-5c shows the assembled PFIG next to a standard AA-size battery. 
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3.3  TEST SETUP AND GENERATOR RESULTS 
The PFIG generator is tested using an Unholtz-Dickie 5PM electrodynamic shaker. A 
power amplifier UD TA-30 that is controlled by a UD MA-630 transducer calibration 
control system drives the shaker. Feedback is provided using a UD 8B6 accelerometer. 
The shaker can apply acceleration of 0.1-2g in the frequency range of 10-10kHz. Only 
sinusoidal tests can be performed with this test setup due to limitations of the controller. 
A mounting base plate was machined out of steel and fixed to the shaker table. It has a 
number of tapped holes that can be used to mount various devices. The FIGs and the 
PFIG shown in Figure 3-5 are glued using epoxy to an acrylic base that is screwed onto 
the shaker base plate. In order to extract important parameters after manufacturing, the 
FIGs are tested before the full generator is assembled. This testing is performed in the y-
axis (vertical direction). The PFIG generator is tested in the x-axis (horizontal direction). 
This initial design does not account for gravity and in order to eliminate this bias the 
shaker table is inclined by 90°. 
!








Figure 3-7. a) Resistively loaded electromechanical model of each FIG. b) Open circuit electromechanical 
model of each FIG.  
3.3.1 FIG CHARACTERIZATION 
Initial testing was performed to characterize the FIG devices. Each FIG was mounted 
on the test setup as shown in Figure 3-6. Many important parameters of the generator can 
be extracted using simple vibration and resonance testing. This is necessary to see how 
the manufactured characteristics of the device compare from the designed parameters. It 
is very challenging to predict some things like mechanical/parasitic damping, as well as 
the electrical damping itself. Accurate mathematical modeling of these things is very 
involved and in the end will likely still result in significant deviation from practice. For 
this reason it is imperative that these parameters be extracted experimentally in order to 
compare the devices performance to theory. To determine damping, the quality factor of 
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the devices needs to be measured. Using equation (1.17) one can determine the electrical 
quality factor Qe having first obtained the loaded QT, and open circuit, Qm, quality 
factors. Figure 3-7a shows the full electromechanical model of the FIG loaded with a 
resistor. By measuring the output voltage, Vout, the total quality factor QT can be 
computed. Similarly, in Figure 3-7b the electromechanical model of the FIG is shown 
when the generator circuit is open and no current can flow (consequently no damping 
force can be applied on the mass from the electromagnetic system). This eliminates the 
electrical system and by measuring Vout  one can determine Qm.  
There are two different methods to calculate Q from the output voltage waveform. The 
first is to actuate the FIGs at their resonance frequency using some small acceleration 
(0.1g in this case). By examining the decay of the voltage waveform immediately after 
the shaker table is switched off, one can determine the parasitic and electrical quality 











by measuring the peak voltage amplitude at two instances of time. This process is 
illustrated in Figure 3-8a where a voltage trace from one of the FIGs is shown. This 
method is used to measure Q for the Gen2 PFIG; it is later replaced using a different 
technique. The problem with studying the decay is that, as shown in Figure 3-8a, 
depending on where the voltage points are taken, the calculated quality factor can vary. 
This implies that the damping is somehow related to the amplitude of the movement, and 
as the oscillation of the FIG decays the damping constant changes. The most likely 
causes are damping from internal friction and support loss, both of which likely change 
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with amplitude. When this method is used, in order to make repeatable measurements, the 
voltage is measured around the ‘knee’ of the decay plot, where the second arrow is 
pointing in Figure 3-8a.  
! !
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Figure 3-8. a) Plot of voltage signal from FIG illustrating how to measure the quality factor using by 
analyzing the decay. b) Decaying oscillation of the FIG resulting from a force impulse provided to the 
spring and used to calculate the quality factor. 
A second method to measure the quality factor exists. By providing an impulse to the 
area for magnetic actuation, the FIG spring is displaced. Waveform traces of the 
generated output voltage are used to determine the natural frequency of the device, as 
well as to investigate the parasitic damping and electromechanical coupling of the 
system. Figure 3-8b shows one such dataset. The frequency response is computed by 
taking the Discrete Fourier Transform of the voltage signal and the quality factor can then 
be determined by finding the -3dB bandwidth and the center frequency. This method, 
although likely averaging the damping factor variation with respect to amplitude, 
provides more consistent results and is used throughout this thesis unless noted 
otherwise. The process of finding the damping, regardless of which method is used, also 
gives the resonant frequency of the FIG. Having measured the exact mass of the FIG 
using a scale, the spring constant can then be calculated quite accurately.  
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3.3.2 COIL WIRING AND TESTING CONSIDERATION 
As mentioned before, the FIG contains two coils. Each coil has 1000 turns. Their 
resistance is 120!. There are two ways to extract power from the device. Either each coil 
can be used separately or they can be combined. Obviously, using each one separately 
means that the PFIG generator would have 4 different signals that need to be rectified, 
stored, and so on. This is not very practical. In order to alleviate this problem, the two 
coils in each FIG are wired in series, in such way (taking account of their winding 
direction and the magnet pole facing them), so that the generated electromotive force 
would add. From the Gen 1 device it was noticed that when the FIGs were actuated using 
the shaker table, the voltage that was produced when they were connected in series was 
less than the sum of the voltages when recorded separately. In other words, connecting 
the coils separately would result in higher power generation. One of the problems with 
these coils is that they are uneven due to the manual winding that was used. For future 
designs a mechanical system is used for coil winding and improves coil reproducibility.  
! !
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Figure 3-9. a) Oscilloscope trace showing the parametric generator operation from an external 
acceleration of 1g at 10 Hz. b) Measured frequency response of the PFIG generator. The cut-off frequency 
is determined by the inertial mass/spring suspension natural frequency. 
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3.3.3 PFIG TESTING 
The PFIG is assembled, and tested at 1g, the acceleration level for which it was 
designed. The minimum frequency at which the generator can be tested accurately is 
10Hz due to limitations associated with the vibration test system. Each FIG is loaded 
with a 240! resistor. Figure 3-9a shows the operation of the PFIG. The top two plots 
show the voltage generated by each FIG across the load, and the bottom plot shows the 
instantaneous power from FIG 2. By looking at the voltage waveform it becomes evident 
where the inertial mass attaches to each FIG, and where the mass detaches and travels to 
the opposing device. The bandwidth of the PFIG is dominated by the resonant frequency 
of the inertial mass and its spring suspension in this case. It was found that the generator 
could function up to a frequency of 20Hz. After 20Hz it would skip latching from time to 
time, signifying that the frequency was getting too high. The power output reduces from 
there, and past 25Hz the generator ceased to operate as intended. The device parameters 
and performance are summarized in Table 3-2. 
Table 3-2: Gen2 PFIG Summary 
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The initial PFIG results exceed the state-of-the-art in low-frequency scavengers. This 
device has the highest power density (under similar input conditions) than any other work 
reported in the frequency range of interest ("10Hz). A more extensive discussion of 
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performance is presented at the end of the chapter. However, as one can see from Figure 
3-9a the device is clearly not performing optimally. Further optimizations are needed in 
three areas: 1) space optimization of the electromagnetic system – thinner coils, larger 
magnets, and increased flux density through the coils, 2) better magnetic 
actuation/latching, because as Figure 3-9a shows, the two FIG device are not equally 
effective, and 3) optimized spring design and fabrication, because they are allowing the 
FIGs to resonate in more than one mode. So far the electromagnetic transduction system 
has not been a focus. Future work will be needed to optimize the electromagnetic 
transduction system to make sure that all of the energy that is transferred to the FIG is 
utilized. Of course this electromagnetic arrangement does not really utilize the magnetic 
flux well because it is allowed to spread out. This issue will begin to be addressed in the 
next section. The second problem which can be seen in Figure 3-9a is that the 
latching/unlatching and actuation of the FIGs is highly asymmetric. One reason for this is 
likely the different amounts of parasitic damping. It is clear from Figure 3-9a that FIG1 
has much higher damping than FIG2. The most likely cause is that the magnet is 
contacting the coils and there is a frictional force added to the system. A better 
positioning and assembly technique is needed to prevent this from happening. Lastly, one 
can see the significant non-linearity in the oscillations of FIG2. This is likely caused by 
one of two things: either there is a stress gradient in the spring, or a secondary mode is 
being induced. It could be that the spring is clamped down unevenly inside the generator. 
Care was taken to minimize this by carefully securing all bolts in a star pattern. Also, 
because of the thin width of the long spring beams, the first torsional resonance mode 
was inevitably very close, only within a few hundred Hertz of the primary mode induced 
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during the latching.  
3.4 ELECTROMAGNETIC OPTIMIZATIONS  
Electromagnetic generators relay on the basic law of electromagnetism as described by 
Michael Faraday, where the induced electromotive force in any closed circuit is equal to 
the time rate of change of the magnetic flux. Magnetic flux is defined as   
! ! !"#
#
" ! (3.3) 
where A is the area enclosed by the wire loop and B is the magnetic flux density. From 























where x signifies the position coordinate. Of course, this becomes a very complicated 
three-dimensional problem to solve. The vast majority of authors, including this one, use 
a simplification by assuming that the magnetic field is constant. By assuming that a 
conductor of length l is moving through a constant magnetic field, 
!!
!"
 simplifies to 
the form presented in Eq. (1.19) where 




Designing and optimizing a given electromagnetic transduction configuration means 
solving and optimizing Eq. (3.4). If multiple designs are considered, this task has to be 
accomplished for each one. It is a daunting challenge, which nevertheless has been 
undertaken by one group [124]. They numerically compared a number of different 
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coil/magnet arrangements used by various authors in the field.  
In this study finite element computer aided modeling was used to develop a more 
optimized design of the electromagnetic transduction system. A number of different 
topologies were evaluated using simple 2D modeling in Ansoft Maxwell. In this study 
only single coil/magnet configurations were considered. While using different 
orientations, the magnet and coil were displaced relative to each other. The magnet poles 
were arranged parallel to the plane of the coil or perpendicular. The scenario where the 
magnet rotates was also evaluated. These simplified simulations revealed two topologies 
where the magnetic flux density had the highest change per given displacement, 
measured at predetermined locations within the coil. These two topologies were then 




Figure 3-10. Coil/magnet arrangements evaluated using FEM for optimal Gen2 design. a) Parallel 
configuration: the magnet is displaced parallel to the plane of the coil. b) Perpendicular configuration: 
Magnet is displaced perpendicular to the plane of the coil.  In both topologies the magnet poles are 
oriented 90° to the plane of the coil 
The parallel configuration shown in Figure 3-10a is the topology used in the very first 
PFIG device (Appendix 1) and the Gen 2 device described in this chapter. Transient 3D 
simulations were performed on both topologies. A nominal configuration was chosen for 
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each topology, depth, gap, offset, and magnet dimensions. Each of these parameters was 
then varied one at a time to determine their influence on the induced voltage. The 
nominal configuration was chosen based on the Gen 1 and Gen 2 devices’ physical 
dimensions and simulated values such as displacement and velocity were calculated. A 
4.75mm cubed magnet was used; the coil had a 2mm depth and a coil width of 3.175mm. 
The coil was modeled by creating a volume that was specified to have 2000 turns. The 
gap between the magnet and the coil was initially set to 0.5mm and they were centered 
such that the offset was zero. The coil resistance was set to 240!, and the magnet was 
given a sinusoidal displacement of 0.4mm at a frequency of 200Hz. The parallel topology 
induced significantly lower voltages than the perpendicular arrangement. Increasing the 
magnet dimensions (both thickness and width/depth), led to a higher induced voltage. 
Making the coil depth thinner increased the voltage, as did increasing the coil width. 
These results point to the fact that having a coil with a large fill factor (ratio of winding 
turns to coil volume) is beneficial for inducing a higher voltage. However, the simulation 
is not sophisticated enough to understand that having a coil with a larger radius will lead 
to a higher parasitic resistance, nor does it factor into account the fact that a coil with a 
smaller depth means using thinner, more resistive wire. The optimal physical 
arrangement was shown to occur when the magnet position was offset by one coil radius 






Figure 3-11. Perpendicular coil arrangement simulations using Maxwell 3D. The normalized induced 
voltage (normalized to nominal configuration) is shown as a function of coil/magnet offset and air gap. 
Since the perpendicular configuration, Figure 3-10b, produced much higher induced 
voltages, it was studied in greater detail. Once again a nominal configuration was 
augmented, parameter by parameter, to study their influence. The magnet in this case was 
cylindrical with a diameter of 3.175mm and a thickness of 4.75mm. The coil had a width 
of 2mm and a length of 3.175mm (notice the change of orientation of the terminology 
associated with the coil geometry, see Figure 3-10). The gap was once again 0.5mm 
nominally. The magnet was initially positioned with an offset of zero, such that it was 
right on top of the coil plane. The magnet displacement and frequency were the same as 
in the parallel configuration. Once again increasing the size of the magnet yielded higher 
voltages, as did increasing the coil depth and decreasing the coil width. Figure 3-11 
shows results of simulations varying the coil/magnet air gap and offset parameters. The 
induced voltage is normalized to the nominal configuration in order to show the relative 
importance of these parameters. The data is fitted using second order polynomials. 
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Changing the air gap from 0.2 – 1mm reduced the voltage by 34%. Additionally, 
changing the offset by setting the magnet +/-1mm from its optimal position also yielded 
>30% reduction in voltage. The most unexpected result was that the optimal position was 
slightly above the coil plane at 0.6mm (when using the nominal values for the other 
parameters). 
Table 3-3: Optimal values and predicted induced voltages for the parallel and perpendicular coil/magnet 
topologies.  
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The optimized parameters for the two coil/magnet configurations are presented in 
Table 3-3. The main result is that the perpendicular arrangement is predicted to give a 2x 
increase in the induced voltage, pointing to a 4x increase in generated power. Given a 
certain volume, optimizing the offset and relative arrangement of the coil and magnet is 
the most important design aspect. Once satisfied the coil fill factor should be maximized 
while allowing for the largest possible magnet.  
3.5 DEVELOPMENT OF AN OPTIMIZED GEN 2.5 ELECTROMAGNETIC 
PFIG 
Based on the lessons learned from the Gen 2 implementation discussed so far in this 
chapter, as well as the electromagnetic optimizations from the last section, a new 
optimized Gen 2.5 device was designed, implemented and tested. This device has the 
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same topology and reuses the external enclosures already developed. All of the 
enhancements are designed to fit the same volume and layout. The same springs are used 
as well as the same inertial mass weight and geometry. The main developments relate to 
the FIG. The electromagnetic transducer was changed, different magnets and coil are 
used, and specialized alignment jigs are used to assemble the FIG and the inertial mass in 
order to minimize the gaps, while gaining more accuracy in the placement so that 
frictional parasitics are eliminated.  
3.5.1 NEW FIG ELECTROMAGNETIC ARRANGEMENT AND DESIGN 
The arrangement of the electromagnetic transducer within the FIG is changed to the 
perpendicular orientation discussed in Section 3.4. The geometry was built around the 
availability of parts and predetermined casing space and layout. The largest NdFeB 
magnet that could fit inside the FIG while still leaving room for the coil had a diameter of 
4.75mm and was 2.4mm thick.  
The remaining space inside the FIG was used for the coil. The coil was wound on a 
specially designed and manufactured bobbin. The bobbins were manufactured out of 
aluminum using a computer-controlled mill. A sidewall thickness of 300!m was 
achieved. Of course, the sidewall thickness adds to the coil/magnet gap and should be 
minimized. The aluminum bobbins were unfortunately found to produce an unwanted 
side effect. Micro-scale topology left on the surface by the milling process penetrated the 
enamel of the wire during coil winding and produced shorting between the coil and the 
generator body with impedances ranging from several tens of MOhms to, in some cases, 
tens of Ohms. This issue was resolved in two ways.  The first was to coat the bobbin with 
a 2-3!m layer of paralyne. This was the preferred solution and resulted in usable devices 
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however it was slower and more expensive. For this reason future bobbins were milled 
out of polyvinyl chloride (PVC). While the same sidewall of 300!m was achieved using 
the milling process, the manufacturing was quite complicated and less reproducible. In 
addition, as the thickness of the sidewall decreased, the PVC would in some instances 
warp. This is one of the reasons why the bobbin inner diameter was ultimately increased 
from 5.11mm to 5.54mm so that this warping did not affect the magnet motion. Figure 
3-12a shows one of the bobbins as well as a completed coil.  
! !
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Figure 3-12. a) FIG coil bobbin and finished coil. b) Coil assembled inside FIG.  
The coil and bobbin are aligned and fixed inside the FIG using a single 000-120 screw 
in the center. The clearance for this screw as well as the tap on the FIG casing has to be 
controlled precisely for proper alignment. While seemingly trivial, because of the double 
sided processing of both the casing and the bobbin, making these holes centered is not 
easy. The achieved alignment was +/-50!m. A picture of the assembled 
bobbin/coil/casing is shown in Figure 3-12b.  
3.5.2 SPRING ASSEMBLY  
In order to center the magnet with respect to the FIG spring a specialized alignment jig 
is used, Figure 3-13a. One of the main challenges associated with the new configuration 
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was eliminating interactions between the power generation magnets and the latching 
mechanism. Because the magnet is now poled in the direction of the device movement 
(as opposed to perpendicular in Gen 1/2), it produces a force influencing the latching. For 
the 2.4mm thick magnets it was found that a spacer of 2mm was needed in order to 
minimize this interaction. The assembled FIG spring is shown in Figure 3-13b. Due to the 
spacer, the exact optimal coil/magnet spacing could not be achieved in the given casing 
while still providing a coil with a significant number of windings. The magnet rests 1mm 
below where it would optimally be positioned. To study the importance of the position, 
two coil topologies were manufactured: one that is 3mm tall and one that is 6mm tall. 
Figure 3-14 shows a photograph of the different FIGs newly developed for the optimized 












Figure 3-14. Newly designed FIGs for Gen 2.5 compared with layout of Gen2.  
3.6 GEN 2.5 TESTING AND RESULTS 
Testing of the optimized Gen 2.5 generator was carried out in a similar manner to the 
previous design. First the FIGs were individually characterized. Their impulse response 
(open and closed circuit) was recorded and analyzed offline to determine the achieved 
damping coefficients. After this initial testing was complete, the PFIG was assembled and 
tested on the electrodynamic shaker using sinusoidal excitation with varying amplitudes 
and frequency. In summary, there are two types of FIG springs designed for the Gen 2 
and 2.5 devices (ST1 & ST2), as well as two new FIG compartments carrying coils with 
different characteristics (CT1 & CT2). Table 3-4 contains a complete summary outlining 
the different configurations of the devices, test results from FIG characterization, as well 
as information about the complete PFIG geometry and parameters.  
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A direct comparison between CT1 and CT2 reveals that regardless of which spring 
was used, the electrical quality factor was lower (i.e. higher damping, better 
electromechanical coupling) for CT1 than for CT2. This result is consistent with the 
electromagnetic optimization simulations discussed in Section 3.4, which revealed the 
great importance of the relative positioning between the coil and magnet. While CT1 is 
likely not optimal due to the geometric constraints, it performs much better than CT2. 
This is not intuitive because CT2 has more coil windings, has a larger length, width, and 
volume. CT1 also has a smaller air gap, which while advantageous for the impulse 
response tests, became detrimental with the larger deflections during PFIG operation, and 
the result was to have friction once again between the magnet and the bobbin sidewall.  
The second noteworthy result is that ST1 has a lower quality factor than ST2 
regardless of coil type. The reason for this is covered in more detail in Appendix 1, 
however the basic principle is that for a given magnetic latching force (and by extension 
for a given minimum vibration acceleration), the spring constant should be as small as 
possible while not violating the gap constraint between the inertial mass and the FIG. 
This allows for the deflection at the instant the inertial mass unlatches to be maximized. 
A larger deflection in turn has been shown to produce higher electromechanical coupling 
because it directly translates to increased flux density variation.  
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Figure 3-15. Simulated (left side) and experimental (right side) voltage waveforms of from the FIGs 
showing the PFIG operation from 1g acceleration at 10Hz using CT1/ST2.  a) A two second voltage trace. 
b) Close-up of the simulated and measured voltage waveforms. C) A simulation showing the FIG and 
inertial mass motion during operation. The complex interaction that occurs during latching/release causes 
asymmetry of the voltage waveforms during operation.  
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The Gen 2.5 PFIG is tested with a sinusoidal excitation of 1g at the minimum 
frequency possible using the Unholtz-Dickie equipment. Having been configured using 
ST2/CT1, Figure 3-15a-b show voltage waveforms from the top and bottom FIGs. On the 
left side of the figure, simulation results are shown for a similarly configured device 
using extracted damping parameters from Table 3-4. On the right side, are the measured 
waveforms recorded during testing. Figure 3-15b is a zoomed-in view of the waveforms 
in Figure 3-15a. The simulation results track the experimental performance quite closely. 
One can see that the decaying oscillations for both the experimental and measured 
waveforms reach a max/min of +/-100mVppk. Of course, the measured waveforms have 
voltage spikes each time the inertial mass latches and makes contact, as well as some 
ringing. The reason for this can be seen in Table 3-4, which shows drawings of the 
assembled FIG springs. The actuation magnet actually sits above the FIG spring and 
above the mechanical stopper (see Figure 3-1a). This means that as the inertial mass 
makes contact it can rapidly compress the FIG spring and suddenly stop when it reaches 
the mechanical stopper. As the inertial mass stops, the FIG can separate, provided the 
right conditions, and this results in the ringing in the waveform. The complete effects of 
the mechanical stopper, as well as the ability to separate into three degrees of freedom 
after reaching it, are not modeled accurately in the simulations. All of these complex 
interactions are approximated using an inelastic collision as was discussed in Chapter 2. 
Nonetheless, these effects are secondary as far as the system is concerned. 
The voltage traces Figure 3-15a-b show that the FIGs are not working symmetrically. 
Heavy mechanical damping in FIG1 causes the large asymmetry in the measured results. 
This is likely caused by friction between the magnet and the inner sidewall of the coil 
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bobbin. However, one can see asymmetry between the overall waveforms both from the 
measured results and the simulations. The reason for this non-symmetric behavior is 
explained by Figure 3-15c, which shows a simulation of the FIG and inertial mass 
movement during operation. The middle curve represents the inertial mass. You can see 
that the release point is heavily depended on the overall system dynamics, the magnetic 
interaction near the point of release, as well as immediately after. So the gap at which the 
normal force on the FIG becomes zero will vary each cycle and the FIGs will operate 






Figure 3-16. Measured frequency response of the PFIG generator at three different acceleration levels for 
a) CT1/ST1, b) CT1/ST2, c) CT2/ST1, and c) CT2/ST2.  
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The performance of the PFIG, configured using the various spring and coils types was 
evaluated over a range of frequencies and accelerations. The minimum acceleration of the 
PFIG is 1g and the maximum acceleration of the shaker table is 2g. The frequency of the 
vibration is changed from 10Hz up to when the PFIG ceased to operate as a parametric 
generator. The maximum average power that could be generated from a 1g vibration at 
10Hz was 13.6!W. This is a 2x improvement over the Gen 2 device discussed earlier in 
the chapter. Additionally, because of an improved gap, alignment, and assembly the 
dynamics of the PFIG have been improved to the point where it is able to function over a 
range of 60Hz. Defining bandwidth as the -3dB reduction in power, if the center 
frequency were considered to be 10Hz, the device shown in Figure 3-16b can be 
considered to have a bandwidth of 55Hz. As expected, the devices utilizing coil type 1 
outperform both of the devices utilizing coil type 2 as can be seen comparing Figure 
3-16a-b with Figure 3-16c-d. The interesting result is that the device using spring type 2 
in Figure 3-16b performs better than the device using spring type 1 shown in Figure 
3-16a.  
!
Figure 3-17. Measured frequency response of the PFIG generator for all four configurations, compared 
at the same acceleration level of 1g. 
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Figure 3-17 shows a direct comparison between the measured responses of all 4 
configurations. Looking at the CT2 plots we can see that ST1 outperforms ST2 as would 
be expected. The reason this does not happen with the devices using CT1 is that one of 
them is not functioning correctly. Although both device using CT1 have large mechanical 
damping due to friction, as was shown in Figure 3-15, the effect is particularly bad in the 
CT1/ST1 device. In fact, 72% of the power shown in Figure 3-17 is generated by only 
one FIG. ST1 is particularly susceptible to these problems because those springs are 
thinner and have more closely aligned resonant modes. Torsional motion can be induced 
very easily. Combining the effects of 1) misplacement of the actuation magnet, which can 
causing latching/release forces out of axis, and 2) the large eccentric mass that the spring 
assembly supports (power generation magnet), it is easy to see why this happens. An 
additional complication with the ST1 devices is that they have a larger inertial mass/FIG 
gap (gapT,B). A side effect of the lower spring constant is that a larger gapT,B had to be 
used for this particular design. As already discussed there is interaction between the 
power generation magnet with the latching mechanism, and because of the more 
compliant design, the minimum acceleration needed for operation with ST1 changed. A 
larger gap allowed testing at 1g for direct comparison. The gap can only be tuned with 
large granularity, since it involves changing physical spacers in the inertial mass 
assembly. Thus it is larger than it needs to be and it contributes to altering the dynamics 
of the entire system.  
3.7 DISCUSSION 
The performance of the Gen 2 and Gen 2.5 devices exceeds in many respects the state 
of the art in vibration scavenging technology. However, clearly a number of 
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improvements can be made to future designs of the PFIG architecture. A number of these 
optimizations are discussed in this section.  
! !
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Figure 3-18. a) PFIG cutaway showing the placement of the components, including the inertial mass. 
Because of its eccentric center mass placement, torsion is easily induced in the suspension, causing 
friction against the casing sidewall. b) Photo of the inertial mass assembly.  
3.7.1 STRUCTURAL IMPROVEMENTS 
There are a number of structural improvements that can be made to the PFIG 
architecture in order to improve the system dynamics, and produce higher output power. 
A significant amount of energy is being lost to frictional damping. This energy loss both 
alters the system dynamics and also, when it happens within the FIG, is a direct loss 
mechanism of the electrical to mechanical conversion mechanism. Figure 3-18a shows a 
cross-section of the Gen 2 device. One can see the inertial mass is split into two sections 
with the spring placed in the middle. This design is quite susceptible to torsional motion 
being induced in the very thin spring supports; complicated by the fact that the PFIG is 
tested in the horizontal direction (on its side). A photograph of the inertial mass assembly 
is shown in Figure 3-18b, which shows the scale of the components.  
The same issue is present in the design of the FIG spring assembly. The magnet is 
positioned a certain distance away from the spring. This eccentric mass predisposes the 
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FIG springs to out-of-axis bending motion. This can happen if the applied force is not 
exactly centered, which in this design is certainly the case, due to the variability in the 
motion of the inertial mass as well as possible misalignment in the latching magnet 
placement.  
A related issue is the alignment and placement of the FIG spring relative to the coil 
and other FIG components. In the current design the spring rests on the top of the FIG 
casing, however the bolts that clamp it down are on the bottom. This makes alignment of 
the spring relative to the coil quite complicated. Originally it was thought that the 
alignment could simply be performed using the clearance holes for the bolts, with the 
bolts acting like alignment pins, however the tolerances of the various components 
(especially the ones manufactured by non-lithographical means) made the resolution of 
this alignment scheme very poor.   
These structural issues, although unfortunate, can easily be remedied in the future. 
Suspending the inertial mass and the FIG magnet from both sides will greatly reduce out-
of-axis and bending motion. Alignment of the FIG components can also be improved 
quite trivially, by simply having the clamping mechanism on the top, such that alignment 
and clamping can be performed together.  
3.7.2 IMPROVED POWER CONVERSION AND EFFICIENCY 
The improvements in the electromagnetic conversion system of the Gen 2.5 system led 
to an improvement in the damping constant by about 17%. If the geometric limitations 
were not present, and the same FIG case was not reused, perhaps this could have led to a 
50-100% improvement. Even a factor of two improvement means going from !e of 0.005 
to 0.01. However, even this damping ratio is too low and does not allow the energy to be 
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converted efficiently. A simulation showing average power as the damping ratio is 
increased (1g acceleration at 10Hz), is shown in Figure 3-19. There is a significant 
amount of variability in the simulation because the number of latching cycles is limited to 
10 per !e simulation point in order to save computation time. However, the trend is clear; 
increasing !e improves the power output. Because of the non-resonant operation, as well 
as the transfer of energy from the inertial mass to the FIG, the PFIG is not limited in 
terms of !e in the same way that a resonant generator is. In fact, the mechanical parasitics 
should be reduced to an absolute minimum, while !e is increased as much as possible. Of 
course there are limits on this and they will be discussed in the remainder of the section. 
Nonetheless, it is highly unlikely that the !e limitation can be met, especially in a 
confined volume.  
!
Figure 3-19. Simulation showing average power vs. electrical damping ratio of the FIG.  
Increasing !e is not a trivial proposition. More complicated magnetic circuits will have 
to be developed which confine and route the flux [44, 123] as opposed to letting it spread 
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out, as is the case for the PFIG implementations of this chapter. In order to further 
improve the damping ratio, solutions such as combining transduction mechanisms can 
also be explored.  
3.7.3 MINIMUM ACCELERATION AND BANDWIDTH CONSIDERATIONS 
The PFIG generator undergoes several distinct modes of operation as shown in Figure 
3-20. As the frequency is increased the generator transitions from a velocity limited 
region, to one where its operation is limited by the physical constraints of the design 
(gapT,B) as well as the latching force, and finally to a cutoff region where the system is 
too slow to respond to the incoming vibrations. These regions are highlighted in Figure 
3-20 and can be identified in both the simulated response curve as well as the measured 
data. Additionally, the average release gap, or the distance the FIG is actuated before it 
detaches from the inertial mass is also shown. This is an average over the entire data set 
of a particular frequency, because variations will occur due to the dynamic behavior of 
the system. In the velocity limited region, the system response is dictated by the 
increasing frequency (and hence velocity). As the frequency goes up, little by little the 
inertia of the FIG increases and counteracts the spring force to push the release gap 
further and further up. The first resonant peak amplifies this effect by providing more and 
more energy for the system. The first resonant peak is determined by the inertial 
mass/suspension natural frequency. Past this first resonance, the effect of the FIG inertia, 
pushing the release distance higher and higher, saturates, and the unlatching point 
becomes limited by the FIG spring force exceeding the magnetic latching force. The 
average power drop is a result of the inertial mass not being able to track the vibration. 
This means that rather than actuating each FIG once per period, this number becomes 
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lower; its value varies depending on the transient dynamics of the system. The onset of 
the final phase is governed by the natural frequency of the combined FIG/inertial mass 
resonator, fnc, which is approximately 45Hz for the system in Figure 3-20. The force 
transmissibility [125] quickly starts to decrease, and eventually the deflection makes it so 
the normal force cannot reach zero. Another possible outcome is that the inertial mass 
releases the FIG, but it can never deflect enough to latch on again.  
!
Figure 3-20. Frequency response comparison simulated system (dotted lines) and the performance of 
CT1/ST2 at 1g. Plot also shows the release distance as a function of frequency.  
Optimizing the PFIG system to meet certain technical specifications becomes very 
challenging because of the many parameters and the dynamics of the system, and can 
only be performed using numerical optimization techniques. In most realistic applications 
the technical specifications are clear: extremely small accelerations with the highest 
possible bandwidth. However, meeting both of these requirements is mutually exclusive 
in more ways than one. For a given latching force, to achieve operation at a low 
acceleration requires a larger inertial mass. A larger inertial mass, on the other hand 
decreases fnc and decreases the bandwidth. To counteract this, one might increase the 
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inertial mass spring constant, or FIG spring constant, however doing either of those will 
result in a smaller release distance and lower power output.  
!
Figure 3-21. Simulation showing average power vs. electrical damping ratio of the FIG.  
The one sure way of increasing the bandwidth and the power generation of the PFIG is 
to increase the electrical damping. Figure 3-21 shows a simulation demonstrating this. Of 
course, this is, for lack of a better term, “cheating.” The bandwidth of the PFIG is not 
increasing; the mechanical performance remains the same. However, the amount of 
energy coupled into the FIGs largely goes to waste at higher frequencies, because before 
the oscillation of the FIG can decay, the inertial mass latches on again. By increasing the 
electromechanical coupling, more of the energy can be converted before the next cycle. 
Even though the FIG does not actuate every cycle at higher frequency, there are enough 
latching events to keep pushing the power output higher. Once again this evidence 




Table 3-5: Summary of generated power by Gen 2.5 PFIGs at 10Hz 
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3.8 GEN 2-2.5 PERFORMANCE 
The power output of the Gen 2.5 device is summarized in Table 3-5. Due to the nature 
in which the PFIG operates, producing decaying oscillations, this chapter has mainly 
dealt with average power over large samples of collected data, in most cases over 5 
seconds. However, the peak power levels generated during operation are also important 
and are included in the table. Most authors benchmark their device’s peak power 
generating capability. That makes sense if the devices were operating resonantly and 
producing symmetric periodic output voltage waveforms. Then, the peak power is close 
enough to the RMS power, and this benchmarking is appropriate. In many other cases, 
including the PFIG, it would be more appropriate to use average power, or perhaps even 






Figure 3-22. a) Volume Figure of Merit (FoMv) comparison of the PFIG generator to the state-of-the-art 
in vibration scavengers. b) Bandwidth Figure of Merit (FoMBW) comparison of the PFIG generator to 
the state-of-the-art in vibration scavengers. 
The Gen 2/2.5 generator is benchmarked to the state-of-the-art in vibration scavengers 
using its average power performance. The Volume Figure of Merit (FoMv), Eq. (1.34), is 
computed for a few of the recorded operation frequencies and it is shown in Figure 3-22a. 
The PFIG generator constituted a significant improvement in efficiency for low-
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frequency (<20Hz) scavengers. The FoMv metric compares the power output to that of an 
idealized vibration generator, of the same volume, working under the same conditions. 
The large operating range of the PFIG is unprecedented. This is not an aspect which is 
illuminated by the FoMv plot. For this reason the Bandwidth Figure of Merit (FoMBW), 
Eq. (1.35) is computed and plotted along with the state-of-the-art in Figure 3-22. This 
metric is simply the FoMv multiplied by the 3db bandwidth as a fraction of the center 
frequency. This figure better captures the performance aspects of the PFIG as it takes into 
account its bandwidth. The center frequency used for the calculations is the main 
frequency of interest, which in this case is the lowest frequency at which the PFIG can 
operate. It should be noted that bandwidth data is not readily available in publications. As 
discussed in Chapter 1, for many of the published works, the bandwidth of the generator 
was estimated from publication figures and other data, in each case giving significant 
benefit of the doubt to the device in question. This metric is very nice because it 
normalizes to the center frequency of operation. Of course, the higher the center 
frequency, the easier it is to make large bandwidth adjustments with small parameter 
variation. Achieving a wide bandwidth at lower frequencies is much more challenging. 
The Gen 2/2.5 PFIG has the best FoMBW of all vibration harvesters published to date, 
except for one that uses active frequency tuning.  
3.9 CONCLUSION 
This chapter reported on the design, fabrication, and testing, of the first miniature 
PFIG power scavenger. This generator is ideal for operation in environments with low 
frequency, large displacement vibrations. The design of the PFIG was discussed in detail. 
After an initial prototype was developed, a number of improvements were made, most 
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notably in the electromagnetic transduction topology. A discussion regarding the 
optimization of the coil/magnet arrangement was carried out. Based on the initial 
prototype, and incorporating the improved FIG topology, four new generators were built 
and tested. These four PFIGs had different configurations, and the merits of each was 
compared and discussed. The average power that could be generated from an input 
acceleration of 1g applied at 10Hz was 13.6!W. The device is able to operate over a 
large frequency range and has a 3db bandwidth of 55Hz. A Volume Figure of Merit of 
0.068% is achieved at 10Hz, and a Bandwidth Figure of Merit of 0.375% with a center 
frequency of 10Hz. These results set the state-of-the-art in the field when considering 
very low (<20Hz) vibration scavengers. In fact, the Volume Figure of Merit achieved is 
an order of magnitude higher than any other published result for a miniature self-
contained generator, and the bandwidth performance is one of the best ever reported. The 
measured results were compared with the dynamic computer modeling of the PFIG 
system, and shown to have high agreement. A number of future possible improvements 
were identified. Two important categories exist: 1) a number of structural changes for 
better mechanical design have been suggested, and 2) a significant improvement in the 
electromechanical transduction system is needed in order to achieve electromechanical 
coupling that is at least an order of magnitude better.  
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Chapter 4  
 
PIEZOELECTRIC PFIG 
Up to this point the PFIG devices were all implemented utilizing electromagnetic 
transduction. In many ways, the PFIG type of vibration generator is ideal for 
piezoelectric materials because of its fixed and limited internal displacements. Typically 
piezoelectric materials are brittle ceramics that cannot withstand large deflections. In 
addition, it became apparent in Chapter 3 that higher electrical damping needs to be 
achieved to increase efficiency. One potential way of achieving better electromechanical 
coupling in a confined area is by using piezoelectric materials. This type of transducer 
can easily be integrated with an electromagnetic one, providing an even higher damping 
force. This chapter presents the design, fabrication, and testing of a piezoelectric PFIG. 
The design of such a transducer is explored, and a new PFIG is fabricated and tested.  
4.1 PIEZOELECTRIC PFIG DESIGN 
The goal of this study is to demonstrate the feasibility of implementing a PFIG device 
while using piezoelectric transduction. For this reason, the system level configuration that 
was designed for the electromagnetic Gen 2 and 2.5 devices is reused and modified as 
needed to accommodate the Gen 3 piezoelectric components. Figure 4-1 shows a 
rendering of the Gen 3 PFIG. It can be seen that the majority of the hardware is reused 
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from before, including the inertial mass, the associated suspension, and the outer casing 
for the generator. Only the FIGs are changed. The piezoelectric FIG is designed as a 
clamped-clamped bimorph beam operating in the 31-mode. While piezoelectric materials 
typically offer higher coupling coefficients in the 33-mode, where displacement is coaxial 
to the electric field, the 33-mode operation results in small deflections and very high 
resonance frequencies because piezoelectrics are very hard materials. For this reason 
most piezoelectric generators operate in the 31-mode where the displacement and the 
electric field are perpendicular to each other. This mode of operation offers weaker 
coupling coefficients: however, larger strains can be achieved with a weaker force 
because of the more compliant configuration. The piezoelectric material is typically used 
in conjunction with a leveraging mechanism, such as a cantilever beam, which can turn 
large deflections at its tip into high strains along the surface (maximum at the base).  
!
Figure 4-1. Rendering of the piezoelectric PFIG, showing the layout and the different components.  
 
 
The piezoelectric FIG is designed as a clamped-clamped beam rather than being free 
in the middle, in order to keep the orientation of the latching magnet rigid. That way the 
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connection between the inertial mass and the FIG is reliable. The configuration of the 
device can be seen in Figure 4-2. Clamping the beam on both ends makes it even more 
challenging to generate compliant structures out of ceramic piezoelectric materials. Since 
the spring constant is inversely proportional to the cube of the length of the structure, 
lengthening the beam is the single best way to reduce the stiffness. The challenge of 
creating a long beam within the confined generator area, previously defined in the Gen 2 
implementation, is solved using a spiral geometry. This way long beams can be generated 
within a small footprint.  
!
Figure 4-2. !"#$%&'()*+,**(-'.)',"#+"/+'0%+&,%1"%*%$'.,$+23456+ 
4.1.1 FIG DESIGN AND OPTIMIZATION 
For the purposes of this study a readily available commercial lead zirconate titanate 
(PZT) bimorph is selected. The bimorph is made by Piezo Systems and it consists of two 
PZT-5A4E sheets bonded above and below a brass shim. Using thin film piezoelectric 
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material was considered because lithographically based fabrication would make the 
curved spiral shapes easier to manufacture. However, bulk PZT has markedly better 
piezoelectric properties than the best thin films reported in literature. For this reason, a 
bimorph based on bulk material was chosen.  
!
Figure 4-3. Illustration showing the FIG piezoelectric spiral parameters.  
The spiral shape that was developed can be seen in Figure 4-1 and Figure 4-3. It has 
two arms that are fixed to the base. The two arms are designed with a linearly increasing 
cross-section, widening as the arms move from the spiral toward the clamped end. This 
way the high stress concentration at the clamped end is alleviated [94]. This improves the 
reliability, and the film stress is more evenly distributed across the spiral arms, allowing 
more of the PZT material to be utilized for energy conversion. The spiral PZT bimorph is 
a complex structure to analyze analytically. In order to design the FIG spiral, coupled 
field finite element modeling is performed using ANSYS. The structure is optimized to 
fit within the existing generator dimensions while generating the maximum amount of 
power per maximum force that can be applied by the inertial mass. In order to keep the 
dynamics of the PFIG system similar to the Gen 2 implementations, the stiffness of the 
PZT spiral should be in the range of 400-500N/m.  
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Figure 4-4.  Simulated (ANSYS™) behavior of the PZT spiral FIG generator as a function of beam 
width, gap between the spirals, and arm theta (!). Right axis is used to show spring constant variation 
and left axis shows the predicted output power. 
The influence of a number of geometric properties is investigated using FEM 
simulations. Those include the width, w, the arm length, la, the thickness of the PZT 
layers, tp, the number of turns, n, the gap between adjacent spiral turns, gs, and the 
electrode placement, le. An illustration of the geometry of the piezoelectric spiral is 
shown in Figure 4-3, which shows the various parameters. A fixed force in the center, 
mimicking the one applied by the inertial mass, is used to simulate FIG actuation. In 
these simulations all but one of the variables are held at a constant baseline while the 
influence of the variable under study is determined. In Figure 4-4, the influences of the 
spiral gap, gs, and beam width, w, are shown. The solid red curves go with the power axis 
on the right hand side, and the dotted blue curves go with the spring constant axis on the 
left hand side. As the gap increases, the spring constant naturally decreases, because the 
overall spiral length increases (the number of turns is kept fixed). The power is shown to 
decrease with an increasing gap. The more compliant structure produces less stress in the 
arms where the electrodes are located, resulting in less charge. While deflection for a 
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constant force increases, most of the deflection occurs in the middle spiral area. The 
width, on the other hand, has a more complex effect. When the width is increased, the 
spring constant of the structure initially increases. The reason for this is that spring 
constant is linearly proportional to width for this particular type of bending moment. 
However, the spring constant plateaus with further increases to the width because the 
overall structure tends to become larger. The larger structure means the beams are longer, 
which counteracts the influence of the increased width. A wide range of values was 
studied; therefore one can observe that the compliance in the structure initially generated 
very low stress. Consequently, the stiffness and the power increased hand in hand in this 
regime. However, an optimum point exists, because the increasing spring constant 
ultimately limits the beam deflection. Therefore, further increases in stress are prevented, 
and the power begins to drop. The widening of the arm cross-section is modeled by !, 
the angle made by the spiral arm with its centerline. In all cases the power drops as ! 
increases because of a reduction in the maximum stress in the beam.  
!
Figure 4-5. Simulated (ANSYS™) behavior of the PZT spiral FIG generator as a function of the PZT 
layer thickness. Right axis is used to show spring constant variation and left axis shows the output power 
 
 131 
The thickness, tp, of the PZT layer is a very important parameter and its influence is 
shown in Figure 4-5. One can see that an optimal thickness exists, once again caused by 
the interplay between the spring constant, the stress, and the deflection. When the 
structure is very compliant increasing the thickness helps to increase the power output by 
contributing to higher stress. However, this effect is eventually counteracted by the 
decreased deflection. Figure 4-6 shows the stress distribution along the two arms of the 
spiral as the cross section is changed. As expected, when the arm becomes gradually 
wider from center to base, the stress distribution becomes more uniform, making the FIG 
more reliable. The reliability in the arm is important, because the FIG is expected to have 
large deflections during operation, and alleviating the stress concentration at the base will 
help with the longevity of the device.  
!
Figure 4-6. Simulated (ANSYS™) stress on the clamped ends of the PZT spiral FIG as a function of the 
distance from the clamp. A theta (!) of 1 is incorporated into the final design to reduce stress and to 
improve reliability. 
A very important issue that needs to be considered when dealing with a spiral design is 
the stress/strain distribution within the structure. Figure 4-7a shows the simulated stress 
distribution within the PZT spiral, and Figure 4-7b shows the expected vertical strain 
distribution. It is apparent from the figure that the strain changes from positive to 
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negative at different locations along the structure. This can be explained by considering 
how a spiral structure will deflect. As the spiral moves the center region will act as a 
fixed support inducing bending in the arm. Additionally, there will be a torsional motion 
associated with the vertical deflection. The negative and positive strain values produce 
both negative and positive potentials along the surface of the structure. If an electrode 
were placed from the support all the way to the center in order to collect charge, this 
would lead to a charge cancelation, or averaging. That would ultimately reduce the power 
generated by the FIG. Due to the symmetric distribution of the negative and positive 
strain, conceivably electrodes could be patterned throughout the spiral to collect the 
entire negative charge in one location and the positive charge in a different location. Such 
an electrode placement scheme would complicate the fabrication and alignment process 
for benefits that are not necessarily justified. Most of the charge that is generated will 
occur at the base and along the long arm. For this reason an electrode was only placed 
along the straight arm such that la=le.  
!
Figure 4-7.  Simulated (ANSYS™) z-axis component of strain as the piezoelectric spiral deflects due to 
a force applied at the center. 
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Taking into account the modeling results, and making adjustments in order to fit the 
required area, the final spiral design has two turns, w=300!m and a gap of gs=250!m. 
The gap is dictated by fabrication considerations, in that sufficient space needs to be left 
to machine the structure. In order to keep stress linear, and for structural rigidity reasons, 
the arm length is set to 5mm and a moderate tapper is added, where !=1.5°.  
4.2 DEVICE FABRICATION AND ASSEMBLY 
Since most of the PFIG components are exactly the same as the Gen 2 design their 
detailed fabrication will not be covered in this section. Rather, the manufacturing of the 
FIGs will be discussed. As was shown in Figure 4-5, the optimal thickness of the PZT 
layer for these FIGs is 40!m. In order to thin down the 130!m original PZT layer 
thickness, a lapping tool is used. The piezoelectric material is diced into squares that can 
fit within the PFIG enclosure. These samples are adhered to a metal disk using hot wax. 
This disk is then placed directly on the grinding tool. A 3!m diamond slurry is used for 
lapping. There are a few points of emphasis regarding this process. The first is that during 
the wax-based mounting, the PZT pieces have to be weighed down while the wax 
solidifies. If the surface of the PZT is not parallel to the surface of the metal disk the 
lapping can be very non-uniform. Other mounting options were also explored, including 
first bonding the PZT sample on a wafer using photoresist, and then mounting the wafer 
on the retention jig. However, photoresist, using various recipes, was found to have 
inadequate strength to retain the sample on the jig during the lapping process. The second 
point of emphasis is that regardless of the uniformity of the bond, the PZT sample will 
typically still be ground down non-uniformly. The retention jig is much larger, intended 
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for silicon wafers, and it cannot distribute the force well over the small piece in the 
center. Many alternatives have been explored including lapping bigger pieces, multiple 
pieces, etc. While this process is not controllable to the desired degree, it was the only 
best one available at the time of fabrication.  
After the lapping process is complete the samples need to be thoroughly cleaned. They 
are first wiped using IPA while the wax, which is heated to release the sample, is still 
liquid. After removing them from the retention jig, they are soaked in acetone and in IPA 
for several hours in each. The PZT samples are finally rinsed in DI water and dehydrated 
on a hot plate. Next, metal has to be deposited for the electrodes. Metals do not adhere 
well to PZT. It was found that a thick combination of evaporated Cr/Au 500/5000Å 
would provide sufficient strength and adhesion.  
The piezoelectric bimorph is then machined using a Ti-Sapphire femto-second laser in 
order to create the spiral pattern. The laser has a wavelength of 780nm, with a 150fs pulse 
duration and a 1kHz repetition rate. In order to enable complex shape patterning and 
automated machining of several samples in a serial process, the pieces are placed on a 
computer controlled XYZ-! motion stage, on which the laser beam is focused through a 
shutter. Compared to other bulk PZT substrate patterning technologies, femto-second 
laser machining provides a smaller feature size with a high aspect ratio, minimum 
undercut, and less damage to the material.  
NdFeB magnets are adhered to the spiral center using cyanoacrylate. Electrical 
connections are made to the spiral arms by first isolating a pad at the base of the beam by 
physically severing the connection to the remaining metal on the surface of the sample. 
Wires are then bonded to this pad using conductive silver epoxy. In order to isolate the 
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spiral arms and to define the metal electrode, the diagnostic laser on a Suss Microtec 
probe station is used to trim the spiral arm and sever the metal connection where needed. 
The FIGs are isolated on either side from the metal PFIG casing by placing a specially 
machined styrene spacer. Holes machined in the FIG PZT substrate are used to align the 
spiral and to clamp it along with the PFIG lid. Figure 4-8 shows photographs of the 
assembled PFIG as well as the machined PZT spiral FIGs.  
!
Figure 4-8. a) Photograph of the assembled PFIG generator. b) A photograph of a single PZT spiral 
Frequency Increased Generator (FIG). 
4.3 GEN 3 TEST RESULTS  
A summary of the fabricated devices is shown in Table 4-1. As was shown in Figure 
4-5, the thickness of the PZT layer plays an important role in terms of increasing the 
power. Two FIGs are built, one where a 40!m thickness was targeted, and one with a full 
thickness bimorph in order to have a control sample. A minimum feature size of 250!m 
was expected from the fabrication and the laser ablation. In order to accommodate this 
feature size, a gap of 250!m was built into the design. The laser ablation process leaves a 
damaged area at the edge of the sample. The extent of this damaged area was not known, 
and it is important that this area not constitute a majority of the beam. Considering the 
structural integrity of the spiral, a 300!m width value was considered safe and was 
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designed into the FIG. However, it turned out that a much smaller gap could be achieved 
using the laser cutting process. In fact, the gap achieved was 50!m. This means that the 
width of the spiral beams increased by 200!m. Width measurements were taken at a few 
locations and they were in the range of 470-500!m. Unfortunately, these dimensions 
resulted in much stiffer structures for both the thick and the thin spiral PZT FIGs. The 
second fabrication related complication, which was already touched upon, was the 
uniformity of the lapping process. While a thickness of 40!m was sought for each side of 
the bimorph, the thicknesses that were achieved were in the range of 40-70!m, and they 
varied within the spiral itself. The combination of increased width and variable thickness 
contributed to a 2-3x increase in the resulting stiffness of the FIG.  
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Figure 4-9.  Measurement of optimal impedance. 
Impulse response tests were carried out in order to determine the quality factors and 
the corresponding damping ratios. First the optimal load resistance had to be found. The 
output impedance of the FIG is complex; however, a resistive load is used. The FIG is 
actuated at its resonance frequency and the input load is varied until power is maximized. 
The procedure is illustrated for the thick film layer FIG in Figure 4-9. While performing 
this measurement it is important to take into account any incident impedance, for 
example from the measurement equipment. In this case since the voltage is measured 
using an oscilloscope, the 1M! input impedance of the device has to be accounted for. 
After the optimal input impedance is determined, the impulse response tests can be 
carried out. The results are summarized in table Table 4-1. The total quality factor for the 
thick layer FIG is exactly in the range of the published maximum quality factor for this 
material. When the PZT layer is thinned down for the other FIG variant, the quality factor 
increases slightly because there is less PZT material to cause friction and damping. The 
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measured electrical quality factors for both versions of the spiral FIG are very high. This 
is partly caused by the fabrication related changes to the design. The electrical quality 
factor for the thinned down FIG was expected to be lower than the bulk one: however, 
this is not the case. The reasons for this observation are explored in the discussion 
section. 
!
Figure 4-10. Frequency response of the Gen 3 PFIG generator at different vibration amplitudes.  
The PFIG was assembled and the frequency response of the device to accelerations of 
both 1g and 2g were determined. The measurements are shown in Figure 4-10. The full 
thickness FIGs generated 3.25!W of average power when actuated at 1g with a 
frequency of 10Hz. The thinned down samples produced 2.44!W from the same input. 
As mentioned previously, the underperformance of the thin FIGs was unexpected and 
possible causes will be suggested in the discussion section. If the frequency response 
characteristics of the Gen 3 PFIG were compared with those of the Gen 2 device, one 
would quickly notice key differences. The middle operational band that occurs after the 
combined FIG/inertial mass resonance is exceeded, which was referred to as the “force 
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limited region” in the previous chapter, is not present. The dynamics of the Gen 3 device 
are altered because of the increased stiffness of the FIGs. This can be seen in the voltage 
waveforms shown in Figure 4-11. First there is an uncharacteristically large peak each 
time the inertial mass makes contact with the FIG. Because of the high stiffness the 
impact of the inertial mass is more pronounced, and the device does not move 
immediately. Instead, the inertial mass ricochets and causes the ringing seen in the plot. 
In fact, looking closely at the plot corresponding to FIG 2 in Figure 4-11, one can see that 
the inertial mass essentially bounces off the FIG, and that there is a secondary latching 
even when it comes back down. Secondly, the inertial mass does not actuate the devices 
well, as seen by the big discrepancy in the voltage between the initial spike and that 
where the inertial mass unlatches from the FIG. Most of these effects are a result of the 
increased spring constants of the FIGs. The FIG dynamics are altered in such a way that 
essentially the inertial mass is just impacting the FIGs and most of the energy is 
generated in the initial spike. The modified dynamics mean that the PFIG is highly 
influenced by the inertial mass/spring system, and so the frequency at which the output 
power begins to decrease is logically coincident with the natural frequency of that 
resonator. With an increase in acceleration, there is more velocity and the inertial mass 
can surmount the gap even at higher frequencies, so when tested at 2g, the cut-off 




Figure 4-11. Oscilloscope trace showing the parametric generator operation (1g at 10 Hz) as the inertial 
mass moves from FIG to FIG and actuates each successively. Out of 4 electrode pairs (two on each 
spiral FIG), only 2 are plotted. 
4.4 DISCUSSION 
The challenges that arose with this third implementation of the PFIG generator were 
mainly related to issues caused by the fabrication process. This led to the dimensions and 
properties of the FIGs to be significantly different from their designed values. 
Additionally, it was expected that thinning down the PZT FIGs could increase the 
generated power significantly. However, in this first attempt the FIGs containing the 
thinned bimorphs produced less power. This is also likely to be due to the fabrication 
process. Unexpected effects such as micro-cracks could have developed during lapping, 
the surface could be rough and there may be consequently poor electrical contact, and/or 
excessive heating during laser machining could be causing degradation of the material 
properties. These possible reasons for underperformance were investigated using in-depth 
structural characterization of the samples through scanning electron microscopy and x-
ray diffraction studies.  
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4.4.1 SURFACE QUALITY OF THE PZT BIMORPHS  
During the testing of some of the thinned down FIGs, some erratic electrical behavior 
was noticed. This was especially noticeable when sweeping the impedance to find the 
optimal load. Instead of obtaining a smooth curve some dips were observed. These 
electrical problems point to problems along the surface of the PZT, where roughness and 
cracks could lead to instable electrical contacts. It was further important to study the 





Figure 4-12.  SEMs of the PZT FIGs. a-b) show the full thickness spiral and associated close-up showing 
the granularity in the material. c-d) show SEMs of the thinned spiral and associated close-up. The lapping 




First the surface is examined visually. Scanning electron micrographs are taken of 
both the full thickness spiral and the thinned spiral. The results are shown in Figure 4-12. 
The top two SEMs, a and b, show the surface of the full thickness bimorph. No 
significant damage is seen from the laser machining. The surface is quite granular which 
explains the poor maximum quality factor. The bottom two SEMs, c and d, show the 
surface of a thinned spiral. One can see that the lapping process smoothes the surface 
quite a bit. If anything, this should be beneficial to metal uniformity during deposition, 
better conformity, and improved electrical contact. In Figure 4-12c what appears to be 
damage from the laser machining is actually metal that has been melted and re-deposited.  
The surface quality was verified to be appropriate through the visual inspection. Next, 
x-ray diffraction studies were carried out on the PZT substrates pre- and post-processing, 
in order to understand the crystalline quality of the substrates, and the effect of 
processing on them. A wide-range theta-2theta scan was used, in order to observe all 
relevant peaks. While the scan was carried out in the range theta=0-120°. The figures 
included plot the scan in the 20-80° range, because no peak above the noise level was 
observed in the outer ends of the scan window.  
Figure 4-13a shows that the bulk PZT substrate that is used for the Gen 3 device is 
polycrystalline, with no preferential orientation. The x-ray diffraction pattern of the bare 
substrate shows multiple peaks belonging to the PZT crystal, and confirms the 
polycrystalline structure. All of the observed peaks were of the perovskite phase, which 
lacks centrosymmetry. The perovskite phase is the desired structure for this design 
because it is the optimal phase that possesses piezoelectric properties. Undesirable 
(centrosymmetric, nonfunctional) phases of PZT were not observed in the structural 
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characterization. The x-ray diffraction scans were repeated after each step of the process 
and are shown in Figure 4-13b-d. Lapping, patterning, and metallization of the PZT 
substrates were found to have no deleterious effects on the structural characteristics. Each 
plane still yielded the same diffraction peak at a similar intensity as pre-processing. The 
structure was unharmed by the elevated temperature during laser machining and the 
physical abrasion applied during processing. Additionally, the electrodes, both sputtered 
and evaporated, yielded a single peak, denoting that a well-formed metal was deposited 





Figure 4-13. X-ray diffraction studies of the pzt bimorph along different points in the process including a) 





Figure 4-14. Modified lapping process where PZT sample is placed within a silicon cavity and lapped 
until the two surfaces are even. The silicon acts as a mask protecting the PZT from non-uniformity.  
4.4.2 FABRICATION PROCESS EHANCEMENT 
Since no materials related problem was discovered during the investigation, the 
underperformance of the thinned spirals is likely related to a processing issue. One of the 
likely scenarios is that the non-uniform lapping of the PZT is causing the stress gradients 
within the bending bimorph to shift both through the thickness and along the lateral 
directions as well. The biaxial stress gradients can cause averaging of the charge to take 
place, which would reduce the output voltage.  
In order to improve the uniformity of the lapping process, a modified methodology 
can be used. One alternative is to create a lapping ‘mask.’ The approach is illustrated in 
Figure 4-14. A cavity is etched into silicon using a highly anisotropic etch such as DRIE. 
The PZT sample is then adhered inside the cavity. The entire structure is then lapped. 
When the PZT surface becomes even with that of the silicon wafer, the wafer will act as a 
mask, protecting the PZT from further lapping and preventing non-uniformities from 
occurring. Silicon has a much slower lapping rate than PZT. This process has already 
yielded much more uniform results. PZT samples as big as 31x63mm have been lapped 
down with a uniformity of +/-10!m. This is a significant improvement over previous 
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lapping attempts. This process uses an IPEC-472 CMP tool that has a secondary pad for 
lapping. Additionally, the change in lapping tools allows for the wafer to be adhered 
using photoresist, which is a much more uniform bond than wax.  
The elimination of the wax bonding from the process is also important on its own. 
Wax residue remaining on the FIGs after lapping and cleaning could be to blame for the 
poor metal adhesion visually observed from time to time, as well as the erratic electrical 
behavior during impedance measurements.  
The remaining fabrication related issues all had to do with a change in the geometry 
because of too high expectations regarding the minimum feature size achievable with the 
laser machining, and a very cautious design. Having now calibrated this process, and 
armed with realistic expectation for the design rules, these issues can easily be resolved.  
4.5 PERFORMANCE 
A number of challenges have been encountered during the development of the Gen 3 
piezoelectric PFIG, which while resulting in a suboptimal device, have not prevented the 
generator from exceeding the performance of previously reported efforts in the low-
frequency space. The Volume Figure of Merit and Bandwidth Figure of Merit are shown 
in Figure 4-15a-b, comparing the performance of the second and third generation PFIGs. 
The fabricated device generated a peak power of 100!W and an average power of 
3.25!W from an input acceleration of 9.8m/s2 at 10Hz. The Gen 3 PFIG operates over a 
frequency range of 20Hz. The reduced volume of the generator, enabled by the use of 









Figure 4-15. a) Volume Figure of Merit (FoMv) comparison of the PFIG generator to the state-of-the-art 
in vibration scavengers. b) Bandwidth Figure of Merit (FoMBW) comparison of the PFIG generator to 
the state-of-the-art in vibration scavengers.  
4.6 CONCLUSION 
This chapter demonstrated that the PFIG architecture could be implemented using 
piezoelectric transduction. There are a number of benefits that go along with this type of 
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implementation including a reduced volume, a large rectifiable voltage, and the 
possibility of combining piezoelectric and electromagnetic transduction mechanisms into 
a single generator. The scalability of the PFIG architecture was also demonstrated. The 
PFIG architecture is excellent for the micro scale where displacements are limited 
because all of the motion inside the PFIG is predetermined and designed into the system. 
This property is highlighted with the use of the brittle piezoelectric ceramic. This is the 




VIBRATION SCAVENGING FOR CRITICAL 
INFRASTRUCTURE MONITORING 
One application area that can benefit greatly form energy harvesting technology, 
making it more cost effective, is the monitoring of large engineered structures. Our 
societies function with the aid of vast networks of infrastructure such as buildings, 
highways, bridges, dams, railways, as well as by using large engineered tools such as 
ships, airplanes, and locomotives. The health and performance of some of these systems 
are monitored more closely than others, but in all cases they are severely undermanaged 
especially when it comes to civil infrastructure. Civil infrastructure is taken for granted in 
many respects even as the age of most of these technical structures predates 5 or more 
ancestral generations of their users at any given time. One category of civil structures that 
typically features ambitious engineering challenges is bridges. In the United States 
highway bridges undergo a visual inspection every two years [126]. This constitutes 
gross mismanagement in the face of other statistics. For example, as of December 2009 
the US Department of Transportation rates 71,179 bridges as structurally deficient and 
78,468 as functionally obsolete [127], which constitutes 25% of the 603,254 bridges in 
total. Of course, epic failures in these structures such as the 2007 I-35W bridge collapse 
in Minnesota garner a great deal of media attention. However, it is not widely known that 
 149 
between 1989-2000 there have been 503 bridge collapses in the United States [128].  
Closer monitoring of these structures is mainly limited by economics. Monitoring 
600,000 bridges by humans is prohibitively expensive. Efforts to develop automated 
monitoring systems have been ongoing for quite sometime [129]. For example, 
accelerometers have been suggested to monitor changes to mode shapes or damping 
characteristics. Other methods are also under consideration. However, even these 
automated systems are quite costly. One of the main challenges rests in the wires used to 
route power and data from the sensors to the processing point, because wires are 
physically vulnerable and expensive to install and to maintain [130]. In fact, wires can 
cause a tenfold increase in the cost of a sensor [5]. For this reason interest in wireless 
sensing systems has grown, because such systems offer the promise of improved 
structural health monitoring and management. However, wireless sensors need wireless 
power to make them economically viable. This makes energy harvesting technology very 
important in these systems. Batteries and other stored energy means can be used, 
however multiple replacements will be needed through the lifetime of the system. Each 
replacement will carry with it a significant cost mainly due to labor. Since hundreds to 
thousands of sensors would be needed on typical bridges, the cost of non-renewable 
energy sources is a formidable barrier to the adoption of wireless monitoring systems.  
This chapter explores the development and testing of an electromagnetic inertial 
power generation system for scavenging the very low-amplitude, low frequency, and 
non-periodic vibrations that can be found on typical bridges. While the characteristics of 
the vibrations make it challenging to harvest them and to convert their energy to 
electricity, they can be found in abundance on many bridges due to passing traffic. The 
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PFIG architecture is well suited towards scavenging these types of vibrations due to a 
number of reasons, the leading one being their non-periodic nature.  
Figure 5-1. Architecture of the lower tier !"#$%$&&'&$(&)#'()*$'+)#',#"*-$'.)("/)#"(-0' 
5.1 WIRELESS MONITORING SYSTEM ARCHITECTURE 
In order to reduce the transmit distance and to increase the spatial density of the 
sensors on the bridge so that better monitoring can be achieved, a two tiered system is 
being implemented [131].  The higher tier is essentially a hub that will aggregate the data, 
perform data processing, and transmit to a central location where the data can be utilized. 
This is a high-powered device that will be wired to a power source. The lower tier, on the 
other hand, will consist of many wireless sensor nodes spread out on the bridge. This 
node will feature the sensor, a low-power processor to control its operation, a radio 
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complying with the Zigbee standard, and a power module. The architecture is shown in 
Figure 5-1. The sensor node is being developed to consume as little energy as possible 
and to dissipate virtually no standby power. It is expected that the sensor node will draw 
<20mW of maximum power and less than 40pW of standby power. While the exact duty 
cycle is yet to be determined and depends on many system level considerations, one can 
estimate 200!W for a 1% duty cycle every 100 seconds, 100!W every 200 seconds, and 
so on. A target of 50!W is therefore set as the desired output from a vibration harvesting 
system.  
The power module consists of a number of energy harvesting power sources, including 
vibration, RF, and possibly, others to be explored. Each source is interfaced using a 
power converter stage and depending on the source energy, this stage will comprise 
different schemes. For the vibration harvester the converter stage includes a means of 
rectifying the output voltage and increasing it to a useful level so that a battery or other 
storage element can be charged. This power conversion is controlled by a power 
management system, which also controls the energy storage and the power supply to the 
electronics of the sensor. The power module has to be as efficient as possible so as to add 
minimal additional power draw to the sensor node. 
5.2 AVAILABILITY AND CHARACTERISTICS OF BRIDGE VIBRATIONS 
The vibration responses of two different types of bridges were measured in order to 
determine the technical specifications for the vibration harvester. Data from a typical 
highway flyover steel girder-concrete deck composite structure, Figure 5-2, and from a 
nearly kilometer-long suspension bridge, Figure 5-3, were collected and analyzed. A tri-
axial accelerometer (Crossbow CXL02TG3) was sampled at 100Hz. The girder bridge is 
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the Grove Street (GS) I-94 flyover in Ypsilanti, Michigan. There were 20 measurement 
points on the bridge. The suspension bridge is the New Carquinez Bridge (NC) in Valejo, 
California and it had 11 sensor locations. Acceleration recordings were made for several 
minutes on each node under routine traffic loads. Figure 5-2 shows two very typical 
acceleration waveforms from the GS bridge. Although there was less vibration directly in 
the middle and in the ends where the bridge is anchored, the remaining locations 
resembled the ones in the plot. The peak accelerations were all in the range of 10-35mg. 
The figure also shows zoomed in plots revealing the arbitrary nature of the vibration. 
This is confirmed by taking the discrete Fourier transform of the data. The results for two 
sensor locations are shown in the bottom of the figure. There is no identifiable peak, and 
in addition the frequency response of the two locations looks different. The energy is 
spread out in the 2-30Hz range. Data from the NC bridge is similar in that from sensor to 
sensor the frequency response is different, as shown in Figure 5-3. The difference is that 
significantly larger vibrations occur on the NC bridge. The measured accelerations span 
the range 10-130mg. The lowest vibration is measured in the middle and around the 
support columns, where the typical peaks are in the 5-10mg range.  
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Figure 5-2. Acceleration data measured on a typical T-beam bridge. The circled number represents the 
sensor number and its location. Three-minute recordings were taken. A zoomed in acceleration 
waveform is shown in order to see details about its amplitude and periodicity. The bottom pictures show 
the frequency response of the data sample not only is there no clearly identifiable peak, but the 
frequency response is different at each sensor location.  The acceleration data are courtesy of Masahiro 
Kurata and Jerome Lynch from the Grove Street bridge in Ypsilanti, Michigan.   
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Figure 5-3. Acceleration data measured on a suspension bridge. The circled number represents the sensor 
number and its location. Three-minute recordings were taken. A zoomed in acceleration waveform is 
shown for two of the sensors in order to see details about its amplitude and periodicity. The bottom 
pictures show the frequency response of the data sample not only is there no clearly identifiable peak, 
but the frequency response is different at each sensor location.  The acceleration data are from the New 




Figure 5-4. Plot showing the maximum possible power that can be converted by an inertial power 
generator as a function of volume from a vibration at 15mg and 30mg both occurring once per second!" 
The target minimum acceleration level for the bridge harvester is set to 30mg. While 
this is not the bottom of the vibration range found on the two bridges, it is sufficient for 
functionality in many of the locations that were measured, and as such provides a good 
starting point. Due to the low frequencies involved, this would become the lowest 
acceleration and the lowest frequency generator ever developed. Therefore, there was no 
need to add further complications on the first design cycle. The energy harvester should 
be able to function in the frequency range of 0-10Hz, and it would be a benefit if the 
bandwidth could be extended to 20Hz or even 30Hz to capture more of the vibration 
energy. A straightforward approach can be used to calculate the maximum power that can 
be converted by an inertial micro power generator such as the generic system shown in 
Figure 1-14. If a sinusoidal input is assumed to have amplitude Yo and frequency !, then 
the damping force can be set equal to the maximum inertial force m!
2
Yo. Assuming that 
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work is extracted in both directions, then the distance over which this force acts is 4Zmax. 
Therefore one can write a simple equation for maximum power neglecting all parasitics 










# %'& (5.1) 
This simple relationship is used to make the plot in Figure 5-4, which shows the power 
availability for a vibration scavenger as a function of volume for accelerations of 15-
30mg occurring with a frequency of 1Hz. Lines denoting 10% efficiency are also shown. 
In Figure 5-4, half of the generator volume is occupied by the mass (density of 20g/cm
3
) 
while the rest of the space is used for deflection. Using this simple calculation it is clear 
that a significant window of opportunity exists to meet the project specification of 50!W 
within a reasonable volume from the vibration conditions found on both the GS and NC 
bridges.  
!
Figure 5-5. Conceptual diagram of the bridge harvester.! 
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5.3 BRIDGE VIBRATION HARVESTING SYSTEM DESIGN 
The bridge vibration harvester, while needing to comply with certain technical 
specifications, is in general an evolutionary iteration of the previous PFIGS. It 
incorporates a number of enhanced features from the previous generations. It follows that 
it be referred to as the fourth generation PFIG (Gen 4). 
The Gen 4 device is being designed as an electromagnetic PFIG. The main 
consideration that was taken into account was the need for a robust system that can be 
utilized in the field with reliability and longevity. A piezoelectric implementation would 
require more involved fabrication and optimization and was a more complex solution. 
Additionally, it was not immediately obvious that large enough forces could be generated 
such that a piezoelectric FIG could be utilized effectively.  
5.3.1 HARVESTER STRUCTURE 
The overall generator structure can be seen in Figure 5-5. The large tungsten carbide 
inertial mass can be seen in the middle, with the two electromagnetic FIGs positioned 
above and below it. One of the first enhancements that have been incorporated into the 
design is a direct result of the lessons learned during the previous implementations. The 
inertial mass is suspended from the top and the bottom, rather than from the center. This 
implementation is expected to make the inertial mass less susceptible to out of axis 
motion. Preventing this unwanted torsional movement is very important in this particular 
design, because it will have to work in non-ideal field conditions.  
The second non-ideality that needs to be addressed is gravity. The previous 
generations were tested in the laboratory in a manner such that the vibration was applied 
in the horizontal direction, allowing them to be free of gravitational acceleration along 
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the axis of motion. This option does not exist on a bridge, where the vibration of interest 
is vertical. Removing the bias due to gravity can be done in a number of ways. The 
simplest way is to build the PFIG system around a new equilibrium position, which takes 
into account the deflection of the various components due to gravity. In other words, Zlt 
and Zlb are altered to account for gravity. The only complication is that the relationship 
between the three system coordinates u, s, and z might be altered. In the generic PFIG 
implementation u is above z, which is above s. This relationship now strongly depends on 
gravity and the equilibrium position of the inertial mass. Indeed, it depends on all three, 
but the influence of gravity on the FIGs is expected to be negligible in comparison. In the 
Gen 4 system the anchoring position of the inertial mass is above both FIGs, because of 
the large deflection caused by gravity. To work around this for the purposes of simulation 
the system is modeled around a new set of coordinates u’(t), z’(t), and s’(t), which have 
their zero position around this new equilibrium. Gravity is not considered in the dynamics 
of the system because it is a constant force that is balanced out by the suspension spring 
static deflection.  
!
Figure 5-6. Photograph showing a close-up of the FIG and movable transducer.! 
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As far as the physical implementation is concerned, as shown in Figure 5-6, the FIG 
consists of an outer case with a hole bored though the middle, where a secondary 
enclosure containing the transduction components is able to move in the z direction. This 
enclosure is held in place using setscrews from the sides and from the bottom. This way 
the position of u, s, and z can be adjusted. While it is possible to calculate what the bias is 
and to simply build it in, because of the large weight of the inertial mass, small 
manufacturing errors in the springs can lead to large changes in position. Since the 
ambient acceleration is very small, the inertial mass deflections will also be quite limited, 
thus mispositioning caused by gravity can have serious consequences. The second 
consideration that needs to be taken into account is that the coordinates of the three 
devices can switch their relationship. To allow for u and z to switch positions, the inner 
enclosure that houses the electromechanical transducer components, is designed to have a 
diameter that is smaller than the spring arms supporting the inertial mass. This way the 
fixed location of the inertial mass suspension does not affect positioning of the FIG 
transducer.  
A variety of further enhancements are made in the Gen 4 design. For example the 
spring assembly that carries the power generation magnet is positioned relative to the coil 
and clamped using a ring that is screwed into the movable fixture. Having this ring be 
screwed in from the top enhances the alignment capabilities and reduces the parasitic 
effects of misplacing the moving magnet. In general the internal enclosure that houses the 
transducer has approximately the same dimensions as the Gen 2 FIG. The inner diameter 
is 3mm wider and it is 3mm taller than the Gen 2 FIG. This extra space was allotted to 
aid in making a more robust design and to alleviate some of the space related problems of 
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the previous devices.   
5.3.2 HARVESTER COMPONENT DESIGN 
As a starting point for the dynamics of the Gen 4 system, the previous two 
implementations are used. There is not a great deal of flexibility available for changing 
the interrelationships between the various system components. They are simply dictated 
by cost, manufacturing process and precision, as well as design cycle considerations. For 
example, while the system can be optimized for a lower inertial force, this would dictate 
other latching force requirements, requiring either a reduction in the displacement of the 
FIG or more sensitive and less robust FIG components. Additionally, lower FIG 
displacements mean that much more complex optimizations need to be carried out with 
respect to the transduction system for a given force or displacement. While keeping much 
of the system dynamics intact allows for a less complicated design, it means that the 
overall volume of the PFIG will increase significantly. To generate a similar inertial force 
to the Gen 2 and 3 devices that worked with a minimum acceleration of 1g, one must 
increase the mass by the same magnitude as the reduction in the minimum acceleration.  
From here the system was further developed numerically using Matlab. The extracted 
damping coefficients from the previous generations were used as a starting point to 
approximate the parasitic and electrical forces on the system. The final configuration of 
the system will be summarized in the results section and so the reader is referred to Table 
5-1. 
Upon finalizing a mechanical configuration for the system, the physical components 
were designed using a combination of analytical calculations and fine-tuning using FEM. 
The springs were modeled in ANSYS. In order to save space the supporting arms were 
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curved which made their analytical design very complicated. Figure 5-7 shows the two 
types of springs that were modeled for the FIG and inertial mass suspensions.  
! !
"#$! "%$!
Figure 5-7. Simulated deflection in response to 0.1N is used to calculate the spring constant for a) FIG 
spring and b) inertial mass spring.! 
5.3.3 ENERGY CONVERSION ELECTRONICS 
The vibration harvesters discussed in this thesis thus far have been incomplete. While 
the mechanical energy is converted to electrical energy, this energy is not in a form 
usable by most electronic devices. The alternating (AC) voltage has to, at a minimum, be 
converted to a constant (DC) value in order to be of practical use. However, the voltages 
produced by most energy harvesting devices are relatively low compared to those 
required for powering many contemporary electronic devices. Therefore, during AC to 
DC conversion, a circuit that boosts the voltage to an appropriate value should follow the 
rectification stage. In order to directly power some of the more advanced integrated 
circuits an appropriate voltage value means ~1V: for charging a super capacitor or 
rechargeable battery that value is ~3-4V. Depending on the load, a boost circuit with 
appropriate current delivery capability should be selected.  
The efficiency of the energy conversion circuitry should be as high is possible, 
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because it directly impacts the total efficiency of the power harvesting system. While it 
may seem surprising, considering the now decade-old field of energy harvesting, 
complete systems consisting of both the harvester and the power conditioning electronics 
have rarely been demonstrated and constitute a very small fraction of all energy 
harvesting publications. A few of the most noteworthy ones can are referenced here [100, 
132-141] so that the interested reader can pursue this topic in greater detail.  
The goal of this effort was to demonstrate a complete energy harvesting system 
including the power conversion circuit. Increasing the efficiency of the electronic 
interface is an involved process and it was beyond the scope of this project. In order to 
make the system robust enough to easily be placed in the field, the electronic interface 
should be as simple as possible. The most noteworthy challenge here was to utilize as 
much of the decaying FIG output waveform as possible.  
While the standard implementation would call for a rectifier followed by a DC-DC 
conversion circuit, this is not easy to implement in a passive system. The DC-DC 
conversion would typically contain complex switching in the most efficient 
implementations, for which timing signals need to be generated. In order to avoid this, a 
charge pumping circuit could be utilized, for which the switching is less complex and 
could be done with as little as one timing signal. It makes sense when pursuing a charge 
pump approach to incorporate the rectification in a single circuit. This type of circuit is 




Figure 5-8. Energy conversion circuitry! 
The design of the full energy harvesting system is shown in Figure 5-8. A Cockcroft-
Walton (CW) multiplier was attached to each of the two FIGs. The output of the two 
multipliers was cascaded to further increase the voltage and to combine the two outputs 
into one. The resulting charge was stored on a capacitor and it was available for powering 
various electronics. The feasibility of attaching a load and powering it using scavenged 
energy was demonstrated using a ring oscillator.   
!
Figure 5-9. Cockcroft"#$%&'(!)*%&+,%-+(.!/+0/*+&1 
The basic CW multiplier circuit is shown in Figure 5-9. There are two clock phases !1 
and !2 that control the multiplier switches. In the most basic configuration all capacitors 
have the same capacitance C. During the first phase, capacitor CA and C1 are connected 
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and charged to Vdd. During the next switching cycle, !2, the switches change position and 
C1 is connected in parallel to CB, sharing its charge and resulting in a potential of Vdd/2 on 
each capacitors. In the next cycle C2 and CB will be connected and will share a potential 
of Vdd/4, while at the same time C1 is once again pre-charged to Vdd. This charge sharing 
will go on for a number of cycles until finally Vout reaches 3Vdd. In the simplest passive 
implementation of this circuit, the switches are simply replaced by diodes, while the 
clocking is provided by the AC input waveform. The result is that the voltage is doubled 
after every stage so that Vout = 2 x n x Vpeak, where n is the number of stages, and Vpeak is 
the positive peak of the AC input signal. Of course, this equation assumes ideal 
conditions. To get efficient multiplication, the capacitor values should be much greater 
than the parasitic capacitances at each node. Additional reduction in the output voltage 
will be observed due to the turn on voltage associated with the diodes as well as due to 
the capacitance division effect at each node. The output impedance of the CW multiplier 
rapidly increases with the number of stages and reduces the current driving capability.  
!
Figure 5-10. Photograph of the prototype power conversion circuit, courtesy of James McCullagh.  
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A picture of the entire system, built on a standard breadboard, is shown in Figure 5-10. 
BAT54WS Schottky diodes are used because of their low turn on voltage of 180-200mV. 
Electrolytic capacitors (10!F) are used for the multiplier and a 47!F capacitor is used to 
store the resultant charge. The ring oscillator load can be connected using a manual single 
pole single throw switch. The oscillator itself is made out of 3 NC7SP04 inverters.  
!
Figure 5-11. Gen 4 concept on the left side, along with a finished and partially opened device on the 
right." 
5.4 GEN 4 FABRICATION AND ASSEMBLY 
The fourth generation PFIG was fabricated and assembled in a very similar manner to 
its predecessors, save for a few points of enhancement. The finished device along with an 
illustration describing the placement and relationship of all the components is shown in 
Figure 5-11. The FIGs were located on the top and on the bottom. The electromagnetic 
core of the FIG was housed in an internal casing, which can slide up and down inside the 
FIG. This internal enclosure was held in place using 5 set screws, 4 on each side, and one 
pushing on it either on the top or on the bottom, depending on the orientation. The motion 
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of the internal FIG housing allowed the gap between the inertial mass and the FIGs to be 
changed. One reason for allowing this flexibility was to remove the bias of gravity as was 
previously discussed. The inertial mass was held in place by two springs (top and bottom) 
within a separate enclosure. When the FIGs were fastened above and below the inertial 
mass enclosure they also served to clamp the springs in place.  
5.4.1 PFIG CASING 
The casing and all of the hardware that hold the PFIG components together were 
milled out of aluminum. This casing had less intricate design and details then the 
previous one designed for the Gen 2 and 3 devices. The bigger pieces were held together 
using 1-72 bolts, while the FIG transducer assembly used 000-120 bolts as before. The 
area that was milled out inside of the FIG cap, where the internal transducer enclosure 
was able to move in and out, had a diameter that was precisely machined to be 25!m 
larger than that of the FIG enclosure. This way the transducer enclosure can slide freely 
without the danger of getting stuck due to twisting inside the recess. The FIG spring was 
fixed in place from the top using an aluminum ring that was screwed into the transducer 
enclosure. The holes where this ring was fixed in place had to be countersunk so as not to 
influence the gap between the FIG and the inertial mass.  
5.4.2 INERTIAL MASS ASSEMBLY 
 The inertial mass was machined out of a 2.54cm diameter tungsten carbide rod. 
Electro discharge machining (EDM) was used to cut the appropriate piece off. This piece 
had to be ground down after the EDM step because a small chip was created at the end. 
For this reason the thickness that was cut off needed to be slightly larger than the final 
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desired thickness. The inertial mass was fixed to the spring suspensions using 
cyanoacrylate. In order to position it directly in the center of the spring, an alignment jig 
similar to the one used for the Gen 2 device (Figure 3-13) was used. The springs that 
were used had two arms on either side. This configuration left the inertial mass 
susceptible to torsion in the axis perpendicular to the one along which the spring arms are 
clamped. To alleviate this problem, the top and bottom springs were rotated exactly 90° 
from each other. This way the inertial mass had at least one set of supports providing 
resistance in both the x- and y-axes.  
5.4.3 SPRING FABRICATION AND ASSEMBLY 
The spring suspensions were once again made out of copper, similar to the previous 
designs. However this time they were made out of a thicker, 254!m copper sheet. This 
was done mainly to be able to meet the specifications for the inertial mass suspensions. 
However, because all of the springs were made in bulk out of the same lithographic 
mask, the same thickness was used for the FIGs as well. Additionally, instead of using 
immersion etching as was previously done, the spring manufacturing was outsourced to 
Kemac Technology for spray etching. The double sided process that Kemac Technology 
used, along with the precision of spray etching, allowed better feature and profile control, 
resulting in more reproducible results.  
Photographs of the manufactured springs are shown in Figure 5-16a-b. The FIG spring 
assembly was made in the same way as the Gen 2.5 device. An alignment jig was used to 
align the magnet to the center of the spring. The power generation magnet was adhered to 
the spring on top of an aluminum spacer. An NdFeB N42 grade (4.75mm diameter and 
2.4mm thickness) magnet was used for power generation. A smaller 3mm diameter 
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magnet NdFeB magnet was adhered to the top of the spring for magnetic latching. The 




Figure 5-12. Photographs of a) FIG spring and inertial mass springs, and b) FIG spring assembly.  
 
5.4.4 COILS 
The coils were made in a similar manner to the Gen 2.5 generator. Acrylic and 
aluminum bobbins were first milled out of a solid material base. Afterwards, 50!m 
diameter enameled copper wire was wound around the bobbin. There were two types of 
coils that were designed and manufactured as will be discussed in the next section. One 
of them had two windings with opposite directions. In order to avoid making connections 
post-winding, both windings were made at the same time. The wound coils are shown in 
Figure 5-13a-b. The coil bobbin was once again aligned and fixed to the transducer 






Figure 5-13. Photographs of a) coil type 1, b) coil type 2, and c) assembled transducer enclosure.  
The finished PFIG measured 3.3cm in diameter and was 7.3cm tall. The internal 
volume of the device, featuring all of the transduction mechanisms, the inertial mass, and 




 including the 
casing). The finished device is shown in Figure 5-14 and is compared to the size of a 
standard “D” size battery.  
!
Figure 5-14. Photograph of the completed Gen 4 PFIG alongside a “D” size battery.  
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5.5 TESTING GEN 4 AND RESULTS 
A summary of the Gen 4 PFIG configurations is shown in Table 5-1. Two coils were 
designed and tested. Coil Type 1 (CT1) was a basic winding of 6,000 turns. It worked 
together with Spring Type 1 (ST1), which had a similar assembly as was seen in the Gen 
2.5 parametric generator. The magnet was positioned using a spacer to rest directly above 
the beginning of the coil bobbin. Coil Type 2 (CT2) had two 3,500-turn windings, 
separated by a barrier, and wound in opposite directions. The goal of this configuration 
was to take advantage of the flux change associated with both poles of the moving 
magnet, as it translated up and down. The two windings were connected serially in 
accordance with the right hand rule, such that the generated voltages add. Spring Type 2 
(ST2) is the nomenclature used to identify the spring assembly designed for use with 
CT2. The two spring assemblies were nearly identical in geometry. The main difference 
was that ST2 had a thicker spacer in order to position the power generation magnet 
directly in the middle of the two windings in CT2. The FIG mass change associated with 
the thicker aluminum spacer is the only difference in the configuration parameters in 
Table 5-1. Since the springs are identical, the two different FIG designs will be referred 
to simply as CT1 and CT2.  
Impulse response tests were performed as before to determine the parasitic and 
electrical damping of the two FIG configurations. Voltage traces of the open circuit and 
loaded devices were collected and their spectral content was analyzed. The results are 
presented in Table 5-1. The electrical damping of CT2 is nearly a 3x improvement as 
compared to CT1. Unfortunately, the parasitic mechanical damping also increased by a 
factor of 2. This was almost certainly caused by airflow friction and squeeze film 
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damping inside the center of the bobbin. The 175!m margin left on either side of the 
moving magnet was not enough to alleviate the squeeze force. Due to the added parasitic 
damping CT2 generated a peak voltage of 4V and CT1 generated 3.85V in an open 
circuit configuration, and 1.65V and 1.42V respectively, when loaded. The marginal net 
improvement of using CT2 was deemed insufficient, considering the extra precision for 
alignment and assembly that is necessary to utilize this configuration appropriately. For 
this reason, the remaining test results form the Gen 4 PFIG were all achieved by using 
CT1.  
!
Figure 5-15. Test setup for Gen 4 characterization.! 
5.5.1 PERFORMANCE OF GEN 4 UNDER HARMONIC EXCITATION 
Due to the low accelerations needed for characterization of the Gen 4 system, the 
Unoltz-Dickie shaker and associated control hardware could not be used. A new test 
setup was devised. It was based on an APS Dynamics APS113 long stroke linear shaker. 
The full test set-up is shown in Figure 5-15. An Agilent 33250A signal generator was 
used to generate the driving waveform. This waveform was then amplified using an APS 
Model 124 amplifier and fed into the shaker table. The resultant acceleration is monitored 
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using an Agilent ADXL203 accelerometer. While automated feedback control was not 
implemented, the signal from the accelerometer can be analyzed using LabView and 
corrections can be sent automatically to the signal generator. In the developed system, the 
accelerometer output was monitored using an oscilloscope and corrections were made 
manually using the signal generator. This had to be performed every time the desired 
acceleration level or frequency needed to be altered.  
!
Figure 5-16. Acceleration and frequency response of the Gen 4 PFIG under harmonic excitation. 
The performance of the Gen 4 PFIG was analyzed under sinusoidal excitation and the 
results are presented in Figure 5-16. The targeted minimum acceleration level was 0.03g. 
However, the possible latching forces were discrete, relaying on the availability of stock 
magnet sizes. As a result, a minimum of 0.05g was achieved. This was within the range 
of acceleration found on typical bridges.  Further tuning of the generator to lower this 
acceleration level is a trivial matter and does not significantly alter the majority of the 
design. The frequency response to an acceleration range of 0.055-1g was measured. This 
is a span of almost two full orders of magnitude. These measurements were performed 
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without any modifications or tuning to the PFIG. This is an unprecedented operational 
span. A resonant generator cannot possibly be expected to perform over such a range. 
Due to its quality factor it will either result in structural failure, or most of the energy will 
be spent in colliding with motion-limiting structures. At low accelerations (0.05g) the 
Gen 4 device reaches the end of the velocity-limited region of operation rather quickly 
and its power output quickly drops. The operation of the Gen 4 PFIG under low 
accelerations will be analyzed in more detail in Section 5.6. At higher accelerations (and 
consequently higher velocities) the operational range was extended significantly. Figure 
5-16 clearly shows how the force-limited region of operation extends the frequency range 
by a factor of 2 for 0.3g acceleration and a factor of 3 at 1g.  
5.5.2 TESTING UNDER BRIDGE VIBRATION CONDITIONS 
By utilizing the new test setup shown in Figure 5-15, it is possible to mimic the 
ambient conditions found on bridges in the laboratory. Ideally an automated system 
should be used to both generate the driving signal for the shaker table, and to compare it 
with the feedback accelerometer data. The necessary gain corrections would be made that 
way. Since this acceleration data varies in both amplitude and frequency, a linear gain 
factor may not be sufficient to reproduce it correctly. However, for the purposes of this 
study, the acceleration rendered by the shaker table was accurate enough to test the PFIG 
under non-periodic conditions.  
A 20 second sample from the GS bridge data shown in Figure 5-2 was extracted and 
stored in the signal generator memory. The arbitrary function has the capability of 
reproducing the signal, and of repeating it with a certain period. This signal was then 
used to drive the shaker table. Figure 5-17 - Figure 5-19 show the output voltage of the 
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two FIGs in response to the acceleration signal recorded from the Grove Street bridge. In 
Figure 5-17 the signal was amplified by 3x, in Figure 5-18 by 1.5x, and in Figure 5-19 
the acceleration was nearly identical to that felt on the bridge. In each of those cases the 
PFIG was able to generate an average power over the 20sec interval of 4.4!W, 1.9!W, 
and 0.5!W respectively. Since the anticipated standby power of the sensor node is 
300nW, in all three cases enough energy was generated to satisfy this requirement, and 
extra energy was left over to charge up a storage element and to prepare it for the next 
transmit/receive cycle. In order to really make the Gen 4 PFIG compatible with both 
types of bridges discussed in the beginning of the chapter, the minimum acceleration 
needed for operation will have to be lower, in the range of 0.01-0.02g. Additionally, a 
better conversion efficiency, even by a moderate factor of 5-10 times increase, will make 
the system viable on almost any type of bridge. 
 
Figure 5-17. Gen 4 PFIG response when excited by a non-periodic vibration. The top plot shows the 
acceleration signal felt by the PFIG. It is an amplified 20 second extract from the data presented in 
Figure 5-2. The acceleration signal has been amplified such that the peaks occur at 100mg (~3x 
original). The bottom two traces show the voltage from the two FIGs. 
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!
Figure 5-19. Gen 4 PFIG response when excited by a non-periodic vibration. The top plot shows the 
acceleration signal felt by the PFIG. It is an amplified 20 second extract from the data presented in 
Figure 5-2. The acceleration signal has been amplified such that the peaks occur at 40mg. The bottom 
two traces show the voltage from the two FIGs. 
 
!
Figure 5-18. Gen 4 PFIG response when excited by a non-periodic vibration. The top plot shows the 
acceleration signal felt by the PFIG. It is an amplified 20 second extract from the data presented in 
Figure 5-2. The acceleration signal has been amplified such that the peaks occur at 80mg (~1.5x 
original). The bottom two traces show the voltage from the two FIGs. 
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5.5.3 HARVESTER SYSTEM RESULTS 
In order to show the viability of scavenging and using the vibration energy found on 
bridges, the Gen 4 device was interfaced with the multiplier circuit discussed in Section 
5.3.3. The generator was subjected to bridge-like vibrations in a similar manner as the 
previous Section 5.5.2. The acceleration signal is shown in Figure 5-20a. This was once 
again a slightly amplified version of the original data (shown in the figure insert). The 
voltage on the storage capacitor at the end of the multiplier tree is shown in Figure 5-20b. 
Some ripples can be seen on the rising voltage. The ripples were caused by the parasitics 
associated with the circuit discharging the capacitor in the portions of time where there 
was a gap between acceleration spikes. Of course, in future iterations of the interface 
circuitry, parasitics can be minimized by a cleaner implementation on a printed circuit 
board, and even integration on chip. Also, the stored energy will not be on a device with 
such a large leak rate as an electrolytic capacitor. The most promising solution is to use a 
rechargeable battery. Figure 5-20c shows the output of the ring oscillator, which was 
connected to the multiplier via a push-button switch. The oscillation of the load device 
decays since the voltage output from the storage capacitor was not regulated. The system 
test has also been carried out using less amplified signals such as the ones in Figure 5-18 
and in Figure 5-19. These resulted in much slower capacitor charging. When the 
acceleration is nearly identical to that on the bridge, the parasitics in the circuit 
overwhelm incoming energy because of the less frequent actuation in the FIGs. 
Nonetheless, this power conversion system showed for the first time that the decaying 





Figure 5-20. PFIG energy harvesting system test showing the Gen 4 device converting bridge-like 
vibrations and converting them into stored usable energy via the multiplier circuit. a) A recording of the 
acceleration used to drive the PFIG. b) Voltage on the storage capacitor rising over time. c) Unregulated 
power is used to drive the ring oscillator. 
5.6 DISCUSSION 
In a rewarding way, the fourth generation PFIG was the first to operate exactly as the 
generator architecture was originally envisioned. In the original concept, the latching 
magnets on the FIGs had a dual purpose of: 1) making a physical connection between the 
inertial mass and the FIG, and 2) assisting the inertial mass in leaving the FIG and 
accelerating away. In the Gen 2 and Gen 3 devices, the second of these functions, while 
present, is much less pronounced. The large inertial mass to magnetic field ratio allows 
the Gen 4 device to exploit this effect more freely.  
Essentially, at the lowest points in the frequency and acceleration ranges of the PFIG, 
the inertial mass exists in a bi-stable state created by the two magnetic forces pulling it 
from either end. Small perturbations in its equilibrium can push it one way or the other. 
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Even when latched to one FIG or the other, the stability is not improved greatly since the 
inertial mass never really leaves the influence of the opposing magnetic field. This bi-
stability has one major advantage and one major disadvantage. The advantage is that the 
inertial force needed to cause the mass to actuate the FIGs is reduced, relative to the force 
that would be needed if the opposing magnetic field were not present. In other words, a 
greater magnetic latching force (greater magnetic field) results in a lower minimum 
acceleration needed for the PFIG to operate. This is counterintuitive, because one would 
assume that the higher magnetic force would make it more difficult for the actuation to 
occur. The concept is best illustrated by simulating the PFIG response to an acceleration 
profile such as the one found on a typical bridge, because the different amplitudes that 
exist can be used to illustrate the bi-stability. Figure 5-21 shows the simulated behavior 
of the PFIG in response to the acceleration profile shown in the top of the figure. 
Comparing the top two plots showing the deflection in the FIGs with the bottom two, one 
can see that the device on the bottom undergoes more actuation cycles. By tripling the 
magnetic force, the acceleration threshold that would induce the inertial mass to leave the 
FIG is lowered. Upon close examination of the displacement profile in each case, one can 
see that the movement of the FIGs in the high magnetic field scenario has been distorted. 
The movement of the non-attached FIG is influenced by the position of the inertial mass, 
through the magnetic force of attraction between them. 
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!
Figure 5-21. Simulated deflection in both FIGs in response to the acceleration shown in the top plot 
demonstrating the bi-stability of the inertial mass. Between the first two waveforms (FIG 1 and FIG 2) 
and the bottom two (FIG1 and FIG2) everything is kept constant, except the magnetic field caused by the 
latching magnets is increased by a factor of 3. The greater magnetic field, counter-intuitively, allows the 
PFIG to operate at lower accelerations.  
The previous discussion leads directly to the main disadvantage of utilizing this 
instability. There is an ever-present magnetic force strongly affecting the motion of the 
FIG, which manifests itself as parasitic mechanical damping during the power generation 
cycle. The magnetic force causes the FIG motion to decay quickly. The augmented 
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motion of the FIG can be seen in the close-up shown in Figure 5-21. A related issue is 
that by increasing the magnetic field, the amplitude at which the FIG is released has been 
made smaller. This acts in combination with the increased mechanical damping to 
ultimately lower the energy converted per actuation cycle. Because of this, it is not 
immediately clear if the increased actuation cycles ultimately lead to the extraction of 
more energy. This effect needs to be studied and optimized numerically in greater detail. 
The bi-stable operation of the PFIG and the increased influence of the latching 
magnets can be observed in practice, as well. Figure 5-22 shows the voltages generated 
by the FIGs when actuated periodically at the minimum acceleration of 55mg. Voltage 
traces from operation at 2, 5, and 10Hz can be seen. At the lower frequency when the 
velocity is limited and the inertial mass movement is reduced, the influence of the 
magnetic field on the FIG motion can be seen in the voltage profile. As the frequency 
increases to 10Hz, which is close to the natural frequency of the inertial mass/suspension 
system, and the velocity and displacement are increased, the FIG motion is influenced 
less. The higher velocity results in the inertial mass latching to the opposing FIG and 
pushing both devices further away to positions where they cannot influence the other 
FIG. There is sufficient room for this, because the magnetic forces cause the FIGs to 
operate at different equilibrium points within gapT,B. This can be seen by closely 
observing Figure 5-21, which shows that the FIGs do not oscillate around zero. The PFIG 
system is heavily reliant on the inertial mass response and the interaction with the 
magnetic forces imposed by the FIG magnets. This explains the limited frequency 
response as seen in Figure 5-16. At the lowest acceleration, the dependence on the inertial 
mass velocity and the momentum dictate the operation of the PFIG, amplified by the 
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magnetic bi-stability. As the acceleration increases, these effects become less relevant, 
and the dynamic behavior of the PFIG, as observed in previous generations of the device, 
takes over.  
!
Figure 5-22. FIG voltage during actuation from a 55mg sinusoidal acceleration at 2, 5, and 10Hz.  
5.7 GEN 4 PERFORMANCE 
A performance comparison for the Gen 4 device can be seen in Figure 5-23. The 
Volume Figure of Merit (FoMv) of the PFIG generator was on par with the previous two 
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generations when calculated at the extreme low operating frequency of 2Hz, and it is 
increased significantly when all three devices are compared at 10Hz. It had a FoMv of 
0.04% at the lowest end of its operating range. The Gen 4 PFIG significantly outperforms 
other efforts in the low end of the frequency spectrum (<10Hz). In fact, its efficiency 
would be significantly higher was in not for its increased volume. The Gen 4 device was 
designed for testing in a real application, and the space needed to make it sufficiently 
robust led to a large volume. For example, space exists inside the device for an energy 
conversion interface printed circuit board to be attached to each FIG, however, this 
interface has not yet been implemented. The FIGs themselves are about 25% larger than 
they need to be for the particular transduction design in use. Lastly, there is a great deal 
of spaced designed to be able to manipulate the FIG/mass gap for testing purposes, and 
this is not necessary for operation.  
The bandwidth performance of the PFIG generator remains close to the previous 
electromagnetic implementation. The FoMv-BW for the Gen 4 device is 0.19%. 
However, more important than this metric of efficiency is having shown, for the first 
time, the efficient and robust operation of a vibration harvesting system in ambient 









Figure 5-23. a) Volume Figure of Merit (FoMv) comparison of the PFIG generator to the state-of-the-art 
in vibration scavengers. b) Bandwidth Figure of Merit (FoMBW) comparison of the PFIG generator to 
the state-of-the-art in vibration scavengers.  
5.8 CONCLUSION 
This chapter presented the design, fabrication, and testing of an electromagnetic 
inertial micro power generation system for scavenging the very low-amplitude, low 
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frequency, and non-periodic vibrations present on bridges. The design of the system was 
based on the analysis of the ambient environment found on two popular bridge types. The 
fabricated device generated a peak power of 57!W and an average power of 2.3!W from 
an input acceleration of 0.54m/s
2
 (55mg) at only 2Hz. The device bandwidth at 55mg is 




 including casing). The 
generator is capable of operating over an unprecedentedly large acceleration range (0.54-
9.8m/s
2
) and frequency range (up to 30Hz) without any modifications or tuning. 
Scavenging energy from arbitrary vibrations was demonstrated by using an acceleration 
recording from the Grove Street bridge, and by reproducing the ambient environment on 
the shaker table. Enough energy was generated to overcome the standby power of the 
wireless sensing system being developed, as well as to have extra power to accumulate 





The past several years have seen dramatic advancements in the size and energy 
efficiency of electronics. The considerable progress has enabled the development of 
portable wireless devices for various applications such as sensing, data collection, and 
data transmission. In the mass media and society, this has spawned great expectations for 
‘smart’ homes, factories, grids, and cities. Automation systems employing millions of 
networked wireless sensors are expected to lead to unparalleled process and energy 
efficiency, comfortable living, security, and safety. While much work remains in 
developing the technologies to manage, process, and store the massive amount of data 
that will result from these information gathering technologies, the single greatest hurdle 
to the realization of ‘smart’ systems that exists on the physical (device) layer is the 
availability of cheap, long-lasting energy. Currently the majority of “wireless” sensors 
are still hardwired to external power sources. Tethering a wireless sensor to a hard-wire 
significantly limits its utility and practicality, and it can bring about a near tenfold 
markup in the cost of installation.  
One of the most abundant energy sources is ambient motion, and over the past few 
years a great deal of research has gone into developing ways to use it effectively. In 
particular, ambient vibrations are of great interest because they exist in many settings 
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where self-powered long lifetime electronics will find highly desirable applications. 
Vibrations can provide abundant energy, and they can be transferred through many 
media, making this form of kinetic energy very useful. A vast majority of research efforts 
to date are aimed at utilizing resonant systems to scavenge high frequency periodic 
vibrations from machines or other man made sources. However, there are many 
applications where the available vibrations do not fit this mold. Low frequency motion is 
prevalent in applications such as wearable and implantable devices, environmental 
monitoring, agricultural applications, and security uses. Little work had been reported in 
this realm prior to this thesis. This type of kinetic energy poses a number of challenges. 
Low-frequency scavengers suffer from a decrease in the expected power density because 
1) the required spatial displacement (and thus volume) is increased, 2) low frequency 
vibrations will produce weaker electromechanical coupling in the conversion mechanism, 
and 3) these types of vibrations are predominantly non-periodic. The non-periodicity of 
the vibrations necessitates the invention of scavenger architectures that do not rely on 
resonant operation.  
6.1 THESIS CONTRIBUTIONS 
This thesis discussed the development of a newly invented architecture for scavenging 
low frequency and non-periodic vibrations called the Parametric Frequency Increased 
Generator (PFIG). Three different implementations of the PFIG generator were 
developed and demonstrated. They have a combined operating range covering two orders 
of magnitude in acceleration and a frequency span of 0-60Hz, making them some of the 
most versatile generators in existence. The performance and the operating range of the 
developed harvesters is illustrated by Figure 6-1, where it is overlaid on top of the 
 188 
vibration characteristics found in a number of different energy scavenging applications. 
This figure is best able to summarize the performance of the PFIG generators, showing 
how their operating range spans multiple different application areas in comparison to 
resonant devices, which are optimized for very specific vibration criteria. The achieved 
Volume Figure of Merit (FoMv) for the three devices is also included in Figure 6-1, in 
comparison to all other reported works.  
!
Figure 6-1. Composite plot showing the frequency response of the vibrations in typical environments 
with where energy harvesting applications may be found, along with the FoMv of vibration scavengers 
reported to date, including the PFIG harvesters developed in this thesis. 
This thesis provided contributions that span a number of realms including the design 
and theory of vibration harvesters, technology and process development, and system level 
implementation and integration. With respect to the first category, design and theory of 
vibration harvesters, significant contributions include: 
! Invention of a new vibration harvester architecture called the Parametric 
Frequency Increased Generator (PFIG) 
! Development of a theoretical framework for analyzing, designing, and 
optimizing PFIG generators 
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! A software-based tool developed for simulating the dynamic behavior of the 
PFIG in response to periodic and arbitrary stimuli.  
! Presentation of the environmental vibration characteristics vs. type of harvester 
tradeoffs and ideal operating range. 
! Discussion of the design trade-offs including power vs. bandwidth, volume vs. 
power, etc 
Validating the design and theory of the PFIG was achieved by manufacturing three 
generations of harvesters. The implementation of these devices led to a number of 
contributions on both technology and process development including: 
! Design and implementation of an electromagnetic PFIG for large 
displacement, low-frequency vibrations 
! Optimization of single magnet/coil electromagnetic transducer layout 
! Development of a hybrid manufacturing and assembly process for producing 
the electromagnetic PFIG out of both lithographic and conventional processing 
means 
! Design and implementation of a piezoelectric PFIG for large displacement, 
low-frequency vibrations 
! Design and optimization of a spiral clamped-clamped piezoelectric bimorph 
transducer 
The work in developing the PFIG architecture led to the development of an energy 
harvesting system for critical infrastructure monitoring. Contributions related to the 
system level implementation include: 
! Design of an electromagnetic PFIG that can be broadly used in different bridge 
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environments. The design was based on the analysis of the vibrations on two 
fundamentally different bridge types. 
! Development of a method to effectively bias the PFIG and eliminate the effect 
of gravity 
! Demonstration of how magnetically induced bi-stability can be used to reduce 
the minimum acceleration needed for operation 
! Development of an energy harvesting system including a discrete component 
power conversion electronic system 
! Demonstration of the effective and efficient conversion of arbitrary bridge 
vibrations into electricity 
In addition to the broad contributions attained during the development of the three 
PFIG generators, the devices themselves have set a number of records in terms of 
performance. The first electromagnetic PFIG harvester (Gen 2) generated a peak power 
of 163!W and an average power of 13.6!W from an input acceleration of 9.8/s
2
 at 10Hz. 
The device can generate energy from vibrations up to 60Hz. The internal volume of the 
generator is 2.12cm
3
. It sets the state-of-the-art in efficiency for vibration harvesters 
operating in the <20Hz range. The volume figure of merit is 0.068%, which is an order of 
magnitude improvement over other published works. The Gen 2 PFIG has the highest 
bandwidth figure of merit (0.375%) of all existing vibration harvesters that do not utilize 
active tuning. A subsequent piezoelectric PFIG implementation (Gen 3) produced 
3.25!W of average power from an input acceleration of 9.8/s
2
 at 10Hz. The piezoelectric 
transduction mechanism allowed for a more compact implementation and the volume of 
the generator was halved (1.2cm
3
) compared to Gen 2. This device also has a wide band 
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response with a maximum cutoff frequency of 24Hz. The second electromagnetic PFIG 
(Gen 4) that was developed for infrastructure monitoring generated a peak power of 
57!W and an average power of 2.3!W from an input acceleration of 0.54m/s
2
 (55mg) at 
only 2Hz. The internal volume of the generator is 43cm
3
. It is capable of operating over 
an unprecedentedly large acceleration range (0.54-9.8m/s
2
) and frequency range (up to 
30Hz) without any modifications or tuning. 
6.2 SUGGESTIONS FOR FUTURE WORK 
While the work described in this thesis has contributed significantly to the state-of-
the-art in vibration harvesters, a number of challenges and interesting research topics still 
exist.  
To make the PFIG generators commercially viable, their performance has to be 
improved by a further order of magnitude in terms of efficiency. As a first step toward 
achieving this a more sophisticated numerical modeling tool needs to be developed. Due 
to the dynamic behavior of the PFIG, the only way to truly design and optimize it is 
further numerical modeling. A more complete model needs to be developed incorporating 
all of the energy loss and transfer mechanisms, especially during the latching. Once this 
is done, numerical optimization techniques need to be incorporated in order to design the 
PFIG mechanically. Second, an efficiency improvement will require at least a factor of 
10 increase in the electrical damping ratio. For electromagnetic harvesters this will entail 
creating a transducer that prevents the magnetic flux from spreading out, but rather 
contains it within a magnetic circuit, while at the same time not significantly increasing 
the mass or impacting the mechanical performance of the FIG.  
Analysis and design for reliability goes hand in hand with future advanced engineering 
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efforts to make the PFIG commercially viable. One of the inherent specifications for all 
energy harvesters is a long operating lifetime: 10-20 years and perhaps several hundred 
million to a few billion cycles. The academic community, most commercial efforts, as 
well as this thesis project have not focused on the topic of reliability. Instead, harvesters 
are built for performance and result in overstressing materials and choosing inappropriate 
materials whose longevity is not well understood. Almost no long term testing has been 
performed and demonstrated. With respect to the PFIG, the most important reliability 
issues have to do with the moving components: fatigue in the springs (particularly in the 
inertial mass suspension) and wear in the latching mechanism due to the occurrence of 
impact strain. Another aspect that is closely related to reliability is the design for 
operation in inhospitable environments and temperatures. Energy harvesters need to 
achieve similar performance to MIL-SPEC (US military specification) even for most 
applications that would not normally be considered harsh-environment. Even a harvester 
designed for operating on a typical bridge will likely be exposed to very harsh elements 
including direct sun exposure, rain, snow, etc. Future design efforts need to investigate 
the physics of failure and perform parts stress modeling. Additionally, well designed 
accelerated life tests need to be used to demonstrate reliability. Lastly, because there are 
significant unknowns, component and parts derating will need to be used to reduce the 
probability of failure.  
It was shown that the PFIG is an excellent candidate for efficient operation over an 
even bigger range of ambient conditions as compared with resonant devices. This is 
especially true when considering implementation in the micro scale, where the volume 
and internal displacement are severely limited. Developing a MEMS PFIG generator is a 
 193 
fascinating research area that poses a number of technology and processing challenges. 
New technologies will have to be developed to incorporate dense materials for making 
the inertial mass in wafer-level fabrication processes while providing precision and large 
deflection capability. The most likely transduction mechanism for MEMS PFIGs will be 
piezoelectric, because of the volume advantage piezoelectrics offer. Vacuum 
encapsulation can help minimize parasitic mechanical damping and can allow more 
mechanical energy to be converted to electrical energy. A MEMS PFIG will have to 
effectively integrate magnetic material for the latches, or new electrostatic or mechanical 
latching mechanisms will have to be developed.  
 Lastly, a very important area of future research will be in converting and managing 
the electrical energy coming out of the PFIG. These types of generators provide a 
significant challenge to power electronics because of their decaying output signal and 
intermittent operation. A much more efficient power conversion system will have to be 
designed. The initial circuit presented in Chapter 5 can be integrated and modified to use 
active components rather than passive diodes. An active rectification scheme eliminates 
the loss associated with the turn on voltage of the diodes at the expense of minimal power 
consumption. A more sophisticated energy management circuit can also incorporate 
feedback control of the PFIG generator itself.  
Energy harvesting technology will enable many ‘smart’ technologies that can have a 
great impact on society in facilitating the gathering and use of information to live 
healthier and more content lives while utilizing resources more efficiently. However, 
further work is needed to reduce harvester cost, and to improve harvester utility and 
reliability. 
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APPENDIX A  
The first Parametric Frequency Increased Generator (PFIG) was developed to validate 
the proposed system architecture. To this end, the prototype was designed with the 
highest flexibility in order to be able to manipulate the various mechanical parameters 
and study their influence. The Gen 1 PFIG was developed as three separate pieces, the 
two FIGs and the inertial mass. The three pieces are combined on a bench-top hybrid 
assembly to form the complete PFIG generator. Two of the three components are 
mounted on movable micropositioners so that their relative positions can be changed in 
the z-axis. The test setup is shown in Figure A-1. Additionally, this hybrid approach 
gives flexibility in interchanging components, characterizing the influence of and 
optimizing various parameters, and validating theoretical modeling of the system. 
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Figure A-2. a) Photograph of the assembled parametric generator and test setup. The top Frequency 
Increased Generator (FIG) and the inertial mass are mounted on micropositioners to freely tune the 
displacement gap. b) Detailed view of one of FIG components. 
TEST RESULTS 
Initial testing was performed to characterize the FIG devices. Each FIG was mounted 
on the test setup and actuated by providing an impulse using the area for magnetic 
actuation. Waveform traces of the generated output voltage are used to determine the 
natural frequency of the device, as well as to investigate the parasitic damping and 
electromechanical coupling of the system. These parameters can be extracted by 
processing the waveform to determine the frequency response. The frequency response is 
computed by taking the Discrete Fourier Transform of the voltage signal. Open circuit 
and loaded impulse response measurements are made, and they are used to determine the 
electromechanical coupling quality factor Qe. Table A-1 shows a summary of the 
measured parameters for the FIGs. Four springs with different spring constants were 
fabricated, and Table A-1 shows results from each spring. 
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The PFIG is assembled on the test setup. Nominally FIG spring 1 is used for testing. 
The PFIG is designed for a minimum acceleration of 1g and it is characterized at that 
level. The minimum frequency at which the generator can be tested accurately is 10Hz 
due to limitations associated with the vibration test system. However nothing prevents the 
generator from functioning at lower frequencies, albeit at a reduced power level. Each 
FIG is loaded with a 270! resistor. Figure A-3 shows the operation of the PFIG. The top 
two plots show the voltage generated by each FIG across the load and the bottom plot 
shows the instantaneous power from FIG 2. One can discern from the voltage plots where 
the inertial mass attaches to each FIG, and where the mass detaches and travels to the 
opposing device. It is apparent from this plot that the two FIG devices are not operating 
symmetrically. Part of this non-symmetry is due to the fact that the top FIG device is 
suboptimal. The main reason for this is that due to hand assembly of the FIG casing, a 
larger gap has resulted between the coils and the magnet, decreasing the 
electromechanical coupling. However, asymmetry in the FIGs cannot be entirely avoided 
and mainly results from the complex interaction between the lathing magnet and the FIG 







The PFIG generator consists of three spring-mass-damper systems. Many parameters 
have complex interactions and are of critical importance. The inertial mass size, coupled 
with the distance between each of the FIGs and the magnetic force of attraction, 
determine the minimum external vibration level needed for operation. For a certain 
actuation gap and inertial mass, an optimal FIG spring stiffness exists. Figure A-4 shows 
a simulation of the optimal spring stiffness. Four FIG springs are fabricated to validate 
this simulation. Measured results using each of those springs are also shown. After 
determining an optimal spring constant, the FIG mass can be reduced to increase the FIG 
frequency, thus further enhancing the power generating capability (frequency up-




, for a fixed displacement Y, mass can be reduced to 






The bandwidth of the Gen 1 PFIG device is mainly influenced by the resonant 
frequency of the inertial mass and its spring suspension. Above this frequency the inertial 
mass cannot respond fast enough to the input motion. Complex interactions that have 
been shown to increase the operating range of the later PFIG generations are not present 
in the Gen 1 device because of the large gap that is used. The device can be designed to 
operate up to a specific frequency by increasing the spring constant of the inertial mass. 
Figure A-5 shows the measured performance of the PFIG as the input frequency is 
increased. By increasing the spring constant of the inertial mass by 2, the PFIG cutoff 






A summary of the PFIG performance is shown in Table A-2. The device is able to 
generate an average power of 39!W (combined FIG 1&2). A functional volume of 
3.7cm
3
 is calculated for the PFIG device: this includes the volume of all of the 
components (springs, mass, magnets, and coils) as well as the ‘air’ volume needed for 
displacement during operation.  














A bench-top PFIG is developed and tested. The purpose of the Gen 1 PFIG is to 
validate and demonstrate the new architecture. The Gen 1 electromagnetic 
implementation is assembled on a hybrid test setup that can be modified and 
reconfigured. The fundamental operation of the PFIG, wherein a bi-stable mechanical 
structure is used to initiate high-frequency mechanical oscillations in an electromagnetic 
scavenger, is demonstrated. The Gen 1 PFIG is able to demonstrate the basic interactions 
between the inertial force, latching strength, FIG spring, and FIG natural frequency. A 
fundamental result is that for a specific latching force, the spring constant should be 
minimized to maximize the transferred mechanical energy from the inertial mass to the 
FIG. The Gen 1 device also demonstrates the first-order PFIG operational range 
dependence on the inertial mass resonator natural frequency.  
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