This paper considers observer-based output feedback stabilization and stability robustness against small diffusivity perturbations of coupled time fractional partial differential equations (PDEs) with space-dependent (non-constant) parameters. Herein, the plant is equipped with the only available measurement at x = 0 and actuation at x = 1. By backstepping transformation, the well-posedness of the kernel matrix PDE and the observer gains are obtained. Then an output feedback controller is introduced and the Mittag-Leffler stability of the closed-loop system is proved by the fractional Lyapunov method. Robustness analysis of diffusion coefficients uncertainty (with a small perturbation in the diffusion coefficient) is also provided. The output feedback stabilization of the closed-loop system is tested by a numerical example.
I. INTRODUCTION A. PREVIOUS WORK AND MOTIVATION
Control of time fractional partial differential equations (PDEs) has attracted much attention over several years. Due to the great role of the backstepping method [1] , [2] in controlling/stability of integer-order PDEs [3] , researchers concern this method for time fractional PDEs. There are some representative results [4] - [7] on Mittag-Leffler stability/stabilization of time fractional PDEs. Some other work related to control of more general fractional differential equations has also emerged in [8] - [10] . As the interaction among the complex systems, control of coupled time fractional PDEs becomes an interesting area and deserves to be deeply studied. In reality, there exists some limitation of technology for sensors capturing dynamics feature, which leads us to obtain full state information unavailable. In this case, an observer-based output feedback control design method is used to overcome this deficiency. Inspired by these considerations, we here employ the backstepping The associate editor coordinating the review of this manuscript and approving it for publication was Jun Shen . transformation to deal with output feedback stabilization and stability robustness against small diffusivity perturbations of coupled non-constant parameter time fractional PDEs. Recently, the work [11] designed the Mittag-Leffler convergent observer for its output feedback stabilization of coupled fractional semilinear PDEs. Therein, in order to obtain an explicit solution of the kernel PDE, they transformed the spatially varying parameters into constant ones by an appropriate transformation and added the assumption of the diagonal kernel matrix function. This weakened the effort of non-constant parameters and results in some restrictions on the choice of the kernel function. Moreover, their result is not suitable to the fractional linear systems (assume that the semilinear term satisfies f (x, t, y) = (x)y) since the explicit solution of the coupled kernel PDE is not available (related to (x)) even if we have applied their provided transformation. Motivated by the above arguments, we consider the output feedback stabilization of coupled linear non-constant parameter time fractional PDEs when the coupled kernel PDE has not an explicit solution. For this, we solve it numerically and the numerical method makes more flexible to choose parameters. Besides this, we also discuss the uncertainty analysis to the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ small perturbations in diffusivity. Therefore, we claim that our results in this paper are still novel and even open a door for stability robustness of coupled time fractional systems.
B. PROBLEM SETTLEMENT
In this paper, we consider a n-dimensional coupled time fractional PDE system with the following state equation
for x ∈ (0, 1), t > 0, with mixed-type boundary conditions (BCs)
and the initial condition (IC)
where Z (x, t) = (z 1 (x, t), . . . , z n (x, t)) T ∈ R n represents the state vector. (x) ∈ R n×n is a square matrix with the elements φ ij (x), i, j = 1, . . . , n. Z 0 (x) represents a non-zero initial vector. B o = diag(b oi ) ∈ R n×n , i = 1, 2, . . . , n and U (t) = (u 1 (t), . . . , u n (t)) T ∈ R n is the control input. In addi-
With an appropriate transformation like Z (x, t) = P(x) U (x, t) where P(x) = diag(a −1/2 (x)) n×n , above system (1)-(4) can be mapped into a canonical form
for x ∈ (0, 1), t > 0, with the initial condition
and IC
. . . , n, U 0 (x) represents a nonzero initial vector,
One can easily see that the structure of (6)-(9) makes applying the backstepping technique simple. The following assumption is used in this paper. Assumption 1: The system coefficients are sufficiently regular, in particular a(x) > 0 ∈ C 2 [0, 1], ψ ij (x) ∈ C 1 [0, 1], i, j = 1, 2, . . . , n.
Now the output feedback control problem of the system (1)-(4) is converted into one of (6)- (9) . With the stability argument of fractional systems in [13] , [14] , we know that this plant (6)-(9) (with U c (t) = 0) is potentially unstable depending on coefficients. Then, the problem we consider here is to design an output feedback control law for U c (t) to make this plant stable. Another key point is to consider their stability robustness to small diffusivity perturbations.
This output feedback control problem of time fractional PDEs with non-constant/constant diffusivity for the scalar case (1-dimensional system without reaction terms) was investigated in [4] , [6] . If the Caputo fractional-order derivative is replaced by the integer-order derivative, then the output feedback control and state feedback control problems of vector case will reduce to the work [15] - [17] related to constant coefficients. Nevertheless, the non-constant coefficients, especially spatially-varying diffusion coefficient, are more general and exist in inhomogeneous media [18] , [19] .
C. CONTRIBUTION
(1) Output feedback stabilization with some constraints between non-constant parameters: The observer design of coupled semilinear fractional PDEs with spatially varying parameters was studied in [11] , but they did not show how to deal with the coupled non-constant parameter fractional systems when the explicit solution of the coupled kernel matrix PDE is not available even if an appropriate transformation has been used. In this case, we investigate the output feedback stabilization under some constrains between non-constant coefficients for coupled fractional PDEs when the kernel matrix PDE is coupled and has not an explicit solution. Hence, the numerical method is introduced to solve them, which expands the choice range of system parameters and kernel PDEs (not limited to kernel PDEs with explicit solutions). (2) Robustness to a small perturbation in diffusion coefficients: The most striking feature in stability robustness analysis is that we prove the robustly Mittag-Leffler stability of the closed-loop system with the proposed output feedback controller, which is also nontrivial for integer-order PDE systems [20] , [21] .
D. STRUCTURE
The paper is organized as follows. In section II, some preliminaries are introduced. In section III, the observer design and output feedback stabilization are presented. In section IV, Mittag-Leffler stability robustness against small diffusivity perturbations of the closed-loop system is provided. Numerical simulations are presented to verify the effectiveness of our proposed synthesis in Section V. Finally, concluding remarks are contained in Section VI.
II. PRELIMINARIES
Throughout this paper, L 2 (0, 1) denotes the Hilbert space of a square integral function u(x), x ∈ (0, 1) with the norm u(·) = ( 1 0 u 2 (x) dx) 1/2 , and H 1 (0, 1) represents the usual Sobolev space (see, e.g [22] ) with
For a vector
U (x) = (u 1 (x), . . . , u n (x)) T , we define the following norms:
Given an arbitrary real-valued square matrix G with n dimension, S[G] = (G + G T )/2 represents its symmetric part. σ min (G) = min{σ 1 (G), . . . , σ n (G)} and σ max (G) = max{σ 1 (G), . . . , σ n (G)}, where σ i (G) is the eigenvalue of G, i = 1, .., n. In addition, a min = min
. . , b s n }, and I n×n represents the identity matrix of n dimension. For the sake of clarity, Lyapunov functionals are often denoted simply by V i = V i (t, ·).
Next, we present some definitions and lemmas to be used later.
Definition 1 [23] (Mittag-Leffler Stability):
where t 0 is the initial value of time, U (t) Q n := U (t) 2,n or U (t) H 1,n , α ∈ (0, 1), M ≥ 0, b > 0, m(0) = 0, m(U ) is nonnegative and satisfies locally Lipschitz condition on U ∈ B ⊂ R n with the Lipschitz constant m 0 , and E α (t) := ∞ k=0 t k (kα+1) , ∀α > 0, t ∈ C in [12] , then the solution of the equation
is said to be Mittag-Leffler stable. Here, in (13) , α ∈ (0, 1), f is piecewise continuous in t ∈ [t 0 , ∞) and locally Lipschitz in U . It is worth to point out that Definition 1 implies the notion of asymptotical stability, and more precisely it falls in the polynomial stability case. We refer [23] and [24] for more details.
Lemma 1 [25] , [26] : Let A be a closed linear operator and be densely defined in a Banach space Z . If A generates a C 0semigroup on Z , then the Cauchy problem C 0 D α t X (t) = AX (t), X (0) = X 0 , α ∈ (0, 1) has a unique solution X ∈ C(0, ∞; Z ).
III. BACKSTEPPING-BASED OUTPUT FEEDBACK A. OBSERVER DESIGN
Here we discuss the anti-collocated setup of sensors and actuators. In what follows, the domain (x, t) is the same as the before one in Section I-B. Assume that only the boundary flow U (0, t) is available for measurement. Following by this, we will consider the observer which is derived from a copy of the system (6)-(9) plus a corrector
U (x, 0) = U 0 (x),
where the observed state U (x, t) = (û 1 (x, t),û 2 (x, t), . . . ,û n (x, t)) T , R 1 (x), R 10 are observer gains to be designed later. Remark 1: From the above observer design, it is obvious to find that corrector terms (output injections) are exerted on both the state equation and the boundary comparing with the counterpart in [15, Section 4] . Therein, the output injection function is only forced at the system equation (actually the observer gain at the boundary is zero, it thus has been skipped). It should be pointed out that here output injection functions need to be added at both the state equation and the boundary since if the output injection function is only inserted into the state equation, then one has R(0, 0) = 0. This will induce (0) = − C, which results in some limitations to choose (x).
Introducing
In light of the backstepping transformation
we convert the observer error system (18)-(21) into a target one
where R(x, y) is a square matrix with the elements R ij (x, y), i, j = 1, . . . , n, C will be specified to make this target system Mittag-Leffler stable (see Theorem 3).
Working out the kernel equations as in the scaler case (see e.g. [4, Section 3]), we have the following result. and the observer gain R 1 (x) be given by
then the observer error system (18)-(21) can be mapped into the target one (23)-(26) by the transformation (22) . Remark 2: It should be pointed out that this kernel PDE (27)-(29) is coupled, which needs to be solved numerically and is different from the equation (17) in [11] . There, with some transformations and assumptions, the kernel PDE turns into a decoupled constant one with an explicit solution.
Theorem 1: Assume that (x) ∈ (C 1 [0, 1]) n×n , the kernel matrix PDE (27)-(29) admits a unique solution, which is bounded and twice continuously differentiable in 0 ≤ y ≤ x ≤ 1.
The proof can be completed by using the method of successive approximation together with a series of coordinate transformations, whose outline is presented in Fig. 1 . See Appendix A for this proof.
To analyze the stability of the error system (18)- (21), the invertibility of the transformation (22) is required. In this case, we are going to look for the below inverse transformation
whose kernel matrix Q(x, y) can be obtained as analogous to one done in Theorem 1. It follows that
From this framework (32)-(34), it is easy to see that the structure of this PDE is very similar to the one of (27)- (29) . So, we can apply the same proof provided in Theorem 1 to the well-posedness of (32)- (34) , which yields the below result.
Theorem 2: Suppose that (x) ∈ (C 1 [0, 1]) n×n , the kernel matrix PDE (32)-(34) admits a unique solution, which is bounded and twice continuously differentiable in 0 ≤ y ≤ x ≤ 1.
Before continuing, we first point out that the error U -system is well-posed due to the well-posedness of the W -system and the invertibility of transformation (22) . Next we will give some supporting arguments on the wellposedness of the W -system. We introduce an operator A as follows:
Obviously, −B i are Sturm-Liouville operators (see [27, Ex. 2 .10], [28] ). Let the operator B be defined as Bψ =
It is easy to see that B is also a Sturm-Liouville operator. Then the operator A is a Riesz-spectral operator (see [27, Definition 2.3.4]). Thus, it is the generator of an analytic C 0 -semigroup by [27, Theorem 2.3.5] . It follows from Lemma 1 that the W -system is well-posed.
(1) For any initial value U 0 (x) ∈ [L 2 (0, 1)] n , the observer error system (18)-(21) with observer gains R 1 (x), R 10 given in (30) 
(2) For any initial value U 0 (x) ∈ [H 1 (0, 1)] n , the observer error system (18)
Proof: The proof is very similar to [4, proof of Theorem 1]. We thus omit it.
Remark 3: For the observer (14)- (17), it has the robustness to measure noise in some sense, i.e., the observer error system (18)-(21) could robustly converge to zero when the output contains the noise. We will test the stability robustness against to measure noise and show the output signals in the simulation study later.
B. OUTPUT FEEDBACK CONTROLLER
We now give the following Dirichlet-type output feedback controller
where the kernel matrix function K (x, y) ∈ R n×n (see Appendix B for more details) is derived from the transformation
Obviously, (38) is also invertible based on the same argument as the one for (22) . By (38), we map the observer (14)- (17) into the below one
In light of (42), (26) , Poincaré, Young inequalities and integration by parts, we get the following property.
Property 1:
where
H (x) , and [29] : For the following fractional differential equation of order α > 0 with the corresponding initial condition
we have
Theorem 4 (Output Feedback Stabilization): Let K (1, y) be the solution of (116)-(119), output injection functions R 1 (x), R 10 be given by (30) , (x) ∈ (C 1 [0, 1]) n×n , and
(a) For any initial U 0 , U 0 ∈ {L 2 (0, 1)} n , the system (6)-(9) with the observer (14)- (17) and the controller (37) is Mittag-Leffler stable at U (x, t) ≡ 0, U (x, t) ≡ 0 in the space [L 2 (0, 1)] n under the following condition
(b) For any initial U 0 , U 0 ∈ {H 1 (0, 1)} n , the system (6)-(9) with the observer (14)- (17) and the controller (37) is Mittag-
Proof: (a) We first remark that the system ( U , U ) is also well-posed since it is related to ( W , W ) by the invertible transformations (22) , (38). The arguments are similar to the before ones for the W -system. Hence, one can obtain the wellposedness of the system (U , U ). We now continue to prove. The proof is divided into two subparts.
Step 1: We start with the Lyapunov functional
where F is a positive constant to be determined later.
Based on Lemma 1 in [30] , i.e 1
by using BCs (41)-(42) and (25)- (26) . With Property 1, σ min (S[ C]) ≥ σ min (S[C]) > 0, the condition (50) and Poincaré inequality, we further
Choosing
Step 2: Utilizing Proposition 1 and E α,α (−2Qt α ) ≥ 0, α > 0, Q > 0 (see [31] ), yields
which shows that
Based on Definition 1, we obtain the Mittag-Leffler stability of the system ( W , W ). This, combining with the invertibility of the transformations (38), (22) , induces the Mittag-Leffler stability of the system ( U , U ). It implies the system (U , U ) is Mittag-Leffler stable in the [L 2 (0, 1)] n space if the condition (50) holds.
(b) We consider the Lyapunov functional t) dx for the Mittag-Leffler stability of the Wsystem (without W (0, t)) and the W -system in the space [H 1 (0, 1)] n . They are cascade systems, hence, the integrated system ( W , W ) is Mittag-Leffler stable. This, together with the invertibility of the transformations (38), (22) shows the Mittag-Leffler stability of the system ( U , U ) which explicitly indicates the result in Theorem 2(b).
Remark 4: In the output feedback control case, there exists the compatibility issue which means the plant initial value at x = 1 (i.e. U (1, 0)) should match with the initial value of control input (i.e. U c (0)) to shrink the huge initial jump of the boundary state. Inspired by an alternative approach for integer-order systems in [32, Section 4] , [15, Remark 7] , we extend this approach to the fractional system here, i.e.
, ρ > 0, (57) whose validity for the closed-loop plant will be tested in numerical study later. In light of the argument of the Mittag-Leffler function in [12, page 35] , [33, Remark 2] , we obtain that E α (−ρt α ) converges to zero as t → ∞, ρ > 0.
Remark 5:
In terms of Neumann actuation and Robin actuation, the results are analogous. For the scaler case, we refer to [6, Remark 2] for more details.
IV. ROBUSTNESS TO UNCERTAINTY DIFFUSIVITY
We now investigate the robustness of the output feedback controller (37) to a small perturbation in diffusion coefficients for the coupled time fractional PDE system. We are going to study the robustness stability of the below system
to the small perturbation parameter ε > 0 (or ε < 0). The copied observer and the corresponding error system are given by
The below theorem establishes the robustness stability of the coupled time fractional PDE system (58)-(65) which is interconnected by reaction terms.
Theorem 5: (Robustness to Diffusivity Uncertainty): Assume that (x) ∈ (C 1 [0, 1]) n×n , and σ min (S[ C]) ≥ σ min (S[C]) > 0. There exists a sufficiently small ε 0 > 0 such that ∀ε ∈ (−ε 0 , ε 0 ). (i) For any initial U 0 , U 0 ∈ [L 2 (0, 1)] n , this coupled system (58)-(65) is Mittag-Leffler stable at U (x, t) ≡ 0, U (x, t) ≡ 0 in the space [L 2 (0, 1)] n under the condition (50). (ii) For any initial U 0 , U 0 ∈ [H 1 (0, 1)] n , this coupled system (58)-(65) is Mittag-Leffler stable at U (x, t) ≡ 0, U (x, t) ≡ 0 in the space [H 1 (0, 1)] n under the condition (51).
Remark 6: The above Theorem is inspired by the arguments of exponential stability robustness analysis to uncertainty diffusion coefficients in [20, Section 3] . Therein, the state feedback controller to a small perturbation of diffusivity in [20] was considered, here we concern the output feedback controller to small perturbations in diffusion coefficients of the closed-loop system together with the Mittag-Leffler stability analysis of the coupled fractional PDE system.
For the transformation (38), we have its inverse transformation
which will be used to solve the observer target system with uncertainty diffusivity. Obviously, the backstepping transformations (22), (38) and (70) convert the system (58)-(61) with (62)-(65) and (66)-(69) into the below target one
The proof of Theorem 5 can be realized by resorting to the following sequences of lemmas.
Lemma 3: t) dx and the condition (50) hold. And assume that
There exists a sufficiently small ε 0 > 0 such that ∀ε ∈ (−ε 0 , ε 0 ), then the Caputo time fractional (α-order) derivative along the solution of the W -system (71)-(74) ( W (x, 0) ∈ [L 2 (0, 1)] n , without W (0, t)) fulfills
Proof: With the help of Lemma 1 in [30] and the principle of integration by parts, we have the Caputo time fractional derivative of V 4 with α-order
where we employed the BCs (73) (without W (0, t)), (74). Next, we prove some useful inequalities which will be used later. Using Young and Cauchy-Schwitz inequalities, yields
In a similar fashion, we can prove that
By direction substitution of (79)-(80), (83)-(85) into (82), using Poincaré inequality and σ min (S[C]) > 0, one obtains that
With the condition (50), it is possible to choose |ε| sufficiently small to achieve λ 1 , λ 2 > 0.
This completes the result of this lemma. W (0, t) , the assumptions (79)-(80), and the condition (51) hold. There exists a sufficiently small ε 0 > 0 such that ∀ε ∈ (−ε 0 , ε 0 ), then the Caputo time fractional (α-order) derivative along the solutions of the W -system (71)-(74) ( W (x, 0) ∈ [H 1 (0, 1)] n , without
Using Lemma 1 and Lemma 4 in [30] , it follows that
where we used the integration by parts and BCs (73) (without W (0, t)), (74). Moreover, by using Young and Cauchy-Schwarz inequalities, one gets
Inserting (89)-(90) into (88), one immediately gets 2 2,n +λ 9 W (·, t) 
Then, inserting (79)-(80), (83)-(85) into (82), we obtain
This, together with (91), induces
2,n with λ 6 = 2λ 1 − 1 2 (a min + ε) − λ 9 , λ 5 = λ 8 + 2(a min + ε). Recalling (51), it is also possible to select |ε| sufficiently small to meet λ 2 , λ 4 , λ 5 , λ 6 , λ 7 > 0. This concludes the proof.
Lemma 5: t) dx and the condition (35) hold, and suppose that
There exists a sufficiently small ε 0 > 0 such that ∀ε ∈ (−ε 0 , ε 0 ), then the Caputo time fractional (α-order) derivative along the solution of the W -system (75)-(78)
where λ 10 = 1 4 (a min + ε) + σ min (S[ C]) − 1 2 a max − 2|ε|p 1 − 2|ε|p 1 p 2 − |ε|p 3 − |ε|p 2 p 3 − 1 2 |ε|p 4 > 0. Proof: We start with the same steps (the assumption (93)-(95) instead of (79)-(80)) as the proof of Lemma 3 and get C 0 D α t V 7 ≤ λ 11 W T (0, t) W (0, t) − λ 10 W (·, t) 2 2,n (97) with λ 11 = 1 2 a (0)+ 1 2 |ε|p 4 , λ 10 = 1 4 (a min +ε)+σ min (S[ C])− 1 2 a max − 2|ε|p 1 − 2|ε|p 1 p 2 − |ε|p 3 − |ε|p 2 p 3 − 1 2 |ε|p 4 . In above inequality, we employed
Under the condition (35) , we have the possibility to choose |ε| sufficiently small to arrive at λ 11 < 0, λ 10 > 0. This concludes the result of the lemma. Lemma 6: t) dx, the assumptions (93)-(95) and the condition (36) hold. There exists a sufficiently small ε 0 > 0 such that ∀ε ∈ (−ε 0 , ε 0 ), then the Caputo time fractional (α-order) derivative along the solution of the W -system (75)-(78)
with λ 12 = min{λ 13 , λ 14 } > 0,
In a similar manner to the proof of Lemma 4 we also obtain
Therein, we employed σ min (S[ C]) > 0 and the following inequalities
In the last equality, we used BC (78) , and Cauchy-Schwarz inequality.
Similarly, we have
where λ 14 = 2λ 10 − 1 2 (a min +ε)−λ 17 , λ 13 = λ 16 +2(a min +ε). With (36) , one may choose |ε| sufficiently small to make this true: λ 11 < 0, λ 13 , λ 14 , λ 15 > 0. We complete the proof.
With above lemmas, we now prove the stability robustness to the perturbation parameter ε of (58)-(65).
Proof of Theorem 5: From Lemma 3-Lemma 6, we have the W -system (71)-(74) (without W (0, t)) and W -system (75)-(78) are robustly Mittag-Leffler stable in the space [L 2 (0, 1)] n and the space [H 1 (0, 1)] n . The interconnection between these two systems is a cascade. Hence, the system ( W , W ) is robustly Mittag-Leffler stable. Thanks to the invertibility of transformations (38), (22) , the system ( U , U ) is also robustly Mittag-Leffler stable in the space [L 2 (0, 1)] n and the space [H 1 (0, 1)] n which shows the Mittag-Leffler stability robustness of the system (U , U ) to the perturbation parameter ε.
V. ILLUSTRATIVE EXAMPLE
In this section, a numerical example is presented to test the result of output feedback stabilization. Consider the fractional PDE system (6)-(9) with the observer (14)- (17), and the controller (37). The finite difference approximation method is utilized to discretize the spatial and time domains together with the numerical algorithm of Caputo time fractional derivative reported in [34] . Herein, time steps M = 400 for T = 1.0s, spatial steps N = 100 for L = 1, and n = 2 for this coupled time fractional PDE system. The parameters are 
The output Y (t) = U (0, t) in both normal and with white noise cases (signal-to-noise ratio 22 dB) is plotted in Fig. 2 . The state of error system (18)- (21) in two cases can be seen in Fig. 3 .
B. CLOSED-LOOP SYSTEM
The kernel matrix K (1, y) , the control effect and the closedloop response are presented in Fig. 4 . As expected, the state of this closed-loop system converges to zero, as shown in Fig. 5 . In order to illustrate the performance of the controller with the additional term in Remark 4, we use the controller (57) with ρ = 5 for the test. Fig. 6 shows the peaking of the state in short-term evolution with the additional term (top plots) attenuates comparing with the case of without additional term (lower plots). Moreover, the initial peaking of the control input with additional term decays explicitly, which can be seen in Fig. 7 . In some sense, this is a good sign that the additional term for the control input plays an import role in backstepping control for fractional systems.
VI. CONCLUDING REMARKS
We investigated observer-based output feedback stabilization and robustness analysis to small diffusivity perturbations of coupled time fractional PDEs (i.e. coupled fractional reaction diffusion systems) with spatially varying coefficients by backstepping. The presented results can be generalized to different diffusivity. It is worth to pointed out that the provided method here can also be applied to more complicated families of systems, for example, a class of coupled fractional diffusion-advection systems (coupled reaction terms or coupled BCs [37] ), if the backstepping-based state feedback control problem can be solved. Mittag-Leffler stability robustness to the small perturbation parameter will be tested by numerical examples in our future work. YANGQUAN CHEN received the Ph.D. degree in advanced control and instrumentation from Nanyang Technological University, Singapore, in 1998. In 2012, he joined the School of Engineering, University of California, Merced, where he teaches Mechatronics for juniors and Fractional Order Mechanics for graduates. He was on the Faculty of Electrical and Computer Engineering with Utah State University. His research interests include mechatronics for sustainability, cognitive process control and hybrid lighting control, multi-UAV-based cooperative multispectral personal remote sensing and applications, applied fractional calculus in controls, signal processing and energy informatics, distributed measurement and distributed control of distributed parameter systems using mobile actuator, and sensor networks. 
