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Abstract
In an earlier paper, we discussed the construction and possible application to cryptography
of m-inverse quasigroups, a generalization of CI-quasigroups introduced originally by Karklin′4s
and Karklin′ in 1976 (but then only for the special case of loops). In this paper, we general-
ize this concept further to that of an (r; s; t)-inverse quasigroup and show that CI-quasigroups,
WIP-quasigroups and m-inverse quasigroups may all be regarded as special examples of this
new structure. We are thus able to put some of the properties which the aforementioned types
of quasigroup and loop have in common in a more general setting. In Part I of the paper, we
provide constructions for, and concrete examples of, (r; s; t)-inverse quasigroups and introduce a
direct product construction.
c© 2003 Elsevier Science B.V. All rights reserved.
1. Introduction
Among the classical objects of the Theory of Quasigroups are weak-inverse-property
loops (WIP-loops) and crossed-inverse-property loops (CI-loops). The =rst was de=ned
by Baer [2] in one of the =rst articles devoted to quasigroup theory and the second by
Artzy [1]. Important results on WIP-loops were obtained by Osborn [13] while a fairly
detailed investigation of CI-loops was made by Artzy in a series of papers. Later, a
generalization of both these types of loop was introduced by Karklin′4s and Karklin′ [7]
which these authors called an m-inverse loop. (Some further observations about such
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loops were made in [12,3].) In fact, most types of loop which have been studied have
some kind of inverse property.
In [8], the concept of an m-inverse quasigroup was introduced and the existence of
m-inverse loops and quasigroups which have long inverse cycles was investigated with
a view to the application of such structures to cryptography.
In the present paper, we generalize this concept further by de=ning (r; s; t)-inverse
loops and quasigroups, which include as special cases all three of WIP-, CI- and
m-inverse loops (and quasigroups). We show that well-known properties of these three
types of loop can be obtained as corollaries to more general propositions and we present
some constructions for and examples of (r; s; t)-inverse quasigroups.
2. Denitions
We shall use basic terms and concepts from the books [4,6,14]. However, for com-
pleteness, we give the de=nitions of a quasigroup and a loop.
Denition 2.1. A set Q on which a binary operation (◦) is de=ned is called a quasi-
group if, for all a; b∈Q, a ◦ b∈Q and there exist unique solutions x; y∈Q to the
equations x ◦ a= b and a ◦ y = b. If also there is an identity element e∈Q such that
e ◦ a= a= a ◦ e for every a∈Q, the quasigroup is called a loop.
Denition 2.2. A loop (Q; ◦) has the weak-inverse-property if
x ◦ (y ◦ x)J = yJ (2.1)
for all x; y∈Q; it has the crossed-inverse-property if
(x ◦ y) ◦ xJ = y (2.2)
for all x; y∈Q, where J is the permutation of Q such that x ◦ xJ = e (and e is the
identity element of the loop).
Both these kinds of loop can be regarded as special (r; s; t)-inverse loops and their
de=nitions can be extended to include quasigroups. See below.
Denition 2.3. A loop (Q; ◦) with the property that
(x ◦ y)Jm ◦ xJm+1 = yJm (2.3)
for all x; y∈Q, where J is the permutation of Q such that x ◦ xJ = e (and e is the
identity element of the loop) is called an m-inverse loop.
The de=nition of an m-inverse loop was =rst given in [7], as already mentioned in
the Introduction. It too is a special (r; s; t)-inverse loop.
Denition 2.4. Suppose that there exists a permutation J of the elements of a quasi-
group (Q; ◦) such that, for all x; y∈Q,
(x ◦ y)J r ◦ xJ s = yJ t; (2.4)
where r; s; t are integers. Then (Q; ◦) is called an (r; s; t)-inverse quasigroup.
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In the special case when (Q; ◦) is a loop with identity element e and x ◦ xJ = e for
all x∈Q, we have an (r; s; t)-inverse loop.
Remark 2.1. As we observed in [8], every (r; s; t)-inverse loop is an (r; r+1; r)-inverse
loop: that is, it is an r-inverse loop. However, “proper” (r; s; t)-inverse quasigroups
exist, as we shall show.
Let xLa = a ◦ x and xRa = x ◦ a in a quasigroup (Q; ◦). (These are left and right
translations and generate the multiplication group M (Q) = 〈Lx; Ry: x; y∈Q〉.)
Then (x ◦ y)J r ◦ xJ s = yJ t implies that yLxJ rRz = yJ t , where z= xJ s. Equivalently,
wJ−tLxJ rRz = w, where w = yJ t . So, J−tLxJ rRz = I , where I denotes the identity
mapping and Lx; Rz; J r ; J−t are permutations of Q (and so lie in the symmetric group
SQ). Thus,
(J−tLx)(J rRz) = I; (2.5)
where J−tLx; J rRz ∈ SQ.
It follows that (J rRz)(J−tLx)= I , so yJ rRzJ−tLx=y or x◦(yJ r ◦xJ s)J−t=y. Thus,
uJ−s ◦ (v ◦ u)J−t = vJ−r , where u= xJ s and v= yJ r . So, (x ◦ y)J r ◦ xJ s = yJ t for all
x; y∈Q ⇒ xJ−s ◦ (y ◦ x)J−t = yJ−r for all x; y∈Q, and conversely by reversing the
steps.
In particular, a WIP-loop (which satis=es the relation x ◦ (y ◦ x)J = yJ ) is a
(−1; 0;−1)-inverse loop. We discuss such loops (and quasigroups) in more detail in
Section 4 of this paper.
Moreover, since (x ◦ y) ◦ xJ = y ⇒ xJ−1 ◦ (y ◦ x) = y ⇒ z ◦ (y ◦ zJ ) = y, where
z = xJ−1, we have the well-known result that a crossed inverse loop may be de=ned
by the latter relation instead of the former.
From the relation (2.5) above, we get J rRz = L−1x J
r in the special case when r = t.
Thus, for any (r; s; r)-inverse quasigroup (Q; ◦), the mapping J r lies in the normalizer
of the subgroup of SQ which is generated by the left and right translations: that is,
J r ∈N (M), where M is the multiplication group of the quasigroup (Q; ◦).
The following theorem is eMectively a re-write and generalization of the proof, given
in [7], that J 3m+1 is an automorphism of an m-inverse quasigroup.
Theorem 2.1. If the identity (a ·b) ·a=b holds in a quasigroup (Q; ·), where ; ; 
are cyclically (or pairwise) permutable permutations of the set Q, then  is an
automorphism of the quasigroup (Q; ·).
Proof. We have (c · d) · c= d. Put c= (a · b) and d= a. Then, [(a · b) · a] ·
(a · b)= a. That is, b · (a · b)= a. Next, put c= b and d=(a · b). This
gives [b · (a · b)] · b = (a · b). That is, a · b = (a · b).
If ; ;  permute cyclically (or pairwise) as permutations of Q, we have (a ·b)=
a · b which is the required result.
Corollary 2.1. (1) J r+s+t is an automorphism of an (r; s; t)-inverse quasigroup. (2) J 2
is an automorphism of a weak inverse property quasigroup.
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[To see this, notice that, since a WIP quasigroup is a (−1; 0;−1)-inverse quasigroup,
J−2 is an automorphism and so its inverse is an automorphism also.]
Remark 2.2. If the quasigroup (Q; ◦) is an (r; s; t)-inverse quasigroup with respect
to the permutation J and J h ∈Aut(Q; ◦) for some integer h, then (Q; ◦) is (r + uh;
s+ uh; t + uh)-inverse for any u∈Z .
To see this, we have only to note that, if J h ∈Aut(Q; ◦) then (x ◦y)J r+uh ◦ xJ s+uh=
yJ t+uh follows from the relation (2.4). This leads us to make the following de=nitions:
Denition 2.5. An (r; s; t)-inverse quasigroup is said to be properly described if r; s;
t¿ 0 and it is not (r1; s1; t1)-inverse for any integers r1; s1; t1 such that 06 r1 ¡r,
06 s1 ¡s and 06 t1 ¡t.
Remark 2.3. Sometimes, as for example when we said earlier that a WIP-loop is a
(−1; 0;−1)-inverse loop, it is more usual to use a description which involves negative
integers.
[Notice that, in fact, since J 2 is an automorphism of any WIP-loop, it is “properly
described” as a (1; 2; 1)-loop.]
Remark 2.4. Since J is an automorphism of a (0; 1; 0)-inverse quasigroup, it follows
from Remark 2.2 that such a quasigroup is also a (1; 2; 1)-inverse quasigroup. that is,
every CI-quasigroup has the weak inverse property. Thus, we have a new proof of this
fact: already a well-known fact for loops.
Denition 2.6. The relations (x ◦ y)J r1 ◦ xJ s1 = yJ t1 and (x ◦ y)J r2 ◦ xJ s2 = yJ t2 are
equivalent for the quasigroup (Q; ◦) if from ful=llment of the =rst relation follows
ful=lment of the second and vice versa.
3. Left-linear quasigroups which are (r; s; t)-inverse
Let (Q;+) be a loop with left nucleus Nl = {c: c + (x + y) = (c + x) + y for all
x; y∈Q} and let Aut(Q;+) denote the automorphism group of this loop.
Denition 3.1. A left linear quasigroup over the loop (Q;+) is a quasigroup (Q; ·) such
that x · y = c+ x’+ y for all x; y∈Q, where ’ is in Aut(Q;+),  is a permutation
of the set Q such that  0=0 (where the symbol 0 denotes the identity element of the
loop) and c is in the left nucleus Nl of the loop. It becomes a linear quasigroup if ’
and  are both automorphisms of (Q;+).
As a special case of this, a quasigroup (Q; ·) de=ned over an abelian group (Q;+)
by x · y = c + x’ + y , where c is a =xed element of Q and ’ and  are both
automorphisms of the group (Q;+), is called a T-quasigroup.
(The latter concept was =rst introduced in [9,10].)
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Theorem 3.1. A left linear quasigroup (Q; ·) over a loop (Q;+) is an (r; s; t)-inverse
quasigroup with respect to the permutation J of the set Q, where J r ∈Aut(Q;+) and
0J = 0 if and only if
(i) c + cJ r’= 0, (iii) x’J r’+ xJ s = 0 for all x∈Q,
(ii)  = J t’−1J−r , (iv) (Q;+) is a CI-loop.
Proof (necessity). Suppose that (x · y)J r · xJ s = yJ t for all x; y∈Q. Then
c + (x · y)J r’+ xJ s = yJ t . That is,
[c + (c + x’+ y )J r’] + xJ s = yJ t: (3.1)
Put x = y = 0 in Eq. (3.1). Then c + cJ r’= 0, so (i) is a necessary condition.
Because J r’ is an automorphism of (Q;+), cJ r’∈Nl, the left nucleus of (Q;+), and
so Eq. (3.1) can be re-written in the form [(c+cJ r’)+(x’J r’+y J r’)]+xJ s =yJ t .
That is,
(x’J r’+ y J r’) + xJ s = yJ t: (3.2)
Putting x = 0 in Eq. (3.2), we see that y J r’= yJ t is necessary. That is,  J r’= J t
or  = J t’−1J−r , which is condition (ii).
Similarly, putting y = 0 in Eq. (3.2), we see that condition (iii) is necessary.
Thus, (x’J r’+y J r’)+ xJ s =yJ t for all x; y∈Q, where, since (iii) holds, xJ s 
is the right inverse of x’J r’ in (Q;+). Thence, (Q;+) must be a CI-loop, which is
condition (iv).
Proof (su9ciency). Let us de=ne a left linear quasigroup (Q; ·) over the CI-loop (Q;+)
by x ·y= c+ x’+y , where ’∈Aut(Q;+) and  = J t’−1J−r . We wish to show that
(Q; ·) is an (r; s; t)-inverse quasigroup with respect to the permutation J of the set Q,
where J r ∈Aut(Q;+). We have
(x · y)J r · xJ s = (c + x’+ yJ t’−1J−r)J r · xJ s
= c + (c + x’+ yJ t’−1J−r)J r’+ xJ sJ t’−1J−r
= (c + [cJ r’+ (x’J r’+ yJ t)]) + xJ s :
[We use in succession the facts that J r’ is an automorphism of (Q;+) and that, in
consequence, c∈Nl implies that cJ r’∈Nl.]
=[(c + cJ r’) + (x’J r’+ yJ t)] + xJ s = (x’J r’+ yJ t) + xJ s = yJ t
because xJ s is the right inverse of x’J r’ in (Q;+) and because (Q;+) is a CI-loop.
It follows that (Q; ·) is an (r; s; t)-inverse quasigroup.
Remark 3.1. When the conditions of Theorem 3.1 hold, J r+s+t = (J r’)3I0, where I0
is de=ned by x + xI0 = 0 for all x∈Q. Consequently, J r+s+t is in Aut(Q;+) as well
as being in Aut(Q; ·).
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[To see this, we observe that J s = ’J r’I0 from condition (iii). Substituting for  
from condition (ii), we get J sJ t’−1J−r = ’J r’I0. So, left-multiplying by J r , J r+s+t
(J r’)−1 = J r’J r’I0. That is, J r+s+t = (J r’)2I0(J r’). But, I0 commutes with every
automorphism of the loop (Q;+) as we shall show later (see Theorem 4.2), so the
stated result follows.]
Remark 3.2. Since a non-abelian group cannot have the crossed inverse property, it
follows immediately from Theorem 3.1 that (r; s; t)-inverse left (or right) linear quasi-
groups over a non-abelian group do not exist.
On the other hand, since every abelian group is a CI-loop, a T -quasigroup (Q; ·) is
an (r; s; t)-inverse quasigroup with J r ∈Aut(Q;+), where J is a permutation of Q such
that 0J = 0, if and only if conditions (i)–(iii) of Theorem 3.1 hold.
In particular, suOcient conditions are that ’= J−rI0,  = J tI0 and J r+s+t = I , where
I is the identity map and xI0 =−x in the group (Q;+) for all x∈Q.
[To see this, we note that, if ’=J−rI0, the condition c+cJ r’=0 becomes c+cI0=0
and is satis=ed identically. Also, if ’ = J−rI0,  = J t’−1J−r = J tI−10 = J
tI0 and the
condition x’J r’+xJ s =0 becomes xJ−r +xJ s+t I0 =0. Since J r is in Aut(Q;+), the
last statement is equivalent to x − xJ r+s+t = 0. Since J r+s+t = I , this is automatically
satis=ed.]
The above conditions say in eMect that the quasigroup (Q; ·) de=ned by x · y =
c + xJ−rI0 + yJ tI0, where J is a permutation of Q such that 0J = 0, J r+s+t = I and
J r ∈Aut(Q;+), where (Q;+) is an abelian group, is an (r; s; t)-inverse quasigroup. This
can easily be veri=ed directly.
Example 3.1. J : z → 2z (mod 11) in the cyclic group (Z11;+). Since 210 ≡ 1 (mod 11),
we require r+ s+ t =10. Let r=6; s= t =2. Then the quasigroup (Z11; ·) de=ned by
x · y = c + (2−6x)I0 + (22y)I0 is a (6; 2; 2)-inverse quasigroup.
[We have x ·y= c−24x−22y ≡ c−5x−4ymod 11. So, (x ·y)J 6 · xJ 2 =26(c−5x−
4y) · 22x=(−2c+10x+8y) · 4x= c− 5(−2c+10x+8y)− 4(4x)=11c− 66x− 40y ≡
4y = yJ 2 mod 11. That is (x · y)J 6 · xJ 2 = yJ 2.]
Example 3.2. J : z → 2z (mod 9) in the cyclic group (Z9;+). Since 26 ≡ 1 (mod 9),
we require r + s + t = 6. Let r = 2; s = 3; t = 1. Then the quasigroup (Z9; ·) de=ned
by x · y = c + (2−2x)I0 + (2y)I0 is a (2; 3; 1)-inverse quasigroup.
[We have x · y= c− 24x− 2y ≡ c− 7x− 2ymod 9. So, (x · y)J 2 · xJ 3 = 22(c− 7x−
2y) · 23x=(4c− x− 8y) · 8x= c− 7(4c− x− 8y)− 2(8x)= c− 28c+7x+56y− 16x ≡
2y = yJ mod 9. That is (x · y)J 2 · xJ 3 = yJ .]
Remark 3.3. Note that, in the above two examples, the mapping J is an automorphism
of the cyclic group but not of the quasigroup constructed from it.
Remark 3.4. Since an m-inverse quasigroup is an (m;m+1; m)-inverse quasigroup, we
can construct an m-inverse quasigroup over (Zn;+) in the above manner only when
J : z → hz with h relatively prime to n and h3m+1 ≡ 1mod n.
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Another construction of an (r; s; t)-inverse quasigroup over the cyclic group (Zn;+)
is obtained by taking J : z → hz with h relatively prime to n as before and de=ning
the quasigroup (Zn; ·) by the relation x · y = fx + gy, where f and g are relatively
prime to n.
In this case the quasigroup is linear over (Zn;+). It is no longer necessary that r; s; t
are such that J r+s+t = I but J is always an automorphism of (Zn; ·) as well as of
(Zn;+) because (x · y)J = h(fx + gy) = f(hx) + g(hy) = hx · hy = xJ · yJ . So, when
the quasigroup is properly described, one of r; s; t is always zero.
If x · y = fx + gy for all x; y∈Zn and J : z → hz, we have (x · y)J r · xJ s = yJ t ⇔
hr(fx+ gy) · hsx= hty ⇔ fhr(fx+ gy) + ghsx= hty ⇔ f2hr + ghs = 0 (Eq. (1)) and
fghr = ht (Eq. (2)).
From Eq. (1), f3hr +fghs=0. Using Eq. (2), f3hr +ht−rhs=0. So, f3 =−hs+t−2r
and g= ht−rf−1.
Example 3.3. Let n=11; h=2; r=1; s=5; t=3. Then f3 =−26 so f ≡ −4mod 11
and g = 22(−1=4) ≡ −1mod 11. Thence, x · y = −4x − y de=nes a (1; 5; 3)-inverse
quasigroup. Since J is an automorphism of (Z11; ·), it follows that this quasigroup is
(0; 4; 2)-inverse.
We have (x · y) · xJ 4 = (−4x− y) · 24x=−4(−4x− y)− 5x=11x+4y ≡ 4y= yJ 2
as claimed.
Remark 3.5. In the case when n = p is prime, all three of the above constructions
yield (r; s; t)-inverse quasigroups (Zp; ·) with an inverse cycle of length p − 1 since
J : z → hz, where h is relatively prime to p, in each case (cf. [7]).
Finally in this section, we observe that a special case of Theorem 3.1 is the
following:
Theorem 3.2. A left linear quasigroup (Q; ·) over a loop (Q;+), where x · y = c +
x’+ y , is a CI-quasigroup relative to the permutation J, where 0J =0, if and only
if c + c’= 0,  = ’−1, x’3 + xJ = 0 for all x∈Q and (Q;+) is a CI-loop.
Proof. We put r = 0, s= 1, t = 0 in Theorem 3.1. Then, J r ≡ I ≡ J t .
Remark 3.6. Since  =’−1, it follows that, if ’ is an automorphism, so is  . Therefore,
a left linear CI-quasigroup over a loop must in fact be a linear CI-quasigroup.
The following example illustrates Theorem 3.2 for the case when (Q;+) is a proper
loop, not a group.
Example 3.4. We construct a CI-loop (Q;⊕) as follows:
Let (Z19; ·) be the linear quasigroup over the cyclic group (Z19;+) which is de=ned
by x ·y=x+y, where  : z → 12z and  : z → 8zmod 19. This quasigroup is medial
because  and  are commuting automorphisms of (Z19;+). Also, it is idempotent
because x · x=12x+8x ≡ xmod 19. Consequently, it satis=es the distributive laws and
we can easily check that it also satis=es the left semi-symmetric law (see [6, p. 58]).
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We have (u·v)·(x·y)=(u·x)·(v·y)⇒ (u·u)·(x·y)=(u·x)·(u·y)⇒ u·(x·y)=(u·x)·(u·y).
The right distributive law is similarly proved. Also, (x ·y) ·x=(12x+8y) ·x=12(12x+
8y) + 8x = 152x + 96y ≡ ymod 19 so (x · y) · x = y.
By a prolongation of this idempotent quasigroup, we obtain a CI-loop (Q;⊕), not a
group, of order 20. We de=ne this as follows: Q = Z19 ∪ {e} and
(i) x ⊕ y = x · y when x = y for all x; y∈Z19;
(ii) x ⊕ x = e for all x∈Q;
(iii) x ⊕ e = x = e ⊕ x for all x∈Q. (For a history of this construction, see page 40
of [6].)
To see that (Q;⊕) is a CI-loop, we =rst observe that each element of (Q;⊕) is
self-inverse by (ii) above and so the validity of the semi-symmetric law in (Z19; ·)
implies validity of the CI-property when x = y in (Q;⊕). We have (x⊕y)⊕xI0 =(x⊕
y)⊕x=(x ·y)·x=y when y = x and x; y∈Z19. Also, (x⊕x)⊕xI0=(x⊕x)⊕x=e⊕x=x
when y=x and x∈Z19; (x⊕e)⊕xI0=x⊕x=e when y=e; and (e⊕y)⊕eI0=y⊕e=y
when x = e. Thus, (Q;⊕) is a CI-loop.
We de=ne a linear quasigroup (Q; ◦) over the loop (Q;⊕) by the relation x◦y=x’⊕
y’−1, where ’ is an automorphism of the loop (Q;⊕). Then, as stated in Theorem
3.2, (Q; ◦) is a CI-quasigroup relative to the permutation J of Q such that x’3⊕xJ =e
for all x∈Q. Since (Q;⊕) is unipotent by construction, the latter relation implies that
J = ’3 so we have
(x ◦ y) ◦ xJ = (x’⊕ y’−1) ◦ x’3
= (x’⊕ y’−1)’⊕ x’3’−1 = (x’2 ⊕ y)⊕ x’2 = y
because (Q;⊕) is a CI-loop and because each element x’2 is self-inverse in (Q;⊕) .
This con=rms Theorem 3.2.
It is of interest to determine the automorphism group of (Q;⊕) and hence the spec-
trum of the mappings ’. In order to do so, we shall need the following Lemma.
Lemma 3.1. Let (T;⊕) be a prolongation of the idempotent quasigroup (S; ·) de;ned
as follows: T = S ∪ {e} and
(i) x ⊕ y = x · y when x = y for all x; y∈ S;
(ii) x ⊕ x = e for all x∈T ;
(iii) x ⊕ e = x = e ⊕ x for all x∈T . Then Aut(T;⊕) ∼= Aut(S; ·).
Proof. Let  be a permutation of the set S. We de=ne a corresponding permutation 
of the set T by the statements that x= x for all x∈ S and e= e. Conversely, each
permutation  on the set T which keeps the element e =xed induces a corresponding
permutation  on the set S. It is easy to see that, if 1; 2 correspond to 1; 2 respec-
tively, then 12 corresponds to 12, so it will be suOcient to show that ∈Aut(S; ·)
if and only if ∈Aut(T;⊕).
Firstly, we note that, for all x∈T , we have x⊕x=e and x⊕e=x=e⊕x. Therefore,
if  is any permutation of T which keeps the element e =xed, (x ⊕ x) = e = e.
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Also, x⊕ x= e. Consequently, (x ⊕ x)= x⊕ x. Furthermore, (x ⊕ e)= x and
x ⊕ e = x ⊕ e = x. So, (x ⊕ e) = x ⊕ e. Similarly, (e ⊕ x) = e ⊕ x.
Secondly, let ∈Aut(S; ·) and let  be the corresponding permutation of T . For all
x; y∈ S, x = y, we have x⊕ y= x · y∈ S. Consequently, (x⊕ y)= (x · y)= (x · y)
since x · y∈ S
= x · y since ∈Aut(S; ·)
= x⊕ y since x; y∈ S and x = y
= x ⊕ y, since x; y∈ S.
Therefore, ∈Aut(S; ·)⇒ ∈Aut(T;⊕).
Thirdly, let ∈Aut(T;⊕) and let  be the corresponding permutation of S. For
all x; y∈T , x = y, x = e and y = e, we have x ⊕ y = x · y∈ S. Consequently,
(x · y)= (x ⊕ y)= (x ⊕ y) since x ⊕ y∈ S
= x ⊕ y since ∈Aut(T;⊕)
= x · y since x; y∈ S and x = y
= x · y, since x; y∈ S.
Therefore, ∈Aut(T;⊕)⇒ ∈Aut(S; ·).
Thus, ∈Aut(S; ·)⇔ ∈Aut(T;⊕), as required.
It follows from Lemma 3.1 that Aut(Q;⊕) ∼= Aut(Z19; ·) since (Q;⊕) is a prolonga-
tion of (Z19; ·). Also, it follows from an earlier theorem of the second author of this
paper (see [15]) that, if (G; ·) is a linear quasigroup of the form x · y = x+ y over
an abelian group (G;+), where ; ∈Aut(G;+) and z + z = z for all z ∈G, then
Aut(G; ·) ∼= G*C, the semi-direct product of G and C, where C is the group of all
automorphisms of (G;+) which commute with  and .
[In fact, Shcherbacov has proved in Proposition 7, Corollary 2 of [15]: “Let (G; ·)
be a quasigroup isotopic to an abelian group (G;+) given by x · y = x + y, where
; ∈Aut(G;+), then Aut(G; ·) is the semi-direct product of K and C, where K =
〈L+b : b∈G and b(+  − -) = 0〉 and C is de=ned as above.]
In the present case, since every element of (Z19;+) satis=es z( +  − -) = 0 (that
is, 12z + 8z = z), we =nd that K consists of all left translations of (Z19;+). Also,
C ∼= Aut(Z19;+) which comprises all left multiplications of Z19 by non-zero elements
of Z19 and has order 18. Hence, the automorphism ’ of (Q; ◦) may be any combination
of a multiplication by a non-zero element of Z19 and a left translation by an element
of Z19. For example, we might de=ne (Q; ◦) by x◦y=xL+16⊕yL+3 or by x◦y=5x⊕4y.
[In the =rst case, x ◦ y = 12(16 + x) + 8(3 + y) ≡ 7 + 12x + 8ymod 19 and zJ =
z(L+16)
3 =48+ z ≡ 10+ x. Thence, (x ◦y) ◦ xJ =(7+12x+8y) ◦ (10+ x)=7+12(7+
12x + 8y) + 8(10 + x) = 171 + 152x + 96y ≡ ymod 19.
In the second case, x ◦ y = 12(5x) + 8(4y) ≡ 3x − 6ymod 19 and zJ = 53x ≡ 11x.
Thence, (x ◦ y) ◦ xJ = (3x − 6y) ◦ 11x = 3(3x − 6y) − 6(11x) = −57x − 18y ≡ y
mod 19.]
4. Weak inverse property quasigroups
In Section 2 of this paper, we pointed out that a WIP-loop is a (−1; 0;−1)-inverse
loop. If we use additive notation for the loop and denote the identity by 0, we have
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Denition 4.1. A loop (Q;+) with the property that
x + (y + x)I0 = yI0 (4.1)
for all x; y∈Q, where I0 is the permutation of Q such that x + xI0 = 0, is called a
WIP-loop.
Evidently, we can generalize this de=nition to that of a WIP-quasigroup as follows:
Denition 4.2. A quasigroup (Q; ◦) is said to be a WIP-quasigroup with respect to the
permutation J of Q if
x ◦ (y ◦ x)J = yJ (4.2)
for all x; y∈Q.
In this section we obtain necessary and suOcient conditions for such a quasigroup
to be a principal isotope of a WIP-loop. (This then provides a method by which
WIP-quasigroups may be constructed.)
Remark 4.1. A de=nition very similar to that of De=nition 4.2 was earlier made by
Steinberger [16] who studied what he called T -WI-groupoids and showed that such
groupoids are in fact quasigroups.
Lemma 4.1. Let (Q; ◦) be a quasigroup de;ned over the loop (Q;+) by x◦y=x’+y ,
where ’ and  are permutations of Q such that 0’= 0 and 0 = 0. Then, su9cient
conditions for (Q; ◦) to be a WIP-quasigroup with respect to the permutation J of Q
are (i) J  = ’−1J ∈Aut(Q;+); (ii) x’+ x J  = 0 for all x∈Q; and (iii) (Q;+) is
a CI-loop.
Proof. We have
x ◦ (y ◦ x)J = x ◦ (y’+ x )J = x’+ (y’+ x )J  
= x’+ (y’+ x )’−1J = x’+ (yJ + x ’−1J )
by condition (i),
= x’+ (yJ + x J  ) = x’+ (yJ + x’I0)
because x J  = x’I0 by condition (ii).
When (Q;+) is a CI-loop, we have u+ (v+ uI0) = v for all u; v∈Q, as we showed
in Section 2 of this paper, so x ◦ (y ◦ x)J = yJ follows.
Lemma 4.2. Let (Q; ◦) be a quasigroup de;ned over the loop (Q;+) by x◦y=x’+y ,
where ’ and  are permutations of Q such that 0’=0 and 0 =0. Then, necessary
conditions for (Q; ◦) to be a WIP-quasigroup with respect to the permutation J of
Q such that 0J = 0 are (i) J  = ’−1J and (ii) x’ + x J  = 0 for all x∈Q; or,
equivalently, (i)∗ J =  −1’I0 −1 and (ii)∗ [’−1;  ] = I0 −1I−10 ’
−1.
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Proof. Since, by de=nition of a WIP-quasigroup, x ◦ (y ◦ x)J = yJ , we have x’ +
(y’+ x )J  = yJ for all x; y∈Q.
Putting x=0 in the last equality, we get y’J  = yJ for all y∈Q and so ’J  = J
(Eq. (1)).
Similarly, putting y=0, we get x’+ x J  =0 for all x∈Q. (These are conditions
(i) and (ii).)
By de=nition of I0, (x’) + (x’)I0 = 0 for all x∈Q. But, from condition (ii),
x’ + x J  = 0 for all x∈Q. Since (Q;+) is a loop, we deduce that x’I0 =
x J  for all x∈Q. Therefore, ’I0 =  J  or, equivalently, J =  −1’I0 −1, which is
condition (i)∗.
Substituting in Eq. (1), we =nd that ’( −1’I0 −1) =  −1’I0 −1. That is,
’ −1’I0 =  −1’I0 −1 or ’−1 (’ −1’I0) = I0 −1
or [’−1;  ] = I0 −1I−10 ’
−1, where [’−1;  ] = ’−1 ’ −1 is the commutator of ’−1
and  . This is condition (ii)∗.
From Lemmas 4.1 and 4.2, we easily obtain the following theorem:
Theorem 4.1. Let (Q; ◦) be a quasigroup de;ned over the loop (Q;+) by x ◦y=x’+
y , where ’ and  are permutations of Q such that 0’ = 0 and 0 = 0. Then, if
the permutation J of Q is such that J  =’−1J ∈Aut(Q;+), necessary and su9cient
conditions for (Q; ◦) to be a WIP-quasigroup with respect to the permutation J of Q
are (i) x’+ x J  = 0 for all x∈Q; and (ii) (Q;+) is a CI-loop.
Proof. The conditions are suOcient by Lemma 4.1, so we have only to show that they
are necessary.
Since (Q; ◦) is to be a WIP-quasigroup with respect to the permutation J , we have
x ◦ (y ◦ x)J = yJ for all x; y∈Q or, equivalently, x’ + (y’ + x )J  = yJ or x’ +
(y’J  + x J  ) = yJ (Eq. (1)), since J  ∈Aut(Q;+).
Putting x = 0 and y = 0 in turn in Eq. (1), we get ’J  = J , or J  = ’−1J , and
x’+ x J  = 0 for all x∈Q, or  J  = ’I0 as in Lemma 4.2. Therefore, substituting
for ’J  and for  J  in Eq. (1), x’ + (yJ + x’I0) = yJ for all x; y∈Q. That is,
u+ (v+ uI0) = u for all u; v∈Q. Thus, it is necessary that (Q;+) is a CI-loop.
Remark 4.2. The =rst sentence in the statements of Lemmas 4.1, 4.2 and Theorem 4.1
could alternatively be re-phrased as “Let (Q; ◦) be any principal isotope (’;  ; -) of the
loop (Q;+) such that 0’= 0 = 0, where 0 is the identity of (Q;+)”.
The next theorem gives an alternative set of necessary and suOcient conditions for
a quasigroup (Q; ◦) of the above form to be a WIP-quasigroup.
Theorem 4.2. Let (Q; ◦) be a quasigroup de;ned over the loop (Q;+) by x ◦y=x’+
y , where ’,  ∈Aut(Q;+). Then (Q; ◦) is a WIP-quasigroup with respect to the
permutation J of Q if and only if (i) J =  −1’I0 −1; (ii) [’−1;  ] =  −1’−1; and
(iii) (Q;+) is a WIP-loop.
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Proof that the conditions are necessary. The necessity of conditions (i) and (ii)
follows immediately from Lemma 4.2 because the permutation I0 de=ned by z+zI0=0
for all z ∈Q commutes with the automorphisms ’ and  .
[If ∈Aut(Q;+), then z + zI0 = 0 ⇒ z + zI0 = 0 = 0. But, by de=nition of I0,
(z) + (z)I0 = 0. Since the equation z + u= 0 is uniquely soluble for u∈ (Q;+), we
=nd that zI0= zI0 for all z ∈Q and so I0= I0.]
The fact that (Q; ◦) has the weak inverse property with respect to J implies that
x’+ (y’+ x )J  = yJ for all x; y∈Q as in Lemma 4.2.
Replacing J  by  −1’I0 using condition (i), we get x’ + (y’ + x ) −1’I0 =
yJ . That is, x’ + (y’ −1’ + x’)I0 = yJ by using the facts that  −1 and ’ are
automorphisms. From condition (ii), ’−1 ’ −1 =  −1’−1 or (’−1 )’ −1’ =  −1.
So ’ −1’= −1’ −1 =JI−10 by condition (i). Hence, x’+(yJI
−1
0 +x’)I0 =yJ . That
is, x’+ (z + x’)I0 = zI0, where z = yJI−10 , which implies that u+ (v+ u)I0 = vI0 for
all u; v∈Q. Therefore, (Q;+) is a WIP-loop.
Proof that the conditions are suOcient. We have
x ◦ (y ◦ x)J = x’+ (y’+ x )J  = x’+ (y’+ x )( −1’I0 −1) 
using condition (i),
= x’+ (y’+ x ) −1’I0 = x’+ (y’ −1’+ x’)I0 = y’ −1’I0
since (Q;+) is a WIP-loop. But, we showed above that condition (ii) implies that
’ −1’= JI−10 . Therefore, x ◦ (y ◦ x)J = yJ as required for a WIP-quasigroup.
Remark 4.3. It follows from Theorem 3.2 that a linear quasigroup (Q; ◦) of the form
x ◦ y = x’ + y’−1, de=ned over a loop (Q;+), is a CI-quasigroup relative to the
permutation J = ’3I0 if and only if (Q;+) is a CI-loop.
Similarly, it follows from Theorem 4.2 that a linear quasigroup of the above form
is a WIP-quasigroup relative to the permutation J = ’3I0 if and only if (Q;+) is a
WIP-loop.
[To see that the latter statement is true, we observe that, when  =’−1 ∈Aut(Q;+),
statement (i) of Theorem 4.2 reduces to J = ’3I0 and that statement (ii) becomes
[ ;  ] = ’’−1 which is vacuously true.]
5. Direct products of (r; s; t)-quasigroups
Denition 5.1. Let (Q1; ·) and (Q2; ◦) be respectively an (r1; s1; t1)-inverse quasigroup
with respect to the permutation J1 of Q1 and an (r2; s2; t2)-inverse quasigroup with
respect to the permutation J2 of Q2. De=ne (x1; x2)J = (x1J1; x2J2), where J is a per-
mutation of Q = Q1 × Q2. Let the binary operation (∗) be de=ned on Q by (x1; x2) ∗
(y1; y2) = (x1 · y1; x2 ◦ y2). Then (Q; ∗) is the direct product of the quasigroups (Q1; ·)
and (Q2; ◦).
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Notation. Throughout this section, we shall suppose that |Q1|= n1 and |Q2|= n2, that
h1; h2 are the least positive integers for which J h1 ∈Aut(Q1; ·) and J h2 ∈Aut(Q2; ·) and
that H1(¿ h1); H2(¿ h2) are the least positive integers for which J
H1
1 = I and J
H2
2 = I .
First we look at the special case of m-inverse quasigroups and give a generalization
of Theorem 4.1 of [8].
Theorem 5.1. Let (Q1; ·) and (Q2; ◦) be respectively an m1-inverse quasigroup with
respect to the permutation J1 of Q1 and an m2-inverse quasigroup with respect to
the permutation J2 of Q2. Then the direct product (Q; ∗) = (Q1; ·) × (Q2; ◦) will be
an m-inverse quasigroup of order n1n2 relative to the permutation J if there exists a
natural number t such that m1 − m2 = (h1; h2)t. In this case, m is a solution of the
two congruences given below and JH = I , where H is the least common multiple of
H1 and H2.
Proof. Since (x1 ·y1)Jm11 · x1Jm1+11 =y1Jm11 and (x2 ◦y2)Jm22 ◦ x2Jm2+12 =y2Jm22 , we have
[(x1; x2) ∗ (y1; y2)]Jm ∗ (x1; x2)Jm+1
= (x1 · y1; x2 ◦ y2)Jm ∗ (x1; x2)Jm+1
= [(x1 · y1)Jm1 ; (x2 ◦ y2)Jm2 ] ∗ (x1Jm+11 ; x2Jm+12 )
= [(x1 · y1)Jm1 · x1Jm+11 ; (x2 ◦ y2)Jm2 ◦ x2Jm+12 ]:
(Q; ∗) will be an m-inverse quasigroup if the last expression is equal to (y1; y2)Jm:
that is, equal to (y1Jm1 ; y2J
m
2 ). So, we require that (x1 · y1)Jm1 · x1Jm+11 = y1Jm1 and
(x2 ◦ y2)Jm2 ◦ x2Jm+12 = y2Jm2 .
Since (x1 ·y1)Jm1+u1h11 ·x1Jm1+1+u1h11 =y1Jm1+u1h11 and (x2 ·y2)Jm2+u2h22 ·x2Jm2+1+u2h22 =
y2J
m2+u2h2
2 for any integers u1 and u2 (by Remark 2.2), we require that m1 + u1h1 =
m = m2 + u2h2 for some integers u1 and u2 for the above equalities to hold. That is,
the direct product (Q; ∗) = (Q1; ·)× (Q2; ◦) will be an m-inverse quasigroup relative to
the permutation J if there exists a solution of the system of equations
m ≡ m1 (mod h1);
m ≡ m2 (mod h2):
As is well-known, see for example [11, p. 32, problem 14(c)], or [5, p. 120], a
solution of this system of equations exists if and only if the greatest common divisor
(h1; h2) of h1 and h2 divides m1 − m2: that is, if and only if m1 − m2 = (h1; h2)t for
some t ∈N . This completes the proof.
Lemma 5.1. Let (Q; ·) be a quasigroup and J be a permutation of Q of order H
(so that JH = I) and suppose that Jf ∈Aut(Q; ·). Then also J h ∈Aut(Q; ·), where
h= (f;H) is the greatest common divisor of f and H.
Proof. Since h is the GCD of f and H , there exist integers c and d such that
h= cf + dH . Then, (x · y)Jf = xJf · yJf and (x · y)JH = xJH · yJH together imply
that (x · y)J h = xJ h · yJ h.
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Remark 5.1. By making use of Corollary 2.1 and Lemma 5.1, we can deduce that, in
Theorem 5.1, h16 (3m+ 1; H1) and h26 (3m+ 1; H2).
Example 5.1. Let (Q1; ·) and (Q2; ◦) be respectively the 2-inverse quasigroup of order
7 whose Cayley table is given in Fig. 3d.3 of [8] and the 1-inverse quasigroup of
order 8 whose Cayley table is given in Fig. 3e.2 of that paper. Then J 71 = I and
J 82 = I . Also, J
4
2 is an automorphism of the latter quasigroup. The direct product of
these two quasigroups is a 9-inverse quasigroup (since m=9 is the least positive solution
of the congruences m ≡ 2mod 7 and m ≡ 1mod 4) relative to a permutation J of
order 56.
However, it is possible to obtain a much more general theorem
Lemma 5.2. Let (Q1; ·) and (Q2; ◦) be respectively an (r1; s1; t1)-inverse quasi-
group (Q1; ·) with respect to the permutation J1 of Q1 and an (r2; s2; t2)-inverse quasi-
group (Q2; ◦) with respect to the permutation J2 of Q2. Then the direct product
(Q; ∗)= (Q1; ·)× (Q2; ◦) will be an (r; s; t)-inverse quasigroup relative to the permuta-
tion J of Q for the particular integers r; s; t if and only if
(x1 · y1)J r1 · x1J s1 = y1J t1 and (x2 ◦ y2)J r2 ◦ x2J s2 = y2J t2: (5.1)
Proof. By an argument exactly similar to that of Theorem 5.1, we easily see that
[(x1; x2) ∗ (y1; y2)]J r ∗ (x1; x2)J s = (y1; y2)J t
if and only if Eqs. (5.1) hold.
Also it follows from Corollary 2.1 and Lemma 5.1 that h16 (r1 + s1 + t1; H1) and
h26 (r2 + s2 + t2; H2). We can state the following theorem.
Theorem 5.2. The direct product (Q; ∗) = (Q1; ·) × (Q2; ◦) will be an (r; s; t)-inverse
quasigroup relative to the permutation J for the particular integers r; s; t if there exist
integers u1 and u2 such that
r − r1 = s− s1 = t − t1 = u1h1 and r − r2 = s− s2 = t − t2 = u2h2; (5.2)
where h1 and h2 are de;ned in the same way as before.
Proof. Since (Q1; ·) is an (r1; s1; t1)-inverse quasigroup with respect to the permutation
J1 of Q1 and J
h1
1 ∈Aut(Q1; ·), we have
(x1 · y1)J r1+u1h11 · x1J s1+u1h11 = y1J t1+u1h11 for all integers u1 by Remark 2.2. Similarly,
we have
(x2 ◦ y2)J r2+u2h22 ◦ x2J s2+u2h22 = y2J t2+u2h22 for all integers u2. Therefore, when the
Eqs. (5.2) are satis=ed so are Eqs. (5.1).
Remark 5.2. Theorem 5.2 can be stated as “if and only if” provided that the two
equations which appear in the proof of the theorem are not satis=ed for any indices
except ri+uihi, etc. (i=1; 2). However, this is not always the case as the next Remark
and Theorem show.
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Remark 5.3. A quasigroup (Q; ·) which is an (r; s; t)-inverse quasigroup relative to the
permutation J is also an (r+ uh; s+ uh; t+ uh)-inverse quasigroup for all u∈Z, where
J h ∈Aut(Q; ·), but it may happen that (Q; ·) is also an (R; S; T )-inverse quasigroup,
where (R; S; T ) ∈ {(r + uh; s + uh; t + uh): u∈Z} for any choice of h such that
J h ∈Aut(Q; ·).
Theorem 5.3. Let (Q; ·) be a quasigroup which is an (r1; s1; t1)-quasigroup relative to
the permutation J of Q. Then (Q; ·) is also an (r2; s2; t2)-quasigroup (relative to J),
where (r2; s2; t2) ∈ {(r1 + uh; s1 + uh; t1 + uh): u∈Z} for any choice of h such that
J h ∈Aut(Q; ·) if and only if (J s2−s1 ; J t2−t1 ; J r2−r1 ) is an autotopism of the quasigroup
(Q; ·).
Proof. Suppose that both of the identities
(x · y)J r1 · xJ s1 = yJ t1 ;
(x · y)J r2 · xJ s2 = yJ t2 (5.3)
are ful=lled in the quasigroup (Q; ·). If we replace the variables x and y in the
=rst identity by xJ s2−s1 and yJ t2−t1 respectively, then we shall have the following
equalities
(xJ s2−s1 · yJ t2−t1 )J r1 · xJ s2 = yJ t2 ;
(x · y)J r2 · xJ s2 = yJ t2 :
Comparing the left sides of these equalities, we see that (xJ s2−s1 ·yJ t2−t1 )J r1 ·xJ s2 =
(x ·y)J r2 ·xJ s2 , whence (xJ s2−s1 ·yJ t2−t1 )J r1 =(x ·y)J r2 or xJ s2−s1 ·yJ t2−t1 =(x ·y)J r2−r1 .
Therefore the triple (J s2−s1 ; J t2−t1 ; J r2−r1 ) is an autotopism of the quasigroup (Q; ·).
Conversely, suppose that a quasigroup (Q; ·) satisfying the identity (x ·y)J r1 · xJ s1 =
yJ t1 has an autotopism (J s2−s1 ; J t2−t1 ; J r2−r1 ). Then from xJ s2−s1 ·yJ t2−t1 =(x ·y)J r2−r1
we get (xJ s2−s1 ·yJ t2−t1 )J r1 =(x ·y)J r2 : Therefore (xJ s2−s1 ·yJ t2−t1 )J r1 ·xJ s2 =(x ·y)J r2 ·
xJ s2 : If, to the left side of the last identity, we apply our identity (x ·y)J r1 ·xJ s1 =yJ t1
in the form (xJ s2−s1 · yJ t2−t1 )J r1 · xJ s2 = yJ t2 ; then we obtain yJ t2 = (x · y)J r2 · xJ s2 :
that is, we obtain (x · y)J r2 · xJ s2 = yJ t2 . The theorem is proved.
Remark 5.4. Let J h ∈Aut(Q; ·). If s2 − s1 = t2 − t1 = r2 − r1 = uh for some integer u,
then xJ s2−s1 · yJ t2−t1 = (x · y)J r2−r1 is trivially true so the proof of Theorem 5.3 is
another proof of Remark 2.2.
Taking into account both Theorem 5.2 and Theorem 5.3, we may state:
Theorem 5.4. Suppose that (Q1; ·) and (Q2; ◦) are respectively an (r1; s1; t1)-inverse
quasigroup (Q1; ·) with respect to the permutation J1 of Q1 and an (r2; s2; t2)-inverse
quasigroup (Q2; ◦) with respect to the permutation J2 of Q2 and that (Q1; ·) and
(Q2; ◦) have no autotopisms of the forms (J a11 ; J b11 ; J c11 ) and (J a22 ; J b22 ; J c22 ) respectively
other than automorphisms. Then the direct product (Q; ∗) = (Q1; ·) × (Q2; ◦) will be
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an (r; s; t)-inverse quasigroup relative to the permutation J of Q for the particular
integers r; s; t if and only if there exist integers u1 and u2 such that
r − r1 = s− s1 = t − t1 = u1h1 and r − r2 = s− s2 = t − t2 = u2h2:
Remark 5.5. Clearly, it is not possible to meet the conditions of Theorem 5.4 unless
r1 − r2 = s1 − s2 = t1 − t2 and unless the greatest common divisor of h1 and h2 divides
each of these integers.
In Part II of this paper, we shall discuss this topic in more detail.
Remark 5.6. Theorems 2.1 and 5.3 are elucidated when put in a more general setting.
Let us call a quasigroup (Q; ◦) which satis=es the identity (a ◦ b) ◦ a = b for
all a; b∈Q, where ; ;  are =xed permutations of Q, an (; ; )-quasigroup. Then, in
particular, an (r; s; t)-inverse quasigroup is an (; ; )-quasigroup with =J r; =J s; =
J t . For any (; ; )-quasigroup, (; ; ) is an isotopism to its parastrophe (Q; (◦−1)∗).
(See [6, p. 65] for the notation.) We have a◦b= c ⇔ b= c(◦−1)∗a and so the identity
(a ◦ b) ◦ a = b can be re-written as c ◦ a = [c(◦−1)∗a] which proves the result.
Then [c(◦−1)∗a](◦−1)∗c=a and so (Q; (◦−1)∗) is a (; ; )-quasigroup. Therefore,
(; ; ) is an isotopism from (Q; (◦−1)∗) to (Q; (−1◦)∗) and likewise (; ; ) is an
isotopism from (Q; (−1◦)∗) to (Q; ◦). This provides an alternative proof of Theorem
2.1.
If (Q; ◦) is both an (1; 1; 1)-quasigroup and an (2; 2; 2)-quasigroup then both
(1; 1; 1) and (2; 2; 2) are isotopisms from (Q; ◦) to (Q; (◦−1)∗) and so (2; 2; 2)
(1; 1; 1)−1 = (2−11 ; 2
−1
1 ; 2
−1
1 ) is an autotopism of (Q; ◦). Theorem 5.3 states a
special case of this fact.
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