Abstract. The main object of this paper is to find closed form expressions for finite and infinite sums that are weighted by ω(n), where ω(n) is the number of distinct prime factors of n. We then derive general convergence criteria for these series. The approach of this paper is to use the theory of symmetric functions to derive identities for the elementary symmetric functions, then apply these identities to arbitrary primes and values of multiplicative functions evaluated at primes. This allows us to reinterpret sums over arbitrary complex numbers as divisor sums and sums over the natural numbers.
Introduction
The number of distinct prime factors of a natural number n, denoted by ω(n), has been the subject of extensive study, from Hardy and Ramanujan [1] to Erdős and Kac [2] . Letting n = i p α i i , we have ω(n) = i. For example, ω(5) = 1, ω(10) = 2, and ω(100) = ω(2 2 5 2 ) = 2. Throughout, we assume that ω(1) = 0. The function ω(n) is also additive, so ω(nm) = ω(n) + ω(m) for any coprime n and m.
In this work, we address two major types of identities: divisor sums and Dirichlet series. Many of the closed form expressions available here do not seem to be present anywhere. This is because the easiest functions to work with are multiplicative, while ω(n) is additive. Identities mixing both types of functions are not easy to derive using standard methods. In this paper, we use the theory of symmetric functions to find an alternative proof for many series expansions. The methods readily generalize, and can be applied to other additive functions. Our two main results are that
and
with suitable restrictions on f and s, and a p := ∞ m=1 f (p m ) p ms . For convenience, we note here that a multiplicative function satisfies f (nm) = f (n)f (m) for (n, m) = 1, where (n, m) gives the greatest common divisor of n and m. A completely multiplicative function satisfies f (nm) = f (n)f (m) for any n and m. Both satisfy f (1) = 1. An additive function satisfies f (nm) = f (n) + f (m) for (n, m) = 1, while a completely additive function satisfies f (nm) = f (n) + f (m) for any n and m. Now, we address some notation. We let p a p and p a p denote sums and products over all primes p, beginning with p = 2. We let p|n a p and p|n a p denote sums and products over the distinct primes that divide a positive integer n. Finally, we let d|n a d and d|n a d denote sums and products over the positive divisors of a positive integer n, including 1 and n. For example if n = 12, d|12 a d = a 1 a 2 a 3 a 4 a 6 a 12 and p|12 a p = a 2 a 3 . For the duration of this paper, the symbol N := {1, 2, 3 . . .} will denote the set of positive integers and will be referred to as the natural numbers. We obey the convention that for s ∈ C, s = σ + it with σ, t ∈ R. We also define C α := {z ∈ C : z = α}.
We also utilize the theory of Euler products. An Euler product, described in [3, (27.4.1-2)], is the product form of a Dirichlet series. For any multiplicative function f we have [5, (11.8 
, where
The left-hand side is an Dirichlet series, and the right-hand is an Euler product. Furthermore, letting s = σ + it, the abscissa of absolute convergence is the unique real number such that n∈N f (n) n s absolutely converges if and only if σ > σ a . Some multiplicative functions which will be used in this paper include φ(n), which denotes the Euler totient function. This counts the number of natural numbers less than or equal to n which are coprime to n[3, (27.2.7)]. A multiplicative expression for it [3, (27.3 
This is generalized by Jordan's totient function, which is defined in [3, (27.3.4)] as
Using ω(n), we can also define the Möbius function, which gives the parity of the number of prime factors in a squarefree number. It is defined in [3, (27.2.12)] as
The paper is organized as follows. In Section 2, we derive identities for the elemtary symmetric functions. In Section 3, divisor sums of ω(n) weighted by other functions are explored. In Section 4, Dirichlet series of ω(n) weighted by other functions are explored. Finally, in Section 5 we present an extension to higher orders, and lay out other possible extensions of this work.
Factorization identities
The main results of this paper are based on the following proposition. Proposition 1. Let n ∈ N and x 1 , . . . , x n ∈ C 1 . Then
where
Proof . Following Macdonald [9, (Chapter 1)], we have the relation
with x i ∈ C. Taking a logarithmic derivative of E(t) yields
Taking t = 1 completes the proof.
Corollary 2. Let n ∈ N and x 1 , . . . , x n ∈ C −1 . Then
Proof . We repeat the previous argument with but map t to −t before taking the logarithmic derivative.
Divisor sums
The following theorems are obtained by reinterpreting (7) . We consider divisor sums of a multiplicative function f weighted by ω(n) and µ(n) or |µ(n)|. Throughout, f (p) will refer to the value of f evaluated at any prime p. We define p|n g(p) as 0 if n = 1, where g is any function, not necessarily multiplicative, because 1 has no distinct prime factors. Under this convention, the theorems in this section also hold for n = 1.
Theorem 3. Let f (n) be a multiplicative function, n ∈ N, and f (p) = 1 for any prime p that divides n. Then
Proof . First take any squarefree natural number n, so that n = ω(n) i=1 p i by the fundamental theorem of arithmetic. We then let x i = f (p i ) in (7), such that each x i is an arithmetic function evaluated at each distinct prime that divides n. We can evaluate e k , yielding
Since f is multiplicative and each p i is coprime to the others by definition, we have
Now we can regard e k as the sum of f (n) evaluated at the divisors of n with k prime factors. This is because each term in e k trivially has k prime factors, and every possible product of k primes that divide n is included in e k . This is equivalent to partitioning the divisors of n based on their number of distinct prime factors. Then (7) transforms into
Each divisor d is squarefree since n is squarefree, so we can replace (−1)
is the Möbius function which is defined by (6) . Rewriting the product and sum over p i , 1 ≤ i ≤ ω(n), as a product and sum over p gives (12) for squarefree numbers. However, we can immediately see that if n is non-squarefree, µ(d) eliminates any non-squarefree divisors on the left-hand side. Meanwhile, the right-hand side is evaluated over the distinct primes that divide n so changing the multiplicities of these primes will not affect the sum in any way. Therefore (12) is valid for all n ∈ N, which completes the proof.
Corollary 4. Let f (n) be a multiplicative function, n ∈ N, and f (p) = 1 for any prime p that divides n. Then
Proof . A general theorem for any multiplicative function f (n), found in [5, (2. 18)], is that
Substituting this relation into (12) completes the proof.
Theorem 5. Let f (n) be a multiplicative function, n ∈ N, and f (p) = −1 for any prime p that divides n. Then
Proof . We follow the reasoning of the proof of (12) but substitute x i = f (p i ) into (11) instead of (7). Hence, we only have to take the divisor sum over squarefree divisors without multiplying by (−1) ω(d) . We do this by multiplying the divisor sums by |µ(d)|, the characteristic function of the squarefree numbers. This completes the proof.
Proof . We substitute f (n) = µ(n)g(n) into (14), where g(n) is multiplicative, ensuring that f (n) is also multiplicative. Noting that µ 2 (n) = |µ(n)| since the Möbius function only takes values of ±1 and 0 yields
Mapping g to f to maintain consistent notation and substituting into (15) completes the proof.
Specializing f (n) yields a variety of new formulae involving convolutions with ω(n). Below we use a variety of functions f (n) along with (12), (13), and (15) to find new expressions for divisor sums involving ω(n).
Since the product and sum on the right-hand side are over the distinct primes that divide n, each is evaluated ω(n) times. This simplifies
Using (5) to see that
n k and substituting this relation into (19) completes the proof.
Now we complete the proof by using (5) to see that
Proof . Substituting k = 1 into (20) and noting that ψ(n) = J 2 (n) J 1 (n) completes the proof. Theorem 11. Let n ∈ N with n squarefree. Then
Proof . Substituting f (n) = n k into (15) gives
Now if we let n be squarefree, then n = p|n p. We also know that (5) transforms into
However we now have
Letting n be a squarefree natural number in (15), we can also eliminate |µ(d)| from the sum on the left-hand side since every divisor of n will already be squarefree. Substituting (24) into (23) completes the proof.
Infinite sums
The propositions (7) and (11) hold for a finite number of elements x i . However, we can take the limit i → ∞ to extend this sum. This enables us to find closed form product expressions for Dirichlet series, which are described in [3, (27.4.4)], of the form n∈N ω(n)f (n) n s for many commonly encountered multiplicative functions f (n).
For later convenience we introduce the prime zeta function, described in Fröberg (1968) [6, (0.1)], denoted by P (s). We define it by P (s) := p 1 p s , and note that it converges for ℜ(s) > 1. It is an analog of the Riemann zeta function, described in [3, (25.2.1)], with the sum taken over prime numbers instead of all natural numbers. For notational convenience we also define the shifted prime zeta function P (s, a) as
such that P (s, 0) = P (s).
Lemma 12. Let a ∈ C and |a| < 2. Then P(s,a) converges absolutely if and only if s ∈ C, ℜ(s) > 1.
Proof . The result follows from using a direct comparison test with P (1) to prove the divergence of P (1, a) , then taking an absolute value to bound it above and prove absolute convergence for ℜ(s) > 1.
Lemma 13. Let a, s, k ∈ C with |a| < 2. Then 
which converges absolutely for σ > σ a .
Proof . We let p i denote the i th prime number. We must choose a suitable x i to substitute into (11), so we let x i = a p i , 1 ≤ i < ∞. We still retain the condition x i = a p i = −1 to avoid dividing by 0. Substituting this x i into (11) gives
The product and sum on the right now go through every prime p since each x i is in a one-to-one correspondence with a sum over the ith prime. We also have that the product over primes is the Euler product for the Dirichlet series n∈N f (n) n s . We now prove that e k sums over every natural number n that has k distinct prime factors.
Lemma 15. Let 1 ≤ i < ∞, i ∈ N, p i denote the i th prime, f denote any multiplicative function, and
so that S k is the set of natural numbers with k distinct prime factors. If
n s has an abscissa of absolute convergence σ a , then
Proof . Let 1 ≤ i < ∞, i ∈ N, and 1 ≤ ǫ i < ∞, ǫ i ∈ N. We can directly evaluate e k as
Here ǫ i varies because it goes over every single power of p which is present in x i . Since x i is a subseries of n∈N f (n) n s , it will also converge absolutely for σ > σ a and any rearrangement of its terms does not change the value of the sum. Since f is multiplicative and each p i is coprime to the others by definition, we have
If we take an arbitrary natural number n with k distinct prime factors, it will be present in the sum with the k th symmetric function, e k . The k th symmetric function contains every natural number with k prime factors, since k dictates the number of terms that are multiplied together to form every term in e k . The multiplicity also doesn't matter, since that varies with ǫ i which is independent of k.
We also know that by the fundamental theorem of arithmetic, there is a bijection between the natural numbers and the products of distinct primes with any multiplicity. This means that every product of distinct primes in the expression for e k corresponds to a natural number n. Taking it all together, it follows that e k goes over every natural number n with k distinct prime factors. Rewriting each product of primes as n then gives equation (27) .
n s is a subseries of n∈N f (n) n s , it will also converge absolutely for σ > σ a .
We then have
n s , where S k is defined by (26). This means that as k goes from 1 to ∞ the sum of each ke k from the left-hand side can be interpreted to go over every natural number except 1 because they have been partitioned based on how many distinct prime factors they have. The series fails to sum over n = 1, which does not have any prime factors, but ω(1) = 0 so this does not affect the sum in any way.
We can also see ω(n) is the weight that's represented by k since we can bring it inside the inner sum as ω(n) and rewrite the double sum as a sum over the natural numbers. We can also change the bottom limit from k = 1 to k = 0 since the k = 0 term is 0. This gives
The inner sum converges absolutely for σ > σ a , but the sum over n does not converge on this half plane in general. This rearrangement is valid if n∈N ω(n)f (n) n s converges absolutely. However, as a Dirichlet series it is guaranteed to have an abscissa of absolute convergence and therefore the rearrangement is valid for some σ.
Simplifying (11) finally shows that
The left-hand side has the same convergence criteria as the right-hand side. Therefore if
n s has an abscissa of absolutely convergence σ a and p ap 1+ap converges absolutely for some σ > σ b , the left-hand side will converge absolutely for σ > max (σ a , σ b ). This shows that weighting the terms of the Dirichlet series of any multiplicative function f (n) by ω(n) multiplies the original series by a sum of f over primes.
Theorem 16. Let f (n) be a completely multiplicative function, s ∈ C, and n ∈ N. If n∈N f (n) n s has an abscissa of absolute convergence σ a , then
We note that the following proposition, the simplest application of (25), can be found in [8, (D-17) ].
Theorem 19. Let ζ(s) be the Riemann zeta function. For
Proof . We let f (n) = 1 in (28), since this is a completely multiplicative function. We then note that p 1 p s is the prime zeta function. The zeta and prime zeta functions both converge absolutely for σ > 1, so the left-hand side will too.
Proof . We let f (n) = λ(n) in (28). Liouville's function, found in [3, (27.2.13)], is completely multiplicative. We note that λ(p) = −1 for every prime p, since they trivially only have a single prime divisor with multiplicity 1. This gives
We then note that [3, (27.4.7)] gives n∈N λ(n)
ζ(s) and states that it converges for σ > 1, which completes the proof since both the zeta and prime zeta functions converge for σ > 1.
Proof . We let f (n) = χ(n) in (28). Here χ(n) is a Dirichlet character, found in [3, (27.8.1)], which is a completely multiplicative function that is periodic with period k and vanishes for (n, k) > 1. Substituting it in (28) gives
We then note that a Dirichlet L-series, an important number theoretic series, is defined in [3, (25.15.1)] as L(s, χ) = n∈N χ(n) n s . Simplifying to write the sum over n as an L-series while noting that [3, (25.15.1)] states that an L-series converges absolutely for σ > 1 completes the proof, since both the L series and prime L series converge absolutely for σ > 1. ζ(2s) and that this converges for σ > 1. We note that (12) states that P (s, 1) will also converge absolutely for σ > 1, which completes the proof.
We state several theorems without proof. They are all special cases of Theorem 14 and can be proved similarly to Theorem 25. In each case we begin with a known Euler product for a function f (n), then use that to extract a p .
Theorem 26. Let σ k (n) denote the sum of the kth powers of the divisors of n. For s, k ∈ C such that σ > max (1, 1 + ℜ(k)), n∈N ω(n)σ k (n) n s = ζ(s)ζ(s − k) (P (s) + P (s − k) − P (2s − k)) . 
