I. INTRODUCTION

X
-RAY computed tomography (CT) is one of the most widely used medical imaging modalities. This is primarily due to its high spatial resolution and speed of data acquisition. Dual energy (DE) methods, which use the data separately acquired at two different energies have further increased the attractiveness of X-ray CT. However, there are applications where its potential has not been fully employed. The first group of applications consists of low-count applications such as the attenuation correction transmission scan for emission tomography. The second group are quantitative computed tomography (QCT) methods. The third group consists of applications in which the presence of highly attenuating objects in the field of view results in the appearance of streak artifacts in the final image.
Attenuation correction is routinely used for improving the quality of emission tomography images, specifically positron emission tomography (PET). This involves a long, expensive, and high noise transmission scan using a radionuclide source. This scan can be eliminated by obtaining the density estimates Publisher Item Identifier S 0278-0062(00)09743-3.
for each pixel. The density estimates can be then used to determine the attenuation at 511-keV (the energy of photons used in PET imaging.) The DE X-ray CT method that we propose gives accurate density estimates that can then be combined with the emission scan to perform attenuation correction. The prerequisite is, of course, that the X-ray CT data and PET data either be acquired simultaneously or matched by data postprocessing.
Since the X-ray transmission scan introduces a higher radiation dose than a 511-keV transmission scan, it is imperative, that as low an X-ray dosage as possible be used. As we will see in Section V, the lower the flux the greater the advantages of our method.
The second area that may benefit from our method is QCT. There is growing interest in applying CT methods, especially DE techniques, in the area of QCT, in particular, bone mineral densitometry (BMD) [1] . Among the BMD methods used in the diagnosis of vertebral osteoporosis, only a tomographic technique is likely to correctly separate cortical from trabecular bone [2] . However, DE methods reportedly suffer from poor noise properties [3] , [4] . Our method significantly improves the noise properties of DE reconstruction, making DE more effective for QCT.
The third area is the removal of metal streak artifacts. Metal streaks are a common source of artifacts in both single energy and dual energy X-ray CT in the presence of objects of highly attenuating materials such as metal surgical clips, prosthesis, etc. [5] - [8] . The presence of metal streak artifacts has been reported to be a major obstacle in applying the CT dependent implant surgery planning method proposed by Verstreken et al. [9] . Hsieh [5] used adaptive filtering for streak removal; Wang et al. [6] developed an iterative deblurring method based on the expectation maximization formulation and the algebraic reconstruction technique. The effectiveness of our method in streak artifact removal will be illustrated with examples of the reconstruction of objects containing highly attenuating regions.
The superior performance of our dual energy method is due to its following features: the reconstruction steps at both energies are performed simultaneously, thus allowing nonnegativity constraints to be applied properly, and, it is based on a model that is more statistically motivated than that implicit in filtered backprojection (FBP).
The use of two energies in X-ray CT was pioneered by Alvarez and Macovski [10] . They showed that complete energy dependent information in a CT system can be obtained by performing measurements at two energies. This has led to the growing interest in developing dual energy systems. They also 0278-0062/00$10.00 © 2000 IEEE showed that, at any given energy, the linear attenuation coefficient of the mixture can be expressed as a linear combination of the linear attenuation coefficients of the basis materials. This allowed practical implementation of DE methods. In addition, Alvarez [11] used singular value decomposition to show that two basis materials are sufficient (given that the used energies are far from the K-edge of any of the materials in the mixture.) In applications where an accurate estimate of the density is the goal, DE methods are theoretically advantageous.
All proposed DE methods [2] , [12] - [14] can be classified in one of two groups: prereconstruction and postreconstruction methods [15] . The methods of the first group perform a linear transformation in the projection domain first, converting the data at each of the two energies into projection data that correspond to the two basis materials. These two sets of projection data are then reconstructed separately to obtain the images of the two basis materials. The methods of the second group first perform two separate reconstruction steps leading from the projection domain to the image domain. The second step then applies a linear transformation to the reconstructed energy images in order to obtain images of the density of each basis material. In other words, the difference between the two groups of approaches is in whether the DE method is applied to the raw data or the reconstructed images. In both methods, any nonnegativity constraints that may be applied are actually applied only to the intermediate results. The nonnegativity of the intermediate results, however, does not guarantee the nonnegativity of the final result-basis material densities. It is, therefore, beneficial to apply nonnegativity constraints directly in the density domain.
Finally, most of the proposed DE methods employ FBP, which does not take into account the statistical nature of the emission, attenuation, and detection processes. The noise properties of FBP are generally poorer than those of more statistically motivated methods. It comes as no surprise then, that, it has been reported that DE methods suffer from poor noise properties [3] , [4] . In order to reduce noise, Macovski et al. [16] , [17] used low pass filtering of a material specific image and then restored structural information by superimposing a high-pass filtered version of a low noise, unspecific image. Kalender et al. [3] used the fact that the noise in two basis material images is negatively correlated. However, statistical image reconstruction methods, if based on an appropriate statistical model, can result in images that do not need any post processing.
Our approach is to develop a method that features all three desirable characteristics: two energies, nonnegativity constraints in the density domain, and a statistical model. Since a statistically motivated method takes into account the uncertainties of the emission, attenuation, and detection processes, its choice depends on the properties of the imaging system itself. We have chosen to use an Si:H array detector operating in the current integration mode, and we have derived a statistical model appropriate for it. The current-integration detectors are a source of additional Gaussian noise. This added noise corrupts the Poisson nature of the emission and attenuation processes. Given that, we propose a penalized weighted least squares (PWLS) objective function. The use of PWLS objective function in single-energy X-ray tomography was proposed by Sauer and Bouman [18] . Fessler [19] applied PWLS for positron emission tomography. A modified Gauss-Seidel minimization algorithm has been used to minimize the objective function. A crucial feature of this algorithm is that it readily incorporates the nonnegativity constraints in the density domain.
The noise model is described in Section II. In Section III, the theory behind DE CT is described and the PWLS method for DE CT is developed. The solution method is presented in Section IV. Results obtained with our method are presented and compared against the results obtained with an FBP-based method in Section V. Conclusions of this study and future directions are given in Section VI.
II. NOISE MODEL
If tomographic projections of an object are acquired using an X-ray beam, then the projections of the original attenuation map equal , where is the linear attenuation coefficient, is the pathlength of the X-ray, and is the flux incident on the detector in the absence of attenuator. The statistics of the radiation that reaches the detectors can be accurately represented by the Poisson model. These statistics are then altered in the detection and readout process. In this study, we make use of a statistical model of X-ray detectors based on large-area hydrogenated amorphous silicon ( -Si:H) detectors operating in the current integrating mode in conjunction with a screen made of scintillating material [20] . The screen converts the incident X-ray radiation into visible light, which is then detected by two-dimensional arrays of coupled -Si:H photodiodes and -Si:H FET's. The statistical model for this setup has been developed in [21] . The mean and standard deviation of the projection data can be represented as follows: (1) where is the elementary charge; is the exposure time for the X-ray source; is additive detector noise; is the mean screen gain for detected X-ray photons; is the expectation of ; is the screen detection efficiency.
III. THEORY
The attenuation coefficient of any material as a function of energy can be represented as a linear combination of basis functions [10] (2)
While the choice of the set of basis functions is arbitrary, its dimensionality stays the same. In modeling the energy-dependence of the attenuation coefficient, it can be assumed that two types of interactions are predominant: photoelectric interactions and Compton scattering. If the object does not contain a component with the K-edge near the energy , then a set of basis functions with physical meaning can be chosen in the following way [10] : (3) where the function approximates the energy dependence of the photoelectric interactions and gives the energy dependence of the total cross-section for Compton scattering [10] . If we assume that each pixel in the object is a mixture of basis materials then the set of basis functions can be chosen in such a way that represents the energy dependence of the attenuation coefficient of each of the basis materials (4) Equation (3) implies that theoretically attenuation coefficient can be decomposed using two basis materials. Alvarez [11] used singular value decomposition to show that when operating far from the K-edge of any of materials in the mixture, the linear attenuation coefficient can be represented using a two dimensional model, the choice of basis functions being arbitrary.
The object is assumed to be composed of two basis materials: soft tissue and bone. If the mass attenuation coefficient of each of the materials is known, then (4) may be rewritten as (extending [22] ) (5) where and are mass-attenuation coefficients for the basis materials (bone and soft tissue), and and are the densities of each of the basis materials at the current pixel.
In order to maintain consistency with the rest of the paper, we will rewrite this formula in the matrix form (6) where and are the density images represented as vectors.
The densities of the two basis materials can be determined from (5), by performing measurements at the two energies.
To accomplish this, we have developed the following DE PWLS objective function: (7) where is a matrix representing the operation of tomographic projection, is the number of detectors, is the number of pixels, is the concatenated vector of the projection data at the energies used (h-higher energy, l-lower energy)
is the regularization parameter, is the matrix of massattenuation coefficients for the two materials at each energy is the identity matrix, is the concatenated vector of the densities of the two materials is the error weighting matrix diag is the logarithmic transform of the projections normalized by the incident flux, and is the penalty function. We use a simple quadratic smoothness penalty function that penalizes the square sum of the differences between the pixel and its nearest horizontal and vertical neighbors where is the set of the nearest horizontal and vertical neighbors of the th pixel. The weights equal one for and zero otherwise. It is worthwhile to note that because it is the densities that are being reconstructed by this algorithm, the penalty is applied in the density domain.
IV. METHOD
A. System Properties and Geometry
Fan beam projections were simulated for monoenergetic fluxes of 60 and 100 keV for the lower energy and the higher energy beam, respectively. The following values were used for the low and high energy fluxes: 3 10 , 5 10 , and 3 10 ph./s/det. element. After the projections were generated, noise was added to them, according to (1) . Detector noise was varied from 0, 1, 10, and 20 fC. The detection geometry was as follows: source-detector distance: 1200 mm; center of rotation-detector distance: 300-mm; detector element size: 5 mm; number of angular projections: 180; and number of radial projections: 120.
Equation (1) was used to generate projections at the desired energy. The value of was set to 2000 e-h pairs/X-ray photon, was set to 1 sec, was set to 1, was set to 3 10 , 5 10 , and 3 10 ph./s/det. element, and was in the range 0 fC to 20 fC.
B. Phantom
A phantom representing a simplified model of the human thorax was used in all simulations (Fig. 1) . It consists of elliptic areas representing soft tissue, bone and air (attenuation of air being zero). The soft tissue and bone densities used are 1 g/cm and 2 g/cm , respectively.
C. DE PWLS Method
A modified Gauss-Seidel algorithm is used to minimize the DE PWLS objective function, and nonnegativity constraints are imposed on the solution in the density domain. The convergence properties of Gauss-Seidel are described in detail in [18] and are much better for higher than for lower spatial frequencies in the reconstructed image. It is therefore essential to use an initial image that has accurate low frequency content. The starting guess is created by 30 iterations of the same algorithm with a much higher value of the regularization parameter. After the starting guess is generated, 100 iterations are used. The pixel update strategy consists of horizontal and vertical rasters that are used interchangeably in order to improve the convergence rate. Note that, because one iteration of the algorithm makes use of both horizontal and vertical rasters, its computational cost equals to that of two iterations of the algorithm with a single raster.
is estimated directly from the projections, so it is possible to implement this algorithm on experimentally acquired data as well. The images are reconstructed onto a 128 128 pixel grid.
D. DE FBP Method
We have implemented a prereconstruction DE method in which the first step transforms sinograms at the two energies into sinograms corresponding to the two basis materials. In the next step, the two sinograms are reconstructed into the final images. However, because the X-rays used in our study are monochromatic, the order of steps is irrelevant, and a postreconstruction method would give the same results as a corresponding preroconstruction method. The FBP method that has been employed is a standard pixel driven fan beam FBP method with a Hanning filter.
All programs for simulations and reconstructions were written in MATLAB and C, and run on a Pentium PC. The fan beam system matrix was generated using ASPIRE [23] .
V. RESULTS
Quantitative results in terms of the tradeoff between bias and standard deviation for DE PWLS and DE FBP, for four noise levels ( = 0, 1, 10, and 20 fC), and for three flux rates (3 10 , 5 10 , and 3 10 ph./s/det. element) are shown in Fig. 2 . Standard deviation was estimated from 25 independent realizations for each value of the regularization parameter and filter cutoff frequency. The mean squared error, which equals the square of the distance from the origin, is much smaller for the DE PWLS throughout the whole range of the regularization parameter/cutoff frequency, noise level, and flux rate. It can be seen that the difference between the two methods is the greatest for highest noise level (20 fC) and lowest fluxes (3 10 photons/second/detector element), and that the smallest difference is for the lowest noise levels (0 fC) and highest fluxes (3 10 photons/second/detector element.) The results can be summarized as follows:
• the advantages of DE PWLS increase with increasing detector noise; • the advantages of DE PWLS increase with decreasing X-ray flux. In addition, a qualitative comparison has been done. The results are shown in Fig. 3 . Reconstructed bone and soft tissue images are presented for two noise levels ( 0 and 20 fC) and one flux rate (3 10 ph./s/det.). The images were matched in terms of bias at the pixel on the boundary between the soft tissue and bone regions (Fig. 1) . There is no significant difference in the image quality for a high flux rate (the lower eight images). On the other hand there is a substantial improvement in the image quality in the DE PWLS image over the DE FBP image. The DE FBP image is corrupted by streaks originating from the bone region to such extent that is almost useless for any practical purposes, especially any form of further quantitative analysis.
Finally, the performance of both algorithms in reconstructing images from an incomplete set of data has been compared. The presence of opaque objects such as surgical clips or metal implants was simulated by setting the attenuation coefficient of two pixels to a very high value. The resulting images are shown in Fig. 4 . The DE FBP images suffer from severe streak artifacts, whereas the images reconstructed with DE PWLS method do not contain such artifacts. At the same time, we have not noticed any significant change in the quantitative information in the image. It should be noted that an attempt has not been made here to remove streak artifacts by preprocessing the sinogram or by postprocessing the final image, but rather to use the data in accordance with a more statistically motivated model. 
VI. DISCUSSION AND CONCLUSION
We have presented a new method for DE CT image reconstruction. It is based on an appropriate statistical model and it features nonnegativity constraints in the density domain. The method is based on a PWLS objective function, which is also comparatively easy and computationally inexpensive to minimize. A modified Gauss-Seidel algorithm, that readily incorporates nonnegativity constraints, is used to minimize the objective function.
The proposed method is superior to standard FBP-based methods in terms of bias/standard deviation tradeoff. It can be seen in Fig. 2 that the advantages of the DE PWLS method are largest for high noise and/or low flux cases. This conclusion can be confirmed by looking at the qualitative results depicted in Fig. 3 . This achievement is not managed by preprocessing or postprocessing the data, but by incorporating an appropriate statistical model in the reconstruction algorithm. Also, DE PWLS method handles incomplete sets of data well, while DE FBP method is inherently unable to deal with opaque objects. The results suggest that an appropriate statistical method is crucial when the detector noise is high and/or when the fluxes are low.
We see three possible clinical applications of our method. The first is estimating attenuation correction for PET images. The second is in various QCT methods such as bone mineral densitometry. Both applications require highly accurate density estimates along with a low radiation dose. Finally, the method can be used in applications where the presence of opaque objects makes the use of standard methods impracticable.
We are currently building an experimental X-ray facility that will allow us test the method on experimentally acquired data. 
