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Abstract
An aspect of medical imaging that has been and is gaining popularity in the recent years
has been Telemedicine and Telemammography. This has enabled clinically critical infor-
mation to be delivered to any geographical location for accurate diagnosis. In addition,
they can be stored indefinitely without damage from physical external effects such as heat
and moisture. However, fueled by the demands of constant duty of care, two thorny issues
remain, being that there is limited storage capacity and network transmission bandwidth.
One solution to this monotonic problem is through image compression.
Although technological advancements have resulted in a reduction in storage and band-
width cost, thus stipulating that image compression has outlived its usefulness, there is
always a price to pay. However, in amidst all arguments, there is also the time factor.
Time is unrecoverable and, more importantly, every second counts when saving a life.
From a compression point of view, one can expect, on average, that a compressed image
can be transmitted in at least half the time required to transmit an uncompressed image.
However, the compression of medical images has been an area of much debate on
how medical data should be compressed. Lossless compression schemes are highly desired
since they preserve all information. The downside is its compression ratio gains from
2:1 upto 4:1, which has been the limiting factor in their proliferation. Lossy coding on
the other hand, exchanges image information integrity for greater compression ratio gain.
Unfortunately, this can lead to visible distortions if not controlled or monitored. Thus,
the alternative between lossless and lossy medical image coding is perceptually lossless
medical image coding.
This work explores a novel vision model based coding approach to encode medical
images at a perceptually lossless quality, within the framework of the JPEG 2000 coding
xxi
engine. Perceptually lossless encoding provides the best of both worlds, delivering images
free of visual distortions and at the same time providing significantly greater compression
ratio gains over its information lossless counterparts. This is achieved through a visual
pruning function, embedded with an advanced model of the human visual system to ac-
curately identify and to efficiently remove visually irrelevant/insignificant information. In
addition, it maintains bit-stream compliance with the JPEG 2000 coding framework and
subsequently is compliant with the Digital Communications in Medicine Standard (DI-
COM). Equally, the pruning function is applicable to other Discrete Wavelet Transform
(DWT) based image coders, e.g., The Set Partitioning in Hierarchical Trees (SPIHT).
Further significant coding gains are exploited through an artificial edge segmentation al-
gorithm and a novel arithmetic pruning algorithm.
To evaluate its coding effectiveness and qualitative consistency, a double-blind sub-
jective assessment with 31 medical experts is presented to show that no differences of
statistical significance are perceivable. This evaluation was performed using a novel 2-
staged forced choice assessment that was devised for medical experts, offering the benefits
of greater robustness and accuracy in measuring subjective responses.
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Chapter 1
Introduction
1.1 The Scope of Medical Imaging
Medical imaging itself consists of a broad spectrum of disciplines, covering radiologists,
who use the images to perform diagnoses, to mathematicians, physicists, engineers and
so forth, who formulate and realize ideas that create/capture and process the images, as
clearly evident in [12,14,42–48].
With the advent of digitisation in medical imaging technologies, such as Computed Ra-
diography(CR) [49, 50], Computed Axial Tomography (CAT/CT) [12, 14] and Magnetic
Resonance Imaging(MRI) [14], numerous technological improvements and applications
were readily available. In particular, CT and MRI scanners are capable of capturing and
outputting multiple cross-sectional slices or varying tissue detailed medical images, respec-
tively. With bit-depths up to 16-bits-per-pixel, digital medical images contain highly de-
tailed structures; a vital ingredient for accurate diagnosis. Additionally, digital technology
offers the benefits of durability and portability for any digitised content [51]. Durability
refers to a property of digitised content, where they are immune to external effects such
as heat and moisture. Portability is the relative ease of transmission of digitised content.
Thus, digital medical images can be transmitted between hospitals and devices over great
geographic distances and offer the benefits of constant duty of care [52,53].
However, the primary benefits of digitised medical contents are the endless possibilities
of applications, such as telemedicine [52], telemammography [53] and computer aided di-
agnosis [54], which have led to a significant improvement in the effectiveness and efficiency
of healthcare services in both metropolitan and in rural areas [55]. An underlying integral
1
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element, discussed in this dissertation, relating to the practical and enabling aspects of
these medical applications is medical image coding.
1.2 Significance of Medical Image Coding
Within a span of 10 years in the state of Victoria alone, in Australia, the demand of
radiological/organ imaging services for public acute hospitals has risen over 35% and if
every examination was digitised and archived, then one would require at least, on average,
over 10 times the initial storage capacity in 1995 (Figure 1.1) [3–11]. Therefore, two issues
revolving around the growing demand of healthcare services are storage space capacity,
for storing digital medical pictures, and network transmission bandwidth, for delivering
digital medical pictures.
A direct approach to solving this problem is by increasing the storage space capacity
and/or network transmission bandwidth, which assumes that storage space capacity and
network transmission bandwidth are affordable. From a historical comparison, the costs
for both resources today are considerably lower than that in the past. Albeit, both re-
sources are finite and inevitably the supply is consumed with a greater growing demand.
Thus, there remains additional costs and one still does have to “pay for it”. Although the
monetary factor involved with storage capacity for diagnostic imaging may seem insignif-
icant, the time factor for digital transmission is a far greater concern as “every second
counts when saving a life”. From a storage retrieval and/or network transmission perspec-
tive, if one could halve the file size, onr will, theoretically, halve the transmission time.
From a storage capacity perspective, compression would delay the necessity for additional
storage space, thus possibly saving both additional cost and time. Hence, the framework
of this problem is best put forth as how to store/retrieve and deliver clinically critical
information in the shortest time possible.
1.3 Research Directions in Medical Image Coding
Image compression has been seen as a solution to alleviating the taxing burden of both
large storage space and transmission bandwidth requirements. The converse view, which
stipulates that image compression has outlived its usefulness with the advent of high
2
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Figure 1.1: The occasions of service for radiology/organ imaging for Victorian public acute
hospitals between 1995 until the beginning of 2004 [3–11].
storage capacity devices and high bandwidth transmission links, may seem to be a valid
argument. However, such course of action would be extremely costly or impractical.
3
CHAPTER 1. INTRODUCTION
In general, the compression of digital images can be categorised into two broad cat-
egories; being reversible (information lossless) compression and irreversible (information
lossy) compression [34]. Reversible compression offers the desirable advantage of hav-
ing no loss of information during its encoding and decoding stage. The disadvantage,
however, is its limited compression ratio gain, deemed inadequate for medical imaging ap-
plications [56]. On the other hand, irreversible coding provides greater compression ratio
gain than its information lossless counterparts as there is a loss in information integrity.
Although irreversible image coders have compression ratio gain advantages over reversible
image coders, they can introduce undesirable visible distortions if the loss of information
is not controlled or not monitored. Alternatively, a solution, that has limited treatment
in the medical imaging literature, is perceptually lossless image coding(PLIC) [57]. PLIC
provides the best of both worlds, that is, to encode an image at the best possible mini-
mum bitrate without inducing any visible distortions. Whilst there are controversial issues
with the irreversible compression of medical images, there have been studies which have
shown that irreversible compression ratio gains from 10:1 up to 20:1 maintain the same
level of diagnostic accuracy [56,58–62]. It is finally interesting and necessary to note that
other approaches such as progressive image transmission/scalable coding schemes [63–65]
and hybrid image coding schemes, such as Region of Interest coding [66, 67], have been
investigated as well.
The objective of this research is the investigation of PLIC of medical images, which is
separated into four tasks. The primary task is the theoretical research and development of
a perceptually lossless medical image coder (PLMIC). The secondary task is an investiga-
tion into methods of calibration and subjective evaluation of the PLMIC. The third task is
the investigation of new algorithms for improved coding efficiency of the PLMIC. Finally,
the fourth task investigates the applicability of objective metrics for quality evaluation of
medical images encoded at a perceptually lossless quality.
1.4 Thesis Organization
Chapter 2 provides a literary review on the medical data acquisition systems and as
well as a brief overview on the standards in the medical field. Chapter 3 presents a
review on the physiological, psychophysical and modelling aspects of the Human Visual
4
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System (HVS). This is followed by a survey of psychophysical and objective picture quality
metrics. Chapter 4, reviews briefly and in detail, lossless and lossy coding schemes for
medical images, respectively. The focus of this chapter will be on transform coding and
hierarchical bit-plane coding alluding to the state-of-the-art EBCOT algorithm. Finally,
a brief classification of the types of medical image coders and a survey of perceptually
lossless medical image coders are given. Chapter 5 presents a proposition of a perceptually
lossless medical image coder and describes a new pruning algorithm and an artificial edge
segmentation algorithm that improves the coding performance. In addition, a new method
of determining the visual threshold is defined. Chapter 6 presents an assessment of the
proposed coder in three parts: objective, subjective quality and coding gain. This chapter
also presents a proposition for a subjective assessment methodology that is better equipped
to measure accurately subjective responses with greater accuracy for medical applications.
Finally, Chapter 7 concludes with the new findings and presents some possible extensions
and future work.
1.5 Contributions
The contributions of this dissertation are
• Proposition of a visual pruning algorithm, that is embedded with an advanced hu-
man vision model to adaptively identify and remove visually insignificant/irrelevant
information for 8-bit up to 16-bit medical images of various modalities, includ-
ing, Computed Tomography, Computed Radiography, Magnetic Resonance Imaging,
Mammography and Ultrasound Imaging.
• Adaptation of a visual pruning algorithm to the JPEG 2000 coding framework for
medical images. This non-intrusive approach ensures that there is no disruption to
the bit-stream compliance and hence a specialised decoder is not required. Simplicity
and modularity are achieved, enabling the pruning algorithm to be easily adapted
into other Discrete Wavelet Transform (DWT) based coders, e.g., Set Partitioning
in Hierarchical Trees (SPIHT).
• Adaptation of an artificial edge segmentation algorithm to enable the visual pruning
algorithm to differentiate and adaptively prune artificial edges and the medical image
information.
5
CHAPTER 1. INTRODUCTION
• Proposition of a new adaptive arithmetic visual pruning algorithm that is more
accurate than its predecessor and, at the same time, requires less computational
memory.
• Proposition of a Just-Not-Noticeable-Difference (JNND) threshold determination
process, for medical imaging, that employs the temporal sensitivities of the HVS.
• Proposition of a 2-staged forced choice subjective assessment methodology for evalu-
ating perceptually lossless encoded medical images for medical experts. This builds
on a previous recent work and provides a solution to overcome its limitations and
suitability for medical experiments. The first stage of the assessment enables a di-
rect collection of responses without requiring inference, as is needed for dichotomous
forced-choice experiments. At the same time, the second stage enables the collection
of specific information, in this instance, the level of clinical information.
• A subjective evaluation of the proposed coder with a pool of 31 medical experts.
• An objective evaluation of the proposed coder for medical images encoded at a
perceptually lossless quality and an analysis of their suitability in comparison to
the subjective assessment. This is evaluated with the Peak-Signal-to-Noise Ratio
(PSNR) [68] and the recent Structural Similarity (SSIM) Index [69].
• Proposition of a concise recursive formulation for the forward and inverse discrete
hierarchical wavelet transform, in both scalar and matrix form.
• An up-to-date review of medical imaging and medical image acquisition technologies.
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Medical Imaging
The discovery of x-rays in 1896 by Ro¨entgen [42] revolutionised the way by which medical
diagnoses were to be performed, yielding clinically critical information at a perspective
never seen before. This marked the beginning of radiography. Radiological procedures are
fast and non-invasive, in the sense that pathology can be detected with relative ease with-
out the need for surgery. Since then, various advanced medical data acquisition systems
such as Computed Radiography(CR) [49], Computed Axial Tomography (CAT/CT) [12]
and Magnetic Resonance Imaging (MRI) [14] have appeared, offering the benefits of faster
and more accurate diagnoses. Coupled with the advances of digital technology, clini-
cal information can be stored indefinitely, without being subjected to the harsh external
environment, and/or transmitted and interchanged with any clinic at any geographical
location. This sparked the need for standardisation of protocols for inter-operability of
medical information.
This chapter aims at providing an overview on medical data acquisition systems and
will focus particularly on the Digital Communications in Medicine (DICOM) standard [70]
for the soft presentation of digital medical images. It is imperative to understand the
workings of medical images, prior to processing and compression, so as to obtain reliable
results.
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2.1 Medical Data Acquisition Systems
Medical images have to be captured before diagnosis or processing can take place. There
are a number of methods for acquiring these medical images and how they can be pre-
sented to provide meaningful/important information. This section is an overview of topics
covering imaging modalities, including Computed Radiography(CR), Direct/Digital Ra-
diography(DR), Computed Axial Tomography (CAT/CT), Magnetic Resonance Imaging
(MRI), Mammography (MM) and Ultrasound Imaging (US).
2.1.1 Medical Imaging Modalities, Image formation and Images
Medical imaging modalities can be classified into two broad categories, being anatomi-
cal/structural and functional/metabolic. Anatomical/structural imaging techniques cap-
ture critical information on the constituents of a body or object. Specifically, discrimi-
nating between water, soft tissue, bone and so forth. Modalities that subscribe to this
approach are X-ray imaging (including radiography, mammography and CT), ultrasound
imaging and MRI [48]. Functional/metabolic approaches capture the information on the
level of metabolism caused by biochemical activity of administered radioactive substances.
These substances stimulate tissue and/or organs internally or externally. Modalities that
fall under this category are Nuclear imaging techniques, including functional MRI (fMRI),
Single Photon Emission Computed Tomography(SPECT) and Positron Emission Tomog-
raphy (PET) [48].
Medical images are formed through different means, depending on the source of the
signals. X-ray CR, DR and CT imaging techniques capture signals that are attenuated
when passing through a body or object. Nuclear and MRI imaging capture signals emitted
from a body or object and Ultrasound imaging capture signals reflected from a body or
object [71].
Medical images can be described according to their nature, that is, Topographic, Pro-
jection and Tomographic [72]. Topographic images refer to medical images that contain
visual information on the surface of objects. For example, these are seen in infra-red
imaging applications that show the veins on the surface of a body [72]. Projection1 im-
ages capture the varying attenuations of radiation passing through an object or body. CR
and DR are examples of modalities that produce these images. Tomographic images are
1This is a different projection to what will be discussed later.
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cross-sectional/plane slice representation of an object or body. CT and MRI scanners
subscribe to this approach.
2.1.2 Computed Radiography
Figure 2.1: A computed radiography medical image of a chest. (Courtesy of Southern
Health Monash Medical Center.)
Traditional radiographic (radiography) procedures generally employ a sensitive film or
screen that would capture the projections of X-rays passing through a body. In CR, the
film/screen is replaced by a photo stimulable phosphors imaging plate(IP) [49, 73], which
has a unique property of having temporary memory. Once an image has been captured, the
IP is fed through a reading unit that stimulates the phosphors. The light energy released
from these phosphors is captured and digitised. In addition, the stimulation causes the
memory on the IP to be erased, so that it can be re-used [73].
This approach has tremendous advantages, one of which is the elimination of film,
which is difficult to produce [49]. Second, existing equipment can be used simply by
replacing the film/screen component with the IP [73]. The limitations of this approach,
9
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however, are the intermediate steps required to digitise the content and the need for
multiple IP due to its limited exposures.
2.1.3 Digital Radiography
An alternative to CR is DR. It employs a sensor system that can directly capture images.
This enables fast acquisition and production of medical images. There are two methods
of employing DR. The first is to directly capture the image onto a set of sensors, which
instantly digitise the captured projections [73]. The second approach employs sensors that
capture the x-rays and converts them to light photons, which are subsequently digitised.
The former approach offers the advantage of speed without the need for the conversion
step. However, the design of the sensor system is far more complex and the sensors need
to be recharged after each readout [73]. On the other hand, the latter approach is simpler
in design but does not have the capture speed due to the conversion step [73].
2.1.4 Computed Axial Tomography
Figure 2.2: A X-ray computed axial tomography slice of a body. (Courtesy of Southern
Health Monash Medical Center.)
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The limitations of traditional radiography, CR and/or DR techniques are that they
cannot effectively capture weak radiation absorbing objects such as organs. In addition,
they are unable to convey cross-sectional information of an object or body. Interestingly,
the former can be alleviated through Phase Contrast X-rays [74], which yields images with
improved contrast sensitivity. The latter, on the other hand is resolved with Computed
Axial Tomography(CAT) [46].
The CAT scanner, at the time, was hailed as a breakthrough in medical imaging,
when it gave its first public appearance in 1972 by Hounsfield [45]. It can be employed for
diagnosis in two ways, one method being X-ray CT (XCT) and the other method being
emission CT (ECT). X-ray CT captures a cross section/a slice of a human body, which
enables a radiologist to determine the physical state of the anatomy of interest and in
addition, by stacking the two-dimensional slices, a three-dimensional representation can
be inferred - a representation not possible through traditional radiography. This capability
is particularly useful for the diagnosis of tumours and so forth [48]. ECT, on the other
hand, requires the administration, to a patient, of a gamma-ray emitting isotope prior to
a CT scan. This has the advantage of allowing a radiologist to diagnose the functional
state of various organs across various slices [46].
The fundamental concepts of CT were investigated by various pioneers in the field [46].
Radon in 1917 [47] provided the mathematical solution to reconstructing functions from
a set of projections. In other words, tomographic images are reconstructed from a set
of projections. A projection is the “information derived from the transmitted energies,
when an object is illuminated from a particular angle” [12](Figure 2.3). To simplify the
proceeding discussion, it will be assumed that the source projects parallel beams, instead
of fan beams (Figure 2.4). The following presents a similar example to that in [12]. An
excellent reference for the fan beam case can be found in [12]. From Figure 2.5, the aim
is to reconstruct xo(u, v) from a given set of projections. A line integral can be defined as
Pθ(t) =
∫
(θ,t)Ray
xo(u, v)ds (2.1)
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Figure 2.3: A projection of the square and circle from parallel beams projected from two
sources at different angles.
Figure 2.4: The types of beam projections [12].
where θ is the angle, (u, v) are indexing variables and s is an integration variable with
respect to the projection. Alternatively,
Pθ(t) =
∫ ∞
−∞
∫ ∞
−∞
xo(u, v)δ(ucos(θ) + vsin(θ)− t)dudv (2.2)
where δ is the delta function. This alternate definition is the Radon Transform. It is
possible to take a Fourier transform (FT) of these projections under the Fourier Slice
Theorem [12]. The two dimensional FT of xo(u, v) is defined as
F (m,n) =
∫ ∞
−∞
∫ ∞
−∞
xo(u, v)e−j2pi(mu+nv)dudv (2.3)
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Figure 2.5: Find xo(u, v) from a given set of projections [12].
In addition, a FT of a projection at angle θ is given as
Sθ(w) =
∫ ∞
−∞
Pθ(t)e−j2wtpidt (2.4)
Assuming that θ = 0 and n = 0, hence,
F (m, 0) =
∫ ∞
−∞
[∫ ∞
−∞
xo(u, v)dv
]
e−j2pi(mu)du (2.5)
By separating xo(u, v), this is equivalent to parallel line projections (2.1). Therefore,
F (m, 0) =
∫ ∞
−∞
P0(u)e−j2pimudu (2.6)
F (m, 0) = S0(m) (2.7)
The FT of each projection yields a slice in the frequency domain. Thus, by taking the FT
of multiple projections at varying angles, it is possible to piece together the slices in the
frequency domain and obtain an estimation of xo(u, v) via the inverse FT (Figure 2.6) [12].
An alternative method is through the back projection algorithm [12]. This is equivalent
to interpolating the projections in the direction of the beam and summing together the
multiple projections (Figure 2.7). Hence, the final question is “how the cross sectional slice
can obtain a detailed cross section of the organs?” From the example above, the rays are
replaced with x-rays. X-rays attenuate as they pass through an object or a body. Hence,
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Figure 2.6: A Fourier transform of a projection yields a slice in the frequency domain.
Thus, by taking Fourier transforms of multiple projections, an estimation of xo(u, v) is
computed by taking the inverse Fourier Transform [12].
Figure 2.7: The back projection algorithm, interpolates a projection across. Multiple
projections are summed together to form the image. From [12].
lighter regions of an X-ray represent a material that is dense or that the X-ray cannot
pass through.
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Figure 2.8: A magnetic resonance image of a knee.(Courtesy of Southern Health Monash
Medical Center.)
2.1.5 Magnetic Resonance Imaging
After the advent of the CT scanner, MRI or MR was seen as the next major breakthrough
in medical imaging technology. It yielded tissue detail unparallel to its predecessors. MRI
is based on the concept of Nuclear Magnetic Resonance (NMR) by Bloch [43] and Purcell
[44]. The concept of NMR is that the nucleus of an atom is capable of absorbing energy at
a specific frequency from a source within an external magnetic field, namely, this frequency
is its natural or resonant frequency. More specifically, the energy is radiofrequency (RF)
energy, which is absorbed by a nuclei [14]. Naturally, the process of energy absorption
causes the nuclei to be promoted to a high energy/excited state. This state cannot be
maintained indefinitely and thus the nuclei must release this energy to return to its low
energy/ground state (Figure 2.9). This emitted RF energy/MR signal is captured by
receiving coils in an MRI unit. Different tissues have different timings on the emission of
the RF energy, which is an important factor retrieving an image [13,14]. However, not all
types of nuclei can resonate, specifically, only those that rotate and possess spin or those
15
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Figure 2.9: A nuclei is promoted to a higher energy state with RF energy. This higher
energy state cannot be maintained indefinitely and thus the nuclei releases the RF energy
to return to its ground state. The timing of the released RF energy is an important
variable for imaging different tissue [13,14].
that have an odd number of protons and neutrons [14, 48]. In MRI, the nuclei of focus
are the Hydrogen elements or single protons. The reasons are two fold, first Hydrogen
is abundant, especially in biological tissue and water. The second, Hydrogen has the
strongest MR signal sensitivity [14,48]. In order to produce a spatial MR image, one must
Figure 2.10: One method of MRI imaging is through the projection algorithm. Here,
weak magnetic field gradients are varied at different angles to produce their corresponding
projections. [13, 14].
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first define a volume picture element (voxel) [14, 70], which contains a number/volume of
nuclei such that the emitted MR signal is measurable. The spatial locality of these voxels
are determined by employing magnetic field gradients, which are nonuniform magnetic
fields projected in different directions. In its simplest form, the above field gradients can
be varied at different angles to capture projections, as done so previously in CT scanning
(Figure 2.10).
An advantage of MRI is that it does not require a patient to be exposed to harmful
radiation. MRI or NMR is a complex process and the discussion here has only touched on
the surface of its concept. Excellent references with full detail can be found in [13,14,48].
2.1.6 Ultrasound Imaging
Figure 2.11: Two ultrasound images pertaining a fetal face(left) and a liver(right). From
[15].
Ultrasound Imaging represents a low cost and mobile system providing both quanti-
tative and qualitative real-time information. It is qualitative since it provides a picture
of internal structures in a body. Real-time information enables a physician to observe
the motion of complex structures, which in addition, provides quantitative information,
such as the velocity of blood flow, by employing doppler echo techniques [14]. It is also
interesting to note that ultrasound is used for therapy [75]. The main component of an
ultrasound system is its wand, which is composed of a transducer or an array of trans-
ducers. The transducer produces ultrasound waves at a frequency range, between 1 -
10Mhz [14]. Specifically, the wavelength determines the resolution of the captured im-
age. The shorter the wavelength the better resolution and the more penetrative it is to
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Figure 2.12: The A mode ultrasound. The results are returned as spikes on a 1-D signal
with respect to time.
tissue [48]. The quality of a captured signal is dependant on several variables. Ultra-
sound waves are affected by attenuation attributed to reflection, refraction, diffraction,
scattering, interference, absorption and divergence [71].
When waves are projected from the transducer into a patient’s body, they are reflected
back to the transducer from varying surfaces. This reflection can be processed in three
forms, A mode, B mode and M mode. ‘A mode’ or Time Amplified, takes into account
of the time taken for a signal to return. This is represented as spikes on a 1-D signal
(Figure 2.12). B mode or Brightness, takes into account of the return signal amplitude at
the given time or depth. By having an array of transducers, an image can be formed with
B mode. M mode or motion, is the B mode moved across an area of interest. However,
in a non-ideal situation, signals do not necessarily perfectly reflect but rather scatter or
attenuate [14,71]. This scattering effect causes interference and thus can results in ‘speckle’
noise in B mode images [76].
2.1.7 Mammography
Early detection of cancer in breasts remains to be part of a critical solution in reducing
the breast cancer mortality rate [17, 53]. Mammography itself is a specialised imaging
technique tailored specifically for screening and diagnosing breast diseases. Breasts are
composed of soft tissue that weakly absorbs X-rays. High spatial resolution, from 50-100
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microns, and sensitivity is required in order to locate architectural distortions, lesions and
micro-calcifications in breasts [48].
Figure 2.13: A mammogram. From the University of South Florida Mammogram Database
[16].
Thus, specialised methods, including X-ray tubes, breast-compression devices, anti-
scatter grids and detector grids are optimized for this application. X-ray tubes have focal
spots of 0.1mm for high magnifications. Anti-scatter grids as well as breast compression
devices are employed to prevent scattering radiation effects so as to capture an accurate
mammogram [17,48].
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Figure 2.14: The process of making a mammogram. From [17].
However, X-rays are not the only solution. It is also possible to employ other imaging
modalities such as MRI, CT and Ultrasound to diagnose and/or screen breast tissue [17].
Figure 2.14 shows the methods of producing a mammogram. The conventional X-ray film
cassette is equivalent to the CR process as discussed previously. The indirect detector
converts captures attenuated x-rays into visible light, which are then focussed onto a set
of sensors. In the direct detector, x-rays are captured and can immediately form the image.
In terms of performance, the indirect detector would have a much slower capture speed
than that of the direct detector.
2.2 Digital Communications in Medicine
Several standards have been proposed to address the issues of interoperability between
clinics, medical equipment and data. Specifically, from a developer’s point of view2 the
three main standards are the Health Level 7 (HL7) [77] for the interchange of clinical
and administrative data, IEEE P1073 Medical Information Bus(MIB) [78] for the vendor-
independent interoperability of medical equipment and computer systems, and the Digital
Communications in Medicine(DICOM) [70] for the exchange of all medical imaging data.
2These organisations do not ‘develop software’, they provide the specifications.
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2.2.1 Health Level 7
HL7 was established in 1987 and is an American National Standards Institute (ANSI)
accredited developing medical standards organisation [77]. The key component of the
HL7 is its messaging standard, which enables the inter-operable exchange of clinical and
administrative data. HL7 is ‘the standard’ of many vendors and hospitals. Specifically, it
defines the exchange of patient registration data, billing, insurance, results from laboratory,
inventory and supply and so forth [77].
2.2.2 IEEE P1073 - MIB
The IEEE P1073 documents define the Medical Information Bus(MIB), a local area net-
work (LAN) for the communication between devices and computers [78]. It was initiated
by spurred interest in the development of receiving real-time signals from patients in in-
tensive care units. Specifically, the LAN registers events such as alarms from devices,
information of data retrieved by medical instruments and enables the control of devices
from a central computer [79].
2.2.3 DICOM
The DICOM standard was formed jointly by the American College of Radiology and Na-
tional Equipment Manufacturers Association in 1983 with the intent of delivering a stan-
dard for the exchange of medical image data and associated medical information between
devices from various manufacturers. Specifically, it aims at promoting the communica-
tions of digital image information, promote and develop picture archiving communication
systems (PACS) for interfacing with hospitals, and facilitate the creation of diagnostic
databases that are inter-operable with a wide variety of devices [70].
Windows and Levels
Windows and levels, defined in the DICOM Standard [70], are equivalent to the brightness
and contrast of a medical image. This is particularly important in medical imaging for
display purposes for two reasons. The first is that directly displaying a medical image
that has a bit-depth of more than 8-bits on an 8-bit monitor is impossible. Therefore the
solution is to either scale an entire or a portion of the dynamic range to the monitor’s
output dynamic range [70]. The second reason is that, medical experts generally change
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the window to highlight a specific detail in a medical image. In addition, for example, a
CT medical image could be scaled to a Hounsfield scale [70], whereby, the density of each
material in the image is defined by a number that is relative to water. Hence, a pixel value
of 0 would represent water, -1000 would represent air and bone is +1000 [80]. Thus, if
the Hounsfield scale was applied, a radiologist would only have to move the window to a
certain range to highlight that particular feature.
Generally, the window and level parameters are recorded with an image, as governed
by the DICOM standard. At its simplest, a DICOM image format specifies a manufacture
dependant linear rescale slope, rescale intercept, window width and a window center [81].
The rescale slope and intercept are typically used to convert the raw image data into
meaningful image pixel values. For example, the raw data may be represented as X-ray
intensities. A normalisation function is given to convert these values into pixel values. If
the conversion is non-linear, then a lookup table is provided. This normalisation function
can be represented as
xnorm[i, j] = mslope × xo[i, j] + cintercept (2.8)
where xnorm[i, j] is the normalised pixel, xo[i, j] the input data, mslope is the rescale slope
and cintercept is the rescale intercept. The windowing and leveling function can then be
Figure 2.15: A graphical view of the windowing and levelling process.
expressed as a linear stretching function of the form
xwindowed[i, j] = C0,2β−1(mlevel · (xnorm[i, j]− lx)) (2.9)
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where xwindowed[i, j] is a windowed pixel, xnorm[i, j] is the normalised input pixel, mlevel
is the gradient, given as mlevel = 2
β−1
ww
for normalizing to a β-bit scale with ux = wc + ww2
and lx = wc− ww2 . ww and wc are the window width and centre, respectively. Here, C0,2β−1
is a clamping function that maintains pixel values within an unsigned value range from
0 to 2β − 1, where β is the maximum number of bits displayable on screen. Figure 2.16
shows an example of varying the window width (ww) and window center (wc).
Figure 2.16: Variations of window width (ww) and window center (wc). Window width
adjusts the contrast. The larger the width, the lower the contrast and vice-versa. Similarly,
window center adjusts the brightness. The larger the center, the darker the image and
vice-versa.
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2.3 Summary
This chapter provided an overview on the representation and formation of medical images
and medical image data acquisition systems. In particular, the workings of CR, DR, CT,
MR, MM and US. In addition, three major medical standards were introduced and as
well as the concept of windows and levels. It is imperative for one to understand the
structure and workings of medical images, so that results from further processing, such as
enhancements and compression, are reliable.
On a practical note, the medical standards provide a framework for the inter-operability
and exchange of medical information from emerging applications such as Telemammogra-
phy [53] and Telemedicine [52]. However, the size of these medical images, in particular
their volume, can be large, which calls for the need for image compression.
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Measuring Picture Quality
As will be seen in Chapter 4, two common approaches taken by coding algorithms are
to produce a compressed bitstream under the constraints of a given rate and minimum
distortion, or a given distortion and a minimum rate. Either way, both approaches require
a distortion measure. This brings the fundamental question of “How do we measure visual
distortion/quality”?
Traditional quality metrics employ raw mathematical objective measures such as the
MSE [68] or PSNR [68] to describe visual distortion/quality. Although, traditional metrics
are suggested to be unable to provide an accurate account of human visual distortion [82],
they are nevertheless the stepping stones to contemporary quality metrics. These met-
rics will be discussed in Section 3.2. Contemporary quality/distortion metrics incorporate
models of human vision that can provide a more accurate account of visual distortions.
Afterall, the ultimate judge of picture quality are human observers. However, in compari-
son with raw objective based metrics, the drawback of these Human Visual System (HVS)
inspired quality metrics is their high computational complexity, which requires an under-
standing of the complex physiology and psychophysics of human vision. A brief review
will be given on these aspects in Section 3.1. Section 3.3 surveys established HVS inspired
quality metrics for image coding applications. Finally, a summary is given in Section 3.4.
3.1 Theory of Visual Perception
This section presents a brief outline of the physiological and psychophysical aspects of
the HVS. For simplicity and to stay within the bounds of the current research scope, this
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section only discusses monochromatic vision. For a detailed treatise, the reader is referred
to [18,83–87].
3.1.1 Physiology of Visual Perception
The physiology of HVS can be described in three parts, the eye, the visual pathway
and the brain (visual cortex). Overall, the entire system is one of the most complex
biological machine in the human body, consisting of many complex interactions of mech-
anisms/components. Unfortunately, much of the functional processes of the HVS remains
to be uncovered, as most of the current theories of the HVS were postulated through
empirical studies on primates and felines [18,86,87].
Eye
Figure 3.1: The human eye and the retina. [18]
The eye is perhaps the most important and fundamental component of the HVS, since
it is the connection to the outside world and limits what can be perceived. High intensity
light can damage the retina and low intensity light causes difficulty in perception. To
control the amount of light entering the eye, the iris, a ring of muscles, contracts and
dilates the aperture of the pupil accordingly. In a dark room, the pupil is dilated to allow
more light to enter the eye and vice-versa for a bright room. Light that enters the eye
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is focussed by both the cornea and the lens onto a set of light sensitive neurons, referred
to as photoreceptors [18, 87]. These photoreceptors are situated in a thin layer of tissue
called a retina and are arranged in a mosaic fashion [85,87]. One can think of this as being
analogous to sampling grids in a digital imaging capture device. Note that the eye is not
simply a digital imaging capture device. It also involves complex interactions from other
sensory systems and factors, such as the brain and sound [88].
Different photoreceptors have different functionalities, they provide a suitable initial
representation of visual information, which is further processed in the cortex [87]. The
retina itself is composed of several layers of different cell types, with the bottom layer being
the photoreceptors. The retina is arranged in an inverted manner [18](Figure 3.1), i.e.,
light must pass through several cell layers before reaching the photoreceptors, which are
responsible for transducing the light energy into a series of electrical impulses [18,86,87].
These photoreceptors synapse with horizontal and bi-polar cells, followed by the gan-
glion cells, which output the signal to the visual cortex via the optic nerve. The exception
to this structure, are rod-bipolar cells, which synapse with the amacrine cells and then
the ganglion cells [87]. The function of the horizontal cells is believed to be responsible
for laterally integrating the responses from neighbouring photoreceptors. This effect can
be described with receptive fields, as will be discussed shortly. The cells in the retina are
denoted as retinal neurons. Neurons are nerve cells, which consists of a cell body and
axons to deliver electrical impulses [18,87].
There are two types of photoreceptors in the eye, rods and cones, each with different
functions. There are, approximately, 100-120 million rods and 6-7 million cones in the
human eye. Rods are highly sensitive to light and hence are responsible for vision under
low-light or scotopic conditions. In contrast, cones are less sensitive to light in comparison
to rods, but provides a greater visual acuity. Therefore, cones enable perception under
bright-light/photopic conditions [34, 85, 87]. Each photoreceptor contains photopigments,
which absorbs light and transmits the visual information to the brain through the optic
nerve. In addition, cones can be further sub-grouped into three types, L-Cones, M-Cones
and S-Cones; representing long, middle and short wavelength sensitivity, respectively.
These are particularly important for the formation of colour vision [87].
The fovea is an area in the eye, which provides the greatest visual acuity. In this
area, there are no rods but an abundance of cones, which suggests an explanation for
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the poor perception of dim light sources when looking directly at them, i.e., rods are
sensitive to light, even in low-light conditions; cones are not as sensitive as rods but provide
greater visual acuity. From a physiological perspective, there is a large population of rods
versus cones and many neighbouring rod photoreceptors converge to a single rod-bipolar
cell (Many-to-One relation), which integrates the input signals and thereby providing an
overall picture but poor visual acuity. Hence, the slightest presence of light would trigger
a response. On the other hand, many cone receptors are connected to many bi-polar cells
(Many-to-Many relation), which in turn provide good visual acuity. [85–87]
The optic disc is the connection of the optic nerve to the eye. Surprisingly, there are
only 1 million nerves leaving the eye [89]. These connections transmit signals that are
converged from all ganglion cells. In this region, there are no photoreceptors and hence
images cannot be formed. This area is commonly referred to as the ‘blindspot’. However,
this effect is unnoticeable as the ‘missing’ sections in each eye are compensated by the
other eye [34,85,87].
Visual Pathway
Essentially, the visual pathway serves as a link for conveying visual information from the
eye to the brain (visual cortex) and other systems in a body. However, the importance
of the pathway is specialisation. Different paths are employed to deliver specialised rep-
resentations of the visual information for processing by different cells and by the visual
cortex [18, 87]. From the eye, signals travel along the optic nerve to the optic chiasm,
which joins the optic nerves from both eyes and separates the left and right visual fields.
From the chiasm, the signals travel along the optic tract. Most of the tracts are termi-
nated at the Lateral Geniculate Nucleus (LGN), whilst others link to other parts of the
system [86,87]. The discussion here shall only consider the optic tract linking to the LGN.
Lateral Geniculate Nucleus
Within the LGN (Figure 3.2), there are six layers, with the top layer being layer 6. Layer 3
to layer 6 contain neurons with small cells bodies and is called the parvocellular layers [18].
In contrast, layer 1 to layer 2 consist of neurons with large cell bodies and is called the
magnocellular layers [18]. From empirical studies, the parvocellular layers are suggested
to be responsible for colour discrimination and pattern detection. The magnocellular
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Figure 3.2: The lateral geniculate nucleus. [18]
layers are believed to be responsible for conveying luminance and motion detection and
tracking information to the cortex [87]. The visual information is finally transmitted to
the visual cortex via the optic radiations. It is interesting to note that recent studies
indicate the existence of a separate layer, the koniocellular layer [88]. These were first
thought to belong to the parvocellular layers since cells in both layers exhibited very
similar behaviour. However, it was noted that cells in this region were physiologically
different to the other two layers [90] and that it bypasses the V1 layer of the visual cortex
and connects directly to V2 [91](these V areas will be discussed shortly). However, the
functionality of this layer remains to be mapped [91].
Center Surround Receptive Fields
The concept of center surround receptive fields (RFD) describes the interactions of neu-
rons, as conceived by Kuffler [92]. Previously, it was stated that the photoreceptors in
the eye transduce light energy into electrical impulses from the ganglion cells (Figure 3.3).
These impulses can be measured through microelectrodes, which provide a measure of re-
sponses as action potentials or spikes over a given time, when the receptors are subjected
to a stimuli. When a neuron is subjected to a spot of light, then the average rate of the
occurring spikes (spontaneous firing rate [87]) increases. However, when the spot of light
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Figure 3.3: A hypothetical circuitry layout of the photoreceptors in the eye, in relation to
centre-surround receptive fields. [18]
is moved to the surrounding neurons then the rate decreases. This is called an On-Center,
Off-Surround RFD organisation. Thus, it is said that a center neuron is excited by a spot
light, while the remaining surrounding neurons are inhibited. On the contrary, some neu-
rons can interact in reverse, i.e., Off-Center, On-Surround. The concept of RFD is quite
general and is applicable to a wide range of neurons for other sensory systems [87](Figure
3.3).
Visual Cortex
The visual cortex is a highly complex structure in the brain, believed to consist of five
general visual areas. More specifically, these areas, labelled as V1 through to V5, provide
a division of labour. V1 consists of neurons that are sensitive to orientation, spatial
frequency and are directionally selective. In a sense, it is seen that V1 segregates the
visual signals and projects them to other visual areas such as V2 and V5. V2 provides
another level of segregation and feeds the visual signal forward to the V3/V4 areas. Both
V3 and V4 are believed to be responsible for object recognition and colour formation,
respectively [18, 87]. V5 or the Medial Temporal (MT) [18] is believed to be a processing
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center for motion. Evidently, studies of monkeys has shown that motion processing may
have begun at V1 [93]. To complicate matters further, each visual area project visual
signals back and forth, and into other areas deep in the brain [18].
3.1.2 Optics and Psychophysics of Visual Perception
The focus of this section is on psychophysical aspects of the HVS. While a physiological
understanding provided an insight into the study of the HVS, some psychological aspects
were not readily apparent. The discussion in this section will begin at the eyes, specifically
visual acuity, followed by contrast sensitivity and, finally, visual masking in the cortex.
Visual Acuity
A study in image quality and formation in the eye is an important step to understanding
how the eye captures images of the real world. In particular, the experiment by Campbell
and Gubisch [19], took into account of the double passage of light and measured the
linespread function (LSF) by using a line stimulus projected into an eye. Here, the double
passage of light is the inevitable problem of light entering and leaving the eye and the
linespread is a function of spatial position versus relative intensity. The projected light
passes through the lens into the eye and is reflected back from the retina, forming a retinal
image. Specifically, the aim of the experiment is to obtain the retinal image inside the eye.
This problem was resolved through the Fourier Transform of the linespread function [19].
The experiment was repeated and recorded for varying pupil diameters. From Campbell
and Gubisch’s experiment, the results showed that the retinal image was a blurred version
of the original input image attributed to imperfections in the optics of the eye [18]. As the
pupil is enlarged the width of the linespread function increases leading to more blurring of
the input image and vice-versa for smaller sized pupils (Figure 3.4). In a signal processing
sense this is equivalent to low-pass filtering, which prevents the occurrence of spatial
aliasing in normal vision [94]. The point spread function (PSF) [95] is a more general
representation as opposed to the LSF, since real world images are not generally composed
of weighted single oriented lines [87].
An alternative representation of the LSF/PSF is the Modulation Transfer Function
(MTF) [87,95], which in effect is the FT of the LSF or PSF. The MTF provides an optical
transfer function in terms of spatial frequency, thus providing a visual response relative
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Figure 3.4: Optical quality of the eye. The experiment from Campbell and Gubisch
showed that as the pupil diameter increased, the blurrier the stimulus captured by the eye
and vice-versa. The half-width describes the measurement (in minutes) taken at half the
height of each line-spread function. [19]
to variations in spatial activity. In Mannos and Sakrison’s experiment [96], it was shown
that the MTF is bandpass in nature.
Contrast Sensitivity
It is well understood that the HVS registers/encodes real world images in terms of con-
trast rather than absolute levels in light intensity [87, 94]. Contrast defines the ability
to discern subtle differences in intensity. The minimum threshold at which a specific
amount of contrast triggers a visual sensation for a particular spatial frequency, in cycles
per degree(cpd), is called the contrast threshold or, functionally, the contrast threshold
function (CTF). The general behaviour of this function is that for both the higher and
32
3.1. THEORY OF VISUAL PERCEPTION
lower regions of spatial frequencies, a large threshold is required to trigger a response, as
compared with the thresholds for mid-ranged spatial frequencies. The inverse of the CTF
Figure 3.5: The contrast sensitivity function. Sensitivity is at its greatest in the middle
of the curve and least at either sides of the curve. [20]
gives the contrast sensitivity function (CSF) (Figure 3.5), as first coined by Van Nes and
Bouman [97], and provides a representation of the sensitivity of the visual response to
sinusoids of varying frequencies. The CSF is a function of many parameters, including
mean luminance, orientation, spatial frequency and so forth. In particular, as the mean
luminance increases, contrast sensitivity of low-spatial frequencies decreases [87, 94, 98].
Two common definitions for defining contrast are Weber’s contrast [21] and Michelson’s
contrast [83](Figure 3.6), given as,
CWeber =
∆L
L
(3.1)
and
CMichelson =
Lmax − Lmin
Lmax + Lmin
, (3.2)
respectively. Weber’s contrast is a ratio concerned with increments or decrements of a
target from a given uniform background with intensity L. On the other hand, Michelson’s
contrast is generally used on targets having a sinusoidal grating. However, these definitions
assumed that for a given image, there is only one simple pattern. For complex images,
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Figure 3.6: Contrast measures of simple patterns. Weber’s contrast is generally used on
measurements with increments or decrements of a target from a given uniform background
with intensity L, whereas Michelson’s contrast is concerned with targets having a sinusoidal
grating.
these definitions are inadequate. Peli provided an alternate definition, the band-limited
contrast [21] (Figure 3.7), given as
CPeli[m,n] =
Xbandpass[m,n]
Xlowpass[m,n]
, ∀m,n (3.3)
where CPeli is a 2-dimensional matrix of contrast ratios of a bandpass image, Xbandpass,
and lowpass image, Xlowpass, obtained from the Gabor transform [99].
Visual Masking and Facilitation
Visual Masking is a psychophysical phenomenon whereby a visual signal is inhibited in
the presence of other visual signals, caused by interactions between neurons [87, 94]. The
opposite to this is facilitation, whereby a visual signal, when in the presence of other visual
signals, can be detected visibly more prominent at lower contrast thresholds. The masking
effect is dependant on the spatial frequency, orientation and phase. At its simplest, a
masking experiment, e.g., by Legge and Foley [100], generally consists of a sinusoid mask
grating, which is superimposed over a fix frequency sinusoid test target. Here, both the
mask and the test target are summed together and the relative contrast required to trigger
a detection of the test target is recorded. The contrast and spatial frequency are varied
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Figure 3.7: Peli’s contrast measure of complex images. The left image is the original. The
right image is the band limited contrast image. From [21].
for the mask to elicit the overall response function. When the spatial frequency for both
the mask and target are very similar then facilitation occurs within a certain variation
of contrast of the mask. Mask contrasts outside of this bound causes the test image to
be masked out. For example, when the spatial frequency of the mask differs from the
test target by a factor of 3 [87] (Figure 3.8), then facilitation occurs. For the mask to
fully inhibit the test target, a high masking contrast is required (Figure 3.9). When the
spatial frequency of both the mask and target differ by a factor of 2 (Figure 3.10), then
there is little facilitation but a considerable amount of masking [100]. Finally, when the
orientation of the of a mask and a test target differ, then facilitation occurs. Visual
masking experiments also provide supporting evidence that the HVS operates under a
multi-resolution representation, as given by the varying responses for differing spatial
frequencies [87,95,100].
3.1.3 Modelling Visual Perception
Modelling the HVS remains to be a challenging task due to incomplete knowledge of the
HVS alone and/or highly complex mechanisms/operations that are difficult to model and
thus inhibits practical implementation. Nonetheless, incorporating a portion of the HVS is
a key step to further understanding the workings of the visual system. Thus, as put forth
by Wandell, vision scientists are likely to learn from engineers than engineers learning
from vision scientists [87].
35
CHAPTER 3. MEASURING PICTURE QUALITY
Figure 3.8: The effects of visual facilitation. The top left is the mask and the top right is
the test. The bottom left shows the sum of the test and the mask, notice that the test is
clearly visible. The bottom right shows the effect of changing the orientation of the test
by 90◦. Here both visual signals are clearly visible.
The first models of human vision were Single Channel Models [95] (SCM), that is,
they consider that the model of human vision operated under one broad profile or as one
spatial filter. With SCMs, modelling was limited to the spatial time domain, thus taking
only into consideration of the optics of the HVS. However, from new findings in vision
science, the idea of SCM evolved. Campbell and Robson suggested that the visual system
operated under different profiles or a set of narrowly tuned spatial filters [101]. This new
concept opened a new line of thinking, forming Multi-Channel Models (MCM) [95]. The
consequence of this was that models no longer only took into consideration of the optics,
rather, a broad range of HVS components incorporating frequency-orientation selectivity
of patterns. This section explores briefly at the modelling aspects of MCMs, in particular,
it describes the modelling chain seen in Figure 3.11.
Frequency-Orientation Selectivity
To model the frequency selectivity of the HVS, the Fourier Transform (FT) can be em-
ployed to decompose a visual signal into its spectral components. The FT, such as the
Discrete Fourier Transform (DFT) [102] by the Fast Fourier Transform (FFT) algorithm,
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Figure 3.9: The effects of visual masking. The top left is the mask and the top right is
the test. Here the mask contrast is increased. The bottom left shows the sum of the test
and the mask, notice that the test target is not visible. The bottom right shows the effect
of changing the orientation of the test by 90◦. Here both visual signals are clearly visible.
offer the advantages of orthogonality to a wide spectrum of applications. In particu-
lar, image coding applications that require invertible and complete/crtically-sampled(non-
redundant) transforms (See Section 4.2.1). However, the HVS has been observed to not
possess an orthogonal system [103]. This means that modelling the HVS would require,
ideally, over-complete (redundant) non-orthogonal transforms.
Most contemporary HVS models have evolved around hierarchical transforms due to
empirical evidence that shows that the HVS reflects on a multi-resolution structure, having
both frequency and orientation selectivity. Over-complete transforms have the advantages
of shift invariance and hence are alias free; providing an accurate account of the HVS.
Examples of over-complete transforms include, the Quadrature Mirror Filter (QMF) [104],
the Gabor transform [99], the Cortex transform [105], the Steerable Pyramid [106] and
the Dual-tree Complex wavelet transform [107].
Contrast Sensitivity Function
Two approaches can be employed to model the CSF, one approach employs analytical
models and the second, contrast sensitive weights (CSW). Analytical models provide a
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Figure 3.10: The effects of visual masking. The top left is the mask and the top right is
the test. The bottom left shows the sum of the test and the mask, notice that it looks very
similar to the mask. Hence, the mask has masked out the test target. The bottom right
shows the effect of changing the orientation of the test by 90◦. Here both visual signals
are clearly visible.
Figure 3.11: A simplified HVS modelling chain. The top row shows the modelling process
of the HVS. Watson and Solomon coined this model as the Contrast Gain Control [22].
The bottom row shows a simplified physical process of the HVS. The arrows between the
two processes show the linking between the modelled and physical HVS. Dark lines show
where definite relation between the modelled and the physical HVS exist. Dotted lines
shows the possible locations where modelling may occur.
formulation for contrast sensitivity. Generally, these models are derived from contrast
sensitive experiments where the responses are collected at various frequencies and are curve
fitted. Hence, sensitivity can be determined in a functional form from a given frequency.
38
3.1. THEORY OF VISUAL PERCEPTION
A survey of these approaches can be found in [108] The limitation of this approach is two
folds. The first is the computational complexity in computing the sensitivity from a given
frequency. The second, given that CSF is applied in the frequency domain, is that in
some applications spatial frequency may not be determinable, e.g., the Wavelet transform
is bounded by the Heisenberg uncertainty principal, whereby one cannot obtain an exact
frequency or exact time for a frequency-time representation [30]. This would have the
implication for CSF models that require an exact frequency to map to an exact contrast
threshold.
On the other hand, CSW schemes assign a single weighting factor for each subband
to normalize the coefficients to the sensitivity levels of the HVS. The selection of a CSW
for each subband can be difficult. Aside from being non-adaptive, CSW can at times
overestimate or underestimate the sensitivity due to viewing distance and variations in
images, as pointed out by Nadenau et al. [109] Nonetheless, it is not computationally
complex and provides a rough approximation of the CSF.
Visual Masking
The common model of visual masking is the divisive inhibition, given as [100]
R[m,n] = k × E[m,n]
p
I[m,n]q + γq
(3.4)
where R[m,n] is the response, E[m,n] and I[m,n] represent the excitation and inhibition
functions, respectively at location (m,n) with p and q being the respective exponents. γ
and k are saturation and scaling constants, respectively. In general,
E[m,n] = Xo[m,n] (3.5)
and
I[m,n] =
∑
Z
Xo[m,n] (3.6)
where, the excitation function is a transform coefficient and the inhibition function is the
sum of transform coefficients over different masking domains, Z, including spatial, orien-
tation, between similar frequency, within similar frequency and colour. Hereafter, masking
between orientations is defined as inter-orientation masking, masking between frequency
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bands is defined as inter-frequency masking and finally, masking within frequency bands
is defined as intra-frequency masking [110].
Much work has been done over the past decades on improving the masking model, in
particular, those by Foley [111], Teo and Heeger [112,113], and Watson and Solomon [22].
Here, in Watson and Solomon’s work, the contrast gain control (CGC) [22] serves as a
unified template for vision models, through combining all masking channels into one.
Detection and Pooling
Detection and pooling is the final process in providing a distortion/quality measure. From
physiological and psychophysical studies, it is suggested that visual signals are integrated
within the cortex. However, the knowledge and exact mechanisms of the processes remain
to be known [114]. In the simplest approaches, detection has been put forth as a squared-
error (l2 norm) of the responses between a reference and distorted image. Alternatively, the
Minkowski summation may be used. Wang et al [69], however, argues that the Minkowski
summation does not readily reflect the nature of the integration of distortions as it as-
sumes that distortions occur independently between and within frequency bands. This
assumption is also outlined in [115–117] and the dependency of subband and distortions
were also reported in [24]. Pooling can be modelled through summation/multiplication of
all distortion contributions to provide an overall distortion. Although, Winkler points out
that there is no one set method of doing this [114].
3.2 Objective Picture Quality Metrics
3.2.1 Fundamental Objective Metrics
Previously, a review of the physiological and psychophysics of the HVS was presented.
This section presents a review of some objective picture quality metrics. Objective quality
metrics or objective raw mathematical measurements serve as one of the basic means for
quantifying visual distortions. The drawback, however, is that they tend not to reliably
provide an accurate account of visual quality/distortion [82]. That is, they are unable
to reliably ascertain the visual relevance of certain image detail. Nevertheless, they are
computationally simple and serve as a foundation for advanced distortion metrics.
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The Mean Squared Error (MSE) [68], for measuring the amount of distortion, and the
Peak Signal-to-Noise Ratio (PSNR) [68], for measuring the level of quality, for an image,
can be defined as
MSE =
1
MN
M−1∑
i=0
N−1∑
j=0
(xo[i, j]− xq[i, j])2 (3.7)
PSNR = 10log10
( P 2
MSE
)
(3.8)
where M and N are the dimensions of the original image, xo, and reconstructed image,
xq. In (3.8), P = 2β − 1, with β representing the number of bits per pixel. The MSE is
unitless and PSNR is described in decibels (dB). A popular alternative to the MSE is the
Mean Absolute Error (MAE),
MAE =
1
MN
M−1∑
i=0
N−1∑
j=0
|xo[i, j]− xq[i, j]| (3.9)
which provides a significantly lower computational complexity than the MSE. Objective
raw mathematical measures are attractive since they offer the benefits of low computa-
tional complexity, ease of implementation, are independent of the content of the input
images and are mathematically tractable.
3.2.2 Advanced Objective Metrics
Advanced objective metrics, in some sense, take into account of the HVS. However, these
metrics focus mainly on the analysis of image content.
The Universal Image quality Index
The universal image quality index (UIQI) by Wang and Bovik [118] is an alternative
objective measure, which is novel departure from the conventional error summation of the
MSE. Here, the UIQI takes three factors into account, the loss of correlation, luminance
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distortion and contrast distortion, which is represented by the following equation,
QUIQI(xo,xq) =
4σxoxqµxoµxq
(σ2xo + σ
2
xq)(µ
2
xo + µ
2
xq)
(3.10)
QUIQI(xo,xq) =
σxoxq
σxoσxq
· 2x¯ox¯q
¯(xo)
2 + ¯(xq)
2 ·
2σxoσxq
σ2xo + σ
2
xq
(3.11)
µxo =
1
MN
M−1∑
m=0
N−1∑
n=0
xo[m,n] (3.12)
µxq =
1
MN
M−1∑
m=0
N−1∑
n=0
xq[m,n] (3.13)
σ2xo =
1
MN − 1
M−1∑
m=0
N−1∑
n=0
(xo[m,n]− µxo)2 (3.14)
σ2xq =
1
MN − 1
M−1∑
m=0
N−1∑
n=0
(xq[m,n]− µxq)2 (3.15)
σxoxq =
1
MN − 1
M−1∑
m=0
N−1∑
n=0
(xo[m,n]− µxo)(xq[m,n]− µxq) (3.16)
where µxo and µxq represent the mean of the images xo and xq, respectively, σ2xo and σ2xq ,
and σxoxq compute the variances and covariance for each image, respectively. Here, the
values of Q take on the range [−1, 1], with 1 being the highest quality, i.e., the two inputs
are the same [118]. Note that (3.11) contains the three fractions that make up (3.10).
The first part computes the correlation coefficient, the second measures the luminance
distortion and the third measures the contrast distortion.
In order to capture the variation of local image statistics, Q is computed within a
window of size 8× 8 pixels for each pixel starting at the top left corner of an image until
the last pixel at the bottom right corner [118]. Subsequently, the computed indices are
averaged to provide an overall quality. A drawback here, in relation to the HVS, is that
the luminance, contrast and correlation measures may not have a true quantifiable relation
and/or the three measures may not be sufficient to model what is perceived by a human
observer.
The Structural Similarity Index
The structural similarity index by Wang et al [69] is a natural extension of the UIQI.
Here, it counters two deficiencies present in the UIQI. The first being that the UIQI can
produce unstable results when either term in the denominator of (3.10) is very small. The
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second is attributed to the methodology of computing the overall quality, whereby the
UIQI employs a fixed 8 × 8 pixel window and is unable to capture variations between
blocks. The first problem is solved through introducing three constants of the form
Cn = (KnP )2, (3.17)
where n = {1, 2}, K is a constant and P = 2β−11. In [69], K is governed by the condition,
K ≤ 1, with K1 = 0.01 and K2 = 0.03. The determination of Kn in [69] was ad hoc. The
SSIM is defined as,
QSSIM (xo,xq) =
(2µxoµxq + C1)(2σxoxq + C2)
(µ2xo + µ
2
xq + C1)(σ
2
xo + σ
2
xq + C2)
(3.18)
If all constants were set to 0, (3.18) is reduced to the UIQI. The second problem was
alleviated through the introduction of an 11 × 11 circular Gaussian unit sum weighted
sliding window, w, with a standard deviation of 1.5 samples. Hence, the mean, standard
deviation and covariance were subsequently redefined to include the weights,
µxo =
1
MwNw
Mw−1∑
m=0
Nw−1∑
n=0
w[m,n]xo[m,n] (3.19)
µxq =
1
MwNw
Mw−1∑
m=0
Nw−1∑
n=0
w[m,n]xq[m,n] (3.20)
σ2xo =
1
MwNw − 1
Mw−1∑
m=0
Nw−1∑
n=0
w[m,n](xo[m,n]− µxo)2 (3.21)
σ2xq =
1
MwNw − 1
Mw−1∑
m=0
Nw−1∑
n=0
w[m,n](xq[m,n]− µxq)2 (3.22)
σxoxq =
1
MwNw − 1
Mw−1∑
m=0
Nw−1∑
n=0
w[m,n](xo[m,n]− µxo)(xq[m,n]− µxq) (3.23)
Here, Mw and Nw refer to the dimensions of the window. Again, similar with respect to
UIQI, the computed indices are averaged to provide an overall quality.
3.3 Psychophysical Picture Quality Metrics
Although objective picture quality metrics provided a simple solution to measuring visual
quality, they do not always correlate well with what is perceived by a human observer.
1The third constant C3 =
C2
2
was absorbed into (3.18)
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Thus by incorporating the characteristics of the HVS, picture metrics would be better
equipped to provide an accurate account of visual quality/distortions. The applications
of psychophysical picture quality/impairment metrics are vast. Ranging from Perceptual
Watermarking [119], Perceptual Segmentation [120], Perceptual Post-Filtering [121], High
Dynamic Range Compression [122],Computer Graphics [123], Blocking/Ringing impair-
ment metrics [25, 26] to Perceptual Image/Video Coding [1, 24, 124–126] and so forth. In
this section a review of some well established perceptual image quality metrics is presented.
3.3.1 Zeng et al’s Point-Wise Extended Masking Model
Zeng et al proposes a model [127], hereafter referred to as XMASK, that extends an earlier
piece of work in [128] to take into account of self-masking and neighbourhood masking,
in the Wavelet domain. It applies a point-wise non-linear transducer function on each
wavelet coefficient, as follows,
Xq[m,n] =
sign(Xo[m,n])|Xo[m,n]|α
1 + a
∑m+N/2
u=m−N/2,u6=m
∑n+N/2
v=n−N/2,v 6=n
|Xq [u,v]|β
N2
(3.24)
where Xq[m,n] is filtered coefficient at location (m,n), N is a neighbourhood window, α
controls the degree of self-masking, a is a normalisation factor and β controls the influence
of surrounding coefficients. In [120], α and β was set to 0.7 and 0.2 respectively. The
essence of the β constant is to protect surrounding coefficients when the neighbourhood
window contains a sharp edge. A drawback of this approach, however, is the requirement
for a specialised decoder. That is, the decoder must be able to invert the process.
3.3.2 Wavelet Visible Difference Predictor
Bradley proposes the Wavelet Visible Difference Predictor (WVDP) [23], which is a mod-
ification of Daly’s visible difference predictor (VDP) [124] for the Daubechies 9/7 [31]
Hierarchical Wavelet transform. Four key differences between the WVDP and VDP are:
1) WVDP does not have light adaptation preprocessing, 2) The 9/7 Wavelet transform
is used instead of the Cortex transform, 3) The CSF is applied directly to the wavelet
coefficients and 4) A simplified definition of subband contrast is provided.
Given a processed and reference image, the first stage, after the Discrete Wavelet
Transform (DWT) of both inputs (Figure 3.12), is Threshold Elevation (TE). Here, TE
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Figure 3.12: The block diagram of the WVDP. [23]
estimates provide an estimated elevation threshold, as follows,
Toe(θ, f,m, n) =

max(nc(θ, f), b(f)×Xo[m,n]) Xo[m,n] > 0
max(nc(θ, f), b(f)× ||Xo[m,n]||) otherwise
(3.25)
where Te is an elevated coefficient for a given orientation θ, spatial frequency f at location
(m,n), b(f) is a constant set to 1, Xo[m,n] is the wavelet coefficient and nc(θ, f), is a
detection threshold given as
nc(θ, f) =
y
iθ × p2(l−1)l
(3.26)
where iθ, pl are constants, l is the current subband level. iθ is either p2l , p
2
h, or pl × ph for
the LL, HH or LH/HL subbands, respectively; with pl = 0.788485 and ph = 0.852699. y is
the minimum threshold elevation function determined from noise experiments, given as,
log(y(θ, f)) = log(a) + k(log(f)− log(gθf0))2 (3.27)
where a, gθ and f0 are constants. Here, a = 0.495, k = 0.466, f0 = 0.401 and gθ equals
1.501, 1 and 0.534 for the LL, LH/HL and HH subbands, respectively.
45
CHAPTER 3. MEASURING PICTURE QUALITY
The second stage determines the mutual masking between the two threshold eleva-
tions by taking the minimum TE of the reference and the processed image. This gives
Tem(θ, f,m, n) = min{Toe(θ, f,m, n), Tre(θ, f,m, n)}. The probability detection map for
each subband is computed as,
Pb(m,n) = 1− e
−
∣∣∣∆X(o,q)[m,n]Tem(m,n)×α ∣∣∣β (3.28)
where Pb(m,n) is the probability of detection in subband b at location (m,n), α and β
are constants, being 4.0 and 2.0, respectively, and ∆X(o,q)[m,n] = Xo[m,n] −Xq[m,n].
Finally, the pooling is performed,
Pd(m,n) = 1−
∏
b
(1− Pb(m,n)) (3.29)
which gives an overall distortion at location (m,n). This approach offers a solution for
computing visual quality with the VDP in the Wavelet domain rather than through the
Cortex transform. However, Bradley reports that issues with mis-predictions arise with
using the VDP in the Wavelet domain, due to the critical sampling and subsequent aliasing
effects [23].
3.3.3 Lin’s JND with DCT Subbands
Lin proposes a method of computing a distortion measure based on the HVS [24] for
the block based DCT [129]. The model incorporates CSF, luminance adaptation, intra-
frequency and inter-frequency masking, which is formulated as,
s(n, k, l) = ts−csf (n, k, l)
∏
℘
α℘(n, k, l) (3.30)
where s(n, k, l) is the JND for DCT subband, ts−csf (n, k, l) is the base threshold due to the
spatial CSF, α℘(n, k, l) is the elevation parameter over all domains in ℘ being luminance
adaptation, intra-frequency masking and inter-frequency masking. The base threshold
provides the base HVS sensitivity to varying spatial frequencies, which takes into account
of spatial CSF. Following the approach of Ahumada et al [130], experimental CSF data
from Van Nes et al [97] is used to fit a parabolic function on logarithmic scales. This base
sensitivity is adaptively adjusted with the elevation parameters.
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For luminance adaptation, a constant value of 128 could be used for 8-bit images,
however, as pointed out by Lin, this tends to underestimate the visibility threshold in
dark regions of an image. Thus, the following was proposed to overcome the limitation,
αlum(n, 0, 0) =

κ1(1− 2Xo[n,0,0]GN )3 Xo[n, 0, 0] ≤ GN2
κ2(
2Xo[n,0,0]
GN − 1)2 otherwise
(3.31)
where κ1 and κ2 are constants determining the maximum value when Xo[n, 0, 0] = 0 or
Xo[n, 0, 0] = GN , respectively, Xo[n, 0, 0] is the DC coefficient at the nth DCT block,
G is the maximum number of grey-levels and N is the size of the square DCT block.
Intra-frequency masking for DCT subband was defined as
DC
Low Frequency
Medium Frequency
High Frequency
Figure 3.13: The grouping of the coefficients. [24]
αintra(n, k, l) = max(1, | Xo[n, k, l]
ts−csf (n, k, l)× αlum(n, 0, 0) |
ζ) (3.32)
where ζ is a constant between 0 and 1. For inter-frequency masking, however, the process
was more complex. The first step is to classify the DCT coefficients into low-frequency
(LF), medium-frequency (MF) and high-frequency (HF) groups, as defined in Figure 3.13.
For the MF and HF energy group, the following equation is defined
Emh(n) = RM (n) +RH(n). (3.33)
For the relative LF strength,
E˜d(n) =
R¯L(n)
R¯M (n)
. (3.34)
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For the relative LF and MF strength,
E˜dm(n) =
R¯L(n) + R¯M (n)
R¯H(n)
. (3.35)
where RL, RM and RH are the sums of absolute DCT coefficients of LF, MF and HF
coefficients. Similarly, R¯L, R¯M and R¯H are the means of RL, RM and RH , respectively.
The second step, classifies each block in an image into three masking classes, Low Masking
(LM), Medium Masking (MM) and High Masking (HM), according to the following rules
• Emh(n) ≤ µ1: if true, a block is assigned to the LM group.
• µ1 ≤ Emh(n) ≤ µ2: if true and condition 3.36 or 3.37 is met, a block is assigned to
the MM group, otherwise the LM group.
• µ2 ≤ Emh(n) ≤ µ3: if true and condition 3.36 or 3.37 is met, a block is assigned to
the MM group, otherwise the HM group.
• Emh(n) ≤ µ3: if true and condition 3.36 or 3.37 for ϕ = τϕ and χ = τχ are met, a
block is assigned to the MM group, otherwise the HM group.
E˜d(n) ≥ Q (3.36)
max{E˜d(n), E˜d,(n)} ≥ ϕ and max{E˜d(n), E˜d,(n)} ≥ χ (3.37)
Here, µ1 = 125, µ2 = 290, µ3 = 900, ϕ = 7, χ = 5, τ = 0.1 and Q = 16.
Finally, the inter-frequency masking elevation parameter is defined as,
αinter(n) =

1 for LM blocks
δ1 for MM blocks and RL(n) +RM (n) ≤ R0
δ2 for MM blocks and RL(n) +RM (n) > R0
(1 + Emh(n)−µ22µ3−µ2 )δ2 otherwise.
(3.38)
where δ1 = 1.125,δ2 = 1.250, and R0 = 400.
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3.3.4 Tan et al’s Perceptual Image Distortion Metric
Tan et al proposes a vision model [1] based on Watson and Solomon’s unified CGC [22],
taking a reference and a processed image. It incorporates CSF, intra-frequency and inter-
orientation masking for the Hierarchical Wavelet transform [131] and is built on the Em-
bedded Block Coding with Optimum Truncation (EBCOT) coding framework [38]. The
modelling process can be best described in four stages. The first is a linear transform to
take into account of the frequency and orientation selectivity of the HVS. The second stage
applies the CSF as a set of weights to normalize the Wavelet coefficients to the sensitivity
of the HVS. The third stage computes the masking response according to a multi-channel
masking function,
RZ,l,θ[m,n] = kZ · EZ,l,θ[m,n]
IZ,l,θ[m,n] + γ
q
Z
(3.39)
where m and n are the spatial frequency coordinate of a coefficient, EZ,l,θ[m,n] and
IZ,l,θ[m,n] are excitation and inhibition functions, kZ and γ
q
Z are the scaling and satura-
tion constants (Table 3.1), Z ² {Θ,Υ}, with Θ and Υ representing the inter-orientation
and intra-frequency masking domains, respectively. l = {1, 2, 3, 4, 5} and θ = {1, 2, 3}
represent the frequency levels and the orientation bands, respectively. The excitation and
inhibition functions for each domain are defined as follows:
EΘ,l,θ[m,n] = Xo(l,θ)[m,n]
pΘ (3.40)
EΥ,l,θ[m,n] = Xo(l,θ)[m,n]
pΥ (3.41)
IΘ,l,θ[m,n] = Xo(l,θ)[m,n]
q +
3∑
α=1, α 6=θ
Xo(l,α)[m,n]
q (3.42)
IΥ,l,θ[m,n] =
8
Al
m+l∑
u=m−l
n+l∑
v=n−l
Xo(l,θ)[u, v] + σ(l,θ)[m,n]
q (3.43)
where Xo(l,θ)[m,n] is the transform coefficient at orientation θ, spatial frequency location
[m,n] and frequency level l. IΘ,l,θ[m,n] is the sum of transformed coefficients spanning
all orientations. IΥ,l,θ[m,n] is the sum of neighbouring coefficients about Xo(l,θ)[m,n].
The neighbourhood, Al = (2l + 1)2, is a square area surrounding Xo(l,θ)[m,n], whose size
is dependant on the frequency level of Xo(l,θ)[m,n]. Thus, coefficients from the highest
frequency level would have the largest neighbourhood, an approach which attempts to
equalize the uneven spatial coverage between images of different frequency levels inherent
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in multi-resolution representations. The neighbourhood variance is expressed as
σ(l,θ)[m,n] =
1
Al
m+l∑
u=m−l
n+l∑
v=n−l
(Xo(l,θ)[u, v]− µ[m,n])2 (3.44)
where µ[m,n] represents the neighbourhood mean. This was added to the inhibition
process to account for texture masking [132]. The exponents pZ and q are governed by
the condition pZ > q > 0 according to [22], with q set to 2. The above response functions
Parameters
CSF − LL 1.4800
CSF − 1 1.5500
CSF − 2 1.7700
CSF − 3 1.6800
CSF − 4 1.2900
CSF − 5 0.8050
kΥ 1.0880
kΘ 0.9876
γΥ 5.5550
γΘ 7.6800
pΥ 2.5800
pΘ 2.3950
q 2.0000
gΥ 0.7588
gΘ 0.4834
Table 3.1: The vision model parameters derived from subjective experiments in [1].
were defined only for Wavelet AC coefficients. To take into account of the DC coefficients,
the following masking response was proposed
RDC [m,n] = kΥ ·
XqDC [m,n]
XoDC [m,n] + γ
q
Υ
(3.45)
where XqDC [m,n] and XoDC [m,n] represent the quantized and unquantized DC coeffi-
cients.
Finally, the fourth stage detects and pools the responses between the two responses.
The detection is computed through a squared error formulation,
DZ,l,θ[m,n] = |RaZ,l,θ[m,n]−RbZ,l,θ[m,n]|2 (3.46)
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where a and b represent the response of the reference and processed image. Pooling the
distortions for each block, b, is defined as
Dblock[b] =
Mb∑
m
Nb∑
n
∑
l
∑
θ
∑
Z
(
gZ ×DZ,l,θ[m,n]
)
(3.47)
where Mb and Nb are the dimensions of a code block.
3.3.5 Liu et al’s Perceptual Image Distortion Metric
The model of Liu et al [117] builds upon the earlier works of Ho¨nstch et al [115] and
Watson [133]. It incorporates CSF, luminance adaptation and intra-frequency masking to
compute JND thresholds for the Wavelet Domain using the Daubechies 9/7 filter set [31].
Here, the JND threshold is defined,
tJND(l,θ)[m,n] = JNDl,θal(l,θ)[m,n]ac(l,θ)[m,n] (3.48)
where JNDl,θ is the base detection threshold, al(l,θ)[m,n] is the luminance adaptation
parameter and ac(l,θ)[m,n] is the contrast masking parameter for given location (m,n),
orientation, θ, and subband level, l. This definition is equivalent to (3.30), through a
multiplication of a base threshold and elevation parameters. Here JNDl,θ is defined as
JNDl,θ =
1
Al,θ
a10
k
{
log
(
gθf02
l
r
)}2
(3.49)
Table 3.2: Amplitudes of the DWT 9/7 basis functions for each level and orientation.
Table 3.3: Parameters for computing the base threshold.
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where Al,θ is the amplitude of the DWT9/7 basis function, for each level and orienta-
tion, defined for the base visual sensitivity threshold. a, k, f0 and gθ are constants. These
parameters, are tuned for a 6 level decomposition and are defined in Tables 3.2 and 3.3.
r is an estimate of the visual resolution and can be defined as [117],
r = dv tan
( pi
180
)
≈ dvpi
180
≈ dv
57.3
(3.50)
where v is the viewing distance in cm and d is the display resolution in pixels/cm.
Luminance adaptation can be expressed as
al(l,θ)[m,n] =
(Xo(L,LL)[m,n]
128
)aT
(3.51)
where Xo(L,LL)[m,n] is a coefficient in the LL band at location (m,n) at level L, aT =
0.649 is a parameter dictating the amount of luminance masking. Here, the denominator
was set to 128, the mean luminance for 8-bit images. The intra-frequency masking can be
defined as,
ac(l,θ)[m,n] = ac self (l,θ)[m,n]ac neig(l,θ)[m,n] (3.52)
where ac self (l,θ)[m,n] defines the self contrast masking function and ac neig(l,θ)[m,n] is
the contrast masking attributed to surrounding coefficients of the coefficient at level l,
orientation, θ, and location (m,n). Self contrast masking can be defined as
ac self (l,θ)[m,n] = max
{
1,
( |Xo(l,θ)[m,n]|
JNDl,θal(l,θ)[m,n]
)ε}
(3.53)
where Xo(l,θ)[m,n] is a coefficient at level l, orientation, θ at location (m,n) and ε = 0.6 is
a parameter controlling the amount of self contrast masking. Similarly, the neighbourhood
contrast masking is given as
ac neig(l,θ)[m,n] = max
{
1,
∑
(u,v) ² neighbours of Xo(l,θ)[m,n]
1
N(m,n)
∣∣∣ Xo(l,θ)[u, v]
JNDl,θal(l,θ)[m,n]
∣∣∣ζ}
(3.54)
where ζ controls the amount of neighbourhood masking and N(m,n) is the number of
coefficients in the neighbourhood at location (m,n). ζ was not defined in [117]. The
52
3.4. SUMMARY
probability of detecting a distortion at Xo(l,θ)[m,n] is defined as,
Pl,θ[m,n] = 1− exp
(
−
∣∣∣ el,θ[m,n]
tJND(l,θ)[m,n]
∣∣∣β) (3.55)
where β = 4 is a constant, el,θ[m,n] is the quantization error and tJND(l,θ)[m,n] is the
computed JND threshold. By taking in to account of a number of pixels within a foveal
region F [n1, n2], the probability of detecting a distortion in that region can be expressed
as,
PF [n1,n2] = 1−Π(l,θ,m,n) ² F [n1,n2](1− Pl,θ[m,n]) (3.56)
where F [n1, n2] =
(
b2dv tan(α2 )c
)2≈ (b2rc)2, with α = 2, which defines the visual angle
that the foveal area/region covers. Substituting (3.55) into (3.56), yields,
PF [n1,n2] = 1− exp
(
−(DF [n1,n2])β
)
(3.57)
where DF [n1,n2] is the pooling function given as,
DF [n1,n2] =
( ∑
(l,θ,m,n)²F
∣∣∣ el,θ[m,n]
tJND(l,θ)[m,n]
∣∣∣β) 1β (3.58)
The foveal region size and shape were not defined, only two suggestions were given. The
first is through generating and mapping the ROI mask for all levels and orientations, as is
defined in the JPEG 2000 standard [38]. The second is through defining a square window
approximated for all levels and orientations. Here window/mask size changes according
to the resolution level, that is, the window/mask is downsampled by a factor of 2 for
each resolution level. A drawback of the approach described is that it assumes distor-
tions/masking interactions between orientations and subbands are independent, which is
not the case, as observed by Lin [24] and Tan et al [1].
3.4 Summary
This chapter explored the aspects of the measuring picture quality. A review of the
physiological, psychophysical and modelling aspects of the HVS was given in Section 3.1,
followed by a survey of objective and HVS based quality metrics in Section 3.2 and 3.3.
A summary of HVS based picture metrics is presented in Table 3.4.
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Model CSF Luminance Intra-frequency Inter-orientation Inter-frequency
adaptation masking masking masking
Zeng et al [127] No No Yes No No
Lin’s JND [24] Yes Yes Yes No Yes
Wavelet VDP [23] Yes No Yes No No
Tan et al’s PDM [1] Yes No Yes Yes No
Liu et al’s PDM [117] Yes Yes Yes No No
Table 3.4: A summary of the reviewed metrics.
Physiological studies of the HVS have shown that it is composed of complex intricate
components that interact with each other to form and to transmit a visual signal to the
brain [18, 85–87]. The HVS can be described in three parts, the eyes, the visual pathway
and the visual cortex. The eyes capture an image of the outside world and convert it into
electrical impulses, which are directed out through the optic nerve. The visual pathway is
composed of links that deliver specialised visual information to various parts of the brain
and cells, in particular the LGN. The LGN serves to separate visual information and to
transmit them to the visual cortex. The visual cortex is believed to be composed of five
visual areas responsible for separating, integrating and processing the visual signals [18].
The psychophysical effects such as contrast sensitivity [87, 95], frequency and orientation
selectivity [87,95] and visual masking [87,100] are apparent in the HVS.
Although understanding of the HVS has improved over the years, much more needs to
be explored and explained. Thus, modelling the HVS remains a challenge in a sense that
some mechanisms of the HVS are complex to model. Vision modelling is not exclusively
within the domain of vision science and it is hoped that ideas could be learnt from engi-
neering as well. For example, an interesting aspect put forward by Wandell is that since
the HVS continuously captures pictures of the outside world, there is a possibility that
it somehow integrates these pictures together to form a high resolution image [87]. From
the engineering perspective, this has been seen in literature under the subject of super
resolution, by taking multiple frames from a low resolution video to form a high resolution
image [134]. Another problem seen in modelling issues is with the choice of transform
filters [135]. On one hand, critically sampled transforms are desired for image coding appli-
cations, as they do not introduce additional information to be encoded, compared to their
over-complete counterparts [1]. On the other hand, problems such as shift-variance arise
and aliasing artifacts appear due to critical sampling when the coefficients are quantized.
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Figure 3.14: The left image was encoded with the critically sampled Wavelet transform
using the Daubechies 9/7 filter set. The right image was encoded with the dual tree
complex wavelet transform. Although the right is more objectionable due to the ringing
artifacts [25, 26], note that the aliasing artifacts on the hat are not present in the right
image. [27]
In non-critically sampled transforms, these effects are either eliminated or alleviated [27]
(Figure 3.14).
Finally, it should be of no surprise if it were said that image compression is a natural
process. As discussed, the human eyes have approximately 120 million rods and 7 million
cones, which capture the falling light. Coming out at the back of the eye, there are only
1 million optic nerves [89], that is to say, for 127 inputs there’s only 1 output. What has
happened and, more importantly, how? Thus, it could be seen that image compression is a
natural process; our vision system ‘compresses’ or reorganizes captured visual information
in a compact manner before transmitting them to the brain for further processing.
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Chapter 4
Image Coding
Although the compression of medical images differs from that of natural images, in that it
is imperative the diagnostic integrity of a medical image is maintained [56], the fundamen-
tals remain the same. Ideally, reversible image coding techniques are ultimately desired.
However, this approach at present is deemed inadequate for medical applications [56] such
as Telemedicine [52] and Telemammography [53]. Hence the need exists for irreversible
image coding techniques which trade off image information integrity for compression ratio
gain. What information should be dealt with and moreover, how? Hence, the challenge is
how to deliver clinically critical information in the shortest time possible.
This chapter aims at providing an overview of lossy image coding and briefly presents a
classification of the current image coders in the medical imaging field. Although reversible
medical image coders are not covered here, an excellent survey can be found in [136]. The
layout of this chapter is as follows: Section 4.1 and 4.2 provide an introductory overview
of the concepts of image coding including transform coding. Section 4.3 covers the state-
of-the-art hierarchical bit-plane coding and the algorithms. Section 4.4 surveys a lossless
image coder and classifies existing irreversible image coders in the medical imaging field
and introduces the concept of perceptually lossless image coding. Finally, Section 4.5
summarises the chapter and provides an insight into areas of needed investigation for
perceptually lossless image coding.
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4.1 Introduction to Image Coding
Although not strictly digital in the sense of digital communications and representation, the
first ‘digital’ image was transmitted in the early 1920’s between London and New York [34].
Henceforth, the development of the concept of digital representation of analog signals can
be traced back to Pulse Code Modulation (PCM) in 1937 by Reeves [137]. Shannon’s
mathematical theory of communications [138] laid the groundwork for digital image and
video coding. Techniques (and further concepts) for bandwidth reduction were developed,
such as those by Goodall [139] for pulse code modulation of television signals, Cutler’s
patent on differential pulse code modulation [140], Harrison’s linear prediction in television
experiments [141], Huffman’s minimum redundancy codes [142], Elias’s predictive coding
[143] and various other pioneering work which can be found in [144]. Interestingly, Kell
held a patent that defined the concept of transmitting differences of electric pictures, i.e.,
frames, in 1929 [145,146].
The compression of digital pictures is only possible with the presence of redundancies.
These redundancies can be classed into two broad categories being statistical and psycho-
visual [68]. Statistical redundancies are those that relate to statistical structure of a given
data set, while psychovisual redundancies relate to visual information that is perceptually
irrelevant/insignificant to a human observer. Exploitation of statistical redundancies is
achieved through the removal of source coding redundancies and inter-element dependen-
cies, as put forth by Clarke [28]. Source coding redundancies are those that persist in
a distribution of symbols whereby a particular symbol occurs more often than another
symbol. Inter-element dependencies are those where there exists a high level of correla-
tion between elements. For example, in the spatial domain, substantial correlation exists
between any given pixel and its surrounding neighbourhood [34]. This is similar for tem-
poral redundancies, whereby a pixel in a given frame is correlated to its three-dimensional
(3-D) neighbourhood of pixels, inclusive of pixels in other frames, as evident in video
coding [28]. Similarly, for multi-resolution representations, there also exists redundancies
between different resolution scales [39,147].
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4.1.1 Entropy
The very theory of for which picture coding is built upon is governed by Shannon’s theory
of the entropy [138], whereby statistical redundancies can be removed in structured data.
The information theory of the entropy is at the heart of Shannon’s work, which describes
the minimum average information required to represent a data set. A data set can be
described as a set of n symbols with probabilities {p1, p2, ..., pn}, where
∑n
i pi = 1. It
is not the magnitude of a symbol that is of concern, rather, it is the probability of their
occurrence. Hence, the binary measure of information, which gives the minimum length
required to represent a particular symbol, is termed as the self-information [138], Iself ,
and defined as,
Iself = −log2(pi) (4.1)
Thus, frequently occurring symbols are represented with shorter length codewords and
vice-versa. Therefore, the sum of self information is the entropy, H, given as,
H = −
n∑
i
pi × log2(pi) (4.2)
which gives the minimum average length for a given data set.
4.1.2 Reversible Image Coding
The fundamental philosophy of reversible image coding is to encode an image to its entropy
[138], the lower bound of lossless coding, and perfectly reconstruct the image without any
information loss at the decoder. Although arbitrarily close, reaching the entropy is rarely
achieved due to modelling/coding overheads/inaccuracies. For example, the length of
Huffman codes must be integer length. This can lead to over coding a symbol when the
optimal number of bits, computed from (4.1), required to represent the symbol is a non-
integer length [38]. Nonetheless, the advantage of reversible image coding is its ability
to preserve information, which makes it a desirable candidate for encoding any form of
data that can be modelled. Its coding performance, however, is highly dependant on the
image content and thus additional techniques such as adaptive context modelling [32, 38]
are employed to reduce the entropy of an image.
Lossless compression algorithms can best be described in two parts as modelling and
coding [32,148]. Modelling provides a description of data redundancy, whilst coding puts
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together the parameters of the model and a description of the differences between the data
and the predictions from model, i.e., the residual [32]. In coding, these differences can then
be encoded using entropy coding techniques such as Huffman Coding [142], Arithmetic
Coding [149] and so forth. To decompress the compressed bit-stream it would have to
be entropy decoded followed by a decoding process that would use the given/assumed
model and the reconstructed residuals to obtain the original data. A problem, however,
is how to strike a balance between modelling and coding. One can spend a lot of efforts
in modelling to get an accurate model of the data. Without care, the process could
incur a large overhead, which would be counter-productive [148]. For example, a model
consisting of many predictors could be employed to accurately predict an image. However,
in addition to transmitting the residual, information regarding which predictor to use must
be transmitted to the decoder as well. This inevitably incurs an overhead, which can be
large. Thus, there is a need to find a trade-off between modelling and coding [148].
A popular method of modelling dependencies in lossless coding between data is through
Markov modelling, or more specifically, the discrete-time Markov chain or in the compres-
sion literature, the finite context model [32]. A discrete signal x of size N can be expressed
as a kth-order Markov model if
P (xo[n]
∣∣∣xo[n− 1], ...,xo[n− k]) = P (xo[n]∣∣∣xo[n− 1], ...,xo[n− k], ...) (4.3)
where P (|) is the conditional probability and k, n ² {1, 2, 3, ..., N}. This is to say that
knowledge of the past k samples is equivalent to the knowledge of all past samples in
xo [32]. The possible values taken by each sample in the set {xo[n − 1], ...,xo[n − k]}
are called states, or hereafter referred to as contexts. For an n-bit sample, there are 2nk
contexts.
Thus, in context modelling, the idea is to take into account of the past k samples to
predict the probability model of the current sample. This in effect results in a skewed set of
probabilities with the occurrence of the current sample having a much higher probability
and therefore can be more efficiently encoded. However, a larger k may be worse off
as it is impractical due to the exponential number of states or that there may not be
any/have very little dependency from the past k samples for the current sample. In the
compression literature, this is the context dilution [150] or the zero-frequency problem [32].
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The exponential states problem can be resolved through intelligent heuristics or statistical
analyses, while the context dilution problem can be solved with the Prediction with Partial
Match algorithm [151]. The importance and effectiveness of context modelling/coding
is demonstrated in several state-of-the-art image coders, such as JPEG 2000 [152] and
CALIC [150].
4.1.3 Irreversible Image Coding
Whilst reversible image coding schemes offer the advantages of having no loss of infor-
mation, it does not offer adequate compression ratio gain [56, 60] for certain applications
such as Telemedicine [52]. Similar to its reversible counterpart, irreversible compression
schemes perform data manipulations prior to entropy coding. Parts of this data manip-
ulation is irreversible and will generally cause visible distortions, if it is not controlled
or monitored. Hence, a compromise between information integrity and compression ratio
gain is made.
In the field of medical imaging, irreversible coding is a controversial issue since the loss
of critical diagnostic information may lead to false diagnoses. Despite this controversy,
there have been many studies which indicate that images compressed with ratios ranging
from 10:1 up to 20:1 retain their diagnostic information [56, 58–62]. Various techniques
such as block truncation coding [153] could be employed. However, transform coding,
in the context of lossy coding, is a technique that has dominated the lossy compression
field. This is because image transformation provides a less error sensitive method [28] of
decorrelating inter-element dependencies and having energy packing properties [28]. These
will be discussed in detail shortly. An interesting aspect of transform coding over predictive
coding is that the transformation process can take into account of the correlation in an
entire source signal. In practice, transforms can be applied up to 3-D, to take into account
of both spatial and temporal element correlations.
A difficulty with transforms is that they are computationally complex. Carrying out
transformations in higher dimensions translates to greater computational complexity [28].
This is alleviated through taking one-dimensional (1-D) transformations for each image
row or through the common block based transformations. However, this has a particular
deficiency whereby decorrelation and energy packing are not maximised since inter-element
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dependencies are not considered in higher dimensions. For example, in row transforma-
tions, correlation still exist between rows [28,154] and similarly in block based transforms,
correlation exists between blocks for a given spatial frequency position (m,n) [28,154]. In
hierarchical transforms, as will be covered shortly, correlation exists between scales [155].
For the Discrete-Cosine-Transform (DCT), Tan et al proposes data folding [154]; a tech-
nique to extend transforms to a higher dimension to take into account of further depen-
dencies. Decorrelation and energy packing are maximised when the correlation between
elements is maximised. In a DCT example, Tan et al, proposed that transformed blocks
should be re-organized, such that blocks that are highly correlated, i.e., has similar spatial
frequency, should be grouped together prior to the folding process [154]. Similarly, Tian
et al presented a data folding method for the Hierarchical Wavelet transform [155]. A
drawback of the examples presented in [154,155] is that it is easily led to the belief that it
is simply a subband transform. The key issue, however, is the data re-organization process
such that maximisation of correlation between elements provides a means to maximise the
decorrelation and energy packing efficiency of a given transform. The question is, how?
From the example given in [154, 155], an N × N pixel image is subdivided into N8 × N8
non-overlapping blocks having dimensions of 8 × 8 pixels, which are subsequently trans-
formed with the DCT. Thus, XBk,l[m,n] represents the DCT block at location (k, l) at
the (m,n) coefficient, i.e., 0 ≤ k, l ≤ N8 − 1 and 0 ≤ m,n ≤ 7. Data folding is applied
through employing the DCT over the N8 × N8 dimension (Figure 4.1) of the transformed
image.
Another example, in a much more extreme case, would be to group together all pix-
els that are identical or similar and then perform a transform on each group of pixels.
The higher dimension representation is the original position of each pixels, which may
inevitably incur a large coding overhead.
4.1.4 Rate Distortion Function
The Rate-Distortion (RD) function was first coined by Shannon in 1959 [156]. It provided
a definition that described, functionally, the relationship between the transmission rate
and a numerical distortion criterion [28], i.e., R(D) or its inverse D(R), where R is the
rate and D is the fidelity criterion. Note that transmission rate would be more applicable
in the context of communication channels. Bit-rate, however would be used for image
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Figure 4.1: Top Left: A 512× 512 test image to be transformed; Top Right: DCT applied
to the test image in 8× 8 blocks. DCT is performed again over the transformed image in
blocks of size 64× 64.; Bottom Left: The result of applying DCT to the transformed test
image (Top Right - light blue lines). Note that blocks in this example were not re-arranged
to similar spatial frequency.
63
CHAPTER 4. IMAGE CODING
coding. The distortion criterion gives the measure of degradation of a given signal/image
from its original. Figure 4.2 shows a generalised form of the RD function for discrete
signals. Specifically, when the distortion, D, is zero, the resulting RD function describes a
lossless coding scheme, that is, there is no loss of information. Similarly, when D = DMAX
then there is no information to transmit. DMAX represents the maximum value for the
numerical distortion for a given measure/metric.
Figure 4.2: A generalised form of the rate distortion function for discrete signals. [28]
The key underlying principal to R-D functions stems from Shannon’s entropy, more
specifically, the mutual information, given as [28],
Imutual(U, V ) =
∑
u²U
∑
v²V
p(u,v) log
(p(u|v)
pu
)
(4.4)
where pu is the probability of an event u occurring, p(u,v) is the joint probability and p(u|v)
is the conditional probability of events u and v. This translates to how much does the
occurrence of an event v = V tell about the occurrence of event u = U . In other words,
what is the degree of uncertainty of information in a signal, U , from a transmitter, given
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the information from a reconstructed signal, V , from a receiver, i.e., [157]
Imutual(U, V ) = H(U)−H(U |V ) (4.5)
and by symmetry,
Imutual(U, V ) = H(V )−H(V |U) (4.6)
whereH is the entropy. This can be pictured in a Venn diagram in Figure 4.3. Naturally, it
Figure 4.3: A Venn diagram showing the relation between mutual information and the
entropy of the signal from a signal U, and reconstructed signal V.
is desirable to maximise Imutual(U, V ), so that the information is similar, if not identical, in
a transmitter-receiver scenario [158]. However, in image coding, it is necessary to minimise
Imutual(U, V ) with a given criterion, .e.g., In a lossy sense, maximise compression gain to a
given minimum distortion criterion. Specifically, a distortion/distance criterion [28, 158],
such as the MSE or the MAE. However, the minimisation is difficult due to distortion/rate
constraints. A solution to this minimisation problem is given through the Lagrangian
multiplier, which provides means for unconstrained optimisation [28, 38, 158], as seen in
Taubman’s Embedded Block Coding With Optimised Truncation [38].
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Figure 4.4: Elements of the transform based image coding architecture. Note that the
transmission channel of the compressed bit-stream is assumed to be error-free in this
diagram.
4.2 Transform Based Coders
Transform based image coders follow a generalised coding architecture that has dominated
the image coding field for over three decades, as evident in [159,160]. They are generally
described as having three elements, linear transform, quantization and entropy coding.
The reverse process is the inverse of these three elements.
4.2.1 Linear Image Transforms
An image transform serves to decompose an image into its source spectral components
as a sequence of uncorrelated coefficients. That is, it decorrelates the inter-element de-
pendencies in the pixel domain and provides energy packing. Maximising energy packing
leads to the average energy being represented in fewer coefficients [28]. This is particularly
useful for coding, where there is a reduction of symbols to encode.
Predominantly, the DCT has been employed due to its similarity in performance to
the optimal Karhunen-Loeve Transform - on the basis of efficient decorrelation and energy
packing, statistical data independence and the existence of fast algorithms [28]. On the
other hand, the Wavelet transform provides a solution for the analysis of non-stationary
signal having both time and frequency localisation [30]. However, both transforms are spe-
cial cases of subband transforms [30], as will be discussed briefly. The class of transforms
discussed here will be on complete/critically sampled transforms. While these are specifi-
cally advantageous for image coding applications, they are, however, susceptible to aliasing
due to imperfect reconstruction of quantized coefficients and time variance. This effect
could be alleviated through over-complete transforms, such as the Steerable-Pyramid [106]
and the Dual-tree complex wavelet transform [27].
66
4.2. TRANSFORM BASED CODERS
The next section briefly introduces the concepts of image transforms for image com-
pression applications. The focus of this discussion leads to the development of the Wavelet
transform.
Image Transform Representation
A transform of a given signal xo can be expressed as follows
Xo = T (xo) xo =

xo[0]
xo[1]
...
xo[N − 1]

Xo =

Xo[0]
Xo[1]
...
Xo[N − 1]

(4.7)
where xo is an input signal of size N × 1, T is the transform function and Xo is the
transformed original image. For simplicity, the focus of the discussion will be on complete
transforms, i.e., the number of inputs equals the number of outputs. A linear transform
can be defined as
T (xo) = Axo (4.8)
where A is an ‘analysis’ matrix of size N ×N , which maps xo to Xo, a matrix containing
real coefficients, of size N × 1 [28, 32, 38, 129]. Thus, (4.7) is a forward transform which
decomposes a given input signal into its spectral components, represented as a set of
coefficients. Therefore an invertible transform can be given as,
xo = T−1(Xo) (4.9)
where T−1 is an inverse function of T , which can be defined as
T−1(Xo) = SXo (4.10)
with S being the ‘synthesis’ matrix of size N×N , which can perfectly reconstruct xo from
the matrix of coefficients Xo. In this instance, S is a unique inverse of A, [30, 38]
S = A−1 = α−1AT (4.11)
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where α is a constant.
Orthogonal Transforms
Transforms can be classed into distinct forms. Orthogonal transforms follow the conditions
whereby their analysis vectors are mutually orthogonal but are not necessarily of unit
length, i.e., α 6= 1 [30,38]. That is,
AAT = αI (4.12)
From a vector perspective,
〈ai, aj〉 =
N∑
k
akiakj (4.13)
〈ai, aj〉 = αδij =
 0, when i 6= j;α, i = j ∀i, j (4.14)
where 〈〉 is the dot-product as defined in (4.13), ai and aj represent the ith and jth columns
of the analysis matrix [30,38], and α is a constant.
Orthonormal Transforms
Orthonormal transforms are those where their analysis and synthesis vectors are equivalent
and satisfy the conditions of being mutually orthogonal and have unit length, that is,
α = 1 [38], this can be expressed as,
AAT = I (4.15)
where I is the identity matrix. From a vector perspective,
〈ai, aj〉 = δij =
 0, when i 6= j;1, i = j ∀i, j (4.16)
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Biorthogonal Transforms
A Biorthogonal transform has the property, SA = AS = αI, where S does not necessarily
equal A and the following relations hold
〈ai, sj〉 = αδij =
 0, when i 6= j;α, i=j ∀i, j. (4.17)
when α = 1, the synthesis is the dual of the analysis and vice versa [30,38]. Another form
of interest, however not discussed here, are overcomplete transforms. The discussion on
this topic is left to references [30,34,38,161].
Orthogonal and orthonormal transforms preserves energy, as defined by Perserval’s
Theorem [32,102], by,
N−1∑
i
(X[i])2 = XoTXo (4.18)
= (Axo)TAxo (4.19)
= xoTATAxo (4.20)
Note that AAT = αI, denoted as D = αI,
= xoTDxo (4.21)
= α
N−1∑
j
(xo[j])2 (4.22)
When α = 1, it is an orthonormal transform,
N−1∑
i
(Xo[i])2 =
N−1∑
j
(xo[j])2 (4.23)
Hence the sum of squared coefficients is equal to the sum of squared input samples. With
this in mind, this means that the amount of the MSE introduced in the transform domain
is identical to the amount of the MSE introduced in the reconstructed signal/image domain
[38,68].
Some examples of orthonormal transforms are the KLT, the DCT, the Discrete Fourier
Transform (DFT), the Slant Transform and the Walsh Hadamard Transform [28,34,38,68,
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102,129,162]. Phase linearity is a critical property that is not available in many orthogonal
filters [163]. Without linear-phase filters, images are subjected to phase mis-alignments,
which manifest as distortions near sharp edges. Phase non-linearity can be corrected
with phase compensation. An alternative approach is to employ symmetric filters, which
avoids the phase mis-alignment problem in the first instance. For the wavelet transform
this presents a significant drawback, being that real valued, orthonormal, compactly sup-
ported and linear phase wavelet filters only exist with the Haar wavelet [30,34], as proven
by Daubechies [164]. Thus, linear-phase Biorthogonal filters provides a light to the solu-
tion, however, by sacrificing orthonormality [30, 163, 165, 166]. Here Biorthogonal filters
share similar characteristics with orthonormal systems and offer the additional benefits of
regularity, which is particularly important during the analysis and synthesis stages [30].
From a mathematical point of view, regularity defines the continuity of a scaling function
and its derivatives [167]. The scaling function will be discussed in Section 4.2.1. For
the analysis stage, a regular filter provides an accurate decomposition of a given input
image. On the other hand, a regular filter in the synthesis stage, after quantization, pro-
vides a smoother reconstructed image [167] and may yield higher reconstructed picture
quality [167] (Figure 4.5).
Separable Transforms
For multi-dimensional (M-D) signals, a transform can be applied in a separable or non-
separable fashion. The separability of a transform means that a transform can be applied
successively in one-dimension to an M-D signal through cascading or the ”row and column”
transform algorithm. For example, in a two dimensional forward orthonormal transform
case,
Xo = (A
⊗
A)xo (4.24)
and its inverse,
xo = (A
⊗
A)TXo (4.25)
where xo and Xo are row stacked to form a matrix having dimensions (N × N) × 1,
(A
⊗
A) is the Kronecker product of an analysis matrix with itself. This forms a matrix
representation, which correspondingly is applied to both the rows and columns of the
row-stacked input matrices. Separable transforms are computationally beneficial in that
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Figure 4.5: Top Left: A reconstructed image using the Haar filter [29], which is discontinu-
ous at two points [30]. Top Right: A reconstructed image using the Daubechies 9/7 (D97)
filter [31]. This filter is smooth. [31]. Bottom: A 512×512 original test image. Each of the
above processed images were subjected to a 3-level decomposition and all coefficients in
the highest frequency subband, for all orientations, were set to zero. Note the smoothness
of the reconstructed picture with the D97 filter.
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it reduces the time complexity, at most, from O(N4) to O(N2). However, in comparison
with non-separable transforms, separable transforms lack orientation control [168].
Image Transform Structure
An image transform structure relates to the way in which transform coefficients are or-
ganised and presented. Within the domain of complete transforms, there are in general
three common structures employed for image coding applications, namely, blocked-based,
subband [68] and hierarchical. The hierarchical structure, due to Mallat [131], serves as a
compact representation for the Wavelet transform [30,38], which is closely tied to subband
transforms as shall be seen shortly. In block-based transforms, an image is partitioned
in several non-overlapping blocks of size m × n, of which then each block is indepen-
dently decomposed. However, two known disadvantages of block-based transforms are
that 1) residual correlation may exist between adjacent blocks regardless of the decor-
relative capability of particular transforms such as the KLT [38] and 2) quantization of
each independently transformed block may lead to undesirable blocking artifacts and so
forth, as covered in [169]. Subband transforms on the other hand are performed on an
entire image source, which is subjected to a series of filterbanks resulting in coefficients
segregated according to their frequency band. This provides the advantage of identifying
and allocating bits accordingly to frequency bands of importance [68].
Subband decompositions are generalizations of block-based decompositions [38] and
similarly, the hierarchical structure is formed through recursive decomposition of the low
frequency bands. This may be extended to produce Wavelet packets, where the decomposi-
tion is applied to the high frequency subbands, usually for some given criteria such as level
of information content [30,34]. Subband transforms were first proposed by Croisier, Este-
ban and Galand [104], which led to the study of perfect reconstruction filter banks [30,38].
Time-Frequency Representation
The Fourier transform [30, 102] has served as one of the most important tools for the
analysis of a wide range of problems especially in the field of mathematics, signal process-
ing [102] and medical data acquisition systems [12], it enables the reconstruction from
and identification of spectral components contained within a signal. A limitation arises,
however, when a signal is non-stationary and one would like to determine the time, or
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spatial location for images, at which a spectral component occurs. A solution to this
limitation is to segment/window a portion of a non-stationary signal and assume that
it is stationary. This technique is employed by the Gabor1/Short Time Fourier Trans-
form(STFT) [30, 99, 170]. For simplicity, the STFT is presented for a 1-D continuous
signal.
XSTFT (ω, τ) =
∫ ∞
−∞
e−jωtw∗(t− τ)x(t)dt (4.26)
where the STFT is a function of ω and τ , the modulates (modulation of the frequency)
and the shift, respectively. w(t) is a defined window, “∗” is the complex conjugate and
x(t) is the given 1-D input signal. Henceforth, the Fourier transform is performed on a
localized portion of a given input signal [30,99]. Whilst the STFT is an intuitive method
of providing a time-frequency representation of a signal, it has its limitations, such as,
fixed time and frequency resolution and overcomplete sampling [30]. For the STFT, a
Figure 4.6: Time-Frequency resolution of the STFT. a) to c) The ‘window’ sizes on the
right are fixed for all frequency and time. Hence, localisation is fixed for both frequency
and time. [30]
wider window function presents a poorer time resolution but better frequency resolution
and vice versa [30, 161]. However, a fixed window function width at any given time, t,
restricts the study signals containing both very high and very low frequencies [30, 161]
(Figure 4.6).
In addition, this means that one cannot simultaneously obtain a fine resolution for
both time and frequency, for any linear transform, bounded by the uncertainty principle
1When a Gaussian window is assumed.
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[30,161,170,171]. However, one can have a representation of a band of frequencies within
an interval of time.
The Wavelet Transform
Figure 4.7: Time-Frequency resolution of the Wavelet Transform. The ‘window’ sizes on
the right vary. a-b) High frequency components are analysed with smaller wavelets and
vice-versa for low-frequency components. Notice however, that for a) there is better time
localisation and poor frequency localisation, b) both frequency and time localisation have
equal weighting and c) there is better frequency localisation and poor time localisation. [30]
Instead of varying modulates and shifts, one could replace these with scales and shifts.
The Wavelet transform presents a solution which addresses the fixed time-frequency res-
olution limitation seen in the STFT. For the 1-D continuous signal case,
XCWT (s, τ) =
∫ ∞
−∞
ψ∗(s,τ)(t)x(t)dt (4.27)
where
ψ(s,τ)(t) =
1√
s
ψ(
t− τ
s
) (4.28)
is defined as the mother wavelet [30,38,161,172]. 1√
s
is a factor employed to conserve the
norm while s and τ represent the scale and shift, respectively. For values of s < 1, this will
result in a short wavelet, analysing high frequency and vice versa for when s > 1 [29, 30]
(Figure 4.7). This is a partial advantage of Wavelets whereby both low and high frequencies
can be effectively analysed at different time-frequency resolutions (Figure 4.7). In this
case, high frequency components can be analysed with a finer time resolution but poorer
frequency resolution and vice versa for low frequency components.
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For example, natural images are non-stationary signals and can exhibit a range of high
to low frequencies. In the pixel domain, high frequency components, e.g., edges, tend
appear in a specific spatial location. On the other hand, low frequency components, e.g.,
flat background, tend to appear over a large spatial location [29,34].
The Discrete Wavelet Transform
Figure 4.8: A dyadic 3 level Wavelet decomposition.
This section focuses on hierarchical dyadic multi-resolution analysis (MRA) [131]. De-
tailed discussions and proofs are left to references [30,32,34,131,161,172,173].
For simplicity, this discussion will begin with 1 dimensional signals, which will be later
extended to 2-D signals. For the dyadic MRA, two functions are defined, a scaling function
and the wavelet function. In short, the scaling function is equivalent to a low-pass filter,
while a wavelet function is equivalent to a high-pass filter [29, 32]. In a generalised form,
a dyadic scaling function can be defined as,
ϕl,τ (t) = 2
l
2ϕ(2lt− τ) (4.29)
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where l represents the scale/level and τ is the translation. A simple example would be the
Haar scaling function [29,33], defined as
l = 0 : ϕ0,0(t) =
 1, 0 ≤ t < 10, otherwise (4.30)
As the scaling parameter, l, increases, finer approximations can be obtained, e.g.,
Figure 4.9: As the scale parameter increases for the Haar function, for all translates τ , a
finer approximation of the input signal x(t) is given [29,32].
l = 1 : ϕ1,0(t) =

√
2, 0 ≤ t < 12
0, otherwise
(4.31)
l = 2 : ϕ2,0(t) =
 2, 0 ≤ t <
1
4
0, otherwise
(4.32)
Thus, if the translate parameter τ is varied, then a set of scaling functions can be obtained
to represent an input signal (Figure 4.9) for a given scale. Notice that each scaling function
at a given scale, say l = 0, can be represented by a linear combination of functions at the
next scale, l = 1. A general representation is best served with sets,
Vl = Span{ϕl,τ (t)} (4.33)
Vl−1 ⊂ Vl (4.34)
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Here, Span{•} represents the span of a given set and Span{•} is the closure of the span
of a given set [32, 34]. That is, Vl contains the set of scaling functions over a given scale
for all translations, τ . (4.34) states that the set of scaling functions at the given scale,
l − 1, is a subset of scaling functions at the next finer scale, l [29, 30, 32–34]. Thus, this
can be expressed as,
ϕl,τ (t) =
2l+1∑
k=0
hkϕl+1,k(t) (4.35)
where hk is a set of scaling/low-pass coefficients. This definition shows that a scaling
function at l, can be represented in terms of dilations of a finer scaling function at l + 1
for all translates. For example, the scaling function (4.30) at scale l = 0, can be expressed
as a linear combination of scaling functions at scale l = 1. Using (4.35), this is given as,
ϕ0,0(t) = h0ϕ1,0(t) + h1ϕ1,1(t) (4.36)
Here, the scaling coefficients are h0 = h1 =
√
2
2 . Pictorially, this is given in Figure 4.10.
Figure 4.10: A scaling function at l = 0, can be represented in terms of a linear combination
of finer scaling functions at l = 1 for all translates [33].
Earlier, a Wavelet function was said to be equivalent to a high pass filter. Hence, the
Haar Wavelet is defined as [29,33],
l = 0 : ψ0,0(t) =

1, 0 ≤ t < 12
−1, 12 ≤ t < 1
0, otherwise
(4.37)
Here, it is clear that the Haar wavelet takes the moving difference of a signal in integer
translates. Thus, the Haar Wavelet can also be expressed as a linear combination of scaling
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functions (Figure 4.11),
ψ0,0(t) = w0ϕ1,0(t) + w1ϕ1,1(t) (4.38)
where w0 =
√
2
2 and w0 = −
√
2
2 . Thus in general,
ψl,τ (t) =
2l+1∑
k=0
wkϕl+1,k(t) (4.39)
where wk is a set of wavelet coefficients. The Wavelet function is linear combination of
scaling functions at a finer level, l + 1. In vector space notation, by defining Wl as the
Figure 4.11: A wavelet function at l = 0, can represented in terms of a linear combination
of finer scaling functions at l = 1 for all translates [33].
closure of span of a set of wavelet functions for all translates, τ , the following can be
expressed
Wl = Span{ψl,τ (t)} (4.40)
V1 = V0 ⊕W0 (4.41)
Vl = Vl−1 ⊕Wl−1 (4.42)
Vl+1 = Vl ⊕Wl (4.43)
⊕ represents the direct sum of vector spaces. In general, by substituting (4.42) into (4.43),
Vl+1 = Vl−1 ⊕Wl−1 ⊕Wl (4.44)
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(4.44) shows that a given signal is composed of/can be decomposed to an approximation
signal, Vl−1, and the remaining details of that signal, Wl−1 and Wl (Figure 4.12).
Figure 4.12: This figure shows the relation between the Wavelet and Scaling functions [34].
In particular, it could be seen that a given signal is composed of/can be decomposed to
an approximation signal, V0, and detail signals, W0 and W1. [34]
With separability, 2-D signals can be transformed by cascading 1-D filters, that is,
ϕ(i, j) = ϕ(i)ϕ(j) (4.45)
ψLH(i, j) = ψ(i)ϕ(j) (4.46)
ψHL(i, j) = ϕ(i)ψ(j) (4.47)
ψHH(i, j) = ψ(i)ψ(j) (4.48)
For the discrete case, the 2-D scaling and wavelet functions can be expressed as,
ϕ(l,m,n)[i, j] =
√
2lϕ[2li−m, 2lj − n] (4.49)
ψ(l,θk,m,n)[i, j] =
√
2lψ(l,θk,m,n)[2
li−m, 2lj − n] (4.50)
where l represents the scaling/level parameter, m and n represent a 2-D translation over
an image. θk = {θ1, θ2, θ3} signifies the orientation, being HL (0◦), LH (90◦) or HH
(45◦/135◦), respectively (Figure 4.8). Therefore, for every level l there exists three di-
rectionally sensitive orientation bands, labelled as HLx,LHx,HHx, and yields a total of
3L+ 1 subbands. Here L represents the total number of decompositions and x = L− l.
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Figure 4.13: The indexing is given in terms of the level, l, quadrant row, qy, and quadrant
column, qx. Each orientation in each subband is represented as Xl,qy,qx . Thus, X1,1,1
represents the HH orientation at the highest subband. Xl, is an entire subband, which
can be composed of the three orientations and its corresponding LL band (if applicable),
at level l. Also note, level 0 in this diagram does not exist, rather, it denotes the original
image defined as the LL band of level 0.
The discrete wavelet transform is approached more efficiently with filter banks and
decimators to achieve a result equivalent to Figure 4.8 [30,34]. This can be defined using
a recursive function, (4.53), that recurses from the lowest subband to the highest subband,
where the filtering begins. Once the filtering is complete, the recursive function traverses
to the next lower frequency subband, until the specified number of decompositions ld, is
completed. It should be noted that (4.52) defines Xl[ml, nl] as a collection of subbands
for a given level, l. The transformation in (4.54) is defined as the decimation by 2 of a
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filtered image. The decimation is given in (4.55) and the filtering is presented in (4.56).
Finally, (4.58) composes all sub-bands excluding the LL bands of each intermediate wavelet
decompositions.
The following discussion presents the formulation in detail. This formulation is best
seen as a set of steps as presented in Appendix I. To avoid confusion, it will be assumed
that the larger the level, l, the higher the frequency. In a hierarchical multi-resolution
representation, this translates to larger resolution subbands. Given the original image
xo[m0, n0], for 0 ≤ m0 ≤ M − 1 and 0 ≤ n0 ≤ N − 1, X(0,0,0)[m0, n0] is an LL band at a
hypothetical level 0, defined to be the original image, that is,
X(0,0,0)[m0, n0] , xo[m0, n0] (4.51)
In addition, the equation,
Xl[ml, nl] =
{
X(l,qy ,qx)[ml, nl]
∣∣∣∀qy, qx ² {0, 1}} (4.52)
defines a critically sampled Wavelet subband, which consists of three orientation bands
and an additional LL band at a given level, l. Thus, a recursive formulation for the DWT
is given as
Xld [mld , nld ] = TDWT (Xld−1[m(ld−1), n(ld−1)]), when ld ≥ 1 (4.53)
where ld is the desired number of level decompositions. The Wavelet decomposition is
performed on subband X0[m0, n0], followed by subband X1[m1, n1] until subband
Xld−1[m(ld−1), n(ld−1)]; where in general ml ² {0, 1, 2, ..., M2l − 1}, nl ² {0, 1, 2, ..., N2l − 1}.
The transform function, TDWT (•) of a given subband at level (ld−1), results in a collection
containing three orientation bands and an LL band at the next low frequency level ld, which
have been filtered and downsampled. This is defined as,
TDWT (Xl[ml, nl]) =
{
Xfd(l+1,qy,qx)[m(l+1), n(l+1)]
∣∣∣∀ qy, qx ² {0, 1}} (4.54)
where a filtered and downsampled band, Xfd, is given as a collection of filtered bands,
which are downsampled by a factor of two to both the rows and columns. This is given
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as,
Xfd(l+1,qy ,qx)[m(l+1), n(l+1)] =
{
Xf (l,qy ,qx)[2m(l+1), 2n(l+1)]
∣∣∣∀ qy, qx ² {0, 1}} (4.55)
where the filtered band, Xf , is the convolution of an LL band at level l with an appropriate
Wavelet filter. Xf in (4.55) is expressed as,
Xf (k,qy ,qx)[mk, nk] =
{Mk−1∑
u=0
Nk−1∑
v=0
X(k,0,0)[u, v]× f(L−k−1,u,v,qy ,qx)[mk, nk]
∣∣∣∀ qy, qx ² {0, 1}}
(4.56)
where Mk = M2k , which applies similarly for Nk. This represents the dimensions of the
image to be filtered relative to the actual dimensions, M and N , of an image. The filter
function, f(L−k−1,u,v,qy,qx)[mk, nk], is defined as either the scaling or wavelet function for
a given orientation, as previously defined in (4.49) and (4.50). The type of filter depends
on the quadrant values qy and qx. Note that the term representing the level, L − k − 1,
is employed to maintain consistency with the previous discussion. This filter function is
defined as,
f(l,u,v,qy,qx)[i, j] =
 ϕ(l,u,v)[i, j], when qy = qx = 0ψ(l,θ(2qy+qx),u,v)[i, j], when qy 6= 0 or qx 6= 0 (4.57)
Finally, all filtered and downsampled subbands are collected together to form a single set,
XDWT [l], where all initial and intermediate LL bands are excluded, except for the lowest
resolution LL band. This is given as follows,
XDWT [l] =
{
X(l,qy ,qx)[ml, nl]
∣∣∣∀ l = {1, 2, ..., L}, ∀ qy, qx ² {0, 1}, (4.58)
X(l,qy ,qx)[ml, nl] ² Xl[ml, nl], when
(
(qy + qx > 0) OR (l = L)
)}
where L represents the maximum number of decompositions.
The inverse DWT transform, on the other hand, can be presented as follows,
Xlr [mlr , nlr ] = T
−1
DWT (Xlr+1[m(lr+1), n(lr+1)])
⋃
Blr , when lr < L (4.59)
where lr specifies the level at which the image is to be reconstructed, e.g., setting lr = 0
reconstructs the entire original image and when L = 3, setting lr = 1 will result in an
82
4.2. TRANSFORM BASED CODERS
image reconstructed down to, and including, the second last high frequency level, that is,
the highest frequency band is excluded. Blr represents the existing orientation bands that
were created from the forward transform. This can be given as,
Bk =
{
X(k,qy ,qx)[mk, nk]
∣∣∣∀qy, qx ² {0, 1},X(k,qy ,qx)[mk, nk] ² XDWT [k]} (4.60)
Note that the set, Bk, can be empty as is the case for B0. (4.59) is the primary equation to
perform an inverse transform, at which in each step the result from an inverse transform of
a higher decomposition level (lr+1) is unioned with a set of subbands from decomposition
level lr as given by (4.60). Note that the selection of lr must be strictly less than or equal
to L. When lr = L, Xlr [mlr , nlr ] is pre-defined from the previous forward transform of an
original input image, xo[m0, n0]. Employing an inverse DWT function, T−1DWT (•), over a
subband containing three orientations and an LL subband, of the same level, will result
in a higher resolution LL subband. This can be seen in Figure 4.13, where for a given
level l, T−1DWT (Xl+1[m(l+1), n(l+1)]) = Xl,0,0[ml, nl]. Here Xl,0,0[ml, nl] is the LL band at
decomposition level l. This process can be expressed as,
T−1DWT (Xl[ml, nl]) = X(l−1,0,0)[m(l−1), n(l−1)] (4.61)
where the process of obtaining this higher resolution subband requires each band to be
upsampled and filtered, given as,
X(k,0,0)[mk, nk] =
1∑
qy=0
1∑
qx=0
Mk−1∑
u=0
Nk−1∑
v=0
Xu(k+1,qy,qx)[u, v]× f−1(L−k−1,u,v,qy,qx)[mk, nk] (4.62)
where Xu is an upsampled band and the filtering function, f−1(L−k−1,u,v,qy ,qx)[mk, nk], is the
inverse of the filter defined in (4.57), expressed as,
f−1(l,u,v,qy,qx)[i, j] =
 ϕ
−1
(l,u,v)[i, j], when qy = qx = 0
ψ−1(l,θ(2qy+qx),u,v)[i, j], when qy 6= 0 or qx 6= 0
(4.63)
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The upsampling process inserts zeros between coefficients in both rows and columns. That
is,
Xu(i,qy ,qx)[u, v] =

X(i,qy ,qx)[u
′, v′], when u = 2u′ and v = 2v′
and X(i,qy,qx)[u
′, v′] ² Xi[u, v]
0, when u = 2u′ + 1 and v = 2v′ + 1
and X(i,qy,qx)[u
′, v′] ² Xi[u, v]
(4.64)
Finally, to retrieve the original image (assuming lr = 0), the LL band at level 0 is defined
to be the original input image, that is,
xo[m0, n0] , X(0,0,0)[m0, n0] (4.65)
In this representation, it is assumed that the synthesis filters are orthogonal to the analysis
filters. For bi-orthogonality, the dual of the analysis filters will need to be employed
[30,34,38] and appropriate signal extension will be necessary [166].
A more compact representation can be better served in matrix form. Thus, similar to
(4.51), the original input image is defined to be the LL band at level 0, that is,
X(0,0,0) , xo (4.66)
and the definition of the DWT recursive formulation, as seen in (4.53), is given as,
Xld = TDWT (Xld−1),when ld ≥ 1 (4.67)
where TDWT (•) is the forward transform, expressed as,
TDWT (Xl) =
1∑
qy=0
1∑
qx=0
Pqy ,qx
⊗(
tD(tfDWT(L−l−1,qy,qx)X(l+1,qy ,qx))
)
(4.68)
where
⊗
is the Kronecker product, Pqy,qx is a matrix representing the quadrant of a given
subband. This is defined as,
Pqy ,qx =
 (1− qy)(1− qx) (1− qy)qx
qy(1− qx) qyqx
 (4.69)
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which gives the position of each orientation and LL band, depending on the parameters,
qy and qx. The original input image,
X(l,qy,qx) =

X(l,qy ,qx)00
X(l,qy ,qx)01
X(l,qy ,qx)02
...
X(l,qy ,qx)10
X(l,qy ,qx)11
X(l,qy ,qx)12
...
X(l,qy ,qx)20
X(l,qy ,qx)21
X(l,qy ,qx)22

(4.70)
requires each row in X(l,qy,qx) to be row stacked as a 1-D column vector and, thus, forms
an MN × 1 vector. The downsample matrix is expressed as,
tD = td
⊗
td (4.71)
which simply removes every odd row and odd column of an input matrix [29]. Here td is a
downsample matrix applicable to a one-dimensional signal. Taking the Kronecker product
of td with itself enables tD to be applied to both the rows and columns of the input image.
td is defined as,
td =

. . .
...
...
...
...
...
. . . 1 0 0 0 0 . . .
. . . 0 0 1 0 0 . . .
. . . 0 0 0 0 1 . . .
. . . 0 0 0 0 0 . . .
...
...
...
...
...
. . .

(4.72)
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Similarly, the transform filter matrix is the result of a Kronecker product of matrices
resulting from the filters defined in (4.57), that is,
tfDWT(l,qy ,qx) = f(l,qy ,qx)
⊗
f(l,qy,qx) (4.73)
where the Kronecker product of f(l,qy ,qx) with itself yields,
f(l,qy ,qx)
⊗
f(l,qy ,qx) =
 Φl, when qy = qx = 0Ψ(l,θ(2qy+qx)), when qy 6= 0 or qx 6= 0 (4.74)
where Φl and Ψ(l,θ(2qy+qx)) are the scaling function and wavelet functions, respectively.
Here the appropriate scaling or wavelet function, for a particular orientation, is selected
depending on qy and qx. Finally, all subbands are combined together, excluding interme-
diate LL bands except the lowest resolution LL band. This is expressed as,
XDWT (l0) =
 P0,0
⊗
XDWT (l0+1) +
∑3
i=1 Pai,bi
⊗
X(l0+1,ai,bi), l0 < L
X(l0,0,0), otherwise
(4.75)
where l0 is initially set to 0 and ai = b i2c mod 2 and bi = i mod 2 are operations to
convert a base 10 integer, i, into a binary digit.
The inverse DWT, in matrix form, can be expressed as
Xlr = T
−1
DWT (Xlr+1) +
3∑
i=1
Pai,bi
⊗
X(lr,ai,bi), when lr < L (4.76)
where lr is the level to reconstruct, as seen in (4.59), and T−1DWT (•) is the inverse DWT
applied to a subband at level lr + 1.
∑3
i=1 Pai,bi
⊗
X(lr,ai,bi) groups together three ori-
entation bands, from the forward DWT belonging to level lr, and the LL band resulting
from the inverse DWT. This forms the matrix Xlr . The inverse DWT function is given
as,
T−1DWT (Xl) = P0,0
⊗ 1∑
qy=0
1∑
qx=0
tf−1DWT(L−l,qy ,qx)
(
tUX(l,qy ,qx)
)
(4.77)
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where X(l,qy,qx) was previously defined in (4.70), tU is an upsampling matrix, by factor of
two, and t−1fDWT(L−l,qy,qx) is the inverse filtering matrix, defined as,
t−1fDWT(l,qy ,qx) = f
−1
(l,qy ,qx)
⊗
f−1(l,qy,qx) (4.78)
where the Kronecker product of f−1(l,qy ,qx) with itself gives,
f−1(l,qy ,qx)
⊗
f−1(l,qy ,qx) =
 Φ
−1
l , when qy = qx = 0
Ψ−1(l,θ(2qy+qx)), when qy 6= 0 or qx 6= 0
(4.79)
where Φ−1l and Ψ
−1
(l,θ(2qy+qx))
are the inverse scaling function and inverse wavelet function,
respectively. The upsampling matrix is defined in a similar fashion to (4.71) and (4.72),
and is formed through inserting a zero vector at every odd row and odd column of a
subsampled identity matrix (4.72) [29]. That is,
tU = tu
⊗
tu (4.80)
tu =

. . .
...
...
...
...
...
. . . 1 0 0 0 0 . . .
. . . 0 0 0 0 0 . . .
. . . 0 0 1 0 0 . . .
. . . 0 0 0 0 0 . . .
. . . 0 0 0 0 1 . . .
. . . 0 0 0 0 0 . . .
...
...
...
...
...
. . .

(4.81)
Finally, to retrieve the reconstructed image, assuming that lr = 0, the LL band at level 0
is defined to be the original image, that is,
xo , X(0,0,0) (4.82)
Note that in (4.76), when lr = 0, X(lr,ai,bi) is zero for all i, since those bands do not exist.
For worked examples, the reader is referred to Appendix I.
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Figure 4.14: The generalised lifting algorithm for a forward and an inverse Hierarchical
Wavelet transform [35].
Alternatively, the lifting algorithm can be employed. The lifting algorithm was first
conceived by Sweldens in [174] and was proposed as a simplified approach for the con-
struction of Biorthogonal wavelets and as a fast wavelet transform algorithm. Daubechies
et al [35] later showed that every FIR filter could be composed into the lifting algorithm
by taking a series of lifting steps. Performed separably, the lifting algorithm has a time
complexity of approximately one half that of the convolution approach [35]. In a 1-D case,
the idea of the lifting algorithm is to first separate the odd samples, xoodd , and the evens
samples, xoeven , from a given input signal, xo, and predict the odd set of samples using
the even set of samples with a given predictor, i.e., [35]
Xdetail[k] = xoodd [k]− P (xoeven [k]) (4.83)
88
4.2. TRANSFORM BASED CODERS
where Xdetail is the resulting difference between the odd and its prediction based on the
corresponding even samples and P is a prediction function, at a given position k. At its
simplest, P (xoeven [k]) = xoeven [k], that is, a nearest neighbour prediction. (4.83) is termed
as a “lifting step”. Note that (4.83) emulates a Wavelet function, i.e., a high-pass filter.
To analyse the next level of decomposition, one could use the even set of samples, i.e., the
even set is equivalent to a dyadic subsampled xo. Inevitably, this approach causes aliasing
and would require a low-pass filter prior to subsampling. This can be resolved through an
additional lifting step of the form, [35]
xscaling[k] = xoeven [k] + U(Xdetail[k]) (4.84)
where U is termed as an update function. Typically, xscaling emulates the scaling function,
i.e., a low-pass filter. An example of U , for a dyadic multiresolution decomposition could
be U(xdetail[k]) =
(Xdetail[k−1]+Xdetail[k])
4 , representing the neighbourhood average of pixels
between scales. These lifting steps can be seen conceptually in Figure 4.14, for a one level
wavelet decomposition. It is interesting to note that the inverse is simply the inversion of
the signs in Figure 4.14, i.e., addition becomes subtraction and vice-versa. Thus, the lifting
algorithm is highly dependant on the formulation of the prediction and update stages. Any
inaccuracies would result in large coefficients in the high frequency subbands, i.e., degraded
energy compaction and decorrelation performance. For a one level transform using the
test image in Figure 4.1, comparisons in results between the lifting algorithm and the
convolution approach showed that there were negligible differences, with the magnitudes
of the MSE in the order of 10−18 for the LH and HL band and 10−25 for the HH band. The
LL band in both instances were the same. However the differences may be due to finite
floating point precision. The lifting parameters were obtained from the JPEG2000 coding
standard [36], while the convolution kernels were obtained from [31]. Consequently, with
exception to the LL band, this comparative approach means that the wavelet transform
result from the lifting process is approximately equal to twice of the result from the
convolution process due to normalization. The lifting process, as specified in the JPEG
2000 coding standard [36], in comparison with the convolution approach, is pictorially
given in Figure 4.15.
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Figure 4.15: The differences between the convolution and lifting transform processes.
With convolution, the input image is filtered and subsampled accordingly. With lifting,
the input image is split into odd and even samples for each row and is subjected to a series
of lifting steps [36]. Afterwards, each coefficient is reorganized according to their subband
(deinterleave) [36]. In this example, a one level-Hierarchical Wavelet decomposition was
applied to the image using the D97 filter set. Note that the decomposed images have been
contrast stretched in this example.
4.2.2 Quantization
Quantization is a classical signal processing tool used to provide a digital representation
of analog data. That is, given a real number, Xo ² R, with R being the set of reals, a
quantization function Q maps this number to an integer such that Xq ² Z; where Xq is the
mapped integer and Z is set of integers. That is,
Xq = Q(Xo) (4.85)
Similarly,
Xr = Q−1(Xq) (4.86)
there is an inverse quantization function Q−1, which reverts the operation to map Xq back
to Xr. Here, generally Xr 6= Xo, which is attributed to Q being an irreversible process,
since Xo can contain fractional data. Thus, it is at this stage, in the lossy data compression
process, where most, if not all errors are introduced. To ascertain the amount of distortion,
the traditional mean-squared error (MSE) or its variants [68] can be employed, i.e.,
MSE =
1
M
M∑
i
(xo[i]− xr[i])2 (4.87)
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or, the mean absolute error (MAE)
MAE =
1
M
M∑
i
|xo[i]− xr[i]| (4.88)
In terms of design, a quantizer that provides an optimal representation of xo by xq, in a
minimum MSE sense, is known as a Lloyd-Max quantizer [175], given that the probability
density function of xo is known. A quantizer can be designed to take on two forms, as
a scalar quantizer or as a vector quantizer. In this regard, a scalar quantizer is a special
case of vector quantizers, whereby a scalar quantizer is a unit length vector that maps
uniformly/non-uniformly individual values pf xo[i] to xq[i]. Furthermore, a quantization
function can be classed as a mid-tread or a mid-rise quantizer [37]. A mid-tread quantizer
is also known as a ‘deadzone’ or ‘zero bin’ quantizer [38] (Figure 4.16). Vector quan-
Input Input
Input Input
Output Output
Output Output
Uniform Mid-tread
Quantizer
Non-Uniform Mid-tread
Quantizer
Uniform Mid-rise
Quantizer
Non-Uniform Mid-rise
Quantizer
Figure 4.16: Classes of quantizers. [37]
tization(VQ) is a general case of scalar quantizers, which jointly maps a vector, of size
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Figure 4.17: The process of Vector Quantization (right) and its equivalent Scalar Quan-
tization (left). The VQ above is an example for a pair of value (vector of size 2). Any
vector that falls into the grid region is mapped to the circle in the center of each square.
The same also applies for the SQ. It is also possible to rearrange the grids (for VQ) or
regions (for SQ) for non-uniform quantization. [32,38]
M , Xo to another Xq (Figure 4.17). Deriving concepts from a Lloyd-Max quantizer [175],
VQ searches for an optimal mapping, which minimises MSE. Here the distortion decreases
as the size of the vector (block of pixels), M , increases, which inevitably reduces the
compression ratio gain performance. A codeword representing the minimised distortion
vector is selected from a codebook and is transmitted. The key to VQ is the generation
of good codebooks through the training of images. A local codebook is optimal for the
particular image used for training. This can be impractical as each codebook will have
to be trained for each input image and transmitted as well. The alternative is through
a global codebook, which is trained on a large set of images and can be assumed to be
available at both the encoder and decoder. A common method of generating codebook
is the Linde-Buzo-Gray (LBG) algorithm [176]. The LBG algorithm is equivalent to the
K-means clustering [177] algorithm and finds a sub-optimal codebook in an unsupervised
learning manner. Given a set of vectors of size, M , and an initial codebook, K different
means are chosen. Here each of the means is representative of the codewords in a code-
book. The LBG algorithm classifies, accordingly, the closest vectors to each of the K means
and computes the distortion for the given codebook. It is expected that this distortion is
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always less than or equal to the distortion previously computed. Each of the K means are
updated by taking on a new mean, which can be determined by taking the centroid of each
classified set of vectors. These updated K means replace the codewords in the codebook.
This process continues and terminates when further iteration does not cause the distortion
to change significantly or that a pre-determined threshold is reached [32,38,176].
4.2.3 Entropy Coding
For irreversible coding, once an image has been transformed, its coefficients are subjected
to quantization. These quantized coefficients are then entropy coded. The aim is to encode
all possible quantized output values to a sequence of bits in a way such that, as stated in
Section 4.1.1, frequently occurring values are encoded with a shorter length codeword and
vice-versa. Thus, this process is reversible. It is also important to note that the symbols
in the resulting compressed bit-stream are equiprobable(or at least close to). Therefore,
further compression cannot be gained [38]. Reversible coding algorithms such as Huffman
coding [142] and Arithmetic coding [149] are usually employed at this stage.
4.3 Hierarchical Bit-plane Coding
Hierarchical bit-plane coding (HBC) is the state-of-the-art coding architecture stemming
from its generalized transform coding predecessor. The elements of HBC is that of a
subband transform, whereby frequencies are logarithmically spaced in a hierarchical nature
[39], and a bit-plane coder [34], which is usually paired with a binary arithmetic coder [38].
This section introduces the notion of bit-planes, the bit-plane coding paradigm and three
state-of-the-art bitplane coders. The discussion here assumes that a dyadic hierarchical
DWT is in place.
4.3.1 The Bit-plane Representation
A pixel value can be represented in a binary form, where each digit is called a bit, from
the most significant bit (msb) to the least significant bit (lsb). Taking one step further, all
pixels in an image can be decomposed into a series of planes of binary digits, i.e., bit-planes
(Figure 4.18), where each plane represents a binary image. Bitplane decomposition is an
effective technique that reduces an image’s interpixel redundancy through the processing
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Figure 4.18: Each pixel in an image can be decomposed into a series of planes of bits.
of each individual bit-plane, a technique employed in traditional approaches to reversible
and irreversible coding schemes [34].
Let χ = Xq[m,n] be a quantized coefficient; a bit-plane representation for χ is given
as
χ = χp, χp−1, ..., χ0 (4.89)
where p = β − 1 and β is the minimum number of bit-planes required to represent all
coefficients/pixels. This representation works on a zero-based index, thus, p is the msb
and 0 is the lsb. In a signed representation, χp represents the sign of a quantized coefficient.
4.3.2 Successive Approximation Entropy Coded Bit-plane Quantization
The focus of the discussion will be on bit-plane quantization, through bit-plane decom-
position of transform coefficients. Successive Approximation Entropy Coded Bit-plane
Quantization (SAECBQ) [39] is a process whereby coefficients are progressively encoded
for each bitplane, starting at the msb until reaching the lsb. This approach is also defined
in the JPEG standard [160].
If the compressed bit-stream should be truncated, it is possible that some or all coeffi-
cients may be missing or that some coefficients only retain a partial number of bit-planes.
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In effect, this is equivalent to a uniform scalar deadzone quantizer of the form [152]
Xq[m,n] = sign(Xo[m,n])
⌊ |Xo[m,n]|
2p
⌋
×2p (4.90)
where Xq[m,n] is a quantized representation of the coefficient Xo[m,n] at location (m,n).
sign outputs the polarity of the coefficient and
⌊⌋
represents the flooring function. The
advantage of SAECBQ is that larger magnitude coefficients are transmitted first, which
generally results in optimum picture quality, in terms of the MSE, as observed in [39,178],
should a compressed bitstream be truncated.
4.3.3 Zero-tree Coding
In the hierarchical DWT, a parent-child relationship exists between subbands for similar
orientations. For example, for a given 3 level DWT, HL2 is said to be the parent of HL1
and, HL1 is the child of HL2. Both HL1 and HL2 are said to be descendants of HL3
or that HL3 is an ancestor of HL1 and HL2. Finally, HL1 is said to be a grandchild of
HL3 [178] (Figure (4.19).
The fundamental philosophy of zero-tree coding algorithms is the hypothesis that there
exists dependencies between subbands [39] and most importantly that if a coefficient, in a
particular subband, is small in magnitude then there is a high chance that its descendants,
i.e., the coefficients in higher resolution subbands, are also small in magnitude [39]. This
hypothesis is extended for a given threshold, i.e., if a coefficient is smaller than a given
threshold, then its descendants tend to be smaller than this given threshold as well [39].
If a coefficient is smaller than a given threshold, then it is said to be insignificant. Thus,
if a particular coefficient is zero in the lowest resolution subband, then it is likely that its
descendants are zero as well. If this is true, it is possible to represent the coefficient and
all its descendants with a single zero-tree symbol. A disadvantage of Wavelet tree-based
coding algorithms is that the entire transformed source image must be buffered prior to
coding.
Shapiro’s Embedded Zero-tree Wavelet (EZW) [39] algorithm is the foundation and
motivation for the design of many hierarchical tree structured image/video codecs taking
a wavelet based coding paradigm such as those in [152, 178]. Here, embedded encod-
ing or progressive encoding constitutes the ability of wavelet based codecs to effectively
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encode/decode images at any specified rate or quality, without the need for training,
prestored codebooks or a priori knowledge of the image source [39]. In particular, this
algorithm produced the state-of-art MSE performance, when it was first introduced, with
relatively modest computational complexity. Its successor, the Set Partitioning in Hierar-
chical Trees(SPIHT) algorithm by Said and Pearlman [178] produced results which were
superior in compression ratio versus MSE performance to EZW with an even lower level
of computational complexity. [38]
In summary, the differences between the EZW and the SPIHT are,
1. SPIHT reverses the coding passes seen in EZW.
2. The parent-child relationship is different between SPIHT and EZW, in that one
fourth of coefficients in the LLL band have no children.
3. Two additional classification of trees are employed in SPIHT to better represent and
encode the dependencies between subbands.
4. All outputs from SPIHT are binary.
4.3.4 EZW
Figure 4.19: The visiting order starting at the LL band for the EZW algorithm. [39]
96
4.3. HIERARCHICAL BIT-PLANE CODING
In the EZW, each coefficient is progressively encoded, which is accomplished by coding
the following symbols
1. POS: Significant Positive. Represents that a coefficient is significant and has a
positive sign bit.
2. NEG: Significant Negative. Represents that a coefficient is significant and has a
negative sign bit.
3. ZTR: Zero Tree Root. Indicates that the current coefficient and its descendants are
insignificant.
4. IZ: Isolated Zero. Indicates that the current coefficient is insignificant but its cor-
responding descendants are significant.
At the highest subband, i.e., level 1, insignificant coefficients are represented with the
symbol Z instead of ZTR or IZ [38, 39], as they do not have children themselves. A
coefficient, Xo[m,n], is said to be significant if it is greater than or equal to a given
threshold TX , i.e.,|Xo[m,n]| ≥ TX . The value of which threshold TX is initialised with, is
governed by the condition TX >
|Xo[m,n]|
2 , for all coefficients [39].
The EZW applies two passes successively on each bitplane. In [39], these passes were
called the subordinate and dominate passes. The entire coding process maintains two
lists; a dominant list and a subordinate list. The dominant list contains the coordinates of
all coefficients that are not yet significant. The subordinate list contains the magnitudes
of coefficients that have been found to be significant. Initially, the subordinate pass is
skipped as there are no coefficients deemed as significant. The dominate pass visits every
insignificant coefficient starting at LLL, then to HLL, LHL, HHL until HH1, which
imposes that parents should be visited prior to the children (Figure 4.19). This ordering
is imperative to ensure efficient and effective embedding of wavelet coefficients [30,39]. If
a coefficient is found to significant, then its magnitude is appended to the subordinate
list. Following the dominant pass, the subordinate pass proceeds by first halving the
threshold TX and encodes additional bits indicating the refinement of the magnitudes in
the subordinate list. The algorithm continues and alternates between the two passes until
it is terminated or that a specified bit-rate budget is reached. The advantage of having two
passes of encoding is that it results in two separate probability distributions that enables
efficient entropy coding [39].
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4.3.5 SPIHT
Figure 4.20: SPIHT parent-child relationship. Every coefficient has 4 children, except for
those in level three and one fourth of the LL subband (labelled with star).
The SPIHT retains much of the spirit of the EZW but it has its differences, namely,
the dominate and subordinate passes are reversed, the parent-child relationship is different
in the LLL subband and there are two types of zero-trees [38, 178]. The dominate and
subordinate passes were renamed as the sorting and refinement passes, respectively [178].
In the EZW, every coefficient has 4 children and every coefficient in HL1, LH1 and
HH1 has no children. With respect to the SPIHT, this is exactly the same; however, the
difference here is that one fourth of the coefficients in LLL have no children (Figure 4.20).
In the SPIHT, a zero-tree takes on two forms: the first being a root coefficient whose
descendants are insignificant and the second is similar to the first with the exception that
the four children of a particular root coefficient are excluded. For simplicity, these two
forms are respectively represented as Type A and Type B zero-trees. Thus, in detail, Type
A root coefficients are not necessarily zero in magnitude and Type B coefficients contain all
descendant coefficient except for the children of the root coefficient. This is different from
the EZW since a zero-tree was defined as having both the root and descendant coefficient
being insignificant [38,178].
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Intuitively, the SPIHT introduces the concept of set partitioning. Rather than perform-
ing significance tests on each coefficient, one can perform the test on a set of coefficients
to determine if
max
(m,n)²T
{|Xo[m,n]|} ≥ TX (4.91)
where T is a partitioned set of coefficients. That is, for a given partitioned set T , find
the maximum coefficient and test if it is significant. If it is insignificant, then it can be
inferred that the remaining coefficients in the set are insignificant as well.
The full coding process maintains three lists, which are updated throughout the entire
coding process. These lists are
1. LSC: List of Significant Coefficients. A set of coordinates of all coefficients that are
significant.
2. LIC: List of Insignificant Coefficients. A set of coordinates of all coefficients that
are insignificant
3. LIS: List of Insignificant Sets of coefficients. A set of coordinates of the roots of
insignificant sets of coefficient, whether it is Type A or Type B.
The LSC, the LIC and the LIS follow the notation given in [38]. Respectively, the equiv-
alent notations in [178] appeared as the List of Significant Pixels (LSP), the List of In-
significant Pixels (LIP) and the List of Insignificant Sets (LIS).
The SPIHT algorithm begins by initialising LIC with all coefficients in LLL. From
here, the coordinates of each coefficient, having children, in LLL are added to the LIS as
Type A trees and LSC is initialised to empty. Starting at the msb of each coefficient in
the LIC, all significant coefficients are coded along with the sign of the coefficient and are
moved into the LSC. Each set of coefficients in the LIS are examined in order, such that
if a coefficient is insignificant, a 0 bit is encoded and the next set is examined. However,
should a set of coefficients in the LIS be significant then there are two possibilities. If the
set is of Type A, it is changed to Type B and moved to the end of the LIS. Subsequently, if
the tree does not have children it is deleted from the list; otherwise the child coefficients are
moved to the LSC or the LIC, depending on whether they are significant or insignificant.
If the set is of Type B then each child is added to the end of the LIS and initialised as
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Type A. This encoding process continues until a bit-rate budget is reached or all bit-planes
have been processed.
4.3.6 EBCOT
Embedded Block Coding with Optimized Truncation (EBCOT) [38] is the current state-of-
the-art coding algorithm for wavelet based image coders, which itself is a novel departure
from the conventional coding algorithms seen in [39, 178]. The philosophy of EBCOT is
to provide a highly scalable bitstream. Scalable coding enables a compressed bit-stream
to be decompressed at any quality, resolution or rate. Scalable coding algorithms such
as [39, 178] offered the benefits of SNR scalability. EBCOT on the other hand, offers the
additional, resolution scalability, as also seen in [179]. Here SNR scalability refers to an
embedded bitstream, which can be optimally reconstructed at different quality levels in
terms of SNR. This is attributed to SAECBQ. Similarly, resolution scalability refers to
an embedded bitstream, which can be optimally reconstructed at different resolutions.
Resolution scalability is attributed to the hierarchical nature of Wavelet transforms. De-
pendencies, between subbands, such as zero-trees, and or bitplanes can inhibit the scalable
nature of the coder. A compromise would be to partition each subband into small inde-
pendent blocks of size 32 × 32 or 64 × 64 samples. This, in addition, does not impose
the requirement for an entire transformed source image to be buffered and does not nec-
essarily maintain a fixed embedding hierarchical tree coding structure as is in [39, 178].
The size of the codeblock, however, has a limitation whereby larger codeblocks increase
the efficiency of entropy coding at the expense of scalability and vice-versa [152]. In spite
of this limitation, the Post-Compression Rate-Distortion optimization (PCRD-opt) [152]
algorithm is employed to optimize the contribution of each block and thus provide the
best rate-distortion trade-offs. This contribution is best explained through the notion
of quality layers [152](Figure 4.21). Qn, represents the nth quality layer. Similarly, Bi,
represents the ith codeblock for all i. Each quality layer projects the additional quality
contribution of each codeblock, as optimized by the PCRD algorithm. Hence, as more
quality layers are progressively transmitted, the contributions of each block at each layer
are summed together. An apparent drawback is the overhead required to represent a
quality layer. Aside from bitplane quantization and scalability, some enhancements of
EBCOT are the application of fractional bitplanes [152] and sub-blocks [152]. Fractional
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Figure 4.21: Each quality Layers,Qn, contains the optimized quality contributions for each
codeblock,Bi.
bitplane are implemented in multiple passes, which provide finer embedding. Each code-
block is subjected to further partitioning into sub-blocks, which are usually one quarter
of the codeblock size. The significance of sub-blocks is that it reduces the modelling costs
as well as implementation complexity [152]. Here, the idea is based on the assumption
that significant coefficients are generally clustered closely together. Hence, it would be
possible to dispose of a large number of coefficients in a codeblock by coding a single
symbol [152](Figure 4.22).
Four bit-plane coding primitives are employed for each sample in a codeblock. Zero
Coding (ZC),Run-Length Coding (RLC), Sign Coding (SC) and Magnitude Refinement
(MR). ZC is used to determine the neighbourhood activity based on each orientation.
Generally, it encodes insignificant coefficients. RLC is used in place of ZC when there
is a presence of zero runs. Specifically, four conditions must be met for RLC to take
place. 1) Four consecutive samples must be insignificant, 2) The coefficients must have
neighbouring insignificant samples, 3) The coefficients must be within a sub-block and 4)
the row index of the first sample must be even [152]. SC is employed to encode the sign
of a particular coefficient. MR is applied when a coefficients was previously found to be
significant. Overall, theMR and SC operations are equivalent to those found in [39,178].
The concept of fractional bit-planes (Figure 4.23) is to provide finer precision to bit-plane
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Figure 4.22: A codeblock is partitioned into subblocks/quadrants of a codeblock, as shown
on left of figure with coloured lines, where each subblock can be represented as a quad-
tree. At each stage t, a quad is further partitioned into quadrants and each quadrant is
subjected to a significance test to identify significant subblocks, of which a string of binary
digits, where 1 represents ’is significant’ and vice-versa, are sent to an arithmetic coder.
coding, which in turn ascertains more precise truncation points on a rate-distortion curve.
This would have not been possible with non-fractional bit-plane truncation, as a bit-plane
truncation point may overestimate the distortion and inevitably result in poorer coding
gain performance. Four passes are necessary to achieve finer precision, being,
1. Forward Significance Propagation Pass (FSPP): This pass determines signif-
icance of coefficients in each codeblock. It is here that ZC and RLC are applied, as
needed. If a coefficient was significant, then SC is invoked to code the sign of the
coefficient.
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Figure 4.23: A comparison between the conventional bit-plane truncation points versus
fractional bit-plane truncation points.
2. Reverse Significance Propagation Pass (RSPP): This pass is similar to the
FSPP, except that the search is performed in reverse. Any coefficients that were
previously found to be significant are not coded.
3. Magnitude Refinement Pass (MRP): All significant samples are encoded ac-
cording to the MR primitive.
4. Normalization Pass(NP): The lsb of all coefficients not considered in the last
three passes, are coded with the SC and RLC primitives as needed.
Although the EBCOT coding algorithm is highly complex in comparison with [39,178], it
does, however, provide highly scalable coding with superior rate-distortion performances
over its predecessors.
4.4 Medical Image Coders
This section begins with a classification of medical image coders and some techniques of
interest. The goal of this section is to provide a survey of existing and current state-of-the-
art techniques for the coding of medical images. An excellent review on non-perceptual
irreversible medical image coders can be found in [50].
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4.4.1 Reversible Coders
Reversible image coders are highly desired in the medical imaging field. However, as
previously stated, its compression ratio gains, between 2:1 up to 4:1, are inadequate for
medical imaging applications [60]. For simplicity and completeness, this section surveys
only the JPEG-LS LOCO lossless coder [40], as any reversible image coder can be em-
ployed. To stay in-line of the current focus of the work, the reader is referred to the survey
by Clunie [136], which provides a depth comparison into traditional and state-of-the-art
reversible image coders.
JPEG-LS: The Low-Complexity Lossless Compression for Images (LOCO) Al-
gorithm
Figure 4.24: The JPEG-LS LOCO coding algorithm [40].
Figure 4.25: A 4-pixel causal neighbourhood template [40].
The core algorithm of the JPEG-LS standard is the LOCO algorithm [2,40]. The con-
cept of the LOCO algorithm is to maintain low computation complexity over compression
ratio gains, such that the loss in compression ratio gain is justified by its practical compu-
tation time. This is primarily achieved through the reduction of contexts. At its simplest,
the algorithm can be described in two parts (Figure 4.24), being modelling and coding.
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The first part consists of a context dependant fixed predictor and a context model, both of
which are applied over a 4-pixel causal neighbourhood template (Figure 4.25). The second
part employs a Golomb coder and a Run coder [180], where only one of these is selected
based on the ’flatness’ of the causal neighbourhood [40]. The fixed predictor is composed
of three simple switchable predictors with rudimentary edge detection capabilities, which
are incorporated together into a non-linear function of the form,
xp[i, j] =

min(a, b) , if c ≥ max(a, b)
max(a, b) , if c ≤ min(a, b)
a+ b− c , otherwise
(4.92)
where xp[i, j] is a pixel to be predicted at spatial location (i, j) and a, b, and c denote
the surrounding pixels given in Figure 4.25. The value of pixel b is likely to be chosen if
there is a vertical edge to the left of the current location of xp[i, j]. The value of pixel
a is likely to be chosen if there is a horizontal edge above the current location of xp[i, j]
and the value computed from a + b − c is selected when there is no detected edge in the
neighbourhood.
The context model is determined by three gradients being g1, g2 and g3, which are
defined as [40],
g1 = d− b (4.93)
g2 = b− c (4.94)
g3 = c− a (4.95)
To preserve the spirit of low complexity, the number of contexts must be reduced through
context quantization; through mapping each gradient, gj , into a set of connected regions,
qi, where j = 1, 2, 3 and i = 1, . . . , 2T + 1. Where, T is a positive integer representing a
heuristic parameter chosen as 4 in the JPEG-LS standard [40]. Thus, there are 9 connected
regions, stemming from negative and positive regions (±),
gj →
{
0,±{1, 2},±{3, 4, 5, 6},±{7, 8, 9, . . . , 20} ± {≥ 21}} (4.96)
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This results in 93 = 729 contexts, however, only 365 contexts are employed through ob-
serving that the regions are symmetric(±). Adaptive correction employs a bias factor to
ensure that context-dependant distributions are centered at zero in a two sided geometric
distribution, e.g., the Laplacian, so as to ensure efficient modelling [40]. After this correc-
tion, the residual value, x²[i, j] = x[i, j] − xp[i, j] is sent to the coder, where x[i, j] is the
original pixel and x²[i, j] is the prediction residue.
4.4.2 Rate Driven Coders
As previously stated, there exists two broad categories of image coding algorithms, namely,
reversible and irreversible image coding. Irreversible image coding algorithms can be
further sub-classed into the categories of rate-driven, hybridised and quality-driven. An
alternate to both coding algorithms is through progressive/scalable coding, as seen in
[63–65,181]
Rate-driven coders encode an image to a given rate constraint while minimising dis-
tortion. The drawback of this approach is that it cannot encode an image to a guar-
anteed visual quality. Image coders that fall into this category include DCT based bit-
allocation [182], JPEG Baseline [160], JPEG 2000 [38], Vector quantization [183], Fractal
coding [184] and other coding techniques [185, 186]. Both JPEG Baseline [160], JPEG
2000 [38] are accepted in the DICOM standard [70].
An alternative is to encode a selected area of an image, the region of interest (ROI),
with a reversible image coding algorithm and then encode the unselected regions, regions
of no interest (RONI), with an irreversible coding algorithm. This is a hybridised coding
approach, which preserves the content of importance but cannot provide a definite rate
or picture quality. Overall, coders taking this approach such as JPEG 2000 [66] and
[67,187,188] are just a few but are abundant in the medical literature. However, there are
two distinct drawbacks of hybridised coding techniques, the first is the selection of the ROI
and the second is the degradation of the RONI. The selection of the ROI remains to be a
practical limitation. While it maybe an easy task to set ROIs for single images, it would not
be practically feasible for either volumetric images or large sets of images. Although there
have been developments into automated ROI selection [188], accurate segmentation for
different and varying content remains a challenge at both the theoretical and the practical
levels. The second limitation is the degradation of regions of no interest, especially near
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the boundary between the ROI and RONI. Specifically, large quality degradation of the
RONI resulted in false positives responses, i.e., an image was considered unusable for
diagnoses even though an ROI was correctly specified, as reported in [187].
4.4.3 Quality Driven Coders
In contrast to rate-driven coders, quality driven coders encode an image to specific quality
constraint while achieving the best possible minimum rate. Two drawbacks of quality-
driven coding is its inability to provide a definite but minimised rate and the high com-
plexity of some quality metrics. Measuring quality is not a simple task, as was explored
in Chapter 3. Traditionally, one could define quality as the amount of error in an image
through raw mathematical measures such as the MSE, however, it is known that these
measures do not correlate well with what is perceived by human observers [82]. Hence-
forth, contemporary methods generally define quality in terms of human perceived quality.
Nevertheless, the treatment of this section will be based on two types of quality driven
coders. One that is near-loss and the other is perceptually lossless.
4.4.4 Near-lossless image coding
The goal of near-lossless driven coders is to guarantee that the amount of pixel error in
a compressed image does not exceed a preset absolute error d. The drawback of near-
lossless coding is two-folds. The first being that neither rate nor visual quality can be
guaranteed, which leads to the problem of not knowing what value of d should be preset.
That is, given an arbitrary value of d, there is no certainty that the quality is constant
for different images with different content. Examples of coders taking this form can be
found in [2, 189]. The LOCO algorithm achieves near-lossless quality through quantizing
prediction residues [40], as is seen in a lossy DPCM loop [34]. The quantization can be
given as,
Q(x²[i, j]) = sign(x²[i, j])
⌊ |x²[i, j]|+ d
2d+ 1
⌋
(4.97)
where x²[i, j] is the prediction residue, sign() gives the polarity of the residue, b•c is a
floor truncation function and d represents the desired preset error factor.
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4.4.5 Perceptually Lossless Medical Image Coders
Perceptually Lossless Image Coding (PLIC) provides a means of having greater compres-
sion ratio gains over lossless coders without inducing any visible distortions. It encodes an
image to the Just-Not-Noticeable-Difference (JNND) threshold, such that the difference
between the compressed and original image is visibly indistinguishable [57]. That is,
d(Xo,Xq) ≤ JNND (4.98)
where d provides a measure of visual distortion, a topic covered in Chapter 3. In general,
it is possible to achieve perceptually lossless quality through tuning the bit-rate for any
given rate-driven coder. However, visual quality is dependant on image content and rate-
driven coders cannot guarantee reliable identification and removal of visually insignificant
or irrelevant information. The theoretical significance of the PLIC is such that, with a
model of human vision, visually insignificant or irrelevant information can be identified
and removed and thus, the coding performance can reach a ‘perceptual entropy’, if such
a lower bound exists [146].
PLIC and perceptual lossy coding, of medical images remains to be a subject of limited
treatment in the medical literature. This section presents the known perceptually lossless
medical image coders [41,190].
Chee and Park’s Human Visual System Based Medical Image Coder [59]
The work of Chee and Park presents an image coder exploiting the limitations of the
Human Visual System (HVS) through primitive methods. The overall algorithm involves
segmenting the image into blocks of size N × N . Each block is classified accordingly
as perceptually uniform, polynomial approximation, edge containing and complex blocks.
Perceptually uniform blocks exploit the luminance masking effects of the HVS through
the use of Just-Noticeable-Difference (JND) thresholds. Polynomial approximation blocks
are those that can be approximated with the following function
x(i, j) = a0 + a1i+ a2j + a3ij + a4i2 + a5j2 (4.99)
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where x(i, j) represents the current pixel at spatial location (i, j). Here, the coefficients
a0 to a1 are stored instead of the pixel values. Edge containing blocks are blocks that
contain edges. Here, the visual masking effect is exploited with through Block Truncation
Coding(BTC) [153]. Finally, blocks that cannot be classified are called complex blocks.
Complex blocks are further partitioned into N2 ×N2 subblocks and are recursively subjected
to the above algorithms.
Watson’s DCTune
Watson proposed a method of tailoring selectable quality quantization matrices for specific
images for use with DCT block-based image coders [133], known as the DCTune. This work
was further extended for medical applications such as those in [190, 191]. The DCTune
incorporates luminance masking and contrast masking, given as [133]
m[i, j, k] = max
(
t[i, j, k], |Xo[i, j, k]|w[i,j]t[i, j, k]1−w[i,j]
)
(4.100)
wherem[i, j, k] is the masking threshold andXo[i, j, k] is a DCT coefficient at location (i, j)
for a given block, k. t[i, j, k] and |Xo[i, j, k]|w[i,j]t[i, j, k]1−w[i,j] represent the luminance
masking threshold and contrast masking thresholds respectively, with 0 ≤ w[i, j] ≤ 1. The
perceptual error d[i, j, k], is given by [133]
d[i, j, k] =
e[i, j, k]
m[i, j, k]
(4.101)
where e[i, j, k] = Xo[i, j, k] − Round
[
Xo[i,j,k]
q[i,j]
]
is the quantisation error, with q being the
quantisation matrix. Pooling the perceptual error across all frequencies in each block with
the Minkowski sum gives, P[i, j], the perceptual error matrix [133].
P[i, j] =
(∑
k
|d[i, j, k]|β
) 1
β (4.102)
where β is an exponent set at 4. Hence, perceptually lossless quality is achieved through
adjusting the quantisation error. However, this approach was not tested vigorously but
presented only as an option in [190,191].
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Lin et al’s Perceptually Lossless Wavelet Based Medical Image Coder [41]
Lin et al. proposes a method of encoding 8-bit medical images to a perceptually loss-
less quality. This work was developed using the SPIHT [178] coding framework, which
employed a perceptual quantizer (PQ) instead of the standard uniform quantizer seen
in [39,178] (Figure 4.26). Here, the PQ is separated into two parts and is used in conjunc-
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Figure 4.26: The block diagram of Lin et al’s PLIC for medical images [41].
tion with a Just-Noticeable-Distortion (JND) quantization table, JND[l, θ], for each level,
l, and orientation, θ. First, if Xo(l,θ)[m,n] < JND[l, θ], then the coefficient Xo(l,θ)[m,n]
is discarded. Second, if a coefficient Xq(l,θ)[m,n] is refined and is smaller than JND[l, θ],
then the refinement bits are discarded. The JND table was generated based on human
observed synthetic noise detection experiments. The synthetic noises are generated in the
transform domain for each level and orientation. The noise image is reconstructed and
evaluated by human observers. The experiment terminates for an observer when a specific
adjusted amplitude of the synthetic noise is just visible. Thus, the amplitude is a JND
value.
The shortcomings of this method are two folds. First, there is an overhead for the
given quantization table and/or a requirement for a specialised decoder. Second, the
JND values, determined from noise detection experiments, do not necessarily reflect the
perceived distortions caused by a Wavelet-based coder and the varying nature of the image
content [133]. In addition, the perceptually lossless nature was not verified by radiological
imaging experts.
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Chandler et al’s Visually Lossless Coder for Radiographs [192]
Figure 4.27: The discrete wavelet transform showing the frequency bands.
Chandler et al. introduces a method of encoding scanned 8-bit radiographs to a visually
lossless/perceptually lossless quality level by taking into account of contrast masking in
the DWT domain, using the Daubechies 9/7 filter set, and in the pixel domain. It should
be noted that only 5 radiographs were used and that they were cropped down to 512×512
pixels.
The encoding process is performed in three steps. The first step predicts the detection
thresholds for 1.15 - 18.4 cycles/degree (cpd) distortions, as given in [192]. The second
adjusts the detection thresholds and performs quantization in the DWT domain such that
the contrast of the distortions is at the detection thresholds. Here a fixed five level DWT
is assumed(Figure 4.27). Finally, the quantized coefficients are encoded with an entropy
coder. Here, the JPEG 2000 coding framework [38] is employed.
The first step has a masking model of the form,
R(xt|xm) = (gt × C(xt))
p
bq + (gm × C(xm))q (4.103)
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where R(xt|xm) represents the response of an observer detecting a target image xt in
the presence of a mask image xm. A mask image can be assumed to be the difference
between the original and distorted/quantized image. C(xt) and C(xm) are the computed
RMS contrast thresholds for the target and mask, and gt ² {5.99, 5.84, 5.11, 2.46, 0.35}
and gm ² {0.84, 0.83, 0.74, 0.42, 0.16} represent the gain of the target and mask, for 1.15,
2.30, 4.60, 9.20 and 18.4 cpd, respectively, b = 0.01, p = 2 and q = 2 are saturation and
non-linearity constants. Here, the RMS contrast is computed as,
C(xt) =
1
µL(m)
( 1
MN
M∑
i=0
N∑
j=0
(L(i,j)(xt)− µL(t))2
) 1
2 (4.104)
where µL(m) and µL(t) are the average luminance of the target and mask images, respec-
tively, M and N are the dimensions of the image and L(xt) computes a weighted pixel,
expressed as,
L(i,j)(xt) = (²+ kxt[i, j])
γ (4.105)
where ² = 0.922, k = 0.008 and γ = 4.425 are constants.
The point at which the mask is detected is whenR(xt|xm) = 1 and C(xt) = CT (xt|xm),
where CT (xt|xm) represents the masked contrast threshold of the target derived from
(4.103). It is expressed as,
CT (xt|xm) = (b
q + ((gmC(xm))q)
1
p
gt
(4.106)
Due to variations in image quality, (4.106) can only accurately model the thresholds in
small masks. Hence, an image is segmented into overlapping M × M blocks of sizes
M = 8, 16, 32, 64 or 128 for 18.4, 9.20, 4.60, 2.30 or 1.15, respectively. This process is
repeated through a set of distorted images, generated by the following,
xm = xt + αxt0 (4.107)
where α = 12(αlo + αhi) is a scaling factor generated from two adaptive bounds [192]
αlo and αhi, initially having values 0.05 and 10, respectively, and xt0 is a zero-mean
distorted/residual image. To generate the zero-mean distorted image, one would project
the image into the DWT domain, quantized the coefficients, perform an inverse DWT and
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take a difference between the original and distorted image. This process continues until
25% of the blocks satisfy the condition C(xtblki ) > CT (xtblki |xmblki ),∀i. The Minkowski
summation is then employed to pool the distortions to provide an overall distortion, given
as,
Roverall(xt) =
( Lc∑
s=1
R(xts)
β
) 1
β (4.108)
where xt is the input image containing all distorted images all subband, s, xts is a set of
input images containing the distorted image all subbands, Lc = 15 represents the number
of subband components for a 5-level Wavelet decomposition, excluding the LL band, and
β = 1.8 is a constant. R(•) was previously defined in (4.103). Finally, to quantize the
image to a perceptually lossless quality, a set of contrast thresholds {CT (xts |xm,xt} for
each subband s, must be employed to quantize xts such that C(xts) = CT (xts |xm,xt)
[192].
The advantage of this approach is that the thresholds are adaptively determined for
each image. However, the drawbacks of this approach are its high computational com-
plexity and its heavy reliance on constants that assume that the exact frequency in the
DWT domain is known. In terms of subjective assessment, however, the ‘perceptually
losslessness’ was verified only with one radiologist and 2 image coding experts.
4.5 Summary
This chapter first presented an overview on general image coding and a classification on the
current medical image coders. Image coding is possible through the existence and removal
of redundancies, namely, coding, inter-element and psycho-visual. Transform based image
coders consist of three elements; a linear transform, quantization and entropy coding.
A linear transform decomposes a spatial image into its source spectral components as a
sequence of uncorrelated coefficients, having the provisions for the decorrelation of inter-
element dependencies in the pixel domain and energy packing. Maximising energy packing
leads to the average energy being represented in fewer coefficients [28]. Stemming from the
generalised transform coding, is the state-of-the-art hierarchical bit-plane coding, which
employs a hierarchical Wavelet transform by Mallat [131] coupled with a bitplane coder.
The EZW by Shapiro [39] serves as a foundation for the motivation and design of many
wavelet based codecs such as the SPIHT [178] and the EBCOT [38]. Both the EZW and
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the SPIHT exploit dependencies between wavelet scales and the relation between scales
based on the magnitude of a coefficient at lower frequency subbands.
The EBCOT is a departure from the zero-tree coding paradigm. Primarily, EBCOT is
focussed on the SNR (scalable quality) and the resolution scalability (scalable resolution).
The SNR scalability is readily available in zero-tree coding algorithms, except for resolution
scalability. This is due to the hierarchical tree dependency between scales, that is, an
entire tree in a zero-tree algorithm must be decoded first. Thus, the EBCOT introduces
the notion of code blocks and quality layers, which provides a solution for both SNR and
resolution scalability by separating the dependencies between scales. The concept of code
blocks is such that a transformed image in the Wavelet domain is partitioned intoM ×M
non-overlapping blocks. Here M is usually 32 × 32 coefficients or 64 × 64 coefficients.
Larger code blocks lead to a greater coding efficiency at the expense of scalability and
vice-versa. Quality layers are the key to SNR and resolution scalability. Each block is
composed of a series of layers that dictate the rate-distortion contribution of each block.
These quality layers are optimised with the PCRD Optimisation algorithm [38].
In general, medical image coders can be classified as rate-driven, hybridised and quality
driven. Rate-driven coders encode an image to a specified rate while minimising distortion.
In contrast, quality-driven coders encode an image to a specified quality while minimising
rate. An alternative to both approaches is a hybridised coder, which encodes ROI’s with
an reversible coding algorithm and the RONI’s with an irreversible coding algorithm.
Hybridized coding algorithms offer the advantage of preserving contents of importance.
Quality-driven coders can be further partitioned into the subclasses of Near-lossless and
perceptually lossless quality coding. Near-lossless coders represent a subclass of traditional
coders that encode an image with a preset error, e, such that, the absolute error of
each pixel in the compressed image is no more than e, when compared to the original.
Perceptually lossless image coding ensures that there are no distinguishable differences,
by human observers, between the original the compressed images while providing greater
compression ratio gains than its lossless counterparts. The theoretical significance of PLIC
is such that, with a model of human vision, visually insignificant or irrelevant information
can be identified and be removed and thus the coding performance may reach a ‘perceptual
entropy’, if such a lower bound exists [146].
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PLIC has been subject of limited treatment in the medical literature, as seen in the
small number of publications [41, 190, 192] in the field. While there exists some work in
perceptually lossless coding of medical images, there is much room for improvement, such
as
1. The need for advanced models of human vision to identify, accurately and reliably,
visually insignificant/irrelevant information.
2. The need for algorithms that do not incur additional overheads, do not require a
specialised decoder and hence do not disrupt bit-stream compliance.
3. The need for perceptual medical image coding algorithms that cover a wide range
of bit-depths, ranging from 8-bpp up to 16-bpp.
4. The need for scalable coding algorithms, such as those in [38,64].
5. Although there exist experiments that have evaluated the picture quality of medical
images by different coders [56, 58–62, 193], there is a need for a large pool of med-
ical radiological imaging expert evaluation of perceptually lossless encoded images,
covering a range of bit-depths from 8-bpp up to 16-bpp.
6. There exists the need for advanced and robust designs of perceptual based subjective
experiments for evaluating medical image coders.
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Chapter 5
A Perceptually Lossless Medical
Image Coder
This chapter centres on a novel perceptual medical image coder, developed from concepts
from Chapters 3 and 4.
Perceptually lossless image coding follows a quality driven paradigm, whereby an image
is encoded to a perceptually lossless quality while attaining a minimum bit-rate. In the
perspective of other state-of-the-art medical image coders, Watson proposed the DCTune
[133] for tailoring quantisation matrices for DCT block based coders, which was later
extended to medical images by Watson et al [190] for dental X-rays and Eckert et al
[191] for scanned 12-bit radiographs. This technique incorporated luminance masking and
contrast(intra-frequency/intra-band) masking. However, perceptually lossless was only
included as an option and was not verified. While, this provided a simple method of
incorporating a vision model for encoding medical images, it did not take into account of
other masking channels and other types of medical images. On the other hand, Lin et
al [41] proposed a wavelet based coder for 8-bit medical images that took into account of
the visual sensitivity of Wavelet coefficients gathered from noise experiments, which may
not accurately reflect the visual content of the medical images. Similarly, Chandler et
al [192], took on an approach for adaptive detection thresholds through contrast masking.
Although the work was verified with one radiologist, the approach was computationally
intensive and was only applicable for 8-bit scanned radiographs.
The current research here proposes a novel method of encoding the medical images
through incorporating an advanced model of human vision by Tan et al [194]. This
117
CHAPTER 5. A PERCEPTUALLY LOSSLESS MEDICAL IMAGE CODER
approach takes into account of CSF normalization, intra-frequency masking and inter-
orientation masking, to accurately identify visually insignificant/irrelevant information,
through the Hierarchical Wavelet transform [131], while utilising the Daubechies 9/7 (D97)
filter set [31]. The proposed coder is designed to encode medical images ranging from 8-
bits per pixel up to 16-bits per pixel of different modalities, including CT, CR, MRI, US
and Mammography, without any loss in visual fidelity.
5.1 Coder Design
This section describes the coder structure and its adaptation into the JPEG2000 coding
algorithm. Here, a visual pruning (VP) function [194] is employed to identify and remove
visually insignificant/irrelevant information. However, before the details of the visual
pruning function are presented, the perceptual distortion metric by Tan et al is first
described in further detail.
5.1.1 Coder Adaptation
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Visual
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Coding
Original
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Figure 5.1: Integration of the visual pruning function into a generalised Wavelet coder.
Essentially, visual pruning ‘replaces scalar quantization’.
There remain several methods of integrating the VP function into a coder. Specif-
ically, one could take the approach of perceptual quantization, for example, as seen
in [41, 133]. However, the limitation of this approach is the requirement for quantisa-
tion tables/dictionaries to be made available at the decoder. Alternatively, weighting
schemes could be used [109], however, some weighting schemes [109,127] require an image
to be dequantized prior to retrieval. Horowitz et al propose a perceptual pruning [195]
approach, whereby pruning is performed prior to quantization.
For the JPEG 2000 coding engine, Taubman introduced weighted MSE for the Post
Compression Rate Distortion (PCRD) Optimisation stage [38]. Zeng et al introduces
XMASK [127] to take into account of the visual masking phenomenon of the HVS for the
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JPEG2000 coder. To model visual distortions, Tan et al embedded a HVS based perceptual
image distortion metric that took into account of both CSF and visual masking. Here,
their approach replaced the MSE distortion measure in the JPEG2000 [1]. In the same
line of thinking, Liu et al has also taken a similar approach [117].
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Figure 5.2: Integration of the visual pruning function into JPEG2000.
The VP function takes an approach similar to [195] and Tan et al’s Perceptually loss-
less monochrome natural image coder [194], whereby, perceptually insignificant/irrelevant
information is removed prior to quantisation (Figure 5.1). This ensures the VP function
is bitstream compliant with any Wavelet based coder as demonstrated in [196,197] for the
SPIHT coding engine [178]. Adaptation to the JPEG 2000 coder (Figure 5.2) is desir-
able since it has been adopted by the DICOM medical imaging standard [70]. The VP
function is applied immediately after a forward DWT. A difference in integration, not
seen in previous coding strategies, is that the quantizer step size is set to one, that is,
essentially coefficients are not subjected to scalar quantization. This is to ensure that
only visually irrelevant/insignificant information is removed only by the VP function as
additional quantization after VP may introduce visible distortions. Alternatively, the VP
function can be applied to each code block. The advantage of this approach is that it
requires less memory. The downside however, is the loss in modelling accuracy, which can
severely impact the coding performance due to overestimating the distortion [198].
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5.1.2 Perceptual Image Distortion Metric
Essentially, the vision model described here is identical to that in Section 3.3.4 in Chapter
3 with some modifications. For completeness and brevity, full details on the perceptual
image distortion metric (PIDM) and its differences are described here. One particular
difference, taken by Tan et al [194], was that the DC coefficients were not processed for
perceptually lossless coding, due to their limited masking strength and high sensitivity
to inducing visible distortion. This conservative approach ensures that visible distortions
remain imperceptible at larger distances due to shifts in the contrast sensitivity by varying
viewing distances [109]. The PIDM is based on the CGC of Watson and Solomon [22],
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Figure 5.3: The Contrast Gain Control Model.
which consists of four stages: linear transform, CSF normalization, masking response and
pooling and detection (Figure 5.3). The PIDM takes two inputs, that is, a reference
(original) image and a processed image.
Linear Transform
A linear transform (T ) takes into account of the frequency and orientation selectivity of
the HVS,
Xo = T(xo) (5.1)
where, Xo and xo are the neural and pixel domain images, respectively. The vision model
here employs the discrete Wavelet transform (DWT) with the D97 filter set, which are
used for both vision modeling and coding. As is mentioned previously in Chapter 3, an
overcomplete transform is preferable for human vision modelling rather than complete
transforms. Hence, the ideal strategy is to employ separate transform filters, one that is
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overcomplete for modelling and one that is complete for coding. This, however, leads to a
significantly higher computational complexity.
Although issues, such as aliasing and shift variance, associated with the use of the
D97 filter set, arise, it nevertheless provides several practical advantages for the current
application. One such advantage is that it is linear and complete. The visual pruning
can be embedded into any Wavelet based coding framework, such as the JPEG2000 [38],
while maintaining bit-stream compliance and thus would not require a specialised decoder.
Subsequently, the second advantage is that bit-stream compliance with the JPEG2000
coding standard leads to compliance with the DICOM standard [70]. The vision model
parameters were optimised for a 5-level D97 DWT decomposition and hence are currently
limited up to 5-levels for modelling and coding.
CSF Normalisation
Immediately following the linear transform, a set of CSF frequency sensitive weights are
applied to modulate the neural image to the sensitivity levels of the human eye. While
this may appear to be less accurate, this was shown to have minimal impact on the
modelling [194].
Masking Response
Parameters
CSF − LL 1.4800
CSF − 1 1.5500
CSF − 2 1.7700
CSF − 3 1.6800
CSF − 4 1.2900
CSF − 5 0.8050
kΥ 1.0880
kΘ 0.9876
γΥ 5.5550
γΘ 7.6800
pΥ 2.5800
pΘ 2.3950
q 2.0000
gΥ 0.7588
gΘ 0.4834
Table 5.1: The vision model parameters derived from subjective experiments in [1].
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The third stage of the PIDM is the masking response, which itself is encompassed into
a single multi-channel response function, of the form [194]
RZ,l,θ[m,n] = kZ · EZ,l,θ[m,n]
IZ,l,θ[m,n] + γ
q
Z
(5.2)
where m and n are the spatial frequency coordinate of a coefficient, EZ,l,θ[m,n] and
IZ,l,θ[m,n] are excitation and inhibition functions, kZ and γ
q
Z are the scaling and sat-
uration constants. For simplicity, the table of parameters from Chapter 3 is presented
in this chapter(Table 5.1), Z ² {Θ,Υ}, with Θ and Υ representing the inter-orientation
and intra-frequency masking domains, respectively. l = {1, 2, 3, 4, 5} and θ = {1, 2, 3}
represent the frequency levels and the orientation bands, respectively. The excitation and
inhibition functions for each domain are defined as follows:
EΘ,l,θ[m,n] = Xo(l,θ)[m,n]
pΘ (5.3)
EΥ,l,θ[m,n] = Xo(l,θ)[m,n]
pΥ (5.4)
IΘ,l,θ[m,n] = Xo(l,θ)[m,n]
q +
3∑
α=1, α 6=θ
Xo(l,α)[m,n]
q (5.5)
IΥ,l,θ[m,n] =
8
Al
m+l∑
u=m−l
n+l∑
v=n−l
Xo(l,θ)[u, v] + σ(l,θ)[m,n]
q (5.6)
where Xo(l,θ)[m,n] is the transform coefficient at orientation θ, spatial frequency location
[m,n] and frequency level l. IΘ,l,θ[m,n] is the sum of transformed coefficients spanning all
orientations. IΥ,l,θ[m,n] is the sum of neighbouring coefficients about Xo(l,θ)[m,n].
The neighbourhood, Al = (2l + 1)2, is a square area surrounding Xo(l,θ)[m,n], whose
size is dependant on the frequency level ofXo(l,θ)[m,n]. Thus, coefficients from the highest
frequency (largest resolution) level would have the largest neighbourhood. This approach
attempts to equalize the uneven spatial coverage between images of different frequency lev-
els inherent in multi-resolution representations. The neighbourhood variance is expressed
as,
σ(l,θ)[m,n] =
1
Al
m+l∑
u=m−l
n+l∑
v=n−l
(Xo(l,θ)[u, v]− µ[m,n])2 (5.7)
where µ[m,n] represents the neighbourhood mean, which has been added to the inhibition
process to account for texture masking [132]. Exponents pZ and q are governed by the
condition pZ > q > 0 according to [22]. Currently, q was set to 2.
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Detection and Pooling
The final component of the model detects the perceptually significant difference between
two images. A squared-error (l2 norm) function defines the distortion within each masking
channel. The total distortion is the sum of the distortions over all masking channels, given
as [194]
DTl,θ [m,n] =
∑
Z
gZ · |RaZ,l,θ [m,n]−RbZ,l,θ [m,n]|2 (5.8)
where RaZ,l,θ and RbZ,l,θ are the masking responses of the two images, a and b, respectively,
and gZ being the channel gain (Table 5.1) with Z ² {Θ,Υ}, where Θ and Υ are the inter-
orientation and intra-frequency masking domains. The pooling equation,(5.8), pools the
spatial and orientation masking responses for each individual coefficient and provides an
overall perceptual distortion, DTl,θ [m,n] for a given coefficient.
5.1.3 Visual Pruning
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Figure 5.4: The visual pruning process.
The visual pruning function can be described in two stages, perceptual modelling and
visually adaptive pruning (Figure 5.4). Perceptual modelling employs a perceptual im-
age distortion metric to identify visually insignificant/irrelevant information, specifically,
the distortion metric as described in the previous section. This stage generates a set of
distortion measures that will be employed by the adaptive pruning stage. Thus, for each
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frequency level, l, at each orientation, θ, and at a particular location (m,n), the first
stage takes in a reference coefficient, Xo(l,θ)[m,n] and generates a set of distorted coef-
ficients, Vl,θ,m,n. These distorted coefficients are generated through progressive bit-plane
truncation from the least significant bit (lsb), upwards. That is, given B ² {0, 1, 2, ..., β},
Xqi (l,θ)[m,n] =
{
bXo(l,θ)[m,n]
2i
c × 2i
∣∣∣ i ² B } (5.9)
where b c is a truncation function, Xo(l,θ)[m,n] is a coefficient from a reference image
truncated to the ith bit-plane, where β specifies the maximum number of bit-planes for
the largest coefficient in the transformed image, Xo. Thus,
Vl,θ,m,n = {Xqi (l,θ)[m,n] | i ² B} (5.10)
Immediately, each distorted coefficient from the set, Vl,θ,m,n is compared with the reference
coefficient using the distortion metric described in the previous section. This generates a
set of perceptual distortion measures,
DT (l,θ,m,n) = {DTi(l,θ) [m,n] | i ² B}, (5.11)
and a set of percentage responses,
RP (l,θ,m,n) = {RPi(l,θ,m,n) | i ² B} (5.12)
The percentage response, RPi(l,θ,m,n), for a given reference coefficient and a distorted
coefficient, is defined as
RPi(l,θ,m,n) =
{ ∑ZRi(Z,l,θ) [m,n]∑
ZRo(Z,l,θ) [m,n]
∣∣∣ i ² B } (5.13)
where Ro(Z,l,θ) [m,n] and Ri(Z,l,θ) [m,n] are, respectively, the masking response, for a ref-
erenced and a distorted coefficient, taken from Equation (5.2). Z ² {Θ,Υ}, denotes the
orientation and local responses, respectively. Equation (5.13) provides a measurement of
the depreciation of the response energy over both the intra-frequency and inter-orientation
channels.
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The next stage is adaptive pruning, which gathers the distortion measures and percent-
age responses and adaptively prunes the reference image with a given Just-Not-Noticeable-
Difference (JNND) threshold and percentage response threshold, specifically, DT (l,θ,m,n), is
the set of distortion measures and, RP (l,θ,m,n), is the set of percentage responses. Adaptive
pruning compares DT (l,θ,m,n) and RP (l,θ,m,n) to a set of pre-determined JNND thresholds,
TD and TP , respectively. A coefficient is truncated, using (5.9), to a perceptually optimal
bit-plane level, iopt, only when a distortion measure from DT (l,θ,m,n) is less than or equal
to a JNND threshold, TD(l,θ) and when a percentage response from RP (l,θ,m,n) is less than
or equal to a percentage response threshold TP (l,θ). Thus,
Xqiopt (l,θ)[m,n] = b
Xo(l,θ)[m,n]
2iopt
c × 2iopt (5.14)
where
iopt = max
{
i ² B
∣∣∣ (DT i(l,θ,m,n) ≤ TD(l,θ)) AND (RP i(l,θ,m,n) ≤ TP (l,θ))} (5.15)
All transform coefficients are subjected to this perceptual filtering operation except for
those in the isotropic lowpass band (LL). The values in both TD and TP were derived from
subjective experiments, which will be discussed in the next section. For each orientation,
θ, and each frequency level, l, there are unique pairs of pre-determined thresholds TD(l,θ)
and TP (l,θ), for θ = {1, 2, 3} and l = {1, 2, 3, 4, 5}.
5.2 Advanced Visual Pruning
The previous section introduced a modified bit-plane based visual pruning function from
[194]. This section introduces two advancements that better equip the proposed coder for
encoding medical images.
5.2.1 Artificial Edge Segmentation
Overlays such as text and borders are generally introduced into a medical image to aid
a radiologist in making a diagnosis. While specified to be removable by the DICOM
standard [70], this may not always be the case if the overlay is embedded into the image.
Generally, overlays create a sharp drop in image grey-level intensity. This has severe
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implications, resulting in a loss in coding performance and introducing dramatic ringing
artifacts [199] after an artificial edge is quantised/pruned in the transform domain.
Consequently, to avoid ringing, these overlayed images must be pruned at a smaller
threshold, resulting in degraded coding performance. One approach to resolve this is by
introducing a segmentation algorithm that identifies the artificial edges. Deployment of
general edge detectors [34], however, may lead to false detection of edges. Alternatively, a
singularity detector could be employed in the Wavelet domain [200]. However, three issues
arise being computational complexity, shift-variance and the uncertainty principal [30].
Thus, the approach taken here is to generate an edge map in the pixel domain by employing
conditional thresholding, to remove irrelevant details from an image, and measures of
variance, to determine artificial edges. In addition, the segmentation is performed in a
square neighbourhood, which ‘fattens’ detected edges so that edge maps can be used in
reference in the Wavelet domain during the adaptive pruning stage. Hence, given an
image, xo[i, j], for all i and j
g[i, j] =

1 , if σR[i,j]2 > τ and σB(R[i,j])2 6= 0
0 , otherwise
(5.16)
where g[i, j] is a segmented binary image (edge map) (Figure 5.5). σR[i,j]2 is the sample
variance of a square neighbourhood region R[i, j] at (i, j) in xo, having a dimension of Nw,
where Nw = (2l + 1) with l = 6, specifying the number of Wavelet decomposition levels
plus one. σB(R[i,j])2 is the sample variance of the binarised region, B(R[i, j]), such that
B(R[i, j]) =

1 , if R[i, j] > 0
0 , otherwise
(5.17)
τ is a constant set to 5.50× 105 for 16-bit medical images and 5× 103 for 8-bit ultrasound
images. For 16-bit medical images, τ was determined by taking the minimum variance
from a set of variances of regions from 5 different 16-bit medical images having a square
dimension of Nw, containing artificial edges. The same approach was taken for the 8-bit
images. Thus, when adaptively pruning the coefficients, if g[m× 2l, n× 2l] = 0, the area
does not contain an artificial edge and therefore it can be pruned at a higher threshold.
If g[m× 2l, n× 2l] = 1, there is an artificial edge. There are two choices available to deal
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Figure 5.5: The left images show the edge map; the right is the input image. Note also
that the square beneath the ‘L’ in the top image pair is not an artificial boundary and
therefore was correctly determined to be a non-artificial edge.
with an edge. One is to avoid pruning the edge and the other is to prune the edge at a
lower threshold. The approach taken here was to prune the edge. However, it should be
noted that coding gains were minimal when edged were pruned.
5.2.2 Arithmetic Visual Pruning
In the VP function described previously, the distortion characteristics of a coefficient was
first modelled through bit-plane filtering from the lsb up to the msb and hence yields
a set of distortion measures and percentage responses. These computed measures were
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compared with a set of subjectively determined JNND thresholds, for a particular level and
orientation. When the condition in (5.15) is satisfied, a reference coefficient is pruned to a
bit-plane that yields a distortion that is less than or equal to the subjectively determined
JNND thresholds. However, the amount to be pruned can be significantly underestimated,
that is, for the bit-plane approach
2iopt ≤ Xo(l,θ)[m,n] ≤ 2iopt+1 (5.18)
the magnitude of a coefficient is bounded between the magnitude of the optimally com-
puted bit-plane (5.15) and the magnitude of the next bit-plane. Thus, for truncation,
0 ≤ Xo(l,θ)[m,n]− 2iopt ≤ 2iopt (5.19)
If it was necessary for the entire coefficient to be pruned, a coefficient can never reach zero
unless its magnitude is 2iopt . This can also be extended in a general case for constant step
sizes of S,
Sopt ≤ Xo(l,θ)[m,n] ≤ Sopt + S (5.20)
0 ≤ Xo(l,θ)[m,n]− Sopt ≤ S (5.21)
One method is to set the step size S with a very small magnitude, however, this would
not be computationally practical and it is unknown what S should be set to for individual
images. Alternatively, another possible solution is to take an n-ary search approach, in
a sense, similar to the arithmetic coding algorithm [201] (Figure 5.6). Thus, defining the
problem scope,
dv(Xo(l,θ)[m,n],Xq(l,θ)[m,n]) ≤ JNND (5.22)
where dv is a visual impairment/quality metric. The unknown here is what should Xq
be or how much should Xo be quantised. An alternative representation is Xq[m,n] =
pm,n × Xo[m,n], with pm,n being a percentage between 0.0 and 1.0, inclusive, for each
coefficient at a location (m,n). This is the problem of how to find an optimal value
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Figure 5.6: The arithmetic visual pruning algorithm.
pOptm,n, such that (5.22) remains true. The search algorithm can be expressed as follows,
S(TD, DT , RM , RL, RH) =

0 RL+RH2 ≤ Bzero
S(TD, DT , RL+RM2 RL, RM ) DT < TD
S(TD, DT , RM+RH2 , RM , RH) DT > TD
RM |DT − TD| ≤ Bequal
1 RL+RH2 ≥ Bone
(5.23)
where TD, DT ,RM , RL and RH are respectively, a subjectively measured JNND threshold,
the distortion measure determined by dv, a midpoint representing pm,n, a lower bound of
a given range of values and an upper bound of a given range of values. Initially, RM is set
to 0.5, RL and RH are set to 0.0 and 1.0, respectively. These values were determined as
follows. Initially, it is not known what RL and RH should be set to for any coefficient and
hence the full range of values (in percent) for a coefficient must be assumed. Similarly,
it is initially not known where pOptm,n lies and therefore, at best, it can only be assumed
that the midpoint RM is 0.5, that is, 50% of the coefficient should be initially pruned and
thus there is a 50% chance that pOptm,n is greater than or equal to or less than 0.5(See
Figure 5.6). However, if heuristics are available, setting other values can shorten the time
to converge to the solution, i.e., to find pOptm,n. On the other hand, setting an incorrect
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value may increase the time needed to converge to the solution. DT is initially set to 0.0,
as no pruning was previously performed on a coefficient. Determining TD will be discussed
in the next section. Hence,
DT = dv(Xo(l,θ)[m,n],Xo(l,θ)[m,n]×RM ) (5.24)
Bzero, Bone and Bequal are arbitrary set precision bounds. Here, Bzero = 0.000001, Bone =
1−Bzero and Bequal = Bzero. These precision bounds are necessary, providing a stopping
point in the algorithm, due to the limitation in finite precision. Therefore it is necessary
to initially subtract Bzero from TD, so as to ensure (5.22) remains true. A smaller Bzero
yields a more accurate pOptm,n. If none of the stopping criteria are satisfied, there are
two possible paths. If the computed distortion is less than the threshold, DT < TD, it
is necessary to select a larger pOptm,n, i.e., greater distortion and vice-versa. Overall, a
coefficient is pruned as follows,
Xq(ioptl,θ)[m,n] = Xo(l,θ)[m,n]× S(TD, 0.0,
1
2
, 0.0, 1.0) (5.25)
In addition to accurately determining the amount to prune, it also significantly reduces
Figure 5.7: The arithmetic visual pruning block diagram.
the memory requirements, without needing additional buffers for storing sets of distortion
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measures (Figure 5.7). It is interesting to note that the accuracy of the modelling is
particularly important and can significantly affect the compression ratio gain performance
at the perceptually lossless quality level as seen in [198,202,203].
5.3 Parameterisation and Calibration
There are two stages to the parameterisation process. The first concerns the vision model
parameters (Table 5.1), which were subjectively determined in [194]. The second is a set
of visual thresholds TD and TP , which are mapped to the JNND level for perceptually
lossless encoding.
Vision model parameters affect the accuracy of the visual distortion measure and the
thresholds capture the visually sensitive nature of the images. Therefore a change in
vision model parameters would require a re-calibration of the thresholds. Hence, sub-
optimal vision model parameters may impede the compression ratio gain once the visual
thresholds have been mapped to the JNND level for a particular type (modality) of medical
image. Parameterisation of the vision model parameters is a complex task for medical
images, due to the difficulty in eliciting reliable subjects (radiologists) to assess distorted
images. Furthermore, there is the question of whether radiologists are suited for quality
assessment, as they are trained to diagnose pathological traits in a medical image. The
approach taken here is a direct importation of vision model parameters (Table 5.1) from
an 8-bit natural image coder [1,194]. While this may be less than adequate for the desired
application, these imported parameters provide a rough indication of the performance
capability of the proposed coder.
The second stage can be described in two parts. In the first part, the set of visual
thresholds TD and TP are calibrated by obtaining and testing approximately 5120 (32x32
pixels) 16-bit medical greyscale sub-images. These sub-images originated from a particular
base image (512x512 pixels), which was distorted in 20 different ways through bit-plane
filtering, as described by (5.9). These 20 distorted images were then partitioned into 256
(32x32 pixels) individual pieces. Sub-image testing is preferred over the complete image
testing because it is able to quantify the different local threshold levels in different regions
within images, i.e., the segmented test is better equipped to capture the localised variations
in image quality. The findings from this research, ascertained that each type of medical
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image required their own set of TD and TP thresholds for optimal coding performance, thus
the above procedure was subsequently repeated. Once the JNND level of test materials
have been mapped, the thresholds TD(l,θ) and TP (l,θ) can be determined by soliciting the
responses (5.2) and (5.8) of the sub-images in the JNND map. In other words, only
sub-images at the JNND level will be used to determine the thresholds TD(l,θ) and TP (l,θ).
The first part only provides a coarse approximation of the thresholds. The second part,
fine tunes the thresholds through a stringent test of flipping back and forth the encoded
image with the original image. This employs the temporal sensitivities of the HVS to
ensure that ‘distortion flickers’ between the two images were not visible.
5.4 Summary
This section introduced a novel perceptually lossless medical image coder, incorporating a
visual pruning function that is embedded with an advanced model of human vision [194]
to identify and to remove visually insignificant/irrelevant information. In addition, an
artificial edge segmentation algorithm and a new visual pruning algorithm were introduced.
Artificial edge segmentation detects artificial edges and hence enables the adaptive pruning
of edges. Adaptive pruning varies pruning thresholds to achieve greater compression.
The arithmetic visual pruning (AVP) algorithm incorporated a new method to accu-
rately determining a pruning threshold for a given coefficient. Finally, the parameterisation
and calibration process was presented. Thus, a key issue here is that modelling accuracy
is particularly important in ensuring an optimal coding performance. Unlike [41,133,192],
the proposed coder takes into account of intra-frequency, inter-orientation and CSF nor-
malization in order to achieve adaptive perceptually lossless quality coding. In addition,
its modularity ensures that the VP function can be integrated into any Wavelet based
coding structure without disrupting its bit-stream, hence, specialised decoders are not
required. Here, the VP function was adapted into the state-of-the-art JPEG 2000 [38]
coding engine, which is supported under the DICOM medical standard [70].
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Performance Evaluation
Generally, there are two methods of assessing picture quality/impairments. The first is
Objective Assessment Methods (OAM) and the second is Subjective Assessment Methods
(SAM). Both methods have advantages and disadvantages. While the statistical aspects of
objective metrics are obvious in that they analyse the physical content of images, subjective
approaches require statistical analyses to quantify the subjective decisions. Hence, both
approaches are, by and large, statistically based.
This chapter will layout the procedure for evaluating the proposed coder, which will be
presented in three parts. The first part is an objective evaluation, followed by a subjective
evaluation and finally a coding performance gain evaluation.
6.1 Objective Assessment Methods
OAMs measure the physical aspect of images [204]. Some common OAMs in literature
include the Signal-to-Noise Ratio (SNR), the Peak-Signal-to-Noise Ratio (PSNR), the
Mean Square Error (MSE) and their variants [68]. However, it is well known that these
traditional techniques do not correlate well with what is perceived by human observers [82].
Other OAMs, such as the Universal Image Quality Index (UIQI) [118] and Structural
Similarity Index (SSIM) [69], have been proposed, which correlated well with subjective
observations. It is also reported in [118] that observer scores, in comparison with objective
scores, did not correlate well for enhanced images, since the metric assumes that the
original contains the complete set of information. Hence, while OAMs are simple they
tend not to be able to reliably provide a critical assessment of subjective quality and
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would therefore need to take into account the aspects of the HVS [204]. To say OAMs do
not serve a useful purpose would be incorrect; rather, they provide a simple and practical
solution for applications where computational resources are limited. Objective results are
independent of viewing conditions and free of observer biases [118]. In particular, they
are useful in applications where computational resources are limited
6.2 Subjective Assessment Methods
SAMs take the direct approach, by eliciting responses from human observers to critically
assess the quality of pictures. However, the success of subjective assessment is highly
dependant on several variables, in particular the design of assessment procedures. A
brief review on some popular techniques is presented, followed by an approach devised
specifically for perceptually lossless image evaluation tasks.
The ITU-R BT.500 [205] details SAMs for evaluating picture quality/impairment. In
particular the Double-Stimulus Impairment Scale Method (DSIS) and the Double-Stimulus
Continuous Quality Scale Method (DSCQS). DSIS defines a method for assessing pictures
that contain visible degradations and thus measures the failure characteristics of systems
[205]. The DSCQS provides a method of measuring the overall quality of video sequences
relative to a reference. Both techniques are deficient for critical evaluation of perceptually
lossless encoded images as the images are not displayed simultaneously. This restriction
makes the process difficult for an accurate evaluation of perceptually lossless encoded
images. However, the recommendation [205] does point out that the forced choice method
would be suitable.
6.2.1 Forced-choice Experiments
In forced-choice (FC) experiments [206, 207], a reference and a processed image are dis-
played simultaneously side-by-side and the observer makes a selection based on a cer-
tain criterion. The most common FC method is the Dichotomous-Forced Choice (DFC)
[206–208]. Another possible method is Trichotomous-Forced Choice (TFC) [209,210].
DFC experiments allow observers to select two choices, a selection for left or right. This
can be used to measure the performance differences or similarities between two coders.
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However, the selection is highly dependant on the question that is posed. For perceptu-
ally lossless encoded images, the task would be difficult, since there is no right choice if
differences are truly not visible. In this instance, the expected result is random, that is,
preferences/choices are equal for one coder over the other. This is generally only statisti-
cally sound with a large pool of participants [208] and even so, results maybe difficult to
interpret.
To overcome the limitations of DFC for perceptually lossless encoded images, three
choices in TFC are given left, either or right. However, TFC experiments add an extra
variable of sensitivity and that is the question posed with respect to the meaning given to
‘either’. For example, it is possible that two displayed images have the same ‘subjective’
appeal, hence the selection for either, when in actual fact they were not perceptually
lossless. This problem relates to how the assessment question is fashioned.
2-Staged Forced Choice
Alternatively, a 2-staged forced choice(2SFC) experiment could be employed for assessing
perceptually lossless encoded images. This design builds on the TFC experiment and
attempts to overcome its limitations. Here, two questions are posed to the observer. The
first question is “Are they identical?”, the choice here is either ‘Yes’ or ‘No’. If ‘Yes’, the
second stage is assumed to be ‘either’ and the next pair of images are shown. If ‘No’, the
second stage could be used to elicit responses in regard to some other particular feature.
The question posed will be discussed shortly. The advantage of this approach is that
the aim of the experiment can be directly gathered without the need for inference. The
second question can be employed to elicit additional information, e.g., preference. Figure
6.1 shows the procedural steps of the 2SFC assessment method. Note that the example
figure is suited only for medical experts, due to the manner at which the second question
is posed. A drawback of this approach, however, is its sensitivity to faulty/uncalibrated
equipment. Take for example when two images are displayed side by side on one display.
If the display was faulty and one side was slightly brighter than the other, answers to the
first question will most likely be ’No’ for most observers. Nonetheless, these defects are
easily observed and resolved.
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Are the two
images identical?
Which
    image best represents
the anatomy?
Display Image
Pairs
LEFT EITHER RIGHT
More Pictures To
Assess?
START
END
STAGE 1
STAGE 2
NO
YES
YES
NO
Get Next
Pair Of Images
Figure 6.1: The two staged forced choice (2SFC) experiment flow. The first stage asks
the viewer if the two images are identical (‘Yes’ or ‘No’). If ‘No’, then the second stages
asks the viewer which of the image in the pair best describes the anatomy (‘Left’, ‘Right’
or ‘Either’). The questions posed in this figure are suitable only for medical experts.
However, this testing procedure can be extended to general picture quality assessment.
6.2.2 Forced-choice Experiment Design Considerations
Experiment design is a critical step in ensuring accurate measurements are obtainable
for the matter of interest. Thus, several issues must be considered such as the question
posed, viewing conditions, observers, source image size, number of participants and so
forth [205,209,210]. The ITU-R BT.500 [205], for example, specifies 15 to be the minimum
136
6.2. SUBJECTIVE ASSESSMENT METHODS
Sources of Error Solution
Fatigue Fatigue is caused by diminished concentration in an assessment,
which impacts the responses given. One solution is to limit the
time of an assessment, as noted in [204,205]. However, it remains
unknown at what given time the fatigue sets in. Although, White
et al [209] points out that fatigue can also be caused by the ma-
terials used for assessment, e.g., materials that are not appealing
to the observer.
Adaptation Adaptation is process whereby the observer learns the process of
an assessment or that certain information relating to the experi-
ment is divulged. This error causes results to be skewed. A defin-
itive solution is to never use the same materials on per observer
and per group. In addition, double blind techniques should be in
place [210]. A double blind experiment is one where all parties
involved in an experiment are oblivious to the order in which all
image pairs appear.
Scanning Effect The scanning effect is caused by the order in which an observer
views an image. For example, an observer maybe inclined to make
a selection for only images on the left, when they look left first.
One solution is through randomisation. White et al [210] proposes
the following, if three coders, A, B and C are to be examined, im-
age pairs for displaying are generated from these three coders and
can be presented in 9 combinations, i.e., AA, AB, AC, BA, BC,
BB, CA, CB and CC. Thus, for an assessment having M coders,
then there are M2 combinations of image pairs. The advantage of
this approach is its capability to gauge the reliability of observers.
Table 6.1: Describes the sources of errors and their possible solution.
number of participants in an assessment, with each assessment having a maximum duration
of 30 minutes. The former relates to the sample size of the experiment, whilst the latter
is concerned with reducing fatigue which induces errors in an experiment.
Experimental errors can be generally classed into two broad categories, systematic
and non-systematic [210]. Non-systematic errors are those that are caused by the physical
environment, such as faulty displays, and are easily identifiable and resolvable. Systematic
errors are those induced by the nature of the experiment and its participants. These
errors can be difficult, if not impossible, to completely neutralise. They can, however, be
alleviated. Table 6.1 outlines some systematic errors and as well a possible resolution.
For many statistical analyses it is generally useful to describe a set of data in terms of
a known distribution. For most cases, the Normal distribution is the prime candidate due
to its well understood mathematical properties. That is, [211,212]
• 66.3% of samples fall within µxs ± σµxs .
137
CHAPTER 6. PERFORMANCE EVALUATION
• 95.4% of samples fall within µxs ± 2σµxs .
• 99.7% of samples fall within µxs ± 3σµxs .
where µxs and σµxs represent the mean and standard deviations respectively.
For forced-choice experiments, it is understood that the resulting data can be described
by the binomial distribution. A binomial distribution describes a trial whereby there are
exactly two mutually exclusive outcomes [212]. In this instance they are the proportion
of success and the proportion of failure. To simplify the discussion, the outcomes are
presented as P for success and Q for failure, where Q = 1−P . It is possible to estimate the
Normal distribution from a Binomial distribution if P is not close to 0 or 1 and that nP >
15 and nQ > 15, according to [212]. Here n represents the number of trials/participants
assessing. However, as pointed out by Deakin et al [213], a requirement of nP > 5 and
nQ > 5 may be sufficient.
IMAGE A IMAGE B
EITHERLEFT RIGHT
FAILURE SUCCESS
Trinary  Reduction Step
Figure 6.2: Testing for Indifference. An observer chooses Left, Either or Right. The
trinary output result is reduced to a binary output.
The sample size of an experiment depends on the proportion of success and failure
over a set criterion. For a DFC experiment, if it is assumed that P = Q = 12 , and
nP > 15 and nQ > 15, then the number of participants required will be n > 30. For a
TFC experiment, the trinary output must be reduced to a binary output. For example,
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consider the case when testing for perceptually lossless and the ‘either’ option represents
indifference (Figure 6.2). Thus, an observer choosing ‘either’ would contribute to the
proportion of success. Choosing ‘left’ or ‘right’, contributes to the proportion of failure.
Hence, a possible arrangement of outcomes is P = 13 and Q =
2
3 . Applying the above
requirements, the number of participants will be n > 45 [209,210].
Finally, subjective assessments are highly sensitive to the way a question is posed. An
ill-posed question will result in unreliable or skewed outcomes. For example, in a TFC
assessment, ‘Can you pick the difference?’, implies that a difference exists, between two
images, when it is possible that there are no differences. This leads to the possibility of
subjects ‘seeing things’, when they are not there. Similarly, ‘Which image has the better
quality?’, would imply that one image in the pair has a better quality than the other.
Thus, a question that is posed should be neutral at all times and allude the observer to
the aim of the experiment. One example, from [209], for evaluating picture quality of
perceptual lossy coded natural images is shown in Figure 6.3.
You must spend $100 on a picture. There are two examples avail-
able from which you must select one. If you really cannot choose
between the pictures, select the either option. The pictures you
select are to be displayed in your home or given as a gift to close
personal friends.
Figure 6.3: A sample question for evaluating picture quality of perceptual lossy coded
natural images.
6.3 Objective Evaluation of the Proposed Coder
To simplify the discussion, PC-BVP is the proposed coder coupled with the bit-plane visual
pruning method and PC-AVP represents the proposed coder coupled with the arithmetic
visual pruning function. Three different coders are objectively assessed. Being PC-BVP,
PC-AVP and NLOCOd=2 representing the near-lossless JPEG-LS compliant coder [2]. It
should be noted that PC-AVP includes the artificial edge segmentation. The MSE column
of the proposed coder in Tables 6.2 and 6.3 shows that picture quality is dependant on
the image content. In the case for PSNR, images encoded by NLOCOd=2 is said to be, on
average, ‘superior quality’ over those encoded by the proposed. In the instance for SSIM,
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Image Image Dimensions MSE PSNR SSIM MSE PSNR SSIM
Name Type (pixels) PC-BVP NLOCOd=2
Ankle 1 CR 2572× 2040 12.40 85.39 1.00000 2.00 93.33 1.00000
Ankle 2 CR 1516× 2044 12.35 85.42 1.00000 2.00 93.33 1.00000
Body 1 CT 512× 512 21.26 83.05 0.99999 1.92 93.49 1.00000
Body 2 CT 512× 512 61.67 78.43 0.99998 1.88 93.58 1.00000
Body 3 CT 512× 512 31.71 81.32 0.99999 1.99 93.34 1.00000
Brain 1 CT 512× 512 17.83 83.82 1.00000 1.85 93.66 1.00000
Brain 2 CT 512× 512 2.00 93.32 1.00000 1.94 93.44 1.00000
Brain 3 MR 512× 512 1.61 94.27 1.00000 1.64 94.18 1.00000
Brain 4 MR 208× 256 0.97 96.45 1.00000 1.77 93.85 1.00000
Brain 5 CT 512× 512 18.63 83.63 1.00000 1.63 94.22 1.00000
Brain 6 CT 512× 512 1.92 93.50 1.00000 1.91 93.51 1.00000
Brain 7 CT 512× 512 71.73 77.77 0.99998 1.86 93.62 1.00000
Brain 8 CT 512× 512 2.63 92.14 1.00000 1.97 93.39 1.00000
Brain 9 CT 512× 512 1.06 96.09 1.00000 1.87 93.61 1.00000
Chest 1 CR 2496× 2048 28.43 81.79 0.99999 2.00 93.33 1.00000
Chest 2 CR 2496× 2048 28.11 81.84 0.99999 2.00 93.32 1.00000
Chest 3 CR 2496× 2048 25.18 82.32 0.99999 2.00 93.33 1.00000
Chest 4 CR 2496× 2048 29.72 81.60 0.99999 2.00 93.33 1.00000
Chest 5 CR 2496× 2048 23.14 82.69 1.00000 2.00 93.32 1.00000
Chest 6 CR 1516× 2044 27.02 82.01 0.99999 2.00 93.33 1.00000
Elbow CR 2044× 1514 16.17 84.24 1.00000 2.00 93.32 1.00000
Knee MR 512× 512 3.63 90.74 1.00000 2.00 93.33 1.00000
Leg CR 2040× 2570 12.13 85.49 1.00000 2.00 93.32 1.00000
Liver CT 512× 512 6.89 87.95 1.00000 2.00 93.32 1.00000
Neck CR 2040× 2570 10.23 86.23 1.00000 2.00 93.33 1.00000
Pelvis CR 3732× 3062 14.78 84.63 1.00000 2.00 93.32 1.00000
Side Brain MR 256× 256 2.91 91.68 1.00000 2.02 93.28 1.00000
Spine 1 CR 2040× 2570 21.91 82.92 0.99999 2.00 93.32 1.00000
Spine 2 CT 512× 512 27.29 81.97 0.99999 1.70 94.02 1.00000
Spine 3 CT 512× 512 73.36 77.68 0.99998 1.68 94.08 1.00000
AVERAGE 20.29 85.68 1.00000 1.92 93.50 1.00000
Table 6.2: Results from the objective assessment of each image. All images have a bit-
depth of 16-bits-per-pixel. PC-BVP represents the proposed coder with the bit-plane
visual pruning function and NLOCOd=2 represents the near-lossless JPEG-LS compliant
coder [2]. Here, d, denotes the maximum pixel difference between the original image the
image encoded by NLOCO. The bit-rates can be found in Table 6.7.
some images encoded PC-BVP and PC-AVP was seen to be identical to the originals,
while the rest were considered to be very close to the originals. Nonetheless, it does on
average show that the images were perceived to be identical for PC-BVP1. For NLOCO
on the other hand, the tables show that the encoded images were identical to the originals.
This will be shown to differ from the subjective results, which will be presented in the
1PC-AVP has not been subjectively assessed.
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Image Image Dimensions MSE PSNR SSIM MSE PSNR SSIM
Name Type (pixels) PC-AVP NLOCOd=2
Ankle 1 CR 2572× 2040 18.97 83.55 0.99999 2.00 93.33 1.00000
Ankle 2 CR 1516× 2044 70.40 77.85 0.99998 2.00 93.33 1.00000
Body 1 CT 512× 512 111.52 75.86 0.99997 1.92 93.49 1.00000
Body 2 CT 512× 512 69.50 77.91 0.99998 1.88 93.58 1.00000
Body 3 CT 512× 512 111.77 75.85 0.99997 1.99 93.34 1.00000
Brain 1 CT 512× 512 228.59 72.74 0.99994 1.85 93.66 1.00000
Brain 2 CT 512× 512 37.16 80.63 0.99999 1.94 93.44 1.00000
Brain 3 MR 512× 512 34.37 80.97 0.99999 1.64 94.18 1.00000
Brain 4 MR 208× 256 51.64 79.20 0.99999 1.77 93.85 1.00000
Brain 5 CT 512× 512 98.39 76.40 0.99997 1.63 94.22 1.00000
Brain 6 CT 512× 512 13.82 84.92 1.00000 1.91 93.51 1.00000
Brain 7 CT 512× 512 65.58 78.16 0.99998 1.86 93.62 1.00000
Brain 8 CT 512× 512 6.34 88.31 1.00000 1.97 93.39 1.00000
Brain 9 CT 512× 512 31.64 81.33 0.99999 1.87 93.61 1.00000
Chest 1 CR 2496× 2048 71.69 77.78 0.99998 2.00 93.33 1.00000
Chest 2 CR 2496× 2048 26.89 82.03 0.99999 2.00 93.32 1.00000
Chest 3 CR 2496× 2048 8.45 87.06 1.00000 2.00 93.33 1.00000
Chest 4 CR 2496× 2048 25.29 82.30 0.99999 2.00 93.33 1.00000
Chest 5 CR 2496× 2048 0.89 96.84 1.00000 2.00 93.32 1.00000
Chest 6 CR 1516× 2044 46.04 79.70 0.99999 2.00 93.33 1.00000
Elbow CR 2044× 1514 34.36 80.97 0.99999 2.00 93.32 1.00000
Knee MR 512× 512 19.61 83.41 0.99999 2.00 93.33 1.00000
Leg CR 2040× 2570 59.91 78.56 0.99998 2.00 93.32 1.00000
Liver CT 512× 512 4.92 89.41 1.00000 2.00 93.32 1.00000
Neck CR 2040× 2570 174.80 73.90 0.99995 2.00 93.33 1.00000
Pelvis CR 3732× 3062 214.88 73.01 0.99994 2.00 93.32 1.00000
Side Brain MR 256× 256 54.13 79.00 0.99999 2.02 93.28 1.00000
Spine 1 CR 2040× 2570 8.12 87.23 1.00000 2.00 93.32 1.00000
Spine 2 CT 512× 512 41.82 80.12 0.99999 1.70 94.02 1.00000
Spine 3 CT 512× 512 2.65 92.10 1.00000 1.68 94.08 1.00000
AVERAGE 58.14 81.24 0.99998 1.92 93.50 1.00000
Table 6.3: Results from the objective assessment of each image. All images have a bit-
depth of 16-bits-per-pixel. PC-AVP represents the proposed coder with the arithmetic
visual pruning function and NLOCOd=2 represents the near-lossless JPEG-LS compliant
coder [2]. Here, d, denotes the maximum pixel difference between the original image the
image encoded by NLOCO. The bit-rates can be found in Table 6.7.
next section. NLOCOd=2 attains a much higher objective score due to the small raw
magnitude pixels errors that it induces into the images, i.e., in this instance, absolute
difference was only 2. The drawback of objective metrics is thus that it is primarily
constituted by raw/physical mathematical measures, which may not necessarily relate to
the visual perception of human observers.
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6.4 Subjective Evaluation of the Proposed Coder
There are two aims to this assessment. The first is to ascertain if differences can be
perceived between the original images and images compressed by the proposed coder (PC-
BVP). The secondary purpose is to determine if the PC retains clinical information. It
should be noted that the assessment does not require the viewers to perform a diagnosis on
the images. Determining the diagnostic value or diagnostic accuracy is not a simple task;
medical experts cannot make a diagnosis if they do not have the patient’s medical history.
Thus so as to avoid inducing ‘emotional’ biases into the results, this was not considered.
The variant of the proposed coder that was employed was the bit-plane visual pruning
function, as presented in Section 5.1. Thus, arithmetic visual pruning (AVP) and the
artificial edge detector (AED) was not used as they were the products of this assessment.
Without AED, the JNND thresholds were consequently calibrated to take into account
of the ringing distortions localised at the artificial edges and, hence, resulted in lower
compression ratio gain performance. This will be discussed shortly in this chapter. The
reader is referred to Appendix V for the image pair sequences, raw results and survey
forms.
6.4.1 Assessment Methodology and Apparatus
In order to answer the above questions, a double blind two staged forced choice (2SFC)
(Figure 6.1) comparative assessment with two benchmark coders was conducted. The
questions have been tailored for medical experts. The first question asks ‘Are they identi-
cal?’ and the second question asks ‘Which image in the pair best describes the anatomy?’.
The purpose of the first question is to directly measure if an image pair is identical. The
second measures which image in the pair clearly represents the anatomy and thus would
be suitable for radiological examinations. The two benchmark coders were the JPEG-LS
LOCO-I lossless coder [40] and the JPEG-LS NLOCO near lossless coder [40] with d=2.
The error, d, specifies the maximum pixel difference between the original image and the
NLOCO compressed image. This near-lossless coder, with d=2, is hereafter referred to as
NLOCOd=2. Only 3 coders were chosen to simplify the analysis of the results, in particu-
lar, two of the three coders were supported under the DICOM standard. To simplify the
discussion, the benchmark coders are denoted with the letters A, representing the LOCO
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Figure 6.4: The assessment process.
lossless coder, and C, representing the NLOCOd=2 coder. B will represent PC-BVP. The
assessment was conducted using 2 calibrated Barco 10-bit 20.8-inch medical grade LCDs,
which were placed next to one another. Each screen has a maximum resolution of 1536
x 2048 pixels (3 megapixels). It is important to note the differences between 10-bit and
8-bit displays. 10-bit displays are capable of displaying 1024 simultaneous shades of grey,
as opposed to 256 shades of grey for 8-bit displays. Thus, differences, in terms of greater
detail, were readily apparent for 10-bit over 8-bit displays when displaying medical images
with bit-depths exceeding 8-bits. Nevertheless, the images displayed on the 10-bit screens
remained perceptually lossless.
The source material for the assessment consisted of 30 medical images from 30 different
patients (See Appendix II), comprising CT, CR and MRI images from a range of organs
and structures. Each medical image has a bit-depth of 16 bpp and a spatial resolution
ranging from 208× 256 pixels up to 3732× 3062 pixels. These 30 source images produced
a total of 90 test images from 3 coders, each with 30 images, which presented 9 possible
pairs of combinations, e.g., LOCO vs LOCO, PC vs LOCO, LOCO vs PC and so forth.
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These image pairs were randomly selected and were displayed. In total, each viewer
had to evaluate 30 randomly selected pairs of images without replacement (Figure 6.4).
It is important to point out that the design of this assessment can directly measure the
reliability of the participants. This is achieved by eliciting responses for when two identical
image pairs are displayed. This shall be discussed in detail, in the data analysis section.
In order to ascertain the medical application effectiveness of the PC, the medical
experts were allowed to change the windows and levels (brightness and contrast) [70] as
they would in their radiological examinations. The testing software changed the windows
and levels simultaneously on both screens, as prescribed in the DICOM [70] Standard
(See Chapter 2). The experiment was conducted at Monash Medical Centre in a standard
radiological reporting room, simulating a typical evaluation environment. However, only
one person and an experiment supervisor were allowed in the room during the assessment
to prevent contamination of results, e.g., divulging information about the contents of the
assessment. A total of 31 medical expert viewers completed the experiment, amongst
whom 27 were radiologists and 4 were radiographers. Of the 27 radiologists, 15 were
consultants and 12 were trainee imaging consultants. An interesting observation was that
the viewing behaviour of each expert was not a simple evaluation of picture quality but
also a natural reaction to search for pathological and physical traits in a medical image.
6.4.2 Data Analysis Modelling
Two data analysis models have been employed to interpret the raw results from the as-
sessment. The first model (Model 1: Indifference) measures the indifference between the
two display images(Figure 6.5). Success is defined as an image pair seen as identical (ob-
server selected ‘Yes’ to the first question). Hence, failure is when the image pair is not
seen as identical (observer selected ‘No’ to the first question) (Figure 6.5). The second
model (Model 2: Clinically retaining) measures the clinical retention of the medical im-
ages. Thus, success is defined as the responses that selects ‘Yes’ for identical or either,
while failure is the selection of other responses (Figure 6.6).
Since the data sets can be estimated approximately by the normal distribution, as
previously discussed, the standardised z-scored is employed to gauge the interval of which
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Figure 6.5: Model 1: Indifference. Responses selected as Is identical are considered as
success for the first model.
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Figure 6.6: Model 2: Clinically Retaining. Responses selected as Is identical and Either
are considered as success for the second model.
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the data samples fall in. Here the z-score is expressed as [211],
z =
xs − µxs
σµxs
(6.1)
where xs and µxs are the sample data and expected sample mean, respectively. σµxs =
√
nPQ is the standard deviation. For a two-tailed 95% confidence interval test (µxs ±
2σµxs ), |z| ≤ 1.96. If the absolute z-score is below or equal to 1.96, it is said to be
insignificant otherwise, it is significant. The expected sample mean is defined as,
µxs =
PAA + PBB + PCC
3
(6.2)
where PAA, PBB and PCC are the proportion of success (responded ‘Yes’ to identical)
for when the same image pairs are displayed, i.e.,an image pairs of type AA, BB or CC
are displayed on either sides of the screens. This is particularly useful for gauging the
reliability of the observers. Therefore, in Model 1, if the z-score is insignificant, there are
no perceivable differences of statistical significance. Similarly, in Model 2, if the z-score is
insignificant, there is clinical retention.
6.4.3 Analysis of the Subjective Assessment Results
Category Left Right Either Identical Total
AA 8 19 3 68 98
BB 10 9 2 78 99
CC 12 10 3 82 107
Total 30 38 8 228 304
% 9.87% 12.50% 2.63% 75.00% 100.00%
Table 6.4: Reliability of Results. A response is correct when an image, shown on the left
and right screens, is selected as Identical.
Before discussing the model results, the results on the reliability of the observers are first
presented. Table 6.4, presents a baseline measure of the results for when an observer is
shown an image on the left and right screens. Scanning effects are apparent, with a bias
towards to right screen. Nevertheless, it is negligible and only represents a 2.63% difference
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over the left and is compensated with the randomisation for the other categories, e.g., A
versus B and B versus A. To reiterate, A represents the LOCO coder, B represents the
proposed coder (PC-BVP) and C represents NLOCOd=2. From Table 6.4, the observers
have an overall 75.00% rate of correctly identifying that an image pair are identical. In
addition, when ‘either’ is considered to be correct, the overall rate of correct identification
is 77.63%. The results in the table can be used to determine the expected sample mean
(6.2). Here PAA = 6898 = 0.694, PBB =
78
99 = 0.788 and PCC =
82
107 = 0.766; therefore, for
Model 1, µxs = 0.749. For Model 2, the expected mean takes into account of the ‘either’
option, thus, µxs = 0.776 .
A vs B A vs C C vs B
Response as
Identical (xs) 0.738 0.697 0.708
Expected Mean
(µxs) 0.749
Standard (σµxs )
Deviation 0.015
Z-Score (z) -0.775 -3.572 -2.851
Outcome Not Significant Is Significant Is Significant
(Is Identical) (Not Identical) (Not Identical)
Table 6.5: Model 1 - Indifference: z-scores for AB, AC and BC. Determines if the above
categories are perceived as indifferent to each to other.
Model 1 (Table 6.5) shows the results for the other combined categories, i.e., responses
for AB and BA are combined. Here, the proportion of success for AB is 0.738 and the
computed z-score is −0.775. Performing a two-tailed 95% confidence test, i.e., 0.775 ≤
1.96, the results show that images compressed by the proposed coder did not have any
perceivable differences of statistical significance from their originals. However, differences
were visible for the categories AC and BC.
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A vs B A vs C
Response as Identical
& Either (xs) 0.769 0.728
Expected Mean
(µxs) 0.776
Standard (σµxs )
Deviation 0.014
Z-Score (z) -0.460 -3.383
Outcome Not Significant Is Significant
(Is Clinically (Not Clinically
Retaining) Retaining)
Table 6.6: Model 2 - Clinically Retaining: z-scores for AB and AC. Determines if the
above categories retain clinical information.
Similarly, for Model 2 (Table 6.6) the results show that images compressed by the
proposed coder contains the same level of clinical information without differences of sta-
tistical significance to the originals. For category AC, however, it was considered to be
not clinically retaining.
6.5 Coding Gain Performance Evaluation of the Proposed
Coder
Four benchmark coders are evaluated against the PC-BVP. These were the LOCO lossless
coding algorithm [2], the JPEG2000 Lossless Coder [38], the proposed coder with the
arithmetic visual pruning function and the near-lossless NLOCO coder at d = 2.
Table 6.7 shows the bit-rate comparisons for each coder for CT, CR and MRI im-
ages. Overall the average coding gain performance of J2KL and LOCO can be considered
to be relatively the same. PC-BVP outperforms LOCO and J2KL with average coding
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gains of approximately 48% and 46%, respectively, and a 9% loss in coding gain against
the NLOCOd=2 coder. In comparison with the PC-AVP, there was, on average, a 21%
loss in coding gain for the PC-BVP. PC-AVP outperforms LOCO and J2KL with aver-
age coding gains of approximately 79% and 77%, respectively. When compared against
the NLOCOd=2 coder, there was a coding gain of 11%. To clarify further, it should be
noted that PC-AVP and PC-BVP encodes images to a perceptually lossless quality cri-
teria, LOCO and J2KL are reversible coders and hence encodes images without loss of
information and NLOCOd=2 encodes an image, such that the maximum absolute pixel
difference is 2. This means that NLOCOd=2, cannot guarantee a given bit-rate or quality
criterion as it is controlled by the factor, d.
Table 6.8, shows the bit-rate comparisons for each coder for Ultrasound images (See
Appendix III). Here, LOCO on average outperforms J2KL, with an approximate 20% gain.
PC-BVP, on average, outperforms LOCO and J2KL with coding gains of approximately
31% and 57%, respectively, and similarly, for PC-AVP, there were coding gains of 35% and
62% respectively. However, coding gains between the two proposed coders were negligible.
On the other hand, NLOCOd=2 outperformed the proposed coders, on average having
coding gains of 52% for PC-BVP and 48% for PC-AVP. The compression of Ultrasound
images proved to be difficult due to the complexity of the images attributed to a large
portion of the image containing sharp artificial edges/discontinuities such as borders and
text. This has a significant impact on the coding gain of J2KL as evident in the results.
It should be noted also that some of the sharp artificial edges were not preserved in some
images, even without any quantization, when subjected to the Wavelet transform; due to
finite precision. Consequently, this severely affects the performance of the proposed coders.
Although, NLOCOd=2 was presented with a lower bit-rate, visible differences were readily
visible as well in some images.
Table 6.9, shows the bit-rate comparisons for each coder for Mammograms [16] (See
Appendix IV). Here, both LOCO and J2KL have relatively the same coding gains. PC-
BVP, on average, outperforms LOCO and J2KL with coding gains of approximately 40%
and 41%, respectively, and an 8% loss for the average coding gain against NLOCOd=2.
Similarly, for PC-AVP, there were average coding gains of 57% and 59%, respectively,
with an average coding gain of 5% when compared with NLOCO. The average coding
gain against PC-BVP was 13%.
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Image Image Dimensions Bits-Per-Pixel (bpp)
Name Type (pixels) LOCO J2KL PC-BVP PC-AVP NLOCOd=2
Ankle 1 CR 2572× 2040 5.852 5.892 3.945 3.085 3.557
Ankle 2 CR 1516× 2044 5.695 5.707 3.758 2.913 3.395
Body 1 CT 512× 512 4.191 4.327 2.650 2.253 2.494
Body 2 CT 512× 512 5.933 6.235 4.475 3.988 4.116
Body 3 CT 512× 512 6.851 6.987 4.675 4.026 4.517
Brain 1 CT 512× 512 3.380 3.558 2.040 1.811 1.963
Brain 2 CT 512× 512 3.841 3.500 1.595 1.254 2.058
Brain 3 MR 512× 512 4.687 4.650 3.981 2.849 2.959
Brain 4 MR 208× 256 3.898 1.523 2.500 2.607 1.624
Brain 5 CT 512× 512 3.681 3.789 2.163 1.936 2.165
Brain 6 CT 512× 512 3.597 3.230 1.427 1.095 1.893
Brain 7 CT 512× 512 6.175 6.459 4.641 4.287 4.339
Brain 8 CT 512× 512 3.962 3.627 1.640 1.304 2.124
Brain 9 CT 512× 512 3.190 2.815 1.213 0.877 1.616
Chest 1 CR 2496× 2048 6.786 6.847 4.803 4.195 4.468
Chest 2 CR 2496× 2048 6.821 6.874 4.818 4.210 4.506
Chest 3 CR 2496× 2048 6.259 6.312 4.320 3.700 3.948
Chest 4 CR 2496× 2048 6.198 6.288 4.288 3.676 3.894
Chest 5 CR 2496× 2048 6.020 6.051 4.061 3.442 3.737
Chest 6 CR 1516× 2044 5.912 5.965 4.015 3.200 3.598
Elbow CR 2044× 1514 6.177 6.200 4.253 3.413 3.868
Knee MR 512× 512 7.143 6.903 5.897 4.509 4.838
Leg CR 2040× 2570 5.759 5.740 3.789 2.942 3.422
Liver CT 512× 512 5.029 4.942 2.690 2.127 2.783
Neck CR 2040× 2570 4.674 4.598 3.042 2.389 2.779
Pelvis CR 3732× 3062 5.915 5.993 4.093 3.288 3.683
Side Brain MR 256× 256 5.972 5.927 4.996 3.843 3.745
Spine 1 CR 2040× 2570 6.437 6.482 4.498 3.690 4.173
Spine 2 CT 512× 512 3.526 3.458 2.620 1.701 1.888
Spine 3 CT 512× 512 6.106 6.375 4.675 4.333 4.255
AVERAGE 5.322 5.242 3.585 2.965 3.280
Table 6.7: Bitrate comparisons between each coder for CT, CR and MRI images. Each
image has a bit-depth of 16-bpp.
6.6 Summary
This section presented the performance analysis of the proposed coder. Objective as-
sessment methods generally do not correlate well with what is perceived by a human
observer [82]. This was confirmed in Section 6.3 and 6.4, where PSNR showed that images
encoded by the LOCO near-lossless coder [2] (NLOCOd=2) were identical to the originals.
In the subjective assessment, however, differences of statistical significance were readily
visible for NLOCOd=2. The subjective assessment employed a novel double blind 2-staged
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Image Image Dimensions Bits-Per-Pixel (bpp)
Name Type (pixels) LOCO J2KL PC-BVP PC-AVP NLOCOd=2
US001 US 768× 576 1.777 2.128 1.513 1.504 0.942
US002 US 768× 576 1.821 2.157 1.413 1.372 0.889
US003 US 768× 576 1.565 1.938 1.218 1.167 0.964
US004 US 768× 576 1.980 2.379 1.395 1.334 0.749
US005 US 768× 576 1.963 2.354 1.517 1.477 1.144
US006 US 768× 576 1.810 2.187 1.429 1.387 0.963
US007 US 768× 576 1.854 2.200 1.450 1.411 0.975
US008 US 768× 576 2.375 2.732 1.582 1.532 0.878
US009 US 768× 576 1.722 2.131 1.371 1.328 0.987
US010 US 768× 576 1.578 1.988 1.287 1.247 0.808
US011 US 768× 576 1.623 1.955 1.234 1.190 0.812
US012 US 768× 576 2.025 2.375 1.604 1.582 1.040
US013 US 768× 576 2.045 2.483 1.629 1.590 0.825
US014 US 768× 576 1.940 2.326 1.400 1.350 0.890
US015 US 768× 576 1.880 2.257 1.490 1.454 0.798
US016 US 768× 576 1.626 1.996 1.282 1.241 0.929
US017 US 768× 576 1.623 2.000 1.214 1.168 0.838
US018 US 768× 576 1.728 2.136 1.302 1.251 1.186
US019 US 768× 576 1.698 2.046 1.276 1.226 1.093
US020 US 768× 576 1.878 2.290 1.440 1.408 0.872
US021 US 768× 576 1.929 2.283 1.378 1.340 0.833
US022 US 768× 576 2.444 2.776 1.808 1.803 1.169
US023 US 768× 576 2.208 2.641 1.775 1.743 0.817
US024 US 768× 576 2.060 2.340 1.443 1.395 1.013
US025 US 768× 576 1.594 2.005 1.332 1.295 1.025
US026 US 768× 576 2.459 2.806 1.628 1.574 0.653
US027 US 768× 576 2.004 2.383 1.591 1.557 0.950
US028 US 768× 576 1.242 1.684 1.182 1.150 1.047
US029 US 768× 576 2.100 2.456 1.368 1.308 0.955
US030 US 768× 576 1.897 2.289 1.526 1.488 1.208
AVERAGE 1.882 2.257 1.436 1.396 0.942
Table 6.8: Bitrate comparisons between each coder for Ultrasound images. Each image
has a bit-depth of 8-bpp.
forced choice comparative assessment to determine if the images encoded by the proposed
coder (PC-BVP) were indistinguishable to their respective originals. The assessment con-
sisted of 31 medical experts and was conducted at Monash Medical Center in a radio-
logical examination room, to closely simulate examination conditions. The assessment
results showed that there were no differences of statistical significance between the images
encoded by the proposed coder and the original images. The coding results showed that
on average, NLOCOd=2 outperformed the proposed coder (PC-BVP). However, images
encoded by NLOCOd=2were seen to be different from the originals.
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Image Dimensions Bit-depth Bits-Per-Pixel (bpp)
Name (pixels) (bits) LOCO J2KL PC-AVP PC-BVP NLOCOd=2
Breast 1 1979× 4349 16 5.980 5.928 3.261 3.901 3.756
Breast 2 2000× 5024 16 6.228 6.204 3.569 4.196 4.004
Breast 3 1874× 4334 16 5.618 5.557 2.887 3.498 3.410
Breast 4 2129× 5084 16 6.266 6.238 3.622 4.229 4.041
Breast 5 2549× 5339 16 6.284 6.241 3.606 4.230 4.047
Breast 6 2759× 5624 16 6.879 6.839 4.264 4.859 4.617
Breast 7 2444× 5384 16 6.496 6.485 3.921 4.531 4.286
Breast 8 2594× 5609 16 6.976 6.950 4.383 4.980 4.717
Breast 9 2928× 4608 12 6.895 7.039 4.602 5.084 4.648
Breast 10 2896× 4592 12 6.867 7.003 4.560 5.051 4.624
Breast 11 2920× 4584 12 6.926 7.046 4.585 5.081 4.661
Breast 12 2888× 4616 12 6.890 7.025 4.567 5.070 4.643
Breast 13 2816× 4664 12 6.991 7.121 4.664 5.146 4.716
Breast 14 2880× 4672 12 6.989 7.132 4.677 5.155 4.716
Breast 15 2600× 4656 12 6.972 7.090 4.627 5.116 4.695
Breast 16 2536× 4680 12 6.998 7.144 4.690 5.168 4.725
Breast 17 2672× 4648 12 6.902 6.998 4.527 5.036 4.634
Breast 18 2664× 4680 12 6.938 7.057 4.591 5.090 4.674
Breast 19 2816× 4704 12 6.905 7.013 4.540 5.049 4.644
Breast 20 2864× 4648 12 6.903 7.012 4.540 5.050 4.639
Breast 21 2616× 4672 12 6.902 7.013 4.543 5.046 4.644
Breast 22 2424× 4664 12 6.876 6.973 4.498 5.008 4.618
Breast 23 2680× 4656 12 6.868 6.957 4.478 4.992 4.604
Breast 24 2752× 4680 12 6.852 6.951 4.471 4.988 4.594
AVERAGE 6.725 6.792 4.278 4.815 4.473
Table 6.9: Bitrate comparisons between each coder for Mammograms.
The coding evaluation was conducted with five different coders. PC-BVP and PC-
AVP, are the proposed coders having bit-plane and arithmetic visual pruning functions,
respectively. LOCO and J2KL were the LOCO lossless coders and the JPEG2000 lossless
coders, respectively, and NLOCOd=2 was the near-lossless LOCO coder with d=2 [2].
From the coding gain evaluation, PC-AVP, on average, outperformed PC-BVP, LOCO,
J2KL and NLOCOd=2. Similarly, PC-BVP on average outperformed LOCO and J2KL.
The proposed coders worked particularly well for CT, CR, MRI (Figure 6.7 & 6.8) and
Mammograms (Figure 6.9), except for Ultrasound images (Figure 6.10). Ultrasound im-
ages proved to be difficult to compress due to the presence of a large amount of sharp
artificial edges/discontinuities from texts and border overlays, which impeded the perfor-
mance of the proposed coder. This was readily evident in the lossless coders LOCO and
J2KL as well, where LOCO outperformed J2KL. Segmentation of the artificial edges was
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employed to enable the proposed coder to prune other areas with a higher threshold. This
approach worked particularly well for CT and CR images, where there were minimal sharp
discontinuities from borders. For ultrasound images, segmentation alone would not be suf-
ficient as shown in the evaluation above. A better coding performance could be expected
for any medical image if the overlays were sent separately as text or as a separate overlay
images, as specified in the DICOM standard [70].
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Figure 6.7: Left: Original. Right: Proposed (PC-BVP). Top down: Knee; SideBrain;
Brain2.
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Figure 6.8: Left: Original. Right: Proposed (PC-AVP). Top down: Knee; SideBrain;
Brain2.
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Figure 6.9: Image: Breast 2; Top Left: Original; Top Right: Proposed (PC-AVP); Bottom
Left: Proposed (PC-BVP); Bottom Right: NLOCO (d = 2);
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Figure 6.10: Image: US002; Top Left: Original; Top Right: Proposed (PC-AVP); Bottom
Left: Proposed (PC-BVP); Bottom Right: NLOCO (d = 2); Note: Overlays identify-
ing/related to patient was removed from images.
157
CHAPTER 6. PERFORMANCE EVALUATION
158
Chapter 7
Conclusions
7.1 Primary Findings
This dissertation presents an investigation and implementation of a novel perceptually
lossless image coder for medical images. It introduces a visual pruning function for the
identification and the removal of visually insignificant/irrelevant information. At the heart
of the visual pruning function, is a perceptual distortion metric that incorporates an
advanced model of the human visual system [214]. Integrated into the JPEG 2000 coding
framework [38], the visual pruning function maintains bit-stream compliance and therefore
a specialised decoder is not required. This is particularly desirable, as compliance with
JPEG 2000 leads to compliance with the DICOM medical standard [70]. In addition,
modularity is achieved and enables the visual pruning function to be integrated into any
Wavelet based coding framework. This simple and modular approach delivers an overall
superior coding performance over the JPEG 2000 and LOCO [2] lossless coders without
any loss in visual fidelity. This is confirmed through a subjective assessment with a pool
of 31 medical image experts through a 2-staged forced-choice experiment approach. In
addition to the subjective assessment, an objective assessment with the recent SSIM [69]
and the traditional PSNR was conducted.
The assessment using the PSNR metric shows that NLOCO has superior quality over
the PLMIC in all instances. The assessment using SSIM shows that the images encoded
by the PC are, on average, identical to their originals. Similarly, SSIM shows that a
majority of NLOCO images are identical to the original. In the subjective assessment,
however, both these findings have been found to be on the contrary, that is, NLOCO has
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been perceived as different from their respective originals. Two disadvantages are posed
by the above objective metrics. The first is that it may not reliably provide an objective
assessment of quality for medical images. The second is that the level of clinical retention
cannot be assessed.
Chapter 2 presents a review on the medical imaging modalities and standards. Med-
ical images differ from natural images and it is necessary to have an understanding of
its physical nature and its applications, so that reliable results and practical solutions
can be ascertained. Medical images appear in three forms, being topographic, projection
and tomographic [72]. Topographic medical images pertain surface details of an object or
body, one example would be infrared imaging to capture details of veins [72]. Projection
medical images are those that capture the varying attenuations of x-rays passing through
a body. Traditional, computed and digital radiography [49, 73] are techniques that pro-
duce images that subscribe to this representation. Finally, tomographic images provide
a cross-sectional view of a body or object. Images having this representation are pro-
duced from computed tomography [12] or magnetic resonance imaging systems [14]. The
exchange and interoperability of clinical data are critical in providing better and faster
healthcare services and systems. To this end, the DICOM standard [70] provides a bridge
for communications in medicine defining the interoperability, transmission and storage of
modality parameters and medical images/signals between devices and computers.
Chapter 3 provides a review of the HVS and aspects of vision modelling, statistical
and psychophysical picture quality metrics and five state-of-the-art vision models. The
HVS itself can be described in three parts, the eye, the visual pathway and the visual
cortex. The eye is modelled based on contrast and visual acuity, generally described by a
contrast sensitivity function. Oriented frequency transform can be employed to model the
orientation and frequency selectivity of cortical neurons in the HVS. Finally, a masking
function enables the modelling the neuron interactions to take into account of the visual
masking phenomenon. A major issue is the selection of a linear transform for vision
modelling. In practice, it is desirable to have critically sampled and invertible transforms.
However, vision modelling experiments reveal that the HVS is non-linear and hence there
are difficulties, in this respect, in modelling the HVS, from both a theoretical and practical
standpoint.
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Chapter 4, centres on lossy image coding techniques with a brief treatment given
to lossless coding. A generalised lossy transform based coder can be described in three
stages. The first stage employs a frequency transform, which serves to decompose a spatial
image into its spectral components; thus enabling the energy of signal to be represented
in fewer coefficients. The second stage quantizes the coefficients so as to reduce the
number of symbols to code. Finally, the third stage employs an entropy coder to produce
a compressed bit-stream. Hierarchical bit-plane coding (HBC) is the current state-of-
the-art coding architecture stemming from its generalised transform coding predecessors
to deliver superior compression performance over the traditional block based coders. In
particular, Shapiro’s Embedded Zero Tree Wavelet (EZW) [39] coding framework served as
the foundation and motivation for many hierarchical tree structured image/video wavelet
coders, followed by Said and Pearlman’s Set Partitioning in Hierarchical Trees (SPIHT)
coding framework [178]. Taubman’s Embedded Block Coding with Optimized Truncation
(EBCOT) [38] serves as a novel departure from the ‘conventional’ zero tree coding scheme,
to deliver a scalable bitstream. Thus, it has been adopted into the JPEG2000 standard
as the core coding framework. In medical coding literature, lossless coding schemes are
highly desired but have limited applicability due to their small compression ratio gains
that are deemed inadequate for medical imaging applications [56]. Thus there is need for
lossy coding schemes such as JPEG [160] and JPEG 2000 [38] or schemes that combine
both lossless and lossy coding schemes, such as hybridised coders. Hybridised coders as
labelled so because they encode a selected region in an image with a lossless scheme and
the rest of the image with a lossy scheme. Both JPEG [160] and JPEG 2000 [38] follow
a rate driven paradigm and thus is limited by the difficulties in encoding images relative
to a quality/distortion level. On the other hand, hybridised coders offer the solution
of retaining the regions of interest. However, difficulties arise in automating the region
selection process, whereby a reliable segmentation approach is required. An alternative
solution is through perceptually lossless image coding, in which an image is encoded to
a minimum rate without inducing any visible distortions. This approach, however, has
received limited treatment in the medical imaging literature.
Chapter 5 presents the aforementioned novel perceptually lossless medical image coder
(PLMIC). It presents a discussion on the visual pruning function and as well as introduces
an artificial edge segmentation algorithm and an arithmetic pruning algorithm (AVP).
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Pruning artificial edges can cause dramatic ringing artifacts. Lowering pruning thresholds
are necessary, which inevitably impedes the compression ratio gain. The segmentation
algorithm enables the visual pruning function to identify artificially embedded edges in a
medical image and adaptively prune other parts of a medical image with a higher thresh-
old. AVP presents a fractional pruning solution to that of bit-plane pruning. The AVP
algorithm can efficiently and accurately prune a coefficient such that it is very close to
the JNND threshold. Hence, it requires less memory than its predecessor while yielding
higher compression ratio gains without any perceivable differences to its original.
Finally Chapter 6 evaluates the performance of the PLMIC. The evaluation was per-
formed in three parts with the first providing an objective evaluation with the PSNR [68]
and the SSIM [118] quality metrics. The second part was a subjective assessment and
finally the third part is a coding gain evaluation of the PLMIC (PC-BVP) against 3
benchmark coders; the JPEG-LS compliant LOCO lossless coder [2] (LOCO), the JPEG
2000 lossless coder [38](J2KL) and the JPEG-LS compliant near-lossless LOCO coder [2]
at d = 2 (NLOCOd=2). The subjective assessment evaluated the proposed coder to two
benchmark coders, the lossless LOCO and near-lossless NLOCOd=2. The results showed
that no differences of statistical significance were visible between the original images and
the images compressed by the proposed coder.
7.2 Future Work and Open Problems
This work is far from complete and there remains a number of areas which requires fur-
ther investigation. Examples would be an expert assessment to determine the diagnostic
accuracy of the PC-BVP or a subjective assessment of PC-AVP.
7.2.1 Robustness
The current work has only considered perceptual lossless coding of medical images. Image
processing, however, is a separate issue. Thus there is a need to evaluate the robustness of
images, encoded by the proposed coder, that undergoes certain operations. While the cur-
rent subjective assessment has only looked into brightness and contrast adjustments, there
remains room for other operations such as interpolation [215], rotation and enhancement.
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7.2.2 Diagnostically Lossless Perceptual Coding
This dissertation explored the subject of perceptually lossless medical image coding. While
there have been various studies [56,58–62] with different lossy coders that claim to be di-
agnostically lossless, is there a place for perceptual lossy coding while being diagnostically
lossless? Or more importantly, is perceptually lossless equal to diagnostically lossless?
Studies in [56,58,60–62] presented evaluations using rate-driven coders, which may not
accurately reflect the visual aspects of the HVS. Although, [59] presented a solution to
exploit the HVS, the techniques were primitive and could not accurately reflect the sensi-
tivities of the HVS. Thus, one alternative is to relax the perceptually lossless constraint of
the proposed coder, to achieve higher compression ratio gain, and encode a medical image
to a diagnostically lossless level. This also presents a challenge of quantifying diagnosti-
cally lossless.
7.2.3 Context Modelling and Arithmetic Coding Optimisation
The current JPEG 2000 coding standard, including its context models and arithmetic
coder was optimised only for natural images [38]. A worthwhile approach would be to
optimise the context models and arithmetic coder for medical applications and modalities.
7.2.4 Vision Modelling and Optimisation
The vision model could be further improved by incorporating the higher visual areas of
the cortex. One approach would be to refine the current model. The current model only
takes into account of inter-orientation and intra-frequency masking. The inclusion of inter-
frequency masking would be possible. However, the main difficulty in vision modelling is
the limited literary understanding of the HVS.
The current vision model parameters were imported directly from an 8-bpp still image
coder [1]. This provides a rough indication of the performance of the model for medical
images and there is room for further modelling. This is purely due to the different nature of
the medical images and natural images. The CSF weights would need to be optimised for
medical images, since it is expected that the CSF would differ for different mean luminance
levels. However, as noted in [110], optimising the model would be a difficult and lengthy
task due to the amount of time required to reach an optimal solution and the number of
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parameters to optimise. In addition, for medical applications, the optimisation process
would, ideally, need substantial medical expert input, which may be a costly process.
7.2.5 Video
MRI, CT and Ultrasound imaging systems typically produce a volume of images. Percep-
tually lossless video coding would be a challenge alone. While it maybe possible to encode
each image/frame separately with the PLMIC, this may not guarantee that the encoded
video will be perceptually lossless when viewed as a sequence.
Another alternative line would be to investigate perceptual video coding. Efforts by
Mei et al [216] for perceptual video coding, Taubman et al [64] and Xiong et al [181] for
scalable compression of medical images have shown some promising results.
7.2.6 Colour
The current PLMIC has only been investigated for greyscale 16-bit medical images. Med-
ical images, especially ultrasound images, are known to also have false colour, so as to aid
visualization and to measure certain features within a medical image. An interesting and
challenging investigation would be to extend the current work to incorporate the process-
ing of colour channels. Efforts in [217] and [218] present an approach for perceptual coding
of natural images in the RGB and Y CrCb domains, respectively.
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Appendix I
Figure 1: The indexing is given in terms of the level, l, quadrant row, qy, and quadrant
column, qx. Each orientation in each subband is represented as Xl,qy,qx . Thus, X1,1,1
represents the HH orientation at the highest subband. Xl, is an entire subband, which
can be composed of the three orientations and its corresponding LL band (if applicable),
at level l. Also note, level 0 in this diagram does not exist, rather, it denotes the original
image defined as the LL band of level 0.
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For clarity and simplicity, the formulations, in both scalar and in matrix form, are
repeated here. For detailed explanation, the reader is referred to Chapter 4, Section
4.2.1. Finally, working examples are provided. Note, however, both forms follow the same
indexing scheme as given in Figure 1 in this Appendix.
Scalar Form
Forward Discrete Wavelet Transform
The formulation, in scalar form, of the forward Discrete Wavelet Transform (DWT) is
given as follows.
X(0,0,0)[m0, n0] , xo[m0, n0] (1)
Xl[ml, nl] =
{
X(l,qy ,qx)[ml, nl]
∣∣∣∀qy, qx ² {0, 1}} (2)
Xld [mld , nld ] = TDWT (Xld−1[m(ld−1), n(ld−1)]), when ld ≥ 1 (3)
TDWT (Xl[ml, nl]) =
{
Xfd(l+1,qy ,qx)[m(l+1), n(l+1)]
∣∣∣∀ qy, qx ² {0, 1}} (4)
Xfd(l+1,qy ,qx)[m(l+1), n(l+1)] =
{
Xf (l,qy,qx)[2m(l+1), 2n(l+1)]
∣∣∣∀ qy, qx ² {0, 1}} (5)
Xf (k,qy ,qx)[mk, nk] =
{M(k)−1∑
u=0
N(k)−1∑
v=0
X(k,0,0)[u, v]× (6)
f(L−k−1,u,v,qy ,qx)[mk, nk]
∣∣∣∀ qy, qx ² {0, 1}}
f(l,u,v,qy,qx)[i, j] =
 ϕ(l,u,v)[i, j], when qy = qx = 0ψ(l,θ(2qy+qx),u,v)[i, j], when qy 6= 0 or qx 6= 0 (7)
XDWT [l] =
{
X(l,qy ,qx)[ml, nl]
∣∣∣∀ l = {1, 2, ..., L}, ∀ qy, qx ² {0, 1} (8)
X(l,qy ,qx)[ml, nl] ² Xl[ml, nl], when
(
(qy + qx > 0) OR (l = L)
)}
Worked Example 1: Forward DWT - M = N = 512 and L = 1
In this example, it will be assume that the dimensions of an input image is M = N = 512
and the required number of decomposition levels, L = ld = 1. Starting at (3),
X1[m1, n1] = TDWT (X0[m0, n0])
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Note that X0[m0, n0] is the set containing the original input image. TDWT (X0[m0, n0]) is
defined as, from (4),
TDWT (X0[m0, n0]) =
{
Xfd(1,0,0)[m1, n1],
Xfd(1,0,1)[m1, n1],
Xfd(1,1,0)[m1, n1],
Xfd(1,1,1)[m1, n1]
}
where Xfd(1,qy ,qx)[m1, n1] is given by (5), expressed as
Xfd(1,0,0)[m1, n1] = Xf (0,0,0)[2m1, 2n1]
Xfd(1,0,1)[m1, n1] = Xf (0,0,1)[2m1, 2n1]
Xfd(1,1,0)[m1, n1] = Xf (0,1,0)[2m1, 2n1]
Xfd(1,1,1)[m1, n1] = Xf (0,1,1)[2m1, 2n1]
Note the indexing,[2m1, 2n1], which performs the downsampling operation. Next, is the
definition of the filtering operation for each subband, given as,
Xf (0,0,0)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,0,0)[u, v]ϕ(0,u,v)[m0, n0]
Xf (0,0,1)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,0,1)[u, v]ψ(0,θ1,u,v)[m0, n0]
Xf (0,1,0)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,1,0)[u, v]ψ(0,θ2,u,v)[m0, n0]
Xf (0,1,1)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,1,1)[u, v]ψ(0,θ3,u,v)[m0, n0]
Finally, (8) composes the subbands, excluding any intermediate LL subbands. In this
example, all subbands are kept.
XDWT [l] =
{
X(1,0,0)[m1, n1],
X(1,0,1)[m1, n1],
X(1,1,0)[m1, n1],
X(1,1,1)[m1, n1]
}
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Note that in this notation, there is no particular ordering on where a subband is located.
This, however, is resolved later in the matrix representation.
Worked Example 2: Forward DWT - M = N = 512 and L = 2
In this example, it will be assume that the dimensions of an input image is M = N = 512
and the required number of decomposition levels, L = ld = 2. Starting at (3),
X2[m1, n1] = TDWT (TDWT (X0[m0, n0]))
Note that X0[m0, n0] is the set containing the original input image. TDWT (X0[m0, n0]) is
defined as, from (4),
TDWT (X0[m0, n0]) =
{
Xfd(1,0,0)[m1, n1],
Xfd(1,0,1)[m1, n1],
Xfd(1,1,0)[m1, n1],
Xfd(1,1,1)[m1, n1]
}
where Xfd(1,qy ,qx)[m1, n1] is given by (5), expressed as
Xfd(1,0,0)[m1, n1] = Xf (0,0,0)[2m1, 2n1]
Xfd(1,0,1)[m1, n1] = Xf (0,0,1)[2m1, 2n1]
Xfd(1,1,0)[m1, n1] = Xf (0,1,0)[2m1, 2n1]
Xfd(1,1,1)[m1, n1] = Xf (0,1,1)[2m1, 2n1]
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Note the indexing,[2m1, 2n1], which performs the downsampling operation. Next, is the
definition of the filtering operation for each subband, given as,
Xf (0,0,0)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,0,0)[u, v]ϕ(1,u,v)[m0, n0]
Xf (0,0,1)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,0,1)[u, v]ψ(1,θ1,u,v)[m0, n0]
Xf (0,1,0)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,1,0)[u, v]ψ(1,θ2,u,v)[m0, n0]
Xf (0,1,1)[m0, n0] =
511∑
u=0
511∑
v=0
X(0,1,1)[u, v]ψ(1,θ3,u,v)[m0, n0]
Repeating the steps again, but for the next level decomposition, TDWT (X1[m1, n1]) is
defined as
TDWT (X1[m1, n1]) =
{
Xfd(2,0,0)[m2, n2],
Xfd(2,0,1)[m2, n2],
Xfd(2,1,0)[m2, n2],
Xfd(2,1,1)[m2, n2]
}
where Xfd(2,qy ,qx)[m2, n2] is given by (5), expressed as
Xfd(2,0,0)[m2, n2] = Xf (1,0,0)[2m2, 2n2]
Xfd(2,0,1)[m2, n2] = Xf (1,0,1)[2m2, 2n2]
Xfd(2,1,0)[m2, n2] = Xf (1,1,0)[2m2, 2n2]
Xfd(2,1,1)[m2, n2] = Xf (1,1,1)[2m2, 2n2]
189
APPENDIX . I
and
Xf (1,0,0)[m1, n1] =
255∑
u=0
255∑
v=0
X(1,0,0)[u, v]ϕ(0,u,v)[m1, n1]
Xf (1,0,1)[m1, n1] =
255∑
u=0
255∑
v=0
X(1,0,1)[u, v]ψ(0,θ1,u,v)[m1, n1]
Xf (1,1,0)[m1, n1] =
255∑
u=0
255∑
v=0
X(1,1,0)[u, v]ψ(0,θ2,u,v)[m1, n1]
Xf (1,1,1)[m1, n1] =
255∑
u=0
255∑
v=0
X(1,1,1)[u, v]ψ(0,θ3,u,v)[m1, n1]
Finally, (8) composes the subbands, excluding any intermediate LL subbands.
XDWT [l] =
{
X(2,0,0)[m2, n2],
X(2,0,1)[m2, n2],
X(2,1,0)[m2, n2],
X(2,1,1)[m2, n2],
X(1,0,1)[m1, n1],
X(1,1,0)[m1, n1],
X(1,1,1)[m1, n1]
}
Note that in this notation, there is no particular ordering on where a subband is located.
This, however, is resolved later in the matrix representation.
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Inverse Discrete Wavelet Transform
The formulation, in scalar form, of the inverse DWT is given as follows.
Xlr [mlr , nlr ] = T
−1
DWT (Xlr+1[m(lr+1), n(lr+1)])
⋃
Blr , when lr < L (9)
Bk =
{
X(k,qy,qx)[mk, nk]
∣∣∣ (10)
∀qy, qx ² {0, 1},X(k,qy ,qx)[mk, nk] ² XDWT [k]
}
T−1DWT (Xl[ml, nl]) = X(l−1,0,0)[m(l−1), n(l−1)] (11)
X(k,0,0)[mk, nk] =
1∑
qy=0
1∑
qx=0
Mk−1∑
u=0
Nk−1∑
v=0
Xu(k+1,qy ,qx)[u, v]× (12)
f−1(L−k−1,u,v,qy ,qx)[mk, nk]
f−1(l,u,v,qy ,qx)[i, j] =
 ϕ
−1
(l,u,v)[i, j], when qy = qx = 0
ψ−1(l,θ(2qy+qx),u,v)[i, j], when qy 6= 0 or qx 6= 0
(13)
Xu(i,qy ,qx)[u, v] =

X(i,qy ,qx)[u
′, v′], when u = 2u′ and v = 2v′
and X(i,qy,qx)[u
′, v′] ² Xi[u, v]
0, when u = 2u′ + 1 and v = 2v′ + 1
and X(i,qy,qx)[u
′, v′] ² Xi[u, v]
(14)
xo[m0, n0] , X(0,0,0)[m0, n0] (15)
Worked Example 3: Inverse DWT - M = N = 512 and L = 1
In this example, it will be assume that the dimensions of an input image is M = N = 512
and the number of decomposition levels, L = 1. Starting at (9), initialise lr = 0, which
implies that the inverse process will reconstruct the original input image. In this example,
if lr = 1, the process will not perform the inverse DWT and will simply return the set of
existing DWT coefficients.
X0[m0, n0] = T−1DWT (X1[m1, n1])
⋃
B0
Note that B0 = ∅ (an empty set), as there are no other subbands at the hypothetical level
0. Next, T−1DWT (X1[m1, n1]) is given as,
T−1DWT (X1[m1, n1]) = X(0,0,0)[m0, n0]
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where
X(0,0,0)[m0, n0] =
511∑
u=0
511∑
v=0
Xu(1,0,0)[u, v]ϕ
−1
(0,u,v)[m0, n0] +
511∑
u=0
511∑
v=0
Xu(1,0,1)[u, v]ψ
−1
(0,θ1,u,v)
[m0, n0] +
511∑
u=0
511∑
v=0
Xu(1,1,0)[u, v]ψ
−1
(0,θ2,u,v)
[m0, n0] +
511∑
u=0
511∑
v=0
Xu(1,1,1)[u, v]ψ
−1
(0,θ3,u,v)
[m0, n0]
Therefore,
X0[m0, n0] = T−1DWT (X1[m1, n1]) = X(0,0,0)[m0, n0]
Thus, the original input image is recovered by knowing that
xo[m0, n0] , X(0,0,0)[m0, n0]
Worked Example 4: Inverse DWT - M = N = 512 and L = 2
In this example, it will be assume that the dimensions of an input image is M = N = 512
and the number of decomposition levels, L = 2. Starting at (9), initialise lr = 0, which
implies that the inverse process will reconstruct the original input image. In this example,
if lr = 1, the process will reconstruct the Wavelet coefficients up to level 1.
X0[m0, n0] = T−1DWT (T
−1
DWT (X2[m2, n2])
⋃
B1)
⋃
B0
Note that B0 = ∅ (an empty set), as there are no other subbands at the hypothetical level
0. B1, however, will consist of
B1 =
{
X(1,0,1)[m1, n1],
X(1,1,0)[m1, n1],
X(1,1,1)[m1, n1]
}
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Figure 2: The relationship between the LL band at level 1 and all subbands at level 2.
Specifically, T−1DWT (X2[m2, n2]) = X(1,0,0)[m1, n1], that is, the inverse DWT of level 2 is
equal to the LL subband of level 1.
Next, T−1DWT (X2[m2, n2]) is given as,
T−1DWT (X2[m2, n2]) = X(1,0,0)[m1, n1]
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This relation is easily visualised through Figure 2. Following on,
X(1,0,0)[m1, n1] =
255∑
u=0
255∑
v=0
Xu(2,0,0)[u, v]ϕ
−1
(0,u,v)[m1, n1] +
255∑
u=0
255∑
v=0
Xu(2,0,1)[u, v]ψ
−1
(0,θ1,u,v)
[m1, n1] +
255∑
u=0
255∑
v=0
Xu(2,1,0)[u, v]ψ
−1
(0,θ2,u,v)
[m1, n1] +
255∑
u=0
255∑
v=0
Xu(2,1,1)[u, v]ψ
−1
(0,θ3,u,v)
[m1, n1]
Therefore,
X1[m1, n1] = T−1DWT (X2[m2, n2])
⋃
B1
=
{
X(1,0,0)[m1, n1],
X(1,0,1)[m1, n1],
X(1,1,0)[m1, n1],
X(1,1,1)[m1, n1]
}
The next level X1[m1, n1] will now undergo the inverse DWT process. T−1DWT (X1[m1, n1])
is given as,
T−1DWT (X1[m1, n1]) = X(0,0,0)[m0, n0]
Following on,
X(0,0,0)[m0, n0] =
511∑
u=0
511∑
v=0
Xu(1,0,0)[u, v]ϕ
−1
(1,u,v)[m0, n0] +
511∑
u=0
511∑
v=0
Xu(1,0,1)[u, v]ψ
−1
(1,θ1,u,v)
[m0, n0] +
511∑
u=0
511∑
v=0
Xu(1,1,0)[u, v]ψ
−1
(1,θ2,u,v)
[m0, n0] +
511∑
u=0
511∑
v=0
Xu(1,1,1)[u, v]ψ
−1
(1,θ3,u,v)
[m0, n0]
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Therefore,
X0[m0, n0] = T−1DWT (X1[m1, n1])
⋃
B0
=
{
X(0,0,0)[m0, n0]
}
where by definition,
xo[m0, n0] , X(0,0,0)[m0, n0]
Matrix Form
Forward Discrete Wavelet Transform
This section presents the formulation, in matrix form, for the forward DWT.
X(0,0,0) , xo (16)
Xld = TDWT (Xld−1), when ld ≥ 1 (17)
TDWT (Xl) =
1∑
qy=0
1∑
qx=0
Pqy,qx
⊗(
tD(tfDWT(L−l−1,qy ,qx)X(l+1,qy ,qx))
)
(18)
Pqy ,qx =
 (1− qy)(1− qx) (1− qy)qx
qy(1− qx) qyqx
 (19)
X(l,qy,qx) =

X(l,qy,qx)00
X(l,qy,qx)01
X(l,qy,qx)02
...
X(l,qy,qx)10
X(l,qy,qx)11
X(l,qy,qx)12
...
X(l,qy,qx)20
X(l,qy,qx)21
X(l,qy,qx)22

(20)
tfDWT(l,qy,qx) = f(l,qy ,qx)
⊗
f(l,qy,qx) (21)
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f(l,qy ,qx) =
 Φl, when qy = qx = 0Ψ(l,θ(2qy+qx)), when qy 6= 0 or qx 6= 0 (22)
tD = td
⊗
td (23)
td =

. . .
...
...
...
...
...
. . . 1 0 0 0 0 . . .
. . . 0 0 1 0 0 . . .
. . . 0 0 0 0 1 . . .
. . . 0 0 0 0 0 . . .
...
...
...
...
...
. . .

(24)
XDWT (l0) =
 P0,0
⊗
XDWT (l0+1) +
∑3
i=1 Pai,bi
⊗
X(l0+1,ai,bi), l0 < L
X(l0,0,0), otherwise
(25)
Worked Example 5: Downsampling
This example will show the downsampling operation applied to an arbitrary matrix. As-
sume a given 4× 4 matrix,
X =

1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16

(26)
and a downsample matrix,
td =
 1 0 0 0
0 0 1 0
 (27)
Note how the downsampling matrix is a 4 × 4 identity matrix with every second row
removed. In order to downsample both the rows and columns of X, one can perform the
following, XD = tdXtd, where XD is the resultant downsampled matrix. Equivalently,
this whole operation can be expressed as,
XD = (td
⊗
td)X (28)
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where
⊗
is the Kronecker product and X is re-arranged by row stacking, that is,
X =

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

(29)
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Thus,
XD =
( 1 0 0 0
0 0 1 0
⊗
 1 0 0 0
0 0 1 0
)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

(30)
=

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0


1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

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XD =

1
3
9
11

(31)
(32)
or equivalently, by unstacking
XD =
 1 3
9 11
 (33)
Worked Example 6: Forward DWT (Matrix) - M = N = 512 and L = 1
This example will assume that the dimensions of the input image, M = N = 512 and will
undergo a 1 level DWT, i.e., L = 1. Taking a similar approach the scalar version of the
Forward DWT, the process begins with a recursive function (17).
X1 = TDWT (X0)
then from (18)
TDWT (X0) = P0,0
⊗(
tD(Φ0X(1,0,0))
)
+
P0,1
⊗(
tD(Ψ(0,θ1)X(1,0,1))
)
+
P1,0
⊗(
tD(Ψ(0,θ2)X(1,1,0))
)
+
P1,1
⊗(
tD(Ψ(0,θ3)X(1,1,1))
)
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where
P0,0 =
 1 0
0 0

P0,1 =
 0 1
0 0

P1,0 =
 0 0
1 0

P1,1 =
 0 0
0 1

For simplicity, let Al,qy,qx =
(
tD(tfDWT(L−l−1,qy ,qx)X(l+1,qy,qx))
)
. Hence
TDWT (X0) =
 1 0
0 0
⊗A1,0,0 +
 0 1
0 0
⊗A1,0,1 +
 0 0
1 0
⊗A1,1,0 +
 0 0
0 1
⊗A1,1,1
which simplifies to
TDWT (X0) =
 A1,0,0 A1,0,1
A1,1,0 A1,1,1

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Finally, (25) composes all the wavelet subbands together and discards all intermediate LL
subbands.
XDWT (0) = P0,0
⊗
XDWT (1) +
P0,1
⊗
X(1,0,1) +
P1,0
⊗
X(1,1,0) +
P1,1
⊗
X(1,1,1)
XDWT (1) = X(1,0,0)
Thus, the final matrix result is given as,
XDWT (0) =
 X1,0,0 X1,0,1
X1,1,0 X1,1,1
 (34)
Worked Example 7: Forward DWT (Matrix) - M = N = 512 and L = 2
This example will assume that the dimensions of the input image, M = N = 512 and will
undergo a 2 level DWT, i.e., L = 2. Taking a similar approach the scalar version of the
Forward DWT, the process begins with a recursive function (17).
X2 = TDWT (TDWT (X0))
then from (18)
TDWT (X0) = P0,0
⊗(
tD(Φ1X(1,0,0))
)
+
P0,1
⊗(
tD(Ψ(1,θ1)X(1,0,1))
)
+
P1,0
⊗(
tD(Ψ(1,θ2)X(1,1,0))
)
+
P1,1
⊗(
tD(Ψ(1,θ3)X(1,1,1))
)
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Note the difference here, in comparison with the previous worked example, are the indexing
terms on the filter tfDWT . Thus,
P0,0 =
 1 0
0 0

P0,1 =
 0 1
0 0

P1,0 =
 0 0
1 0

P1,1 =
 0 0
0 1

For simplicity, let Al,qy,qx =
(
tD(tfDWT(L−l−1,qy ,qx)X(l+1,qy,qx))
)
. Hence
TDWT (X0) =
 1 0
0 0
⊗A1,0,0 +
 0 1
0 0
⊗A1,0,1 +
 0 0
1 0
⊗A1,1,0 +
 0 0
0 1
⊗A1,1,1
This simplifies to
TDWT (X0) =
 A1,0,0 A1,0,1
A1,1,0 A1,1,1

Continuing on, the forward DWT is now applied toX1, as generated by the previous steps.
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TDWT (X1) = P0,0
⊗(
tD(Φ0X(2,0,0))
)
+
P0,1
⊗(
tD(Ψ(0,θ1)X(2,0,1))
)
+
P1,0
⊗(
tD(Ψ(0,θ2)X(2,1,0))
)
+
P1,1
⊗(
tD(Ψ(0,θ3)X(2,1,1))
)
where
P0,0 =
 1 0
0 0

P0,1 =
 0 1
0 0

P1,0 =
 0 0
1 0

P1,1 =
 0 0
0 1

For simplicity, let Al,qy,qx =
(
tD(tfDWT(L−l−1,qy ,qx)X(l+1,qy,qx))
)
. Hence
TDWT (X1) =
 1 0
0 0
⊗A2,0,0 +
 0 1
0 0
⊗A2,0,1 +
 0 0
1 0
⊗A2,1,0 +
 0 0
0 1
⊗A2,1,1
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This simplifies to
TDWT (X1) =
 A2,0,0 A2,0,1
A2,1,0 A2,1,1

Finally, (25) composes all the wavelet subbands together and discards all intermediate LL
subbands.
XDWT (0) = P0,0
⊗
XDWT (1) +
P0,1
⊗
X(1,0,1) +
P1,0
⊗
X(1,1,0) +
P1,1
⊗
X(1,1,1)
XDWT (1) = P0,0
⊗
XDWT (2) +
P0,1
⊗
X(2,0,1) +
P1,0
⊗
X(2,1,0) +
P1,1
⊗
X(2,1,1)
XDWT (2) = X(2,0,0)
Thus, the final matrix result is given as,
XDWT (0) =

 X(2,0,0) X(2,0,1)
X(2,1,0) X(2,1,1)
 X(1,0,1)
X(1,1,0) X(1,1,1)

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Inverse Discrete Wavelet Transform
Xlr = T
−1
DWT (Xlr+1) +
3∑
i=1
Pai,bi
⊗
X(lr,ai,bi), when lr < L (35)
T−1DWT (Xl) = P0,0
⊗ 1∑
qy=0
1∑
qx=0
t−1fDWT(L−l,qy ,qx)
(
tUX(l,qy ,qx)
)
(36)
t−1fDWT(l,qy,qx) = f
−1
(l,qy ,qx)
⊗
f−1(l,qy,qx) (37)
f−1(l,qy,qx) =
 Φ
−1
l , when qy = qx = 0
Ψ−1(l,θ(2qy+qx)), when qy 6= 0 or qx 6= 0
(38)
tU = tu
⊗
tu (39)
tu =

. . .
...
...
...
...
...
. . . 1 0 0 0 0 . . .
. . . 0 0 0 0 0 . . .
. . . 0 0 1 0 0 . . .
. . . 0 0 0 0 0 . . .
. . . 0 0 0 0 1 . . .
. . . 0 0 0 0 0 . . .
...
...
...
...
...
. . .

(40)
xo , X(0,0,0) (41)
Worked Example 8: Upsampling
This example will upsample a 2 × 2 matrix, from worked example 5, to a 4 × 4 matrix.
Therefore, given that,
XD =
 1 3
9 11
 (42)
and an upsample matrix,
tu =

1 0
0 0
0 1
0 0

(43)
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Note how the upsampling matrix is a 2×2 identity matrix with every second row inserted
with zeros. Equivalently to worked example 5, the whole operation can be expressed as,
XU = (tu
⊗
tu)XD (44)
where
⊗
is the Kronecker product and XD is re-arranged by row stacking, that is,
XD =

1
3
9
11

(45)
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Thus,
XD =
(

1 0
0 0
0 1
0 0

⊗

1 0
0 0
0 1
0 0

)

1
3
9
11

(46)
=

1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0


1
3
9
11

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XD =

1
0
3
0
0
0
0
0
9
0
11
0
0
0
0
0

(47)
(48)
or equivalently, by unstacking
XD =

1 0 3 0
0 0 0 0
9 0 11 0
0 0 0 0

(49)
Worked Example 9: Inverse DWT (Matrix) - M = N = 512 and L = 1
In this example, the input image dimension M = N = 512 and the input is a one level
DWT image, i.e., L = 1. In addition, this example will reconstruct the original image,
that is, lr = 0.
From (35),
X0 = T−1DWT (X1) +
3∑
i=1
Pai,bi
⊗
X(0,ai,bi)
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Note that,
∑3
i=1 Pai,bi
⊗
X(lr,ai,bi), in this example is 0 as other subbands at level 0 do
not exist. Here, T−1DWT (X1) is defined as
T−1DWT (X1) = P0,0
⊗
Φ−10
(
tUX(1,0,0)
)
+
Ψ−1(0,θ1)
(
tUX(1,0,1)
)
+
Ψ−1(0,θ2)
(
tUX(1,1,0)
)
+
Ψ−1(0,θ3)
(
tUX(1,1,1)
)
Note that
X(0,0,0) = Φ
−1
0
(
tUX(1,0,0)
)
+
Ψ−1(0,θ1)
(
tUX(1,0,1)
)
+
Ψ−1(0,θ2)
(
tUX(1,1,0)
)
+
Ψ−1(0,θ3)
(
tUX(1,1,1)
)
which provides the simplification
T−1DWT (X1) = P0,0
⊗
X(0,0,0)
Therefore,
X0 = T−1DWT (X1) =
 X(0,0,0) 0
0 0

Finally, to recover the original image, the following is defined
xo , X(0,0,0)
Worked Example 10: Inverse DWT (Matrix) - M = N = 512 and L = 2
In this example, the input image dimension M = N = 512 and the input is a two level
DWT image, i.e., L = 2. In addition, this example will reconstruct the original image,
that is, lr = 0.
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From (35),
X0 = T−1DWT
(
T−1DWT (X2) +
3∑
i=1
Pai,bi
⊗
X(1,ai,bi)
)
+
3∑
i=1
Pai,bi
⊗
X(0,ai,bi)
where
3∑
i=1
Pai,bi
⊗
X(1,ai,bi) = P0,1
⊗
X(1,0,1) +
P1,0
⊗
X(1,1,0) +
P1,1
⊗
X(1,1,1)
Note also, that
3∑
i=1
Pai,bi
⊗
X(1,ai,bi) = 0
Continuing on, T−1DWT (X2) is defined as,
T−1DWT (X2) = P0,0
⊗
Φ−10
(
tUX(2,0,0)
)
+
Ψ−1(0,θ1)
(
tUX(2,0,1)
)
+
Ψ−1(0,θ2)
(
tUX(2,1,0)
)
+
Ψ−1(0,θ3)
(
tUX(2,1,1)
)
Note that
X(1,0,0) = Φ
−1
0
(
tUX(2,0,0)
)
+
Ψ−1(0,θ1)
(
tUX(2,0,1)
)
+
Ψ−1(0,θ2)
(
tUX(2,1,0)
)
+
Ψ−1(0,θ3)
(
tUX(2,1,1)
)
which provides the simplification
T−1DWT (X2) = P0,0
⊗
X(1,0,0)
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Therefore, X1, is
X1 = T−1DWT (X2) =
 X(1,0,0) X(1,0,1)
X(1,1,0) X(1,1,1)

Next, to compute T−1DWT (X1). Note that the index terms are different for the filter
tfdwt .
T−1DWT (X1) = P0,0
⊗
Φ−1(1,0,0)
(
tUX(1,0,0)
)
+
Ψ−1(1,θ1)
(
tUX(1,0,1)
)
+
Ψ−1(1,θ2)
(
tUX(1,1,0)
)
+
Ψ−1(1,θ3)
(
tUX(1,1,1)
)
Note that
X(0,0,0) = Φ
−1
1
(
tUX(1,0,0)
)
+
Ψ−1(1,θ1)
(
tUX(1,0,1)
)
+
Ψ−1(1,θ2)
(
tUX(1,1,0)
)
+
Ψ−1(1,θ3)
(
tUX(1,1,1)
)
which provides the simplification
T−1DWT (X1) = P0,0
⊗
X(0,0,0)
Therefore,
X0 = T−1DWT (X1) =
 X(0,0,0) 0
0 0

Finally, to recover the original image, the following is defined
xo , X(0,0,0)
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Appendix II
This page shows the figures used in the subjective assessment. Courtesy of Southern
Health Monash Medical Centre and their respective patients. Note that some images have
been cropped down to 1024× 1024 to fit on this page, when applicable.
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Figure Names (Top Left to Bottom Right): Liver; Knee; Chest 1; Body 1; Chest
2; Body 2; Ankle 1; Side Brain; Elbow; Body 3; Brain 1; Chest 3; Brain 2; Ankle 2; Spine
1; Brain 3; Spine 2; Neck; Brain 4; Pelvis; Leg; Brain 5; Chest 4; Brain 6; Spine 3; Brain
7; Chest 5; Brain 8; Chest 6; Brain 9.
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Appendix III
This page shows the Ultrasound test images. Courtesy of T. Griffiths, Monash Univerisity
and their respective patients. Note that some images have been cropped down to 512×512
and their corresponding patient information were removed.
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Figure Names (Top Left to Bottom Right): US001; US002; US003; US004;
US005; US006; US007; US008; US009; US010; US011; US012 US013; US014; US015;
US016; US017; US018; US019; US020; US021 US022; US023; US024; US025; US026;
US027; US028; US029; US030.
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Appendix IV
This page shows the Mammogram test images. Courtesy of University of South Florida
Mammogram Database [16] and their respective patients. Note that some images have
been cropped down to 1024× 1024 to fit on this page.
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222
Figure Names (Top Left to Bottom Right): Breast 1; Breast 2; Breast 3; Breast
4; Breast 5; Breast 6; Breast 7; Breast 8; Breast 9; Breast 10; Breast 11; Breast 12; Breast
13; Breast 14; Breast 15; Breast 16; Breast 17; Breast 18; Breast 19; Breast 20; Breast 21;
Breast 22; Breast 23; Breast 24.
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Appendix V
This appendix contains the raw results, randomised test sequences and forms used in the
assessment.
Raw Results
Table 1 shows the raw results collected from the assessment described in Chapter 6. The
columns are described as follows
Observer The participant ID.
Response The sequence of responses given in that session by the observer. There are
in total, 30 responses for each observer. I represents Identical, L represents Left, R
represents Right and E represents Either.
Sex The sex of the participant.
Registrar/Fellow Ascertains if the observer is a Registrar or Fellow. The response is
either Y for Yes or N for No.
Type What is the profession/position/level of training of the observer. The possible val-
ues are RFn, RA0, RA1, CO0, CO1. RFn represents a registrar/fellow and the pro-
ceeding number, n, indicates their year of training. RA0 represents a radiographer.
RA1 represents an academic/research radiographer. CO0 represents a radiologist.
CO1 represents an academic/research radiologist.
Report CT Indicates if the participant is trained to report CT images. The response is
either Y for Yes or N for No.
Report MRI Indicates if the participant is trained to report MRI images. The response
is either Y for Yes or N for No.
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Glasses/Contacts Indicates if the participant wears glasses/contacts. The response is
either Y for Yes or N for No.
Taken Trials Indicates if the participant has experience in/taken image assessment trials.
The response is either Y for Yes or N for No.
Time Taken Indicates the time of day of the assessment. The response is either A for
AM or P for PM.
Randomised Sequences
This section contains the randomised sequence of image pairs that is used to display the
images in the assessment for each observer. The 30 test images were labelled from 1
to 30. Each image was compressed using the LOCO coder, the proposed coder and the
NLOCOd=2 coder and were subsequently concatenated with the letters, A, B or C to
signify which coder had processed that particular image. Thus, 90 different images in
total were generated and used randomly in the assessment. It should be noted that all
parties involved during assessment were oblivious to the sequence of the image pairs.
Test Form
This section contains a double sided test form that was used in the assessment.
226
Table 1: The raw results collected from the assessment.
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Figure 3: Image pairs from 1 to 8.
228
Figure 4: Image pairs from 9 to 16.
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Figure 5: Image pairs from 16 to 24.
230
Figure 6: Image pairs from 25 to 30.
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Figure 7: The first page from a test form used in the assessment.
232
Figure 8: The second page from a test form used in the assessment.
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