A new exact approach to the stable set problem is presented, which attempts to avoids the pitfalls of existing approaches based on linear and semidefinite programming. The method begins by constructing an ellipsoid that contains the stable set polytope and has the property that the upper bound obtained by optimising over it is equal to the Lovász theta number. This ellipsoid can then be used to construct useful convex relaxations of the stable set problem, which can be embedded within a branch-and-bound framework. Extensive computational results are given, which indicate the potential of the approach.
Introduction
Given an undirected graph G = (V, E), a stable set is a set of pairwise non-adjacent vertices. The stable set problem (SSP) calls for a stable set of maximum cardinality. The cardinality of this stable set is called the stability number of G and is denoted by α(G).
The SSP is N P-hard [22] , hard to approximate [21] , and hard to solve in practice (e.g., [10, 14, 30, 34, 35, 36] ). Moreover, it is a remarkable fact that sophisticated mathematical programming algorithms for the SSP, such as those in [14, 30, 34, 36] , have not performed significantly better than relatively simple algorithms based on implicit enumeration, such as those in [10, 35] .
A possible explanation for the failure of mathematical programming approaches is the following. Linear Programming (LP) relaxations can be solved reasonably quickly, but tend to yield weak upper bounds. Semidefinite Programming (SDP) relaxations, on the other hand, typically yield much stronger bounds, but take longer to solve. Therefore, branch-andbound algorithms based on either LP or SDP relaxations are slow, due to the large number of nodes in the search tree, or the long time taken to process each node, respectively.
In this paper we present a potential way out of this impasse. The key concept is that one can efficiently construct an ellipsoid that contains the stable set polytope, in such a way that the upper bound obtained by optimising over the ellipsoid is equal to the standard SDP bound, the so-called Lovász theta number. This ellipsoid can then be used to construct useful convex programming relaxations of the stable set problem or, perhaps more interestingly, to derive cutting planes. These cutting planes turn out to be strong and easy to generate.
We remark that our approach can be applied to the variant of the SSP in which vertices are weighted, and one seeks a stable set of maximum weight.
The paper is structured as follows. Some relevant literature is reviewed in Section 2. The ellipsoids are analysed theoretically in Section 3. Some computational experiments are discussed in Section 4, and concluding remarks are made in Section 5.
Remark: An extended abstract of this paper appeared in the 2011 IPCO proceedings [16] . In this full version, we explore three different algorithmic schemes (see Section 4), rather than only one as in [16] .
Literature Review
We now review the relevant literature. From this point on, n = |V | and m = |E|.
Linear programming relaxations
The SSP has the following natural formulation as a 0-1 LP: max i∈V x i s.t. x i + x j ≤ 1 ({i, j} ∈ E)
(1)
x ∈ {0, 1} n ,
where the variable x i takes the value 1 if and only if vertex i is in the stable set.
The convex hull in R n of feasible solutions to (1)- (2) is called the stable set polytope and denoted by STAB(G). This polytope has been studied in great depth (see, e.g., [4, 18, 32] ). The most well-known facet-defining inequalities for STAB(G) are the clique inequalities of Padberg [32] . A clique in G is a set of pairwise adjacent vertices, and the associated inequalities take the form:
where C denotes the set of maximal cliques in G. Note that the clique inequalities dominate the edge inequalities (1). The polytope:
x ∈ R n + : (3) hold is denoted by QSTAB(G). The upper bound on α(G) obtained by optimising over QSTAB(G) is called the fractional clique covering number and denoted byχ f (G). By definition, we have STAB(G) ⊆ QSTAB(G) and α(G) ≤ χ f (G). Unfortunately, computingχ f (G) is N P-hard, since the separation problem for clique inequalities is N P-hard [31] . On the other hand, some fast and effective separation heuristics exist, not only for clique inequalities, but also for various other inequalities (e.g., [4, 14, 30, 34, 36] ). Nevertheless, LP-based cutting-plane approaches can run into difficulties when n exceeds 250 or so, mainly due to the weakness of the upper bounds.
Semidefinite programming relaxations
Lovász [26] introduced another upper bound on α(G), called the theta number and denoted by θ(G), which is based on an SDP relaxation. The bound can be derived in several different ways, and we follow the derivation presented in [18] . We start by formulating the SSP as the following non-convex quadratically-constrained program:
In order to linearise the constraints, we introduce an auxiliary matrix variable X = xx T , along with the augmented matrix
We then note that Y is real, symmetric and positive semidefinite (psd), which we write as Y 0. This leads to the following SDP relaxation:
s.t. x = diag(X) (8)
Y 0.
The corresponding upper bound is θ(G). One can compute θ(G) to arbitrary fixed precision in polynomial time [18] . Lovász [26] proved that α(G) ≤ θ(G) ≤χ f (G). (This is a remarkable result, given that it is N P-hard to computeχ f (G).) In practice, θ(G) is often a reasonably strong upper bound on α(G) (e.g., [5, 9, 19, 34] ). Unfortunately, solving large-scale SDPs can be rather time-consuming, which makes SDP relaxations somewhat unattractive for use within a branch-and-bound framework.
The above SDP can be strengthened by adding various valid inequalities (e.g., [4, 9, 13, 19, 27, 37] ). We omit details, for the sake of brevity.
The Lovász theta body and ellipsoids
The following beautiful result can be found in Grötschel, Lovász & Schrijver [18] . Let us define the following convex set:
Then we have:
This provides an alternative proof that
The set TH(G) is called the theta body. A characterisation of TH(G) in terms of convex quadratic inequalities was given by Fujie & Tamura [12] . For a given vector µ ∈ R m , let M (µ) denote the symmetric matrix with µ ij /2 in the ith row and jth column whenever {i, j} ∈ E, and zeroes elsewhere. Then, given vectors λ ∈ R n and µ ∈ R m such that Diag(λ) + M (µ) is psd, the set
is an ellipsoid that contains STAB(G). The result we need is the following:
Theorem 1 (Fujie & Tamura, 2002) For any graph G, we have:
Relaxations of non-convex quadratic problems
For what follows, we will also need a known result concerning relaxations of non-convex quadratic problems, mentioned for example in [11, 24, 33] . Given a problem of the form:
x ∈ R n , we can construct the following SDP relaxation:
Y 0,
where
Alternatively, we can form a Lagrangian relaxation by relaxing the constraints (13), using a vector φ ∈ R r of Lagrangian multipliers. The Lagrangian objective function is then:
and the Lagrangian dual is:
The result that we need is as follows:
Theorem 2 (Various authors) A vector φ * is an optimal solution to the Lagrangian dual if and only if it is an optimal dual vector for the constraints (14) in the SDP. If such a vector φ * exists, then the function f (x, φ * ) is convex, the matrix Q 0 + r j=1 φ * j Q j is psd, and the Lagrangian dual and the SDP yield the same lower bound.
In our recent paper [17] , this result is applied to the SSP, yielding a subgradient algorithm that approximates θ(G) from above. Luz & Schrijver [28] showed that the optimal value of the Lagrangian dual remains equal to θ(G) even if one forces all of the Lagrangian multipliers for the constraints (5) to equal 1.
On Ellipsoids
From now on, when we say 'ellipsoid', we mean one of the ellipsoids in the family defined by Fujie & Tamura [12] (see Subsection 2.3). Note that the convex quadratic inequality in the definition (12) is a linear combination of the constraints (5), (6) . This implies that every extreme point of STAB(G) lies on the boundary of every ellipsoid. In the following three subsections, we study the ellipsoids in more detail.
Optimal ellipsoids
Recall that Theorem 1 expresses TH(G) as the intersection of the entire infinite family of ellipsoids. The following proposition states that there exists at least one ellipsoid with a very desirable property.
Theorem 3 There exists at least one optimal pair (λ * , µ * ) of dual vectors for the constraints (8) and (9) in the SDP (7)- (10) . Moreover, for any such pair, we have:
Proof. The SDP (7)- (10) has the form specified in Theorem 3.1 of Tunçel [38] , and therefore satisfies the Slater condition. As a result, an optimal dual pair (λ * , µ * ) exists, strong duality holds, and the cost of the dual solution is θ(G). Applying Theorem 2 in Subsection 2.4, but switching signs to take into account the fact that the objective (7) is of maximisation type, we have:
Moreover, the matrix −Diag(λ * ) − M (µ * ) must be psd. Now, given that this is a concave maximisation problem, and the fact that the pair (λ * , µ * ) are also optimal Lagrangian multipliers for the constraints (5), (6) , respectively, we have:
which proves the result.
In other words, an optimal dual solution to the SDP can be used to construct a relaxation of the SSP that has a linear objective function and a single convex quadratic constraint, whose corresponding upper bound is equal to θ(G). Here are two simple examples:
Example 1: Let G be a stable set on n nodes, for which α(G) = θ(G) = n. The unique optimal dual solution has λ * i = −1 for all i ∈ V . The corresponding convex quadratic constraint is:
This can be written in the alternative form i∈V
One then sees that it defines a sphere of radius √ n/2 centred at (1/2, . . . , 1/2) T . The maximum value that i∈V x i can take over this sphere is n, attained
Example 2: Let G be a clique on n nodes, for which α(G) = θ(G) = 1. The unique optimal dual solution has λ * i = −1 for all i ∈ V and µ * e = −2 for all e ∈ E. The corresponding convex quadratic constraint is:
This is equivalent to the linear inequalities 0 ≤ i∈V x i ≤ 1.
Note that the "ellipsoid" in Example 2 is unbounded. We say more about this in the next subsection. We close this subsection with a less trivial example:
Example 3: Let G be the 5-hole, i.e., let V = {1, 2, 3, 4, 5} and E = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5}}. In this case, α(G) = 2 [32] and θ(G) = √ 5 [18] . The unique optimal dual solution has λ * i = −1 for all i ∈ V and µ * e = 1 − √ 5 for all e ∈ E. The corresponding convex quadratic constraint is:
{i,j}∈E
The maximum value that i∈V x i can take over the corresponding ellipsoid is √ 5, attained when
Degenerate and weak ellipsoids
At this point, it is helpful to define two special kinds of ellipsoids, as follows:
Definition 1 An ellipsoid E(λ, µ) will be called 'degenerate' if it has infinite volume, or, equivalently, if the matrix Diag(λ)+M (µ) is psd but not positive definite.
Definition 2 An ellipsoid E(λ, µ) will be called 'weak' if there exists an integer k > 1 and distinct vector pairs
Otherwise, it will be called 'strong'.
These concepts are now illustrated on the same three examples as in the previous subsection:
Example 1 (cont.): We saw that, when G is a stable set on n nodes, the unique optimal ellipsoid is a sphere of radius √ n/2 centered at (1/2, . . . , 1/2) T . This sphere is a non-degenerate ellipsoid. On the other hand, observe that, for i = 1, . . . , n, the following convex set is an ellipsoid that is both degenerate and strong:
The intersection of these n degenerate and strong ellipsoids is the unit hypercube, which is strictly contained in the sphere mentioned. (In fact it is equal to STAB(G).) Therefore the optimal ellipsoid is weak in this case.
Example 2 (cont.): We saw that, when G is a clique on n nodes, the unique optimal ellipsoid is defined by the two linear inequalities 0 ≤ i∈V x i ≤ 1. So, the ellipsoid is degenerate. On the other hand, the inequality i∈V x i ≤ 1 is a clique inequality, which defines a facet of STAB(G). So, the ellipsoid is strong.
Example 3 (cont.): We saw that, when G is the 5-hole, the unique optimal dual solution has λ * i = −1 for all i ∈ V and µ * e = (1 − √ 5)/2 for all e ∈ E. The minimum eigenvalue of the associated matrix −Diag(λ) − M (µ) is zero, which means that the optimal ellipsoid is degenerate. We do not know whether it is strong or weak, but conjecture that it is strong.
The following additional example shows that the unique optimal ellipsoid can be both degenerate and weak.
Example 4: Let G be the union of an isolated node and an edge. That is, let n = 3 and let E contain the edge {2, 3}. For this graph, α(G) = θ(G) = 2. The unique optimal dual solution has λ * i = −1 for all i ∈ V and µ * 23 = −2. The corresponding convex quadratic constraint is:
Now observe that any point x * ∈ R 3 with x * 1 ∈ {0, 1} and x * 3 = −x 2 lies on the boundary of this ellipsoid. Therefore the ellipsoid is degenerate. On the other hand, using the same arguments as in Example 1 and Example 2, the following four ellipsoids are both degenerate and strong:
The intersection of these four ellipsoids is equal to STAB(G) in this case. Therefore the optimal ellipsoid is weak.
We will see in Section 4 that degenerate ellipsoids can cause numerical problems for our algorithms. Fortunately, we found that, for graphs of practical interest, the optimal ellipsoid is very rarely degenerate. As for weak ellipsoids, they do not cause numerical problems. This is fortunate, since we are not aware of any polynomial-time algorithm to test if an ellipsoid is weak.
Ellipsoids and perfect graphs
Given a graph G, the minimum number of cliques needed to cover the nodes of G is called the clique covering number and denoted byχ(G). By definition,χ f (G) ≤χ(G), and we already saw in Subsection 2.2 that
We will prove three results concerned with ellipsoids and perfect graphs. The first is that only degenerate ellipsoids are needed to describe the stable set polytope in the perfect graph case:
is the intersection of a finite number of ellipsoids that are strong, but degenerate.
Proof. When G is perfect, STAB(G) = QSTAB(G), and is therefore completely defined by clique and non-negativity inequalities. Using the same argument as in Example 2 in the previous subsections, given any clique C, the convex quadratic inequality
defines the following strong and degenerate ellipsoid:
Similarly, using the same argument as in Example 1 in the last subsection, for each i ∈ V , the convex quadratic inequality x 2 i ≤ x i defines the following strong and degenerate ellipsoid:
The intersection of these ellipsoids satisfies all clique and non-negativity inequalities.
The second result is that, if one is given a minimum cardinality clique cover of a perfect graph, then one can easily construct optimal ellipsoids: Proposition 2 Let G = (V, E) be a perfect graph, and let C 1 , . . . , C α(G) ⊂ V be cliques that form a clique cover. If necessary, delete vertices from the cliques in the family until each vertex is included in exactly one clique in the family. Let C 1 , . . . , C α(G) be the resulting cliques. Then the convex quadratic inequality
defines an optimal ellipsoid.
Proof. One can re-write the inequality (16) in the alternative form:
This in turn implies that
with equality if and only if i∈C k
But the left-hand side of (17) is equal to i∈V x i by construction. Unfortunately, the ellipsoids described in Proposition 2 are almost always both degenerate and weak:
Proposition 3 The optimal ellipsoids obtained via Proposition 2 are:
• degenerate unless G is a stable set;
• weak unless G is a clique.
Proof. By construction, the rank of the matrix −Diag(λ) − M (µ), i.e., the matrix of quadratic terms in (16) is α(G). Therefore, the matrix is positive definite only if α(G) = n i.e., if G is a stable set.
For the second point, recall that Proposition 1 gave a complete characterisation of the convex quadratic inequalities needed to define strong ellipsoids for perfect graphs. The inequality (16) is one of them if and only if α(G) = 1, i.e., if G is a clique.
Using Ellipsoids Computationally
Our goal is to design branch-and-cut algorithms that exploit the existence of (near) optimal ellipsoids. In this section, we discuss ways in which this can be done.
We consider an initial linear programming formulation based on clique inequalities. In particular, it is well-known (see e.g. [14] ) that the inequalities associated with a greedily computed collection C of cliques covering all the edges of G yield a formulation of the stable set problem with a nice compromise between quality of the linear relaxation and formulation size. Now, the constraint associated to a (near-)optimal ellipsoid (obtained by computing approximate optimal dual multipliers of problem (7)- (10)) is added to the problem, so as to obtain a quadratically constrained program (QCP) of the form:
Different algorithms can be developed exploiting different representations of the quadratic constraint x T Ax ≤ b T x. Three such options are described in the following section.
Alternative representations of the quadratic constraint
The first option consists of converting the quadratic constraint into a secondorder conic constraint. This can be profitable since such constraints can be handled quite efficiently via interior-point algorithms (see, e.g., [1, 25] ).
If we let A be factorised as B T B, this representation amounts to adding a new vector of variables y ∈ R n and two more variables z 1 and z 2 , and replacing the original constraint with:
Notice that all these constraints are linear, apart from the last, which is a second-order conic constraint.
The second option is to approximate the second-order conic constraint with a set of linear constraints. In a famous paper, Ben-Tal and Nemirovski [6] showed that, given any SOCP and any positive integer d, one can replace each SOCP constraint with O(d) linear constraints, involving O(d) additional variables, in such a way that the optimal solution to the LP matches the solution to the SOCP in the first d decimal places. The reason for doing this is that one then need only solve LPs within a branch-and-bound algorithm.
The third option is to work in the space of the original x variables, and approximate the original quadratic inequality directly by means of linear inequalities. The standard way to do this is the cutting-plane method of Kelley [23] . Given a convex feasible region defined by the non-linear inequality f (x) ≤ 0, it constructs a polyhedral outer approximation via a set of linear constraints of the form ∇f (x i ) · (x −x i ) ≤ 0, for a collection of suitably chosen pointsx i . In our implementation, these points are chosen to lie on the boundary of the ellipsoid, so that the linear constraints define tangent hyperplanes on the boundary of the ellipsoid.
Here are the details. Since the ellipsoid is invariably non-degenerate in practice, it has a centre, which we denote byx. One can easily shown that x = 1 2 A −1 b. Then, to generate a collection of Kelley inequalities, one simply runs Kelley's cutting-plane algorithm, using the following separation routine to generate cuts in each iteration:
1. Let x * ∈ [0, 1] n be a point lying outside the ellipsoid. This approach has the advantage that the branch-and-cut algorithm needs to solve only LPs that involve the original x variables. Moreover, the outer approximation can be strengthened by adding well-known valid inequalities for STAB(G). In particular, one can imagine improving the outer approximation by adding violated clique inequalities of the form i∈C x i ≤ 1 (for some maximal clique C in G) along with each Kelley cut generated. Note that by adding clique inequalities alone, one cannot expect a bound improvement, since TH(G) already satisfies all clique inequalities. Nevertheless, we have found that the addition of clique inequalities can improve the convergence of the cutting-plane algorithm, probably because they can be generated more quickly than Kelley cuts and are more well-behaved numerically. Algorithm 1 describes the Kelley cutting-plane algorithm with additional generation of clique inequalities.
Remark: In the extended abstract of this paper [16] , we pointed out that the Kelley cuts can be strengthened using a simple "sequential lifting" procedure. In our experiments, however, we found this to be of little benefit. For the sake of brevity, we do not go into further details.
Computational experience
We now illustrate an experimental comparison of the different algorithmic options. Two major issues are addressed: (i) show that the θ-bound is computationally accessible by linear descriptions and (ii) check whether such descriptions can be cost-effective when exploited in branch-and-cut frameworks. Additional experimental indications are also discussed in order to clarify the benefits and burdens of the method.
Algorithm 1 Kelley's cutting plane algorithm with clique inequalities
Input: A linear formulation P, an ellipsoid E(λ,μ) Output: An updated formulationP
, get x * execute clique cutting plane that returns a collection of clique inequalities C; P ←P ∪ C end if end for returnP
Test bed and implementation details
The test bed consists of the graphs from the DIMACS Second Challenge [20] with up to 700 vertices, available at the web site [8] . The instance features are reported in Table 4 .3. We do not report on the "easy" graphs, that is, those quickly solved to optimality by general MIP solvers.
The cutting plane/branch-and-cut algorithms are implemented by the Gurobi Optimizer 5.6.2 framework in a linux x86 64 architecture (Ubuntu 12.04), compiler g++ 4.8. Gurobi is also used as QCP solver. The computations are run on a machine with two Intel Xeon 5150 processors (for a total of 4 cores) clocked at 2.6 GHz and 8GB RAM.
In the preliminary version presented at the IPCO 2011 conference [16] , the computation of the multipliers yielding the optimal ellipsoid with some desired precision was carried out by a state-of-the-art SDP solver [29] . Afterwards, we showed that a tailored implementation of the subgradient method may be much faster, if a slight impairment of the upper bound is accepted [17] . This is indeed crucial to the application of the ellipsoidal method to large graphs. Therefore, the following results are obtained by using our subgradient implementation to carry out the computation of the ellipsoid E(−λ, −μ). (18) in which the quadratic constraint is handled by a second-order conic reformulation and the relaxation is solved by the Gurobi barrier algorithm;
Strength of the linear descriptions
2. U B BTN corresponding to the optimal value of the Ben-Tal and Nemirovski reformulation; the parameter d has been fixed to d = 8 for all graphs, as a result of a preliminary investigation.
3. the value U B K returned by the Kelley cutting-plane algorithm after 300 iterations (the algorithm terminates early if the target ellipsoid bound is achieved);
4. the value U B C returned by Algorithm 1 after a fixed number of iterations (from 5 to 50, algorithm terminates early if the target ellipsoid bound is achieved). The separation heuristic for clique inequalities is executed "aggressively" (i.e., repeatedly invoked until no further clique violated are found) if the graph density ≤ 25%, but "moderately" (i.e., just one call for each Kelley cut) if the graph density is > 25%.
Columns %gap(θ(G)) reports the percentage gap
θ(G) % w.r.t. the Lovász θ bound. Notice that the approximation error is small for most of the instances, with a few exceptions. The most remarkable ones correspond to the graphs p hat300-1, p hat500-1 and p hat700-1. However, even in these cases, the linearization of the ellipsoidal constraint will provide a practical benefit. Table 2 also shows that the quality of the upper bound U B E is preserved by all the linearization techniques. In fact, the approximations achieved by U B BTN and even by U B C are satisfactory. This was somehow expected from the BTN reformulation as it provides a guaranteed approximation. Interestingly, also the Kelley cutting plane method achieves a strong bound, but Algorithm 1 exhibits significantly better performance. This is clear from the computing times (in seconds) and formulation details reported in Table  3 . Precisely, for each graph, it contains the following data: time required by the subgradient algorithm to compute the initial ellipsoid; time to solve the SOCP reformulation, number of variables and constraints of the BTN reformulation and the time elapsed by the Gurobi LP solver to solve it; number of Kelley cuts along with separation time and reoptimization time; number of iterations of Algorithm 1, number of clique cuts generated by the cutting plane along with the Kelley cuts separation time and reoptimization time (which includes the additional clique inequalities separation).
The efficacy of Algorithm 1 is witnessed by the fact that a small number of Kelley cuts is sufficient to achieve good upper bounds. We remark that much worse bounds are attained without such cuts, even if we include in the formulation all the clique inequalities generated during the cutting-plane reoptimization. The Kelley cuts provide a significant formulation strengthening, yielding two additional benefits.
The first benefit concerns dense graphs, in which the standard formulation size may become intractable. In fact, as the density goes over 40 − 50%, the number of clique inequalities grows rapidly and overloads the simplex reoptimization. However, by applying the Kelley cuts, many of the clique BTN reformulation Kelley's cuts Kelley's and clique cuts Table 3 : CPU times and other details inequalities can be discarded from the current formulation, while keeping safe the quality of the upper bound, yielding an important speed-up.
A second benefit is that using a small number of Kelley cuts protects the method from a potential difficulty caused by the cut density. Kelley cuts are structurally quite dense, a feature that typically degrades the computational behaviour of cutting planes (see the CPU times of the pure Kelley cuttingplane algorithm). On the contrary, a selected bunch of Kelley cuts is costeffective even when used in branch-and-cut frameworks, as illustrated in the next section.
The overall picture drawn by this experiment is that linearizing the ellipsoid constraint yields strong and computationally tractable LP relaxations of stable set problems with size |V | in the range [300, 700].
We remark that lift-and-project methods have been previously investigated [15, 14] with the purpose of achieving target bounds comparable to those from SDP formulations. Compared to those, the method based on ellipsoids shows a more robust and density-independent behavior. In fact, dense graphs with remarkably larger size could be tackled than those which were tractable by lift-and-project (which, up to now, has been successfully applied to graphs with more than 300 vertices only if they are quite sparse). Interestingly, (building and) solving the BTN and Kelley's reformulations seems to be faster than solving strong SDP relaxations, such as those investigated in [7] , [9] and [19] .
Branch-and-cut
In the light of the previous experiments, we started looking at exact algorithms. Preliminary computations showed that using the BTN reformulation is not straightforward, due to its size. On the contrary, following the line of the previous section, a natural choice is to design a branch-and-cut algorithm based on Kelley's cutting planes with additional clique inequalities. In order to have a clear indication about the practical impact of these cuts, we tested a straightforward branch-and-cut implementation. Specifically, we load into an initial pool all the Kelley's cuts along with the clique inequalities generated by Algorithm 1 and then run the Gurobi branch-andcut algorithm with checking for violated cuts in the pool. All other cutting planes are turned off, as these turn out to be not effective. Table 4 .5 compares three algorithms: Gurobi (default settings) applied only to the linear part of formulation (18) ; Gurobi (default settings but MIQCPMethod=1) applied to the MIQCP formulation (18); the above branchand-cut algorithm.
It is worth mentioning that Gurobi implements sophisticated strategies to handle convex quadratic inequalities: constraint reformulation from quadratic constraint to second-order conic constraint, linearization of quadratic terms on binary variables and outer approximation algorithm. The param-eter MIQCPMethod=1 controls the method used to solve MIQCP models and value 1 corresponds to a linearized, outer-approximation approach (instead of solving continuous QCP relaxations at each node). In our experiments, this value achieved the best results.
For each algorithm we report the number of evaluated subproblems and the CPU time (this includes the time to compute the ellipsoid and to generate the Kelley's cuts). The speed-up factor of Kelley's based branch-and-cut w.r.t. the best competitor is also quoted.
The results show that leaving Gurobi to handle internally the "raw" quadratic constraint is in general not helpful. As one may expect, in most cases it considerably reduces the size of the enumeration tree, but it takes a longer time due to a high computational burden at each subproblem. In fact, this method fails to solve the problem within the time limit as the size gets large (C.250.9, brock400 and p hat500, p hat700). On the opposite side, the initial "light" formulation solves more quickly than any strengthened version in 12 over 25 cases. However, note that this occurs mainly for relatively easy instances. Indeed, when dealing with harder instances, the impact of the Kelley cuts is significant. Specifically, they still help to reduce the search tree, but they also guarantee a nice speed-up in 12 (hard) cases.
The overall indication of this experiment is that the proposed Kelley cuts provide a linear reformulation of the quadratic constraint which turns out to outperform the advanced reformulation technique embedded in Gurobi. Notice that this happens despite the fact that our implementation is quite basic, as cutting planes are generated using only the initial ellipsoid (i.e., the one related to the root relaxation), and leaves the cut management to Gurobi. An advanced implementation could be devised by generating ellipsoids at each subproblem and dealing with related cut-selection issues.
Concluding Remarks
The key idea in this paper is that one can use an approximate dual solution to the standard SDP relaxation of the SSP to construct an ellipsoid that wraps reasonably tightly around the stable set polytope, and that this ellipsoid can be used to construct quite strong cutting planes in the original (linear) space. The computational results, though preliminary, indicate that this approach is promising.
There is, however, room for further improvement. In particular:
• Instead of using the 'optimal' ellipsoid to generate cutting planes, one could use some other ellipsoid, or indeed a whole family of ellipsoids.
• As mentioned in Subsection 2.2, the SDP relaxation (7)- (10) can be strengthened by adding valid inequalities. (For example, Schrijver [37] suggested adding the inequalities X ij ≥ 0 for all {i, j} / ∈ E.) Let θ (G) < θ(G) be an improved upper bound obtained by solving such a strengthened SDP. The proof of Theorem 3 can be modified to show the existence of an ellipsoid, sayẼ, such that θ(G) = max i∈V x i : x ∈Ẽ .
Such an ellipsoid might produce stronger cutting planes. (The extreme points of STAB(G) would no longer be guaranteed to lie on the boundary of the ellipsoid, but this may not matter.)
• In a branch-and-cut context, one could perhaps re-optimise the dual SDP solution (and therefore the corresponding ellipsoid) after branching. This could yield stronger cuts at the non-root nodes of the enumeration tree. Of course, one would not wish to solve an SDP to do this. Instead, one could perhaps perform a few iterations of the subgradient method that we described in [17] .
Finally, one could explore the possibility of adapting the ellipsoidal approach to other combinatorial optimisation problems. In our view, this is likely to work well only for problems that have a 'natural' formulation as a continuous optimisation problem with a linear objective function and nonconvex quadratic constraints, like the formulation (4)-(6) of the SSP. Table 4 : Branch-and-cut results
