Abstract. We present modular reduction algorithms over finite fields of large characteristic that allow the use of redundant modular arithmetic. This technique provides constant time reduction algorithms. Moreover, it can also be used to strengthen the differential side-channel resistance of asymmetric cryptosystems. We propose modifications to the classic Montgomery and Barrett reduction algorithms in order to have efficient and resistant modular reduction methods. Our algorithms are called dynamic redundant reductions as random masks are intrinsically added within each reduction for a small overhead. This property is useful in order to thwart recent refined attacks on public key algorithms.
Introduction
Modular reduction is at the heart of many asymmetric cryptosystems. Its principle is to evaluate the remainder of the integer division x/m. However, the division of two large multi-precision integers is very costly. Modular reduction algorithms were proposed in order to compute efficiently a remainder. Barrett reduction [5] and Montgomery reduction [15] are the two main methods. Both algorithms have a pre-computational step where either the inverse of the modulus or its reciprocal is computed. If the modulus is fixed amongst many operations, this pre-computed value is used in order to efficiently obtain a modular reduction. In asymmetric cryptosystems, the modulus is generally fixed at the very beginning. These techniques are then extremely efficient. Note that we leave out of our study the use of interleaved reduction and multiplication.
The implementation of cryptography algorithms on embedded devices is particularly sensitive to side-channel attacks. An attacker is often able to recover secret information from the device simply by monitoring the timing variations [11] or the power consumption [12] . Side-channel analysis include two main families of attacks: simple side-channel analysis (SSCA) and differential side-channel analysis (DSCA).
In this paper, we aim at protecting asymmetric cryptosystems against DSCA. Particularly, we focus on securing the exponentiation algorithm when the exponent is secret. Messerges et al. in [14] first detailed DSCA attacks applied to a modular exponentiation. Powerful attacks on public key algorithms were also proposed recently by Amiel et al. in [2, 1] . These attacks can combine information obtained from SSCA, DSCA or fault analysis. There are typically two families of countermeasures against DSCA: randomized addition chains type or data randomization type. This second family is very interesting as it provides a countermeasure independent of the choice of the algorithm. Well known protections consist in message blinding [14] , exponent blinding [11] and exponent splitting methods [7] . We propose here an alternative DSCA countermeasure that thwarts most of the attacks published in the literature.
We study in detail a technique called redundant modular arithmetic that allows integers modulo m to be kept modulo m plus some random multiples of m such that their representation is not unique. This idea has been introduced before in order to avoid timing attacks [20] . However, it can be improved to thwart also differential side-channel analysis. Golić and Tymen [10] proposed a differential side-channel countermeasure, based on the idea of redundant arithmetic, in the context of a masked Advanced Encryption Standard (AES) implementation. A brief study of Montgomery redundant arithmetic as a differential side-channel countermeasure is presented by Smart et al. in [18] .
We extend this work to a so-called dynamic redundant modular arithmetic applied to Barrett's and Montgomery's reduction. Compared to [18] , our algorithms offer flexibility in their usage as a randomization parameter can be adjusted. Our solution also allows dynamic randomization inside the exponentiation algorithm whereas other classical countermeasures often use only one randomization at the beginning of the exponentiation algorithm. This property can be useful in order to have a protection against the attack of Amiel et al. in [1] or even combined attacks as presented in [3] .
The remainder of this paper is structured as follows. Section 2 describes the Montgomery and Barrett modular reduction algorithms. In Section 3, we detail the static redundant arithmetic method previously introduced in [18] . Then, we propose dynamic redundant reduction algorithms based on Montgomery's and Barrett's reductions in Section 4. We evaluate the performance and the security of our propositions in Section 5. Finally, Section 6 concludes the paper.
Modular Reduction Algorithms
We first introduce some notations. Long integers are represented as arrays of w-bit digits. Generally, one choose w as the word-size of the processor. The bit length of the integers is noted l and n is the number of digits necessary to store them, hence n = l/w . A long integer is then noted as u = (u n−1 , . . . , u 0 ) b with 0 ≤ u i < b and b = 2 w . We note that, on a processor which word-size is w, the division by b or a power of b is simply a right shift, hence virtually free. Let m = (m n−1 , . . . , m 0 ) b be a prime modulus of size n, i.e. n digits in the b-basis representation. Let u and v be two integers strictly lower than m, hence of size at most n. Let x = (x 2n−1 , . . . , x 0 ) b = uv < m 2 be the integer to reduce modulo m.
Montgomery Reduction
The Montgomery reduction method [15] consists in using divisions by a power of b instead of multi-precision divisions. Let R > m an integer coprime to m such that operations modulo R are easy to compute. A classical choice is R = b n . In this method, integers u < m are represented as a m-residues with respect to R, i.e. uR mod m. This representation of an integer is often called a Montgomery form. The Montgomery reduction of u is then defined as uR −1 mod m where R −1 is the inverse of R modulo m. This reduction supposes that integers are in the Montgomery form. Take two integers u < m and v < m. Consider their transformation in Montgomery form uR mod m and vR mod m. Their multiplication gives x = uvR 2 . Then, using Algorithm 1, one obtains x = uvR mod m which is still in Montgomery form. This method uses a pre-computed value β = −m −1 mod R. Note also that the reduction requires, at most, only one final subtraction by m. Let MontRed(x, m, R, β) be the Montgomery reduction algorithm presented in Algorithm 1.
Algorithm 1 Montgomery reduction algorithm
t ← t − m 5: end if 6: return t
Barrett Reduction
Introduced by Barrett [5] , this method is based on the idea of fixed point arithmetic. The principle is to estimate the quotient x/m with operations that can either be pre-computed or are less expensive than a multi-precision division. The remainder r of x modulo m is equal to r = x − m x/m . Using the fact that divisions by a power of b are virtually free, we have:
a pre-calculated value that depends on the modulus. Letq be the estimation of the quotient of x/m. Barrett improves further the reduction using only partial multi-precision multiplication when needed. The estimater of the remainder of x modulo m is:
This estimation implies that at most two subtractions of m are required to obtain the correct remainder r. Barrett's algorithm is described in Algorithm 2. Note that in this algorithm, the estimated quotientq corresponds to the variable q 3 and the estimated remainderr is computed with the operation r 1 − r 2 in Line 2.
Algorithm 2 Barrett reduction algorithm
r ← r − m 8: end while 9: return r
Static Redundant Modular Arithmetic
Redundant field representation can form an interesting defense against differential side-channel attacks as a given element can have different representations. We can cite the recent work by Smart et al. [18] on this topic. The authors briefly present a redundant Montgomery arithmetic. If one wants to work with integers modulo m, a standard representation is to take elements in Z/mZ = {0, . . . , m − 1}. The principle of redundant arithmetic is to consider elements in the range {0, . . . , C − 1} where C > m and keep integers modulo m within this range.
We recall this method that can be denoted as static redundant modular arithmetic.
Let C = cm where c > 1 is an integer coprime to m. Instead of working in Z/mZ, we work in Z/(cm)Z, i.e. modulo C. Let R C = b j with j > n a certain integer such that R C > C. Let β C = −C −1 mod R C a pre-computed value similar to β defined in § 2.1. The Montgomery form of an element u modulo C becomes uR C mod C. We apply this method in a classical modular exponentiation algorithm (see Algorithm 3).
We call this method static redundant modular arithmetic as only one random mask k is applied at the beginning of the algorithm. In the next section, we present two propositions of dynamic redundant modular reduction algorithms for the methods of Montgomery and Barrett.
Algorithm 3 Square-and-multiply exponentiation using static redundant Montgomery arithmetic Input: positive integers e = (e l−1 , . . . , e0)2, x, m, C, βC and RC Output: x e mod m 1: X ← x + km, where k is a random integer 2:
end if 9: end for 10:
Dynamic Redundant Modular Arithmetic Propositions
We propose modular reduction algorithms that are slight modifications of Montgomery's and Barrett's techniques. Our methods offer a so-called dynamic redundant modular arithmetic in which random masks are refreshed intrinsically within the reduction method.
Dynamic Redundant Montgomery Reduction
Consider we want to reduce an integer x = uv modulo m with u < m and v < m two integers modulo m. Hence, if m is a n-word integer, we want to reduce a 2n-word integer x. Working with redundant modular arithmetic, several multiples of the modulo m can be added to an integer. Thus, its size will grow depending on the number of multiples considered. If we have a (2n + 2i)-word integer at the input of the reduction algorithm, we need a (n + i)-word output so that further multiplications between reduced elements can be computed.
We first look in details at the operations of the Montgomery reduction (Algorithm 1). Recall that β = −m −1 mod R is a pre-computed value and R is a power of b, generally R = b n . We know from [13, Fact 14.29 and Note 14.30] that (x + m(xβ mod R))/R = (xR −1 mod m) + m with ∈ {0, 1} at the end of the reduction. If we develop the formula, we have:
for k 1 , k 2 some integers. In our context, we want to have greater than 1 in order to have several multiples of the modulus at the end of the reduction. By slightly modifying the Montgomery reduction algorithm, we can achieve this property. Consider now the following steps for a modified Montgomery reduction algorithm:
Hence, the error at the end of the reduction becomes k + . We also note that the final subtraction step of Algorithm 1 is removed so that the implementation is resistant to timing attacks. If t is the output of this modified Montgomery reduction, we have:
For a practical implementation, we need to consider the size of the operands at the input and output of the reduction algorithm. Instead of fixing the constant R = b n for a modulus of size n, we consider a larger constant R = b n+2i for some integer i. We recall that the Montgomery reduction requires that the input x is such that x < mR. Hence, with the constant R we can process larger integers x < mR < b 2n+2i which means that the output of the reduction can be integers t < b n+i . From Eq. (4), we deduce that the random integer k needs to be chosen such that k < b i − 1. We define a dynamic redundant Montgomery reduction algorithm (see Algorithm 4). 
Algorithm 4 Dynamic redundant Montgomery reduction algorithm
Each reduction adds a random number of multiples of the modulus to the remainder. If a dynamic redundant reduction technique is used in an asymmetric cryptosystem such as RSA, a final normalization step is needed at the very end of the exponentiation algorithm for example in order to output a result strictly inferior to m. We note that the boundary b i − 1 on the random integer k can be parametrized in the reduction algorithm. Hence, we could fix k = 0 and obtain a time constant Montgomery reduction without final reduction if we want effectiveness instead of differential side-channel resistance. Let DRMontRed(x, m, R , β ) be the dynamic redundant Montgomery reduction algorithm presented in Algorithm 4.
Dynamic Redundant Barrett Reduction
We know from [13, Note 14.44 ] that, with the original parameters of Barrett used in § 2.2, the estimated quotientq satisfies q − 2 ≤q ≤ q where q is the correct quotient. It can be shown that for about 90% of the values of x < m 2 and m, the value ofq will be equal to q and in only 1% of casesq will be 2 in error [6] . Dhem's work [9, Section 2.2.4] provides a general parametrization of the Barrett reduction. In particular, with appropriate choices, the error on the quotient can be reduced. In our context, we are interested in adding more errors to the estimated quotient so that multiples of the modulus are left in the reduced integer. However, using Dhem's parametrization to bound the errors is not interesting as, in practice, only a very small number of integers will reach the upper bound.
We first recall some notations of Dhem's work. The estimated quotientq in the reduction of x modulo m can be evaluated as:
with µ α = b n+α /m the parametrized constant used in the Barrett reduction and α, β two integers. In Barrett's algorithm, the estimated quotient is undervalued. Hence, we need to further undervalue it in order to have a reduced integer with some multiples of the modulus left. If we haveq = (q − k) the undervalued quotient for some positive integer k, then the estimated remainder will ber = x − mq = x − m(q − k) = x − mq + km. Consider the following steps for a modified Barrett reduction algorithm : In practice, we note that the last conditional addition is not required on most processors that use the two's-complement system. We also remove the final subtraction loop in Algorithm 2 as we want multiples of the modulus left in the remainder. As in the Montgomery reduction case, we consider integers x of size 2n + 2i to be reduced modulo m of size n. Hence, the output of the reduction algorithm needs to be at most of size n + i. We know from Dhem's work that the error in the estimation of the quotient is such that :
We choose α = n + 2i and β = −1, hence the estimated quotient is, at most, undervalued by 2, i.e. ≤ 2. We do not need to minimize the error for our proposition as it would add complexity to the reduction algorithm. However the error can not be too large as for the final normalization step we need to subtract the remaining multiples of the modulus relatively quickly. If r is the output of this modified Barrett reduction, we have:
From Eq. (5), we deduce that the random integer k needs to be defined such that k < b i − 2. We simply note µ = µ n+2i = b 2n+2i /m in the following. We define a dynamic redundant Barrett reduction algorithm (Algorithm 5). As previously, we note that the randomization can be parametrized such that if we fix k = 0, we obtain an efficient time constant Barrett reduction. 
Algorithm 5 Dynamic redundant Barrett reduction algorithm
b i − 2 2: q1 ← x/b n−1 , q2 ← µ q1 3: q3 ← q2/b n+2i+1 , q3 ← q3 − k 4: r1 ← x mod b n+2i , r2 ← mq3 mod b n+2i , r ← r1 − r2 5: return r
Efficiency and Security Evaluation
As previously stated, we only study reduction algorithms and leave out of our study the use of interleaved multiplication and reduction. Hence, we compare the complexity of reduction algorithms alone. Each algorithm needs a multiprecision multiplication for its intermediate results. We consider Comba's multiplication [8] as it is very interesting in embedded devices. This method is often called column-wise multiplication or product scanning method. Note that an evolution of Comba's multiplication, called hybrid multiplication, is presented in [17] . The authors combine column-wise and line-wise multiplication techniques for better efficiency. In order to compare the performance of the algorithms, we consider the number of base multiplications, i.e. multiplication of two b-bit operands.
We first analyze the standard Montgomery reduction (Algorithm 1). The operation s 2 ← βs 1 mod R can be computed as a partial multiplication. In fact, only the lower words of βs 1 are needed for the result s 2 . We recall that R = b n with n the size of the modulus in words. The multiplicands β and s 1 are two n-words values. Instead of n 2 base multiplications, this operation can be computed with n+1 2 = (n 2 +n)/2 base multiplications. The next multiplication, s 3 ← ms 2 has to be fully computed using n 2 base multiplications. Hence the standard Montgomery reduction requires (3n 2 + n)/2 base multiplications. Figure 1a represents the computation of q 3 . Figure 1b represents the computation of r 2 . The striped lines correspond to operations that are not needed for these partial multiplications.
The standard Barrett reduction (Algorithm 2) benefits also from partial multiplications. Only the highest words of the multiplication q 2 ← µq 1 are needed to compute q 3 ← q 2 /b n+1 . As noted in [13, Note 14 .45], the n + 1 least significant words of q 2 are not needed. If b > n, we can compute the multiplication starting at the n − 1 least significant word and we will have an error at most 1. The complexity is (n + 1) 2 − n 2 = (n 2 + 5n + 2)/2 base multiplications. The operation r 2 ← mq 3 mod b n+1 can also be computed using a partial multiplication as only the n + 1 least significant words are required. Its complexity is n+1 2 + n = (n 2 + 3n)/2. Finally, the complexity of the standard Barrett reduction is n 2 + 4n + 1 base multiplications. The two partial multiplications used in the Barrett reduction are represented in Figure 1 .
Using similar considerations as for the standard reduction algorithms, we analyze the complexity of our dynamic redundant reduction algorithms. The dynamic redundant Montgomery reduction (Algorithm 4) requires n+2i+1 2 + n(n + 2i + 1) = (3n 2 + 3n)/2 + i(4n + 2i + 1) base multiplications for a given i. We recall that i bounds the maximum number of multiples of the modulus that can be added. The dynamic redundant Barrett reduction (Algorithm 5) requires n 2 + 3n + 1 + i(4n + 2i + 5) base multiplications. Table 1 summarizes the complexities. Table 1 : Summary of the complexities of the different modular reduction algorithms in the number of base multiplications for a n-word modulus.
Algorithm
Number of base multiplications
We evaluate a practical implementation of the different reduction algorithms on a AVR 8-bit ATmega 2561 processor [4] running at 16 MHz. A 512-bit modulus is chosen randomly and fixed. Each reduction is implemented in assembly and use the same column-wise multiplication code. The results are summarized in Table 2 . Using either Montgomery's or Barrett's technique, we first remark that redundant arithmetic allows time constant reductions as the final subtractions are removed of both standard algorithms. We also note our proposition is more efficient using Barrett reduction. In fact, the dynamic redundant Barrett reduction with i = 1 is faster than the standard Barrett. If the randomization is not needed, we can fix the random k = 0 in Algorithm 5 and compute a constant time dynamic redundant Barrett with i = 1 more efficiently than the classic Barrett. Note that even if the complexity in base multiplication of our algorithm with i = 1 is slightly higher than the standard Barrett (see Table 1 ), our propositions remove the final loop of the Barrett reduction. Hence, for small values of i, we can obtain a dynamic redundant Barrett reduction faster than the standard one. We define the function Normalize(x, m) = x mod m as a simple loop that computes subtractions x = x − m as long as x ≥ m. Algorithm 6 illustrates the use of dynamic redundant modular arithmetic in an exponentiation algorithm. We first note that the static redundant arithmetic exponentiation (Algorithm 3) requires one more n-word parameter, i.e. we need to store both m and C = cm, whereas the dynamic version only needs the modulus m. Moreover, in Algorithm 6, for given pre-computed values β and R with a fixed i, one can choose to use a function rand() that generates random integers in [0,
In particular, we can fix i = 0 in the exponentiation algorithm if no randomization is needed. In the static redundant case, values C, β C and R C need to be pre-computed again if the amount of random needs to be lower for a particular exponentiation.
Algorithm 6 Multiply always exponentiation using dynamic redundant Montgomery arithmetic
Input: positive integers e = (e l−1 , . . . , e0)2, x, m, β and R . Let rand() be a function that generates a random integer in [0,
t ← t ⊕ ei, i ← i − 1 + t 8: end while 9: R0 ← DRMontRed(R0R −1 , m, R , β ) 10: R0 ← Normalize(R0, m) 11: return R0 Amiel et al. showed in [1] that the Hamming weight of the output of a multiplication x × y can be distinguished whether y = x or y = x. Hence, they can defeat atomic implementations of exponentiation algorithms. Using redundant arithmetic as in Algorithm 6, we note that the representation of R t can be easily randomized prior to the multiplication R 0 × R t . Hence, even if t = 0, the output of the multiplication R 0 × R t cannot be distinguished anymore by this attack.
Left-to-right atomic exponentiation algorithms seems particularly vulnerable to combined attacks [3, 16] . In left-to-right algorithms, the value of one register, e.g. R 1 , is generally fixed to the value of the input message x during the exponentiation. If a precise fault is injected in R 1 , an attacker can detect with a simple side-channel analysis when this register is used during the exponentiation, hence the attacker can recover the exponent. Using our dynamic redundant modular propositions, as in the left-to-right Algorithm 6, we can note that the representation of register R 1 is randomized during the exponentiation. Hence, combined attacks as presented in [3] are no longer able to recover the full exponent.
Dynamic redundant reduction algorithms provide a countermeasure against differential side-channel attacks for public key algorithms. Our solution is an alternative to the classical message blinding [14] . However, as pointed out by Smart et al. [18] , redundant arithmetic may not be as interesting in elliptic curve cryptography. In fact, if the modulus is a generalized Mersenne prime [19] , masking using multiples of the modulus is not as suitable. However, for random modulus, as in RSA, this technique provides a very good defense against differential side-channel attacks for a minimal overhead.
Conclusion
We study in this paper the use of redundant arithmetic as a differential sidechannel countermeasure. We extend the work of Smart et al. [18] by proposing dynamic redundant modular reduction algorithms based on Montgomery's and Barrett's techniques. Our algorithms are parametrized and offer a good flexibility in order to control the amount of randomization as well as the size of the operands. The dynamic randomization of the data inside an exponentiation algorithm can also thwart more refined side-channel attacks. As we remove the final subtraction steps in both standard algorithms, our propositions are time constant and efficient.
