Asymptotic behaviour of weighted differential entropies in a Bayesian
  problem by Kelbert, Mark & Mozgunov, Pavel
ar
X
iv
:1
50
4.
01
61
2v
4 
 [c
s.I
T]
  2
9 J
ul 
20
15
Asymptotic behaviour of weighted differential entropies in
a Bayesian problem
Mark Kelbert ∗and Pavel Mozgunov†
International Laboratory of Stochastic Analysis and Its Applications
National Research University Higher School of Economics
Moscow, Russia
Department of Mathematics
Swansea University
Swansea, UK
Abstract
We consider a Bayesian problem of estimating of probability of success in a series
of conditionally independent trials with binary outcomes. We study the asymptotic be-
haviour of differential entropy for posterior probability density function conditional on x
successes after n conditionally independent trials, when n → ∞. It is shown that after
an appropriate normalization in cases x ∼ n x ∼ nβ (0 < β < 1) limiting distribution
is Gaussian and the differential entropy of standardized RV converges to differential en-
tropy of standard Gaussian random variable. When x or n− x is a constant the limiting
distribution in not Gaussian, but still the asymptotic of differential entropy can be found
explicitly.
Then suppose that one is interested to know whether the coin is fair or not and for
large n is interested in the true frequency. To do so the concept of weighted differential
entropy introduced in [1] is used when the frequency γ is necessary to emphasize. It was
found that the weight in suggested form does not change the asymptotic form of Shannon,
Renyi, Tsallis and Fisher entropies, but change the constants. The main term in weighted
Fisher Information is changed by some constant which depend on distance between the
true frequency and the value we want to emphasize.
In third part we derived the weighted versions of Rao-Crame´r, Bhattacharyya and
Kullback inequalities. This result is applied to the Bayesian problem described above.
The asymptotic forms of these inequalities are obtained for a particular class of weight
functions.
AMS subject classification: 94A17, 62B10, 62C10
Key words: weighted differential entropy, Renyi entropy, Tsallis entropy, Fisher informa-
tion, Rao-Crame´r inequality, Bhattacharyya inequality, Kullback inequality
∗Electronic address: mark.kelbert@gmail.com
†Electronic address: pmozgunov@gmail.com; corresponding author
1
Contents
1 Introduction 2
2 Asymptotic of Shannon’s differential entropy 5
3 Asymptotic of weighted differential entropies 11
4 Weighted Rao-Crame´r inequality 21
5 Weighted Bhattacharyya inequality 25
6 Weighted Kullback inequality 30
1 Introduction
Let U be a random variable (RV) that uniformly distributed in interval [0, 1]. Given a realization
of this RV p, consider a sequence of conditionally independent identically distributed ξi, where
ξi = 1 with probability p and ξi = 0 with probability 1− p. Let xi, each 0 or 1, be an outcome
in trial i. Denote by Sn = ξ1 + . . . + ξn, by x = (xi, i = 1, ..., n) and by x = x(n) =
∑n
i=1 xi.
Note that RVs (ξi) are positively correlated. Indeed, P (ξi = 1, ξj = 1) =
∫ 1
0
p2dp = 1/3 if i 6= j,
but P (ξi = 1)P (ξj = 1) = (
∫ 1
0
pdp)2 = 1/4.
The probability that after n trials the exact sequence x will appear:
P(ξ1 = x1, ..., ξn = xn) =
∫ 1
0
px(1− p)n−xdp = 1
(n+ 1)
(
n
x
) . (1.1)
This implies that the posterior probability density function (PDF) of the number of x successes
after n trials is uniform:
P(Sn = x) =
1
(n+ 1)
, x = 0, . . . , n.
The posterior PDF given the information that after n trials one observes x successes takes
the form
fp|Sn(p|ξ1 = x1, ..., ξn = xn) = (n+ 1)
(
n
x
)
px(1− p)n−x. (1.2)
Note that conditional distribution given in (1.2) is a Beta-distribution B(x+ 1, n− x+ 1). “It
is known that Beta-distribution is asymptotically normal with its mean and variance as x and
(n − x) tend to infinity, but this fact is lacking a handy reference”(see [7, p.1]). That is why,
we give the proof of this fact in two cases.
The RV Z(n) with PDF (1.2) has the following expectation:
E[Z(n)|Sn = x] = x+ 1
n+ 2
, (1.3)
and the following variance:
V[Z(n)|Sn = x] = (x+ 1)(n− x+ 1)
(n + 3)(n+ 2)2
. (1.4)
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Recall: hd(f) is the differential entropy of some RV Z with PDF f :
hd(f) = −
∫
R
f(z)log(f(z))dz (1.5)
with convention 0log0 = 0. Note that after a linear transformation of RV Z to RV X with
some PDF g(x) where X = d1Z + d2 differential entropy of RV X transforms in the following
way [5, 13]:
hd(g) = hd(f) + logd1 (1.6)
Let Z¯ be a standard Gaussian RV with PDF ϕ then the differential entropy of Z¯ [13]:
hd(ϕ) =
1
2
log (2πe) .
The goal of the first part of the work is to study the asymptotic behaviour of differential
entropy of the following RVs:
1. Z
(n)
α with PDF f
(n)
α given in (1.2) when x = x(n) ∼ αn, where 0 < α < 1
2. Z
(n)
β with PDF f
(n)
β given in (1.2) when x = x(n) ∼ nβ , where 0 < β < 1
3. Z
(n)
x with PDF f
(n)
x given in (1.2) when x = c1 and Z
(n)
n−x with PDF f
(n)
n−x given in (1.2)
when n− x(n) = c2 where c1 and c2 are some constants.
We will demonstrate that the limiting distributions of standardized RV when n→∞ in the
cases 1 and 2 are Gaussian. However, the asymptotic normality does not imply automatically
the limiting form of differential entropy. In general the problem of taking the limits under the
sign of entropy is rather delicate and was extensively studied in literature, cf., i.e., [6, 12]. In
the third case the limiting distribution is not Gaussian, but still the asymptotic of differential
entropy can be found explicitly.
In second part of the paper (section 3) we suppose that one is interested to know whether
the coin is fair or not and for large n is interested in true frequency. So the goal of a statistical
experiment in twofold: on the initial stage an experimenter is mainly concerns whether the coin
is fair (i.e. p = 1/2) or not. As the size of a sample grows, he proceeds to estimating the true
value of the parameter anyway. We want to quantify the differential entropy of this experiment
taking into account its two sided objective. It seems that quantitative measure of information
gain of this experiment is provided by the concept of weighted differential entropy [4, 1, 15, 16].
In our case φ(x) is a weight function that underline the importance of 0.5.
The goal of the second part of work is to study the weighted Shannon (1.15), Renyi (1.8),
Tsallis (1.9) and Fisher (1.16) entropies [5]:
hφ(f) = −
∫
R
φ(n)(p)f(p)logf(p)dp, (1.7)
Hφν (f) =
1
1− ν log
∫
R
φ(n)(z) (f(z))ν dz (1.8)
Sφq (f) =
1
q − 1
(
1−
∫
R
φ(n)(z) (f(z))q dz
)
(1.9)
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Iφ(θ) = E
(
φ(n)(Z)
(
∂
∂θ
logf(Z; θ)
)2 ∣∣∣θ
)
(1.10)
where Z = Z(n) is a RV with PDF f given in (1.2) and φ(n)(p) is a weight function that
underline the importance of some particular value. The following special cases are considered:
1. φ(n)(p) = 1
2. φ(n)(p) depends both on n and p
We will denote by γ the frequency that we want to emphasize (the 0.5 in the example
above). We assume that φ(x) ≥ 0 for all x. Choosing the weight function we adopt the
following normalization rule: ∫
R
φ(n)(p)f (n)(p)dp = 1 (1.11)
It can be easily checked that if weight function φ(n)(p) satisfies (3.33) then the Renyi
weighted entropy (1.8) and Tsallis weighted entropy (1.9) tend to Shannon’s weighted entropy
as ν → 1 and q → 1 correspondingly.
Considering the goal of including the weight function - emphasizing some particular value,
we consider the following weight function:
φ(n)(p) = Λ(n)(γ)pγ
√
n(1− p)(1−γ)
√
n, (1.12)
where Λ(n)(γ) is found from the normalizing condition (3.33) and is given explicitly in (3.1). This
weight function is selected as a model example with a twofold goal to emphasize a particular
value γ for moderate n, while preserving the true frequency p∗.
In the third part of paper (Section 4,5 and 6) we recall the statistical experiment with binary
outcomes where the main objective is to find out whether the probabilities of success and failure
are equal. In other words, the statistical decisions in a neighbourhood of a particular value
γ = 1/2 are especially sensitive. It is clear that if an experimenter wrongly declares that the
parameter of interest is in a small neighbourhood of particular value γ = 1/2 than the penalty
of this error should be more severe than for a similar error far from the sensitive area. Similar
models of sensitive estimator appear in many fields of statistics. For this reason we start with
the general framework and then specialize it to the case of binary trials as an example.
Consider RV Z ∈ Rd with PDF f(z) or family of RV Zθ ∈ Rd with PDF fθ where θ ∈ Θ ⊂ Rm
is the vector of parameters of PDF fθ. Denote z = [z1, . . . , zd]
T. Let φ(.) be the positive weight
function that emphasizes particular value γ , Eφθ (Z) be the weighted expectation of random
vector Z with PDF fθ
g(θ) ≡ Eφθ (Z) =
∫
Rd
zfθ(z)φ(z)dz (1.13)
and Eθ(Z) be the classic expectation of random vector Z with PDF fθ
e(θ) ≡ Eθ(Z) =
∫
Rd
zfθ(z)dz. (1.14)
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Quantitative measures of information gain of experiments of the type described above are
provided by the weighted Shannon differential entropy [1, 15, 16]
hφ(fθ) = −
∫
Rd
φ(z)fθ(z) log fθ(z)dz, (1.15)
the weighted (m×m) Fisher information matrix
Iφ(θ) = Eφθ
[(
∂
∂θ
logfθ(Z)
)(
∂
∂θ
logfθ(Z)
)T]
(1.16)
where ∂
∂θ
is the notation for the gradient (the vector ∂
∂θ
logfθ(Z) is the score), and the weighted
Kullback-Leibler divergence of g from f [14]
D
φ(f ||g) =
∫
Rd
φ(z)f(z)log
f(z)
g(z)
dz. (1.17)
For simplicity we assume that the inverse Fisher matrix exists, but, in a general case, under
inverse we understand the Moore-Penrose pseudoinverse. Also it is shown that in this context
it is more convenient to study the calibrated Kullback-Leibler divergence defined in [14]:
Kφ(f ||g) =
∫
Rd
φ(z)
f(z)
C(f)
log
f(z)C(g)
g(z)C(f)
dz = D(f˜ ||g˜) (1.18)
where C(f) =
∫
Rd
φ(z)f(z)dz, f˜ = φ(z)f(z)C(f)−1 and D(f ||g) is the standard Kullback-
Leibler divergence of g from f
D(f ||g) =
∫
Rd
f(z)log
f(z)
g(z)
dz. (1.19)
The goal of the third part is twofold. Firstly, the weighted analogous of the Rao-Crame´r,
Bhattacharyya and Kullback inequalities will be derived in a general case. Secondly, these
inequalities will be illustrated in the example described above which has an independent interest.
2 Asymptotic of Shannon’s differential entropy
Theorem 1. Let Z˜
(n)
α = n
1
2 (α(1 − α))− 12 (Z(n)α − α) be a RV with PDF f˜ (n)α . Let Z¯ ∼ N (0, 1)
be the standard Gaussian RV, then
(a) Z˜
(n)
α weakly converges to Z¯:
Z˜(n)α ⇒ Z¯ as n→∞.
(b) The differential entropy of Z˜
(n)
α converges to differential entropy of Z¯:
lim
n→∞
h(f˜ (n)α ) =
1
2
log (2πe) .
(c) The Kullback-Leibler divergence of ϕ from f˜
(n)
α tends to 0 as n→∞:
lim
n→∞
D(f˜ (n)α ||ϕ) = 0.
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Proof. (a) Let x = x(n) = αn where 0 < α < 1 and consider RV
Z˜(n)α = n
1
2 (α(1− α))− 12 (Z(n)α − α).
We proceed by the method of characteristic functions, and establish that:
φ(t) = E[eitZ˜
(n)
α ]→ e−t2/2 (2.1)
for all t ∈ R. Indeed
φ(t) =
∫ 1
0
e
it
(p−α)
√
n√
α(1−α) f (n)α (p)dp = (n + 1)
(
n
x
)
e
it
(−α)
√
n√
α(1−α)
∫ 1
0
e
it p
√
n√
α(1−α) px(1− p)n−xdp
and consider the integral:
I(t, α, n) =
∫ 1
0
e
n(it p√
α(1−α)n
+αlogp+(1−α)log(1−p))
dp. (2.2)
Denote g(p) = it p√
α(1−α)n+αlogp+(1−α)log(1−p). The integrand in (2.2) has a narrow sharp
peak, and the integral is completely dominated by the maximum of Re[g(p)] when n→∞. For
fixed values of t, α and n→∞, it can be studied by the saddle point method [8, Theorem 1.3,
p.170]:
I(t, α, n) ≃ eng(p∗)
√
2π
−ng′′(p∗)
(
1 +O
(
1
n
))
. (2.3)
Find the point of maximum of Re[g(p)] and deform initial contour [0, 1] into the steepest descent
contour through the saddle point:
p∗ = α+ it
√
(1− α)α√
n
+O
(
1
n
)
.
So, φ(t) takes the form:
φ(t) = e−t
2
(n+ 1)
(
n
x
)
(p∗)x(1− p∗)n−x
√
2π
−ng′′(p∗) +O
(
1
n
)
.
Here and below x = ⌊αn⌋. Next, by Stirling’s formula:
(n + 1)
(
n
x
)
≃ (n+ 1) n
n
xx(n− x)(n−x)
√
n
2πx(n− x) .
So, the straightforward computation yields:
(p∗)x(1− p∗)n−x ≃ αx(1− α)(n−x)eit
√
(1−α)αn+ (1−α)t2
2
−it
√
(1−α)αn+αt2
2 =
= e
t2
2
(x
n
)x(n− x
n
)n−x
.
It can be checked that next term in asymptotic of logp∗ (as well as log(1− p∗)) is decaying to
0 after multiplication of αn and (1− α)n, correspondingly.
We have for t ∈ R
φ(t) ≃ e−t2 (n+ 1)n
n
xx(n− x)(n−x)
√
n
2πx(n− x)e
t2
2
(x
n
)x(n− x
n
)n−x√
2πx(n− x)
n3
≃
≃ e− t
2
2
.
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This fact establishes pointwise convergence of characteristic function to its Gaussian limit and
it completes the proof of part (a).
(b) Write the differential entropy in the form:
h(f (n)α ) = −
(
log
[
(n+ 1)
(
n
x
)]
+ (n + 1)
(
n
x
)
xI1 + (n + 1)
(
n
x
)
(n− x)I2
)
(2.4)
where
I1 =
∫ 1
0
px(1− p)n−xlogpdp, (2.5)
I2 =
∫ 1
0
px(1− p)n−xlog(1− p)dp. (2.6)
Integrals I1 and I2 can be computed explicitly by reducing to the standard integral∫ 1
0
xµ−1(1− xr)ν−1logxdx = 1
r2
B
(µ
r
, ν
)(
ψ
(µ
r
)
− ψ
(µ
r
+ ν
))
(2.7)
where ψ(x) is the digamma function, and B(x, y) is the Beta-function [9, #4.253.1] and in
considering case r ≡ 1, µ− 1 ≡ x, ν − 1 ≡ n− x.
For integral I1, we get:
U1 = (n+ 1)
(
n
x
)
xI1 = −x(ψ(n + 2)− ψ(x+ 1)).
Similarly, for the second integral I2, we obtain:
U2 = (n+ 1)
(
n
x
)
(n− x)I2 = −(n− x)(ψ(n + 2)− ψ(n− x+ 1)).
After summation of these two integrals and using the asymptotic for digamma function [9,
#8.362.2], we obtain:
U1 + U2 = xlogx− nlogn+ (n− x)log(n− x)− 1
2
+O
(
1
n
)
.
Next, we apply the Stirling formula to the first term in (2):
U0 = log
[
(n + 1)
(
n
x
)]
= nlogn− xlogx− (n− x)log(n− x)+
+
1
2
logn− 1
2
logα− 1
2
log(1− α)− log(
√
2π) +O
(
1
n
)
.
.
Here as before x = ⌊αn⌋. So, we obtain the following asymptotic of the differential entropy:
lim
n→∞
[
h(f (n)α )−
1
2
log
2πe[α(1− α)]
n
]
= 0. (2.8)
Due to (1.6), the differential entropy of RV Z˜
(n)
α has the form:
lim
n→∞
[
h(f˜ (n)α )
]
=
1
2
log (2πe) . (2.9)
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(c) By the definition of the the Kullback-Leibler divergence:
D(f˜ (n)α ||ϕ) = −h(f˜ (n)α )−
∫ 1
0
f˜ (n)α (p) logϕ(p)dp
= −1
2
log (2πe) +
1
2
log(2π) +
1
2
∫ 1
0
p2f˜ (n)α dp+O
(
1
n
)
= O
(
1
n
)
,
∫ 1
0
p2f˜
(n)
α dp = 1 +O
(
1
n
)
is the second moment of Z˜
(n)
α . It completes the proof.
Theorem 2. Let Z˜
(n)
β = n
1−β/2(Z(n)β − nβ−1) be a RV with PDF f˜ (n)β and Z¯ ∼ N (0, 1) then
(a) Z˜
(n)
β weakly converges to Z¯:
Z˜
(n)
β ⇒ Z¯ as n→∞.
(b) The differential entropy of Z˜
(n)
β converges to differential entropy of Z¯:
lim
n→∞
h(f˜
(n)
β ) =
1
2
log (2πe) .
(c) The Kullback-Leibler divergence of ϕ from f˜
(n)
β tends to 0 as n→∞:
lim
n→∞
D(f˜
(n)
β ||ϕ) = 0.
Proof. (a) Let x = x(n) = nβ where 0 < β < 1 and consider Z˜
(n)
β such that
Z˜
(n)
β = n
1−β/2(Z(n)β − nβ−1).
In this case, it is more convenient to proceed by the method of moments. We use the following
classical result. Let fn be a sequence of distribution functions with finite moments µk(n), and
µk(n) tends to νk for each k as n → ∞ where νk are moments of distribution f , and the
distribution f is uniquely defined by its moments, then fn weakly converges to f as n → ∞
[11].
Consider RV Z˜
(n)
β = n
1−β/2(Z(n)β − nβ−1) where Z(n)β has PDF (1.2) when x = ⌊nβ⌋ and
compute all moments of Z˜
(n)
β . First, E(Z˜
(n)
β ) → 0 as n→∞ because E(Z(n)β ) = nβ−1 + O
(
1
n
)
.
Next, we check that E
[(
Z˜
(n)
β
)2]
= n2(1−β/2)E(Z(n)β − nβ−1)2 → 1 as n→∞. Compute central
moments for any k > 1:
E
[(
Z˜
(n)
β
)k]
= nk−
βk
2 (1− n1−β)−k(1− nβ−1)k 2F1[−k, nβ + 1;n+ 2;n1−β] (2.10)
where 2F1[−k, nβ + 1;n + 2;n1−β] is the hypergeometric function, which, in this case, is the
polynomial:
2F1[−k, nβ + 1;n+ 2;n1−β] =
k∑
i=0
(−1)i
(
k
i
)
(nβ + 1)i
(n+ 2)i
ni(1−β)
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where (q)n is the rising Pochhammer symbol. For n > 0
(q)n = q(q + 1)...(q + n− 1)
and (q)0 = 1.
Consider asymptotic of terms separately:
nk−
βk
2 (1− n1−β)−k(1− nβ−1)k ≃ O(nkβ2 )
and
2F1[−k, nβ + 1;n+ 2;n1−β] ≃ O(n−[0.5+0.5k]β) (2.11)
where ⌊k⌋ is the integer part of k. For k odd:
nk(1−β/2)E(Z(n)β − nβ−1)k = O(n
kβ
2 )O(n−[0.5+0.5k]β) ≃ O(n−β/2)→ 0 (2.12)
as n→∞. For k even:
nk(1−β/2)E(Z(n)β − nβ−1)k = O(n
kβ
2 )O(n−[0.5+0.5k]β) = O(1). (2.13)
We see that every even central moment tends to a constant which is the coefficient in front
of term n−[0.5+0.5k]β in the hypergeometric function. For k even, we have:
nk(1−β/2)E(Z(n)β − nβ−1)k → (k − 1)!. (2.14)
These imply that RV Z˜
(n)
β weakly converges to the standard Gaussian RV.
(b) Write the differential entropy in the form:
h(f
(n)
β ) = −
(
log
[
(n + 1)
(
n
x
)]
+ (n+ 1)
(
n
x
)
xI1 + (n+ 1)
(
n
x
)
(n− x)I2
)
=
= −(U0 + U1 + U2)
(2.15)
where I1 and I2 are defined in (2.5) and (2.6) and can be computed explicitly by (2.7).
As before, we apply the Stirling formula for U0:
U0 = nlogn− xlogx− (n− x)log(n− x) + logn
+
1
2
(−lognβ − log(1− nβ−1))− 1
2
log(2π) +O
(
1
nβ
)
.
As far as 0 < β < 1 the reminder tends to 0 as n→∞. Note that the rate of decaying depends
on parameter β, contrary to reminder in Theorem 1. Now U1+U2 can be computed as follows:
U1 + U2 = xlogx− nlogn+ (n− x)log(n− x)− 1
2
+O
(
1
nβ
)
.
So, we proved that
lim
n→∞
[
h(f
(n)
β )−
1
2
log
2πe(1− nβ−1)
n2−β
]
= 0
Due to (1.6), the differential entropy of RV Z˜
(n)
β has the form:
lim
n→∞
h(f˜
(n)
β ) =
1
2
log (2πe) .
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(c) Similarly, by the definition of the the Kullback-Leibler divergence:
D(f˜
(n)
β ||ϕ) = −h(f˜ (n)β )−
∫ 1
0
f˜
(n)
β (p) logϕ(p)dp
= −1
2
log (2πe) +
1
2
log(2π) +
1
2
∫ 1
0
p2f˜
(n)
β dp +O
(
1
nβ
)
= O
(
1
nβ
)
,
∫ 1
0
p2f˜
(n)
β dp = 1 +O
(
1
nβ
)
is the second moment of Z˜
(n)
β .
Theorem 3. Let Z˜
(n)
c1 = nZ
(n)
c1 be a RV with PDF f˜
(n)
c1 and Z˜
(n)
n−c2 = nZ
(n)
n−c2 be a RV with PDF
f˜
(n)
n−c2. Denote Hk = 1+
1
2
+. . .+ 1
k
the partial sum of harmonic series and γ the Euler-Mascheroni
constant, then
(a) lim
n→∞
h(f˜ (n)c1 ) = c1 +
c1−1∑
i=0
log(c1 − i)− c1(Hc1 − γ) + 1.
(b) lim
n→∞
h(f˜
(n)
n−c2) = c2 +
c2−1∑
i=0
log(c2 − i)− c2(Hc2 − γ) + 1.
Proof. (a) Let x = c1 where c1 is a some integer constant. Consider the differential entropy:
h(f
(n)
c1 ) = −(U0+U1+U2) where U0, U1 and U2 defined in (2.15). Applying the Stirling formula
for U0:
U0 = logn− log(x!) + xlogn +O
(
1
n
)
.
Next, we compute U1+U2 via formula (2.7) as before. The only difference will be in asymptotic
of digamma functions [9, #8.365.3, #8.365.4], because of x = c1 where c1 is constant:
ψ(n−x+1) ≃ logn+ 1/2−x
2n
, and ψ(x+1) = Hx−γ, here Hx is the partial sum of harmonic
series and γ stands for the Euler-Mascheroni constant. Using that x = c1:
lim
n→∞
[
h(f (n)c1 ) + logn
]
= c1 +
c1−1∑
i=0
log(c1 − i)− c1(Hc1 − γ) + 1.
Due to (1.6) it can be written in the following form:
lim
n→∞
h(f˜ (n)c1 ) = c1 +
c1−1∑
i=0
log(c1 − i)− c1(Hc1 − γ) + 1.
(b) Let n−x(n) = c2 where c2 is some integer constant. In a similar way we compute h(f (n)n−c2)
where n− x = c2 and c2 is a constant. The asymptotic of digamma function is given as follows
[9, #8.365.4]:
ψ(n− x+ 1) = Hc2 − γ where x = n− c2,
and the final result for differential entropy:
h(f
(n)
n−c2) = −logn+ c2 − c2(Hc2 − γ) +
c2−1∑
i=0
log(c2 − i) + 1 +O
(
1
n
)
.
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In terms of standardized RV Z˜
(n)
n−c2 we obtain due to (1.6):
lim
n→∞
h(f˜
(n)
n−c2) = c2 +
c2−1∑
i=0
log(c2 − i)− c2(Hc2 − γ) + 1.
3 Asymptotic of weighted differential entropies
The normalizing constant in the weight function (1.12) is found from the condition (3.33). We
obtain that:
Λ(n)(γ) =
Γ(x+ 1)Γ(n− x+ 1)Γ(n+ 2 +√n)
Γ(x+ γ
√
n+ 1)Γ(n− x+ 1 +√n− γ√n)Γ(n+ 2) . (3.1)
We denote by ψ(0)(x) = ψ(x) and by ψ(1)(x) the digamma function and its first derivative
respectively.
ψ(n)(x) =
dn+1
dxn+1
log (Γ(x)) (3.2)
In further calculations we will need the asymptotic of these functions:
ψ(x) = log(x)− 1
2x
+O
(
1
x2
)
as x→∞,
ψ(1)(x) =
1
x
+
1
2x2
+O
(
1
x3
)
as x→∞.
Proposition 1. Let Z(n) be a RV with f (n) - conditional PDF after n trials given by (1.2),
hφ(f
(n)
α ) - the weighted Shannon entropy of Z(n) given in (1.15) . When x = αn (0 < α < 1)
and the weight function φ(n)(p) is given in (1.12)
lim
n→∞
(
hφ(f (n)α )−
1
2
log
(
2πeα(1− α)
n
))
=
(α− γ)2
2α(1− α) . (3.3)
If the α = γ then the asymptotic of hφ(f) is exactly the asymptotic of differential Shannon’s
entropy with φ(n)(p) = 1.
Proof. The Shannon differential entropy of PDF f (n)(p) = f(p) given in (1.2) and weight
function φ(n)(p) given in (1.12) takes the form:
hφ(f) = log
[
(n+ 1)
(
n
x
)]
+ x
∫ 1
0
log(p)φ(n)(p)f(p)dp+ (n− x)
∫ 1
0
log(1− p)φ(n)(p)f(p)dp
The integrals can be computed explicitly [9] (page 552):
∫ 1
0
xµ−1(1− xr)ν−1log(x)dx = 1
r2
B
(µ
r
, ν
)(
ψ
(µ
r
)
− ψ
(µ
r
+ ν
))
,
Applying this formula for integral, we get:
11
∫ 1
0
log(p)φ(n)(p)f(p)dp = ψ(x + z + 1) − ψ(n + √n + 2), where z = γ√n and ψ(x) is a
digamma function.∫ 1
0
log(1− p)φ(n)(p)f(p)dp = ψ(n− x+√n− z + 1)− ψ(n+√n+ 2)
So we have that
hφ(f) = log
[
(n+ 1)
(
n
x
)]
+xψ(x+z+1)+(n−x)ψ(n−x+√n−z+1)−nψ(n+√n+2).
By Stirling’s formula we have that for x = αn:
log
[
(n+ 1)
(
n
x
)]
= nlog(n) − xlogx − (n − x)log(n − x) + 1
2
log(n) − 1
2
log(α)− 1
2
log(1 −
α)− log
√
2π +O
(
1
n
)
Using the asymptotic for digamma function
ψ(x+ z + 1) = log(x) +
γ
√
n
x
+
α− γ2
2αx
+O
(
1
n3/2
)
ψ(n− x+√n− z + 1)) = log(n− x) + (1− γ)
√
n
n− x +
2γ − γ2 − α
2(1− α)(n− x) +O
(
1
n3/2
)
ψ(n+
√
n + 2) = log(n) +
√
n
n
+O
(
1
n
)
,
we get
hwφ (f
(n)) =
1
2
log
2πe[α(1− α)]
n
+
(α− γ)2
2α(1− α) +O
(
1
n
)
(3.4)
The first term in (3.4) is differential entropy with weight φ ≡ 1 of Gaussian RV. Moreover, note
that the asymptotic of the weighted entropy exceeds classical entropy studied above. The only
difference is constant, which tend to zero if γ → α.
Theorem 4. Let Z(n) be a RV with f (n) - conditional PDF after n given by (1.2) and with
weighted Renyi differential entropy Hν(f
(n)) given in (1.8).
(a) When both (x) and (n− x) tend to infinity as n→∞ in the case φ(n)(p) = 1,
lim
n→∞
(
Hν(f
(n))− 1
2
log
2πx(n− x)
n3
)
= − log(ν)
2(1− ν) . (3.5)
For any fixed n when ν → 1 Renyi’s differential entropy of Z(n) tends to Shannon’s differential
entropy of Z(n).
(b) When x = αn (0 < α < 1) and the weighted function is given in (1.12)
lim
n→∞
(
Hφν (f
(n)
α )−
1
2
log
2πα(1− α)
n
)
= − log(ν)
2(1− ν) +
(α− γ)2
2α(1− α)ν . (3.6)
For any fixed n the Renyi weighted differential entropy tends to Shannon’s weighted differential
entropy RV with PDF given in (1.2) as ν → 1.
Proof. (a) In this case φ(n)(p) ≡ 1, so the Renyi entropy have the form:
(1−ν)Hν(f) = log
∫ 1
0
(f(p))ν dp = νlog
[
(n+ 1)
(
n
x
)]
+log
[∫ 1
0
pνx(1− p)ν(n−x)
]
= U0+U1
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By Stirling formula:
U0 = νlog
[
(n + 1)
(
n
x
)]
= νnlog(n)− νxlog(x)− ν(n−x)log(n−x)+ νlog(n)+ ν
2
log(n)−
ν
2
log(x)− ν
2
log(n− x)− ν
2
log(2π) +O
(
1
n
)
Consider the integral:∫ 1
0
pνx(1− p)ν(n−x) = B(νx + 1, ν(n− x) + 1) = Γ(νx+ 1)Γ(ν(n− x) + 1)
Γ(νn + 2)
So by Stirling formula again:
U1 = log
[
Γ(νx+ 1)Γ(ν(n− x) + 1)
Γ(νn + 2)
]
=
=
[
νxlog(ν) + νxlog(x)− νx+ 1
2
log(ν) +
1
2
log(x) +
1
2
log(2π)
]
+
[
ν(n− x)log(ν) + ν(n− x)log(n− x)− ν(n− x) + 1
2
log(ν) +
1
2
log(n− x) + 1
2
log(2π)
]
−
−
[
νnlog(n) + νnlog(n)− νn + 1
2
log(ν) +
1
2
log(n) +
1
2
log(2π)
]
− log(ν)− log(n)+O
(
1
n
)
.
We obtain that
U0 + U1 =
1− ν
2
log(x) +
1− ν
2
log(n − x) + 1− ν
2
log(2π) − 1
2
log(ν) + νlog(n) − log(n) −
1− ν
2
log(n) +O
(
1
n
)
=
= (1− ν)1
2
(−log(n) + log(x) + log(n− x) + log(2π)− 2log(n))− 1
2
log(ν) +O
(
1
n
)
=
1− ν
2
log
(
2πx(n− x)
n3
)
− 1
2
log(ν) +O
(
1
n
)
So we have that:
Hν(f) =
1
2
log
(
2πx(n− x)
n3
)
− log(ν)
2(1− ν) +O
(
1
n
)
, (3.7)
note that it tends to Renyi differential entropy of Gaussian RV as n→∞.
Taking the limit when ν → 1 and applying L’Hopital’s rule we get that:
Hν→1(f) = lim
ν→1
Hν(f) =
1
2
log
(
2eπx(n− x)
n3
)
+O
(
1
n
)
. (3.8)
For example, when x = αn, 0 < α < 1 the Renyi entropy:
Hν→1(f) =
1
2
log
2πe[α(1− α)]
n
+O
(
1
n
)
,
where the first term is Shannon’s entropy of Gaussian RV with corresponding variance.
Or similarly when x = nβ , 0 < β < 1 the Renyi entropy:
Hν→1(f) =
1
2
log
2πe(1− nβ−1)
n2−β
+O
(
1
nβ
)
where the first term is Shannon’s differential entropy of Gaussian RV with variance σ2 =
1− nβ−1
n2−β
.
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(b) In this case when φ(n)(p) is given in (1.12) and x = αn, the weighted Renyi entropy has
the form:
Hψν (f) =
1
1− ν log
∫ 1
0
φ(n)(p) (f(p))ν dp
∫ 1
0
φ(n)(p) (f(p))ν dp = U1U2U3, where
U1 =
Γ(νx+ γ
√
n+ 1)Γ(ν(n− x) + (1− γ)√n+ 1)
Γ(νn +
√
n+ 2)
; U2 =
(
Γ(n+ 2)
Γ(x+ 1)Γ(n− x+ 1)
)ν−1
;
U3 =
Γ(n+
√
n+ 2)
Γ(x+ z + 1)Γ(n− x+√n− z + 1)
log(U1) = νxlog(x) + zlog(x) +
1
2
log(x) + ν(n − x)log(n − x) + (√n − z)log(n − x) +
1
2
log(2π)− 1
2
log(ν) +
1
2
log(n− x)− νnlog(n)−√nlog(n)− 1
2
log(n)− log(n) + (α− γ)
2
2α(1− α)ν +
1
2
log
(
2πα(1− α)
ν
)
+O
(
1
n
)
log(U2) = νnlog(n)− νxlog(x)− ν(n−x)log(n−x)+ νlog(n)+ ν
2
(log(n)− log(x)− log(n−
x) − log(2π))− nlog(n) + xlog(x) + (n− x)log(n− x)− log(n)− 1
2
(log(n)− log(x)− log(n−
x)− log(2π)) +O
(
1
n
)
log(U3) = log(n) + nlog(n) +
√
nlog(n) − xlog(x) − zlog(x) − (n − x)log(n − x) − (√n −
z)log(n−x)+ 1
2
(log(n)−log(x)−log(2π)−log(n−x))− (α− γ)
2
2α(1− α)−
1
2
log (2πα(1− α))+O
(
1
n
)
Taking all parts together, we obtain that
Hφν (f) =
1
2
log
2πα(1− α)
n
− log(ν)
2(1− ν) +
(α− γ)2
2α(1− α)(1− ν)
(
1
ν
− 1
)
+O
(
1
n
)
(3.9)
Taking the limit when ν → 1 and applying L’Hopital’s rule we get that:
Hφ1 (f) = lim
ν→1
Hν(f) =
1
2
log
2πe[α(1− α)]
n
+
(α− γ)2
2α(1− α) +O
(
1
n
)
(3.10)
So the weighted Reniy entropy tends to Shannon’s weighted entropy as ν → 1.
Proposition 2. For any continuous random variable X with PDF f(x) and for any non-
negative weight function φ(x) which satisfies condition (3.33) and such that∫
R
φ(x)(f(x))ν |log(f(x))|dx <∞,
the weighted Renyi differential entropy Hφν (f) is a non-increasing function of ν and
∂
∂ν
Hφν (f) = −
1
(1 − ν)2
∫
R
z(x)log
z(x)
φ(x)f(x)
dx, (3.11)
where
z(x) =
φ(x)(f(x))ν∫
R
φ(x)(f(x))νdx
Similarly, the Tsallis weighted entropy Sφq (f) given in (1.9) is a non-increasing function of q.
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Proof. We need to show that
∂
∂ν
Hφν (f) ≤ 0.
∂
∂ν
Hφν (f) =
log
∫
R
φ(x)(f(x))νdx
(1− ν)2 +
∫
R
φ(x)(f(x))ν log(f(x))dx
(1− ν) ∫
R
φ(x)(f(x))νdx
= I1 + I2 (3.12)
Denote
z(x) =
φ(x)(f(x))ν∫
R
φ(x)(f(x))νdx
. (3.13)
Note that z(x) ≥ 0 for any x and ∫
R
z(x)dx = 1
Let Q1 =
∫
R
φ(x)(f(x))νdx and Q2 = log
∫
R
φ(x)(f(x))νdx.
Using the substitution (3.13)
Q2 = log(φ(x)) + νlog(f(x))− log(z(x)). (3.14)
We have that
I2 =
1
1− ν
Q1
∫
R
z(x)log(f(x))dx
Q1
=
1
1− ν
∫
R
z(x)log(f(x))dx
I1 + I2 =
1
(1− ν)2
(
log
∫
R
φ(x)(f(x))νdx+ (1− ν)
∫
R
z(x)log(f(x))dx
)
=
1
(1− ν)2 I3
By substitution log(f(x)) using (3.14) we get:
I3 = Q2 + (1− ν)
(
Q2
ν
+
1
ν
∫
R
z(x)log(z(x))dx − 1
ν
∫
R
z(x)log(φ(x))dx
)
=
Q2
ν
+
1
ν
∫
R
z(x)log(z(x))dx−
∫
R
z(x)log(z(x))dx+
∫
R
z(x)log(φ(x))dx− 1
ν
∫
R
z(x)log(φ(x))dx
Applying (3.14) again we get that
I3 =
∫
R
z(x)log(f(x))dx−
∫
R
z(x)log(z(x))dx+
∫
R
z(x)log(φ(x))dx = −
∫
R
z(x)log
(
z(x)
φ(x)f(x)
)
dx
We obtain that
− ∂
∂ν
Hφν (f) =
1
(1− ν)2
∫
R
z(x)log
(
z(x)
φ(x)f(x)
)
dx =
1
(1− ν)2DKL(z||φf). (3.15)
Here DKL(z||φf) is Kullback–Leibler divergence between z and φf which is always non-negative.
Due to conditions φ(x)f(x) ≥ 0 and (3.33), φ(x)f(x) is itself a PDF:∫
R
φ(x)f(x)dx = 1
Similarly, one can show that Tsallis weighted differential entropy given in (1.9) is non-increasing
function of q. So, the result follows.
15
Theorem 5. Let Z(n) be a RV with f (n) - conditional PDF after n trials given by (1.2) with
the weighted Tsallis differential entropy Sq(f
(n)) given in (1.9).
(a) When both (x) and (n− x) tend to infinity as n→∞ and φ(n)(p) = 1,
lim
n→∞
(
Sq(f
(n))− 1
q − 1
(
1− 1√
q
(
2πx(n− x)
n3
) 1−q
2
))
= 0. (3.16)
For any fixed n the Tsallis differential entropy tends to Shannon’s differential entropy as q → 1.
(b) When x = αn and the weight function φ(n)(p) given in (1.12)
lim
n→∞
(
Sφq (f
(n)
α )−
1
q − 1
(
1− 1√
q
(
2πα(1− α)
n
) 1−q
2
exp
(
(α− γ)2(1− q)
2α(1− α)q
)))
= 0 (3.17)
The weighted Tsallis differential entropy tends to Shannon’s weighted differential entropy RV
with PDF given in (1.2) as q → 1.
Remark 1. It can be seen from Theorem 4(a) and Theorem 5(a) that for large n Renyi’s
entropy and Tsallis’s entropy (for φ ≡ 1) ”behaves” like respective entropies of Gaussian RV
with variance σ2 = x(n−x)
n3
.
Proof. (a) In this case φ(n)(p) ≡ 1, the Tsallis entropy have the form:
Sq(f) =
1
q − 1
(
1−
∫ 1
0
(f(p))q dp
)
=
1
q − 1
(
1−
∫ 1
0
(
(n+ 1)
(
n
x
)
px(1− p)n−x
)q
dp
)
It was shown above that
log
∫ 1
0
(f(p))q dp ≃ 1− q
2
log
(
2πx(n− x)
n3
)
− 1
2
log(q)
So we have that
V0 =
∫ 1
0
(f(p))q dp ≃ 1√
q
(
2πx(n− x)
n3
) 1−q
2
We straightforwardly obtain that
Sq(f) ≃ 1
q − 1
(
1− 1√
q
(
2πx(n− x)
n3
) 1−q
2
)
(3.18)
Note that V0 → 1 when q → 1, applying L’Hospital’s rule we get that:
lim
q→1
Sq(f) = S1(f) ≃ 1
2
log
(
2eπx(n− x)
n3
)
(3.19)
The first term in expression above is nothing else but Shannon’s differential entropy of
Gaussian RV.
(b) In this case when φ(n)(p) is given in (1.12) the Tsallis entropy have the form:
Sφq (f) =
1
q − 1
(
1−
∫ 1
0
φ(n)(p) (f(p))q dp
)
Using that x = αn and by Stirling’s formula, it was shown above that
log
[∫ 1
0
φ(n)(p) (f(p))q dp
]
≃ 1− q
2
log
2πα(1− α)
n
− log(q)
2
+
(α− γ)2
2α(1− α)
(
1
q
− 1
)
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So we have:
V1 =
∫ 1
0
φ(n)(p) (f(p))q dp ≃ 1√
q
(
2πα(1− α)
n
) 1−q
2
exp
(
(α− γ)2
2α(1− α)
(
1
q
− 1
))
Weighted Tsallis entropy:
Sφq (f(p)) ≃
1
q − 1
(
1− 1√
q
(
2πα(1− α)
n
) 1−q
2
exp
(
(α− γ)2
2α(1− α)
(
1
q
− 1
)))
(3.20)
Note that V0 → 1 when q → 1, applying L’Hospital’s rule we get that:
Sφ1 (f) = lim
q→1
Sφq (f) ≃
1
2
log
2πe[α(1− α)]
n
+
(α− γ)2
2α(1− α) . (3.21)
Then the weighted Tsallis entropy tends to weighted Shannon’s differential entropy when q →
1.
Theorem 6. Let Z(n) be a RV with f
(n)
α - conditional PDF after n trials given by (1.2), when
x = αn (0 < α < 1) and I(f
(n)
α ) is the weighted Fisher information of Z(n) given in (1.5):
(a) When φ(n)(p) = 1,
lim
n→∞
[
I(f (n)α )−
(
1
α(1− α)
)
n
]
= −2α
2 − 2α+ 1
2α2(1− α)2 . (3.22)
(b) When φ(n)(p) is given in (1.12):
lim
n→∞
[
Iφ(f (n)α )−
(
1
α(1− α) +
(α− γ)2
(1− α)2α2
)
n− B(α, γ)√n
]
= C(α, γ), (3.23)
where B(α, γ) and C(α, γ) are constants which depend only on α and γ and are given in (3.29)
and (3.30) respectively .
Proof. (a) The Fisher information in the case φ(n)(p) = 1 and x = αn takes the form:
I(α) = E
((
∂
∂α
logf(p;α)
)2 ∣∣∣α
)
=
∫ 1
0
(
∂
∂α
logf(p;α)
)2
f(p, α)dp,
where f = f
(n)
α . Next,
log(f(p, α)) = αnlog(p) + (1− α)nlog(1− p) + log(n+ 1)!− log(x!)− log((n− x)!)
and
∂
∂α
logf(p;α) = nlog(p)− nlog(1− p) + nψ(n− x+ 1)− nψ(x+ 1), (3.24)(
∂
∂
logf(p;α)
)2
= n2log2(p)+n2log2(1−p)+n2ψ2(n−x+1)+n2ψ2(x+1)−2n2log(p)log(1−
p)+2n2log(p)ψ(n−x+1)−2n2log(p)ψ(x+1)−2n2log(1−p)ψ(n−x+1)+2n2log(1−p)ψ(x+
1)− 2n2ψ(x+ 1)ψ(n− x+ 1).
For the following computation of expectation we will need so following integrals:
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∫ 1
0
(log(p))2px(1 − p)n−xdp = Γ(n− x+ 1)Γ(x+ 1)
Γ(n+ 2)
(ψ(n + 2)− ψ(x+ 1))2 − ψ(1)(n + 2) +
ψ(1)(x + 1), where Γ(x) is a Gamma function and ψ(1)(x) is the first derivative of digamma
function.∫ 1
0
(log(1−p))2px(1−p)n−xdp = Γ(n− x+ 1)Γ(x+ 1)
Γ(n+ 2)
(ψ(n+2)−ψ(n−x+1))2−ψ(1)(n+
2) + ψ(1)(n− x+ 1)∫ 1
0
log(p)log(1− p)px(1− p)n−xdp = Γ(n− x+ 1)Γ(x+ 1)
Γ(n+ 2)
(ψ(n+ 2)− ψ(n− x+ 1)(ψ(n+
2)− ψ(x+ 1))− ψ(1)(n+ 2)∫ 1
0
log(p)px(1− p)n−xdp = Γ(n− x+ 1)Γ(x+ 1)
Γ(n+ 2)
(−ψ(n + 2) + ψ(x+ 1))∫ 1
0
log(1− p)px(1− p)n−xdp = Γ(n− x+ 1)Γ(x+ 1)
Γ(n+ 2)
(−ψ(n+ 2) + ψ(n− x+ 1)
So, we have that∫ 1
0
(
∂
∂α
logf(p;α)
)2
f(p, α)dp =
n2(n+1)
(
n
x
)
Γ(n− x+ 1)Γ(x+ 1)
Γ(n+ 2)
((ψ(n+2))2+(ψ(x+1))2−2ψ(n+2)ψ(x+1)−ψ(1)(n+
2)+ψ(1)(x+1)+ (ψ(n+2))2+(ψ(n−x+1))2− 2ψ(n+2)ψ(n−x+1)−ψ(1)(n+2)+ψ(1)(n−
x+1)+ (ψ(n−x+1))2 +(ψ(x+1))2− 2(ψ(n+2))2+2ψ(n+2)ψ(x+1)+2ψ(n−x+1)ψ(n+
2)− 2ψ(n− x+ 1)ψ(x+ 1) + 2ψ(1)(n+ 2)− 2ψ(n− x+ 1)ψ(n+ 2) + 2ψ(n− x+ 1)ψ(x+ 1) +
2ψ(x+ 1)ψ(n+ 2)− 2(ψ(x+ 1))2− 2(ψ(n− x+1))2 + 2ψ(n− x+1)ψ(n+2) +ψ(x+1)ψ(n−
x+ 1)− 2ψ(x+ 1)ψ(n+ 2)− 2ψ(x+ 1)ψ(n− x+ 1)) =
= n2(ψ(1)(x+ 1) + ψ(1)(n− x+ 1))
I(α) = n2(ψ(1)(x+ 1) + ψ(1)(n− x+ 1)). (3.25)
Using the asymptotic for the digamma function we can rewrite:
I(α) =
1
α(1− α)n−
1
2
2α2 − 2α+ 1
α2(1− α)2 +O
(
1
n
)
. (3.26)
Remark 2. When x = αn ∫ 1
0
pf (n)α dp = α+ bn(α),
where bn(α) is a bias.
bn(α) ≃ 1− 2α
n
Note that
∂
∂α
bn(α) ≃ −2
n
→ 0
as n → ∞. So, our estimate is asymptotically unbiased. Also note that the first term in
Theorem 6 has the same form as in the classical problem of estimating p in a series of binary
trials n
p(1−p) .
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(b) The weighted Fisher Information in the case x = αn (0 < α <) takes the following
form:
Iφ(f) = E
(
φ(n)(p)
(
∂
∂α
logf(p;α)
)2 ∣∣∣α
)
=
∫ 1
0
φ(n)(p)
(
∂
∂α
logf(p;α)
)2
f(p, α)dp
where the φ(n)(p) is given in (1.12).
The second term under integral
(
∂
∂α
logf(p;α)
)2
can be found as before exactly.
Let W =
Γ(n− x+ 1 +√n− z)Γ(x+ 1 + z)
Γ(n+ 2 +
√
n)
. So in order to compute the weighted Fisher
information we will need to compute following integrals.∫ 1
0
(log(p))2pz+x(1−p)n−x+
√
n−zdp =W (ψ(n+2+
√
n)−ψ(x+z+1))2−ψ(1)(n+2+√n)+
ψ(1)(x+ z + 1)∫ 1
0
(log(1 − p))2pz+x(1 − p)n−x+
√
n−zdp = W (ψ(n + 2 +
√
n) − ψ(n − x + 1 +√n − z))2 −
ψ(1)(n+ 2 +
√
n) + ψ(1)(n− x+ 1 +√n− z)∫ 1
0
log(p)log(1−p)pz+x(1−p)n−x+
√
n−zdp = W (ψ(n+2+
√
n)−ψ(n−x+1+√n−z)(ψ(n+
2 +
√
n)− ψ(x+ 1 + z))− ψ(1)(n + 2 +√n)∫ 1
0
log(p)pz+x(1− p)n−x+
√
n−zdp =W (−ψ(n + 2 +√n) + ψ(x+ 1 + z)∫ 1
0
log(1− p)pz+x(1− p)n−x+
√
n−zdp = W (−ψ(n+ 2 +√n) + ψ(n− x+ 1 +√n− z)
Taking all parts together:
Iφ(f (n)α ) = n
2
(
ψ(1)(x+ z + 1) + ψ(1)(n− x+ 1 +√n− z))+
+n2
[
(ψ(x+ z + 1)− ψ(x+ 1))2 + (ψ(n− x+ 1 +√n− z)− ψ(n− x+ 1))2]+
+2n2
[(
ψ(n− x+ 1)− ψ(n− x+√n− z + 1)) (ψ(x+ z + 1)− ψ(x+ 1))]
Using the asymptotic for the digamma function we can rewrite:
I(α) = A(α, γ)n+B(α, γ)
√
n+ C(α, γ) +O
(
1√
n
)
(3.27)
where
A(α, γ) =
1
α(1− α) +
(α− γ)2
(1− α)2α2 (3.28)
B(α, γ) =
2αγ − γ − α2
(1− α)2α2 +
(α− γ)2
(1− α)3α3 (α(2γ − 1)− γ) (3.29)
C(α, γ) =
α− 2α4 − 2γ2 + 6αγ3 + α3(2 + 4γ)− 3α(1 + γ2)
−2(1− α)3α3) +
+
α4(−31− 44γ + 72γ2 − 56γ3 + 28γ4 + 36α− 12α2)
12(1− α)4α4 +
+
6α2(γ2 − 2γ3 + 12γ4 − 1)− 4γ3(11γ − 44αγ − 6 + 3γ2 − 6γ3 + 14γ4)
12(1− α)4α4
(3.30)
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A roˆle of the weight function of form (1.12) results in appearance of the term of order
√
n,
but the main order, n, remains the same. However, the coefficient in front of it is higher by
(α− γ)2
(1− α)2α2 .Evidently, when the frequency of special interest is equal to the true frequency the
leading term is the same as in Fisher Information with constant weight. Also note that the rate
depends on the distance between γ and α and when γ → α the only first terms remains.
Weighted inequalities
Recall that Zθ ∈ Rd is the family of RV with PDF fθ where θ ∈ Θ ⊂ Rm is the vector of
parameters of PDF fθ. Let φ(z, θ, γ) be the continuous positive weight function defined in
(3.32), Iφ(θ) be the weighted Fisher information (m ×m) matrix given in (1.16) and g(θ) be
the weighted expectation given in (1.13). Let Vφθ (Z) be the weighted covariance matrix of RV
Zθ
V
φ
θ (Z) = E
φ
θ
[
(Z− e(θ))(Z− e(θ))T] . (3.31)
We also assume that in (1.13) and (3.33) differentiation with respect to the parameters up to
order to be considered under the sign of the integration is valid. So, the equality (4.1) (and
analogous) holds. A sufficient condition for this is that the integrand after the operation of
differentiation η(θ) is bounded by an integrable function χ which does not depend on θ
|η(θ)| ≤ χ,
i.e. the integral converges uniformly in θ.
In the following sections we consider the special class of weight functions which can be
represented in the following form:
φ(z, θ, γ) =
1
κ(θ, γ)
φ˜(z, γ). (3.32)
Here κ(θ, γ) ∈ Ck where Ck is the family of function with continuous derivatives up to order k
(k will be specified below), and κ(θ, γ) is found from the normalizing condition∫
Rd
φ(z, θ, γ)f(z)dz = 1 (3.33)
as before. Note that the condition (3.33) can be rewritten in the following form∫
Rd
φ˜(z, γ)f(θ, z)dz = κ(θ, γ) (3.34)
where φ˜(z, γ) is a function that have a sharp peak at the point γ and does not depend on θ.
In the Bayesian framework we consider RV Z
(n)
α with a PDF f (n) = f
(n)
α given in (1.2)
assuming that x = x(n) = ⌊αn⌋, considered in the Bayesian problem stated above [?]. The
explicit asymptotic expansions for lower bound are obtained in cases of the following weight
functions:
φ
(n)
1 (p) =
1
κ1(α, γ)
pγ(1− p)1−γ, (3.35)
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φ
(n)
2 (p) =
1
κ2(α, γ)
pγ
√
n(1− p)(1−γ)
√
n, (3.36)
φ
(n)
3 (p) =
1
κ3(α, γ)
pγn(1− p)(1−γ)n (3.37)
where κi(α, γ), i = 1, 2, 3 are found from the condition (3.33).
Denote the partial derivative of order j
f (j) =
∂jf
∂θj
.
Recall ψ(0)(x) = ψ(x) and by ψ(1)(x) the digamma function and its first derivative respec-
tively
ψ(n)(x) =
dn+1
dxn+1
log (Γ(x)) (3.38)
where Γ(x) is the Gamma-function. In further calculations the asymptotic of these functions
for x→∞ will be used [9, #8.362.2]
ψ(x) = log(x)− 1
2x
+O
(
1
x2
)
as x→∞, (3.39)
ψ(1)(x) =
1
x
+
1
2x2
+O
(
1
x3
)
as x→∞. (3.40)
4 Weighted Rao-Crame´r inequality
Theorem 7. (Weighted Rao-Crame´r inequality). Assume that
∂g(θ)
∂θ
=
∫
Rd
z
∂
∂θ
[fθ(z)φ(z, θ, γ)] dz. (4.1)
Note that (4.1) holds if integral in its RHS converges uniformly in θ. Then the following
inequality for weighted covariance matrix Vφθ (Z) holds
V
φ
θ (Z) ≥
(
∂g(θ)
∂θ
− κ
′(θ, γ)
κ(θ, γ)
(e(θ)− g(θ))
)
Iφ(θ)−1
(
∂g(θ)
∂θ
− κ
′(θ, γ)
κ(θ, γ)
(e(θ)− g(θ))
)T
. (4.2)
Proof. Consider the following integral
g(θ) ≡
∫
Rd
zφ(z, θ, γ)fθ(θ, z)dz. (4.3)
Differentiating both sides in (4.3) and in (3.34) with respect to θ and multiplying the latter
one by e(θ) defined in (1.14)
∫ 1
0
zφ(z, θ, γ)
∂fθ
∂θ
dz− κ
′(θ, γ)
κ2(θ, γ)
∫ 1
0
zφ˜(z, γ)fθ(θ, z)dz =
∂g(θ)
∂θ
, (4.4)
e(θ)
∫ 1
0
φ(z, θ, γ)
∂fθ
∂θ
dz =
κ′(θ, γ)
κ(θ, γ)
e(θ). (4.5)
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Subtracting (4.4) from (4.5),
∫ 1
0
(z− e(θ))φ(z, θ, γ)∂fθ
∂θ
dp =
∂g(θ)
∂θ
− κ
′(θ, γ)
κ(θ, γ)
(e(θ)− g(θ)) .
Multiplying and dividing by
√
fθ, multiplying by conjugate vector and applying Cauchy-
Schwarz inequality we get
V
φ
θ (Z) ≥
(
∂g(θ)
∂θ
− κ
′(θ, γ)
κ(θ, γ)
(e(θ)− g(θ))
)
Iφ(θ)−1
(
∂g(θ)
∂θ
− κ
′(θ, γ)
κ(θ, γ)
(e(θ)− g(θ))
)T
(4.6)
where Iφ = (θ) is the (m×m) Fisher Information matrix defined in (1.16).
Theorem 8. Let Z
(n)
α be a RV with a PDF f
(n)
α given in (1.2) assuming that x = ⌊αn⌋ where
0 < α < 1. Then
(a) When weight function φ(p) = φ1(p) is given in (3.35)
V
φ1(Zα) ≥ α(1− α)
n
+
1− 14α+ 18α2 + 2γ − 8αγ + 2γ2
2n2
+O
(
1
n5/2
)
. (4.7)
(b) When weight function φ(p) = φ2(p) is given in (3.36)
V
φ2(Zα) ≥ α(1− α) + (α− γ)
2
n
+
−2α + α2 + γ + 2αγ − 2γ2
n3/2
+O
(
1
n2
)
. (4.8)
(c) When weight function φ(p) = φ3(p) is given in (3.37)
V
φ3(Zα) ≥ (α− γ)
2
4
+ C3(α, γ)
1
n
+O
(
1
n3/2
)
(4.9)
where C3 is a constant which depends only on α and γ and given explicitly in (4.30).
Proof. (a) Consider the weight function
φ
(n)
1 (p) =
1
κ1(α, γ)
pγ(1− p)1−γ (4.10)
where κ1(α, γ) is found from the normalizing condition (3.33). Thus,
1
κ1(α, γ)
=
Γ(x+ 1)Γ(n− x+ 1)Γ(n + 3)
Γ(x+ γ + 1)Γ(n− x+ 2− γ)Γ(n + 2) .
Note that the normalizing constant depends on n, but the remainder does not contain n and
α. For a given weight function (4.10) the Fisher information equals:
Iφ1(f (n)α ) = n
2
(
ψ(1)(x+ γ + 1) + ψ(1)(n− x+ 1 + 1− γ))+
+n2
[
(ψ(x+ γ + 1)− ψ(x+ 1))2 + (ψ(n− x+ 1 + 1− γ)− ψ(n− x+ 1))2]+
2n2 [(ψ(n− x+ 1)− ψ(n− x+ 1− γ + 1)) (ψ(x+ γ + 1)− ψ(x+ 1))] .
(4.11)
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For the weight function (4.10), integral in (4.3) can be found explicitly∫ 1
0
pφ
(n)
1 f
(n)
α dp =
Γ(n + 3)
Γ(x+ γ + 1)Γ(n− x− γ + 2)
∫ 1
0
px+γ+1(1− p)n−x+1−γdp
=
Γ(n + 3)Γ(x+ γ + 2)
Γ(n + 4)Γ(x+ γ + 1)
= g1(α).
(4.12)
Then
∂g1(α)
∂α
= n
Γ(n+ 3)Γ(x+ γ + 2)
Γ(n+ 4)Γ(x+ γ + 1)
(ψ(x+ γ + 2)− ψ(x+ γ + 1)) . (4.13)
Differentiating κ(α, γ) we obtain that:
κ′1(α, γ)
κ1(α, γ)
= n (ψ(n− x+ 1)− ψ(n− x+ 1− γ + 1) + ψ(x+ γ + 1)− ψ(x+ 1)) . (4.14)
Also
e(α) =
Γ(n+ 2)
Γ(x+ 1)Γ(n− x+ 1)
∫ 1
0
px+1(1− p)n−xdp = Γ(n + 2)Γ(x+ 2)
Γ(n + 3)Γ(x+ 1)
. (4.15)
Plugging in (4.11),(4.12),(4.13),(4.14) and (4.15) in (4.2) we get
V
φ1(Z(n)α ) ≥
α(1− α)
n
+
1− 14α+ 18α2 + 2γ − 8αγ + 2γ2
2n2
+O
(
1
n5/2
)
. (4.16)
(b) Consider the weight function
φ
(n)
2 (p) =
1
κ2(α, γ)
pγ
√
n(1− p)(1−γ)
√
n (4.17)
where κ2(α, γ) is found from the normalizing condition (3.33),
1
κ2(α, γ)
=
Γ(x+ 1)Γ(n− x+ 1)Γ(n+ 2 +√n)
Γ(x+ γ
√
n+ 1)Γ(n− x+ 1 +√n− γ√n)Γ(n + 2) .
Note that the normalizing constant depends on n as well as the remainder. For a given weight
function (5.4) the Fisher information equals:
Iφ2(f (n)α ) = n
2
(
ψ(1)(x+ z + 1) + ψ(1)(n− x+ 1 +√n− z))+
+n2
[
(ψ(x+ z + 1)− ψ(x+ 1))2 + (ψ(n− x+ 1 +√n− z)− ψ(n− x+ 1))2]+
2n2
[(
ψ(n− x+ 1)− ψ(n− x+√n− z + 1)) (ψ(x+ z + 1)− ψ(x+ 1))]
(4.18)
where z = γ
√
n.
For the weight function (5.4), integral in (4.3) equals∫ 1
0
pφ
(n)
2 f
(n)
α dp =
Γ(n +
√
n+ 2)Γ(x+ γ
√
n + 2)
Γ(n +
√
n+ 3)Γ(x+ γ
√
n + 1)
= g2(α). (4.19)
Then
∂g2(α)
∂α
= n
Γ(n+
√
n+ 2)Γ(x+ γ
√
n+ 2)
Γ(n+
√
n+ 3)Γ(x+ γ
√
n+ 1)
(
ψ(x+ γ
√
n+ 2)− ψ(x+ γ√n+ 1)) . (4.20)
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Differentiating κ2(α, γ) we obtain
κ′2(α, γ)
κ2(α, γ)
= n
(
ψ(n− x+ 1)− ψ(n− x+ 1− γ√n + 1) + ψ(x+ γ√n + 1)− ψ(x+ 1)) .
(4.21)
Plugging in (4.18),(4.19),(4.20),(4.21) and (4.15) in (4.2) we get
V
φ2(Z(n)α ) ≥
α(1− α) + (α− γ)2
n
+
−2α + α2 + γ + 2αγ − 2γ2
n3/2
+O
(
1
n2
)
. (4.22)
(c) Consider the weight function
φ
(n)
3 (p) =
1
κ3(α, γ)
pγn(1− p)(1−γ)n (4.23)
where κ3(α, γ) is found from the normalizing condition (3.33):
1
κ3(α, γ)
=
Γ(x+ 1)Γ(n− x+ 1)Γ(2n+ 2)
Γ(x+ γn+ 1)Γ(2n− x+ 1− γn)Γ(n+ 2) .
Note that the normalizing constant depends on n as well as the remainder. Let y = γn then
the Fisher Information in this case equals:
Iφ3(f (n)α ) = n
2
(
ψ(1)(x+ y + 1) + ψ(1)(2n− x+ 1− y))+
+n2
[
(ψ(x+ y + 1)− ψ(x+ 1))2 + (ψ(2n− x+ 1− y)− ψ(n− x+ 1))2]+
2n2 [(ψ(n− x+ 1)− ψ(2n− x− y + 1)) (ψ(x+ y + 1)− ψ(x+ 1))] .
(4.24)
Note that unlike two cases above the differences in brackets do not tend to zero, i.e.,
ψ(x+ y + 1)− ψ(x+ 1) = log
(
α+ γ
α
)
− γ
2α(α + γ)n
+O
(
1
n2
)
.
Using (3.39) and (3.40), we obtain
Iφ3(f (n)α ) =
(
log
(1− α)(α+ γ)
α(2− α− γ)
)2
n2 + C1(α, γ)n+ C2(α, γ) +O
(
1
n
)
(4.25)
where C1(α, γ) and C2(α, γ) are constants that depend on α and γ and can be found explicitly
C1 =
1
α + γ
+
1
2− α− γ − log
α(2− α− γ)
(1− α)(α+ γ)
(
γ
α(α+ γ)
− 1− γ
(1− α)(2− α− γ)
)
, (4.26)
C2 =
(
1
6(−1 + α)2 −
1
6(−2 + α + γ)2 −
c
3α(α+ γ)2
− γ
2
6α2(α + γ)2
)
log
α(2− α− γ)
(1− α)(α+ γ)+
−4α6 − 8α5(−2 + γ) + (−2 + γ)2γ2 − 4α(−2 + γ)2γ2 + α4(−27 + 20γ) + 4α3(6− 4γ − 3γ2 + 2γ3)
4(−1 + α)2α2(−2 + α + γ)2(α + γ)2 +
α2(−8 + 4γ + 22γ2 − 20γ3 + 4γ4)
4(−1 + α)2α2(−2 + α+ γ)2(α + γ)2 .
(4.27)
Also note that
g3(α) =
∫ 1
0
pφ
(n)
3 f
(n)
α dp =
Γ(2n + 2)Γ(x+ y + 2)
Γ(2n + 3)Γ(x+ y + 1)
=
α + γ
2
+
1− α− γ
2n
+O
(
1
n2
)
.
(4.28)
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It is easy to see that in this case g(α) has different asymptotic comparing two cases above,
so g(α) − E(Zα) does not tend to zero as before. Proceeding with the same computations as
before we obtain
V
φ3(Z(n)α ) ≥
(α− γ)2
4
+ C3(α, γ)
1
n
+O
(
1
n3/2
)
(4.29)
where C3(α, γ) is a constant depending on α and γ and can be found explicitly
C3 =
(α− γ)
48(−1 + α)α(−2 + α + γ)(α+ γ)(log(1− α)− log(α)− log(2− α− γ) + log(α+ γ))×
(−48α2 + 84α3 − 24α4 − 72αγ + 132α2γ − 72α3γ + 24γ2 − 12αγ2 − 24α2γ2 − 12γ3 + 24αγ3+
((−1 + α)(39α4 − 2(−2 + γ)γ2 − α3(50 + 9γ) + α2(−56 + 146γ − 135γ2) + αγ(−44 + 194γ − 87γ2)))
(log(1− α)− log(α))−1 +
log
α+ γ
2− α− γ (56α
2 − 6α3 − 89α4 + 39α5 + 44αγ − 190α2γ + 155α3γ − 9α4γ − 4γ2 − 190αγ2+
329α2γ2 − 135α3γ2 + 2γ3 + 85αγ3 − 87α2γ3))
.
(4.30)
5 Weighted Bhattacharyya inequality
Theorem 9. (Weighted Bhattacharyya inequality, uniparametric case).
(a) Let θ be a scalar parameter, τ(θ) be a preassigned scalar function of parameter θ. An
unbiased estimator of τ(θ) is a scalar function T (Z) such that
e(θ) = Eθ[T (Z)] = τ(θ). (5.1)
Consider the weight function that satisfies the condition (3.33). Recall
g(θ) ≡
∫
Rd
T (z)φ(z, θ, γ)fθ(z)dz. (5.2)
Assume that integrands in (5.2) and (3.33) converge uniformly in θ after operation of differen-
tiation up to order ν. Then the following inequality for the weighted variance of T holds
V
φ
θ (T ) ≥
ν∑
i,j=1
(
g(i)(θ)−Qi1 + τQi2
) (
g(j)(θ)−Qj1 + τQj2
)
Jφij (5.3)
where Qji , i = 1, 2 are given in (5.13) and (5.15) respectively and J
φ
ij are the elements of the
matrix Jφ defined in (5.11).
(b) Consider RV Z
(n)
α with PDF f
(n)
α given in (1.2) with x = ⌊αn⌋ where 0 < α < 1. When
ν = 2, θ = α, T (Z) = Z(n)α for the weight function
φ(n)(p) =
1
κ2(α, γ)
pγ
√
n(1− p)(1−γ)
√
n, (5.4)
inequality (5.3) takes the following form
V
φ
θ (Z
(n)
α ) ≥
C4
n
+
C5
n3/2
+O
(
1
n2
)
(5.5)
where C4, C5 are some constants that depend on α and γ that given explicitly in (5.21).
Proof. (a) Consider the function Rν(z, θ):
Rν(Z; θ) = T (Z)− τ(θ)−
ν∑
i=1
λif
(i)
θ f
−1
θ (5.6)
where λi are undefined parameters. It is easy to note that
E[Rν(Z; θ)] = 0. (5.7)
Consider the weighted variance given in (3.32) of Rν . Because of (5.7) it can be written in the
following form
V
φ
θ (Rν) =
∫
Rd
(
T (z)− τ(θ)−
ν∑
i=1
λif
(i)
θ f
−1
θ
)2
φ(z, θ, γ)fθdz. (5.8)
By the conditions of Theorem the differentiation is justified and leads to the following condition:
∫
Rd
(
T (z)− τ(θ)−
ν∑
i=1
λ⋆i f
(i)
θ f
−1
θ
)
φf
(j)
θ dz = 0. (5.9)
It can be rewritten as
ν∑
i=1
λ⋆i
∫
Rd
f
(i)
θ f
−1
θ f
(j)
θ φdz =
∫
Rd
T (z)φf
(j)
θ dz− τ(θ)
∫
Rd
φf
(j)
θ dz. (5.10)
Let Iφθ be the ν × ν matrix which elements are
Iφij =
∫
Rd
f
(i)
θ f
−1
θ f
(j)
θ φdz
i, j ≤ ν. Let
J
φ
θ =
(
I
φ
θ
)−1
(5.11)
be the inverse ν × ν matrix and elements of this matrix are Jφij.
Note that in the case i = j = 1, Iφ11 equals to the weighted Fisher information given in
(1.16).
Consider integrals in RHS of (5.10) separately. Firstly,
∫
Rd
T (z)φ˜
(
1
κ(θ, γ)
fθ
)(j)
dz = g(j)(θ),
∫
Rd
T (z)φ˜
[
j−1∑
k=0
(
j
k
)(
1
κ(θ, γ)
)(j−k)
f
(k)
θ
]
dz+
∫
Rd
T (z)φf
(j)
θ dz = g
(j)(θ).
Thus, ∫
Rd
T (z)φf
(j)
θ dz = g
(j)(θ)−Qj1 (5.12)
where
Qj1 =
∫
Rd
T (z)φ˜
[
j−1∑
k=0
(
j
k
)(
1
κ(θ, γ)
)(j−k)
f
(k)
θ
]
dz. (5.13)
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In the analogous way from the condition (3.33) the following equality can be derived:∫
Rd
φf
(j)
θ dz = −Qj2 (5.14)
where
Qj2 =
∫
Rd
φ˜
[
j−1∑
k=0
(
j
k
)(
1
κ(θ, γ)
)(j−k)
f
(k)
θ
]
dz. (5.15)
So, (5.10) takes the form
g(j)(θ) =
ν∑
i=1
λ⋆i I
φ
ij +Q
j
1 − τQj2 (5.16)
and
λ⋆i =
ν∑
j=1
(
g(j)(θ)−Qj1 + τQj2
)
Jφij . (5.17)
Thus, we obtain the following equality
V(R∗ν) = V
φ
θ (T )−
ν∑
i,j=1
(
g(i)(θ)−Qi1 + τQi2
) (
g(j)(θ)−Qj1 + τQj2
)
Jφij. (5.18)
The non-negativity of variance implies the lower bound for weighted variance of T given in
(5.3).
Remark 3. Note that this inequality includes the weighted version of Rao-Crame´r inequality.
It appears when τ(θ) = e(θ), θ = α, g(θ) = g(α), T (Z) = Z and i = j = ν = 1. In this
particular case
Iφ11 = I
φ(θ) =
∫
Rd
(f ′θ)
2f−1θ φdz,∫
Rd
φf
(j)
θ dz =
κ′(θ, γ)
κ(θ, γ)
and ∫
Rd
T (z)φf
(1)
θ dz = g
′(θ) +
κ′(θ, γ)
κ(θ, γ)
g(θ).
Thus, we obtain the inequality given in (4.2).
(b) The lower bound in (5.3) takes the following form:
(
g(1)(θ)−Q11 + τQ12
) (
Jφ12 + J
φ
21
) (
g(2)(θ)−Q21 + τQ22
)
+
+
(
g(2)(θ)−Q21 + τQ22
)2
Jφ22 +
(
g(1)(θ)−Q11 + τQ12
)2
Jφ11
(5.19)
where Jφij are ij
th elements of the matrix Jφθ defined in (5.11). Moreover, the asymptotic of I
φ
11
is given above. Compute the asymptotic of other terms.
Iφ12 =
∫
R
f (1)f−1f (2)φdz = L1n3/2 + L2n + L3
√
n + L4 +O
(
1√
n
)
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where Li i = 1, 2, 3, 4 are the constants that can be found explicitly and dependent only α and
γ, but have very large construction,
L1 =
α3 + α2(−2 + γ) + α(2− 3γ)γ + γ3
(1− α)3α3 .
L2 =
−2α5 − 3γ4 + α4(−3 + 16c) + 2α3(5− 17γ + γ2)
2(1− α)4α4 +
+
2αγ2(−4 + 3γ + 3γ2) + α2(−2 + 6γ + 24γ2 − 18γ3)
2(1− α)4α4
L3 =
−21γ5 + 24α6(−1 + 2γ) + α5(13 + 24γ − 168γ2)− 2α2γ3(−109 + 72γ + 36γ2)
12(−1 + α)5α5
αγ3(−44 + 33γ + 72γ2) + α4(44− 237γ + 492γ2 − 48γ3) + 6α3(−2 + 10γ − 19γ2 − 56γ3 + 36γ4)
12(−1 + α)5α5
L4 =
16α9 − 15γ6 + α8(40γ − 92)− 4α6(−41 + 14γ + 26γ2) + 2αγ4(−12 + 10γ + 35γ2)
8(1− α)6α6 +
+
α6(−161 + 118γ + 136γ2 + 152γ3) + α2γ2(24− 12γ + 157γ2 − 120γ4)
8(1− α)6α6 +
2α5(66− 158γ + 97γ2 − 308γ3 + 40γ4 + α4(−52 + 148γ + 75γ2 + 160γ3 + 400γ4 − 240γ5)
8(1− α)6α6 +
+
4α3(2− 6γ − 25γ2 + 4γ3 − 97γ4 + 60γ4 + 20γ6)
8(1− α)6α6
The asymptotic of Iφ22 takes the form
Iφ22 =
∫
R
(f ′′)2f−1φdp = L5n2 + L6n3/2 + L7n+ L8
√
n+ L9 +O
(
1√
n
)
where Li are some constants again that can be found explicitly and depend on α and γ. In
order to compute Iφ22, one need to compute the integral of the following form∫ 1
0
log(1− p)ilog(p)jpA1(α,γ)n+A2(α,γ)
√
n(1− p)A3(α,γ)n+A4(α,γ)
√
ndp
for i = 1, 2, 3, 4 and j = 1, 2, 3, 4 which were computed above for cases i = 1, 2 and j = 1, 2 and
one can compute the integral for larger i and j by integration by parts. The only problem with
deriving the exact coefficients is the computational cost, so we proceed in terms of constants
Li.
In order to use the same notation we will write Iφ11 in the following form:
Iφ11 =
∫
R
(f ′)2f−1φdp = L10n + L11
√
n+ L12 +O
(
1√
n
)
where coefficients L10, L11, L12 are found above.
Other terms in (5.19) can be computed explicitly. Using the notations of previous section
we write
Q11 = −
κ′(α, γ)
κ(α, γ)
g(α),
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Q21 = −
(
1
κ(α, γ)
)′′ ∫ 1
0
pφ˜fdp− 2κ
′(α, γ)
κ(α, γ)
(
g(1) −Q11
)
,
Q12 = −
κ′(α, γ)
κ(α, γ)
,
and
Q22 =
(
1
κ(α, γ)
)′′ ∫ 1
0
φ˜fdp− 2κ
′(α, γ)
κ(α, γ)
Q12
where g(1) is given in (4.20). Thus, we obtain the following asymptotic of lower bound for the
weighted variance in stated Bayesian problem:
V
φ(T ) ≥ C4
n
+
C5
n3/2
+O
(
1
n2
)
(5.20)
where C4 and C5 are some constants that depend on α and γ and can be found explicitly, but
they also have too cumbersome construction. As an example C4 is given below:
C4 =
2((α− γ)2 + α(1− α))(−2α2 + α3 + 2αγ + α2γ − 3αγ2 + γ3)L1
(1− α)3α3(L21 − L10L5)
+
(−2α2 + α3 + 2αγ + α2γ − 3αγ2 + γ3)2L10
(1− α)4α4(−L21 + L10L5)
+
(
1 + (α−γ)
2
(1−α)α
)2
L5
−L21 + L10L5
.
(5.21)
Remark 4. Note that in the case α = γ the first and second term in C4 vanish. Also one can
easily check that L1 = 0 in this case. So, because of L10 =
1
α(1−α) we have
C4 =
1
L10
= α(1− α).
Thus, the main term of asymptotic is exactly the same as was obtained above in the standard
Crame´r-Rao case.
Theorem 10. (Weighted Bhattacharyya inequality, multiparametric case). Let
θ ∈ Θ ⊂ Rm be a vector of parameters, τ(θ) = (τ1(θ), . . . , τl(θ))T ∈ Rl be the preassigned vector
function of parameter θ and T (Z) be an unbiased estimate of τ(θ):
e(θ) = Eθ(T ) =
∫
Rd
T (z)fθ(z)dz = τ(θ).
Consider the weight function φ(z, θ, γ) such that the condition (3.33) holds. Assume that the
following positively definite matrix exists
Iφ = Eφθ [ββ
T] (5.22)
where
β = (β1(θ), . . . , βr(θ))
T
is r-dimensional RV, components of which are all possible expressions of the following form
1
fθ(Z)
∂i1,...,im
∂θi11 , . . . ∂θ
im
m
fθ(Z) (5.23)
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where (1 ≤ i1 + . . .+ im ≤ s) and r is the total number of all these expressions.
Let Fφ be the (r × l) matrix which rows has the following form∫
Rd
(T (z)− τ(θ))φ(z, θ, γ) ∂
i1,...,im
∂θi11 , . . . ∂θ
im
m
fθ(z)dz (5.24)
numbered in the same order as expressions (5.23). Assume that integrands in (5.24) and (3.33)
converge uniformly in θ after the operation of differentiation. Then the following inequality for
weighted variance of T holds
V
φ
θ (T ) ≥ (Fφ)TIφ(θ)−1Fφ. (5.25)
Remark 5. Here and below for (d × d) matrices of the same dimension d, A and B, the
inequality
A ≥ B
means that
C = A− B
is a non-negatively definite matrix.
Proof. Note that elements of matrix Fφ can be found from the condition (3.33).
Consider one dimensional RV
δ = [(T − τ)− β⋆(Iφ)−1Fφ]y
where yT = (y1, . . . , yl) ∈ Rl is a non-random vector. It is easy to see that Eθ(δ) = 0. Taking
weighted expectation of both sides in equality
δ2 = yT
[
(T − τ)(T − τ)⋆ − 2(T − τ)β⋆(Iφ)−1Fφ + (Fφ)⋆(Iφ)−1ββ∗(Iφ)−1Fφ] y, (5.26)
for any y we obtain
E
φ
θ (δ
2) = yT
[
V
φ
θ (T )− (Fφ)T(Iφ)−1Fφ
]
y. (5.27)
The non-negativity of variance implies the multi-parametric version of Bhattacharyya inequal-
ity, given in (5.25). One can easily see that in uni-parametric and 1D case this inequality
equivalent to the weighted Crame´r-Rao inequality.
6 Weighted Kullback inequality
Theorem 11. (Weighted Kullback inequality)
(a) For given PDFs f ,g
Kφ(f ||g) ≥ Ψ∗g˜(µφ(f˜)) = sup
t
[〈t, µφ(f)〉+ logC(g)− logM¯g(t)] (6.1)
where
M¯g(t) =
∫
Rd
φ(z)e〈t,z〉g(z)dz (6.2)
is a weighted moment generating function, t ∈ Rd and
µφ(f) =
Ef [Zφ(Z)]
Ef [φ(Z)]
∈ Rd
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is the classical expectation of f˜ .
(b) Let Z
(n)
α and Z
(n)
ρ be RVs with PDF f
(n)
α given in (1.2) with x = ⌊αn⌋ and with PDF
f
(n)
ρ given in (1.2) with x = ⌊ρn⌋ respectively where 0 < α, ρ < 1 and weight function
φ(n)(p) =
1
κ(ρ, γ)
pγ
√
n(1− p)(1−γ)
√
n, (6.3)
where κ(ρ, γ) is found from normalization condition∫ 1
0
φ(n)f (n)ρ dp = 1. (6.4)
Denote ǫ = α− ρ then
Kφ(f (n)α ||f (n)ρ ) ≥
ǫ2 (1 +
√
n− n)2
2(1− α)αn +O (1) .
As ǫ→ 0,
∃ lim
ǫ→0
1
ǫ2
Kφ(f (n)α ||f (n)ρ ) =
1
2
I(f˜α) ≥ n
2α(1− α) −
√
n
α(1− α) +O (1) (6.5)
where I(f˜α) is the standard Fisher information.
Proof. (a) The inequality (6.1) is proved in [14].
(b) Firstly, note that by (6.4):
log
(
C(f (n)ρ )
)
= 0.
The weighted generating function of RV Z
(n)
ρ with PDF f
(n)
ρ equals:
M¯
f
(n)
ρ
(t) =
∫ 1
0
φ(n)etpf (n)ρ dp = 1F1(ρn + γ
√
n+ 1, n+
√
n+ 2; t)
= 1 +
∞∑
k=1
tk
k!
k−1∏
j=0
ρn+ γ
√
n+ 1 + j
n+
√
n + 2 + j
where 1F1(x, y; z) is the confluent hypergeometric function.
For large n, the expression for weighted generating function can be written in the following
way [10, formula 12]:
M¯
f
(n)
ρ
(t) = 1 +
∞∑
k=1
tk
k!
k−1∏
j=0
ρn+ γ
√
n + 1 + j
n+
√
n+ 2 + j
=
=
∞∑
k=0
tk
k!
(
ρk − k(ρk − ρk−1γ) 1√
n
+
ρk−2k(ρ− 2ρ2 − γ2 + ρk − 2ργk + γ2k)
2n
+O
(
1
n3/2
))
= eρt
(
1− (ρ− γ)t 1√
n
+
2(1− ρ− γ)t + (ρ− 2ργ + γ2)t2
2n
+O
(
1
n3/2
))
.
Thus, we have that
logM¯
f
(n)
ρ
(t) = ρt + log
(
1− (ρ− γ)t 1√
n
+
2(1− ρ− γ)t + (ρ− 2ργ + γ2)t2
2n
+O
(
1
n3/2
))
=
31
= ρt− (ρ− γ)t 1√
n
+
(1− ρ− γ)t+ ρt2
2
(1− ρ)
n
+O
(
1
n3/2
)
.
The first term in (6.1) for PDF f
(n)
α and weight function φ(n) takes the following form
µφ(f
(n)
α ) =
αn+ γ
√
n + 2
n+
√
n+ 2
= α + (γ − α) 1√
n
+
1− α− γ
n
+O
(
1
n3/2
)
.
Then
Ψ∗fρ(µφ(f˜α)) = sup
t
[
(α− ρ)t− (α− ρ) t√
n
+
ρ− α
n
t− (1− ρ)ρ
2n
t2 +O
(
1
n3/2
)]
. (6.6)
Finding supremum of the expression above, we obtain
τ =
(α− ρ) (n− 1−√n)
(1− α)α +O
(
1
n1/2
)
.
So
Ψ∗fρ(µφ(f˜α)) =
(α− ρ)2 (1 +√n− n)2
2(1− α)αn +O (1) . (6.7)
Denote ǫ = α− ρ. When ǫ→ 0 we obtain
1
ǫ2
Ψ∗fρ(µφ(f˜α)) =
n
2α(1− α) −
√
n
α(1− α) +O (1) .
Thus
∃ lim
ǫ→0
1
ǫ2
Kφ(f (n)α ||f (n)ρ ) =
1
2
I(f˜α) ≥ n
2α(1− α) −
√
n
α(1− α) +O (1) (6.8)
which completes the proof of Theorem 5.
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