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The purpose of this paper is to show the relation between the search for the 
minimal solution of certain systems of convex inequalities in potential theory and 
the solution of a very large class of stochastic control problems. Special attention is 
given to the control of alternating processes, and impulse control problems. The 
dual problems-in the sense of convex programming-are studied as well; and 
their solutions are interpreted in the framework of stochastic control theory. 
The purpose of this paper is to use the methods of potential theory to 
solve a number of problems of stochastic control. 
In ] 111, we had considered the following situation: let x and x’ be two 
right Markov processes [ 151 with values in a metrizable Lusin space E. Let 
g and g’ be two bounded Bore1 functions defined on E with values in R. If K 
and K’ are the cones of positive strongly supermedian functions on E with 
respect to x and x’, assume there exists f’E K and 7 E K’ bounded on E 
such that 
(0.1) 
Consider then the system of inequalities 
f -“f-l> g, f’ -f > d (f E K, f’ E K’). (0.2) 
It was proved in [ 11, Sect. 21 that (0.2) has a minimal solution; i.e., a 
couple of functions (f *, f ‘*) exists in K x K’ such that f * - f’* > g, 
f I* - f * > g’, and if f, f’ are taken as in (0.2), then f * < ft f r* < f I. 
To construct f * and f’*, an elementary iteration technique is used in 
[ 111. If R and R’ are the rkduite operators with respect to K and K’, we 
consider the sequence (f i, f ‘i) defined by induction by 
f’=Rg, f”=R’gl, 
fi+l=R(f”+ g), fri+&R’(fi+ g’). (0.3) 
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The sequence of functions df’, f”) is easily proved to increase to (I*, 
f’“). Moreover, very simple formulas are given in [ 1 l] for (f*, f’*). If < 
and t: are the orderings on positive bounded measures by the balayage 
associated to K and K’ [26], then if A is a positive bounded measure on E, 
we have 
(k”f”)= m,m,>SgUb”“ded (my g> + Cm’7 6). (0.4) 
A+m’<mtm’ 
A similar formula holds for f ‘*. These results are related to the fact that f * 
and f’* are the optimal gain functions for a stochastic control problem. 
Namely, assume we build a new stochastic process X with values in E, 
which starts like process x with entrance measure A, then at a stopping time 
T, follows the probability law of x’, with x;, = xr, up to the stopping time 
T,, then follows the probability law of x up to the stopping time T,... in such 
a way that X posseses the Markov property at the stopping times T, , T,, 
T 3 ).... Suppose that there is a cost of transition from the probability law of x 
to the probability law of x’ at y E E which is -g(y), and similarly that the 
cost of transition from the law of x’ to the law of x at y E E is -g’(y). The 
gain function to be maximized is then 
EM&,) + g’(GJ + s&> + ... 1, (0.5) 
where the control variables are the stopping times T, , Tz, T, ,..., (A, fi) is 
easily interpreted as the optimal gain when i transitions are allowed and 
(A, f *) as the optimal gain of this problem. The interpretation of (0.4) is 
done in Proposition 2.4 of [ 1 l] : if m and m’ are as in (0.4), there exists a 
family of positive measures ,D,, ,u,, ,D, ,..., such that L < ,D, < ,B, < p, C: . . . . and 
two positive measures m, and ml, such that 
m= yP2i+l+m,r 
+CC 
m’ = 2 /J*i + m;, 
0 I 
ml, <m,<m;. (0.6) 
It is easily proved that the measures m, and ml, may be disregarded in the 
maximization in (0.4), i.e., their contribution to the r.h.s. of (0.4) is GO. 
Using the theorem of Rost [26], which identifies the b&y&s of a given 
bounded positive measure and the stopping measures of a given right 
process, the relation between (0.4) and (0.5) is then done. 
The case of three processes was considered in [8]. While technically more 
complicated, the proofs are essentially the same, but the stopping measures 
are indexed by the branches of a tree, which describe the various transitions 
from law 1 to law 2 or law 3, law 2 to law 3 or law 1, etc.... 
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In Section 1 of this paper, we prove that all the classical problems of 
optimal stochastic control may be put in this form, when working with a 
countable infinity-or a continuous infinity-of processes. The well known 
fact in classical stochastic optimization theory that, for any control c, if 
V,(x) is the cost function, and q(x) the minimal loss function-i.e., q = inf 
I’,--then I’, - q is an excessive function for the process c (see e.g., [3 
p. 691) is easily interpreted in this framework. We review various problems: 
optimal stopping, optimal control of diffusions, optimal stopping combined 
with optimal control, alternating processes, and alternating controlled dif- 
fusions. 
Section 2 is devoted to impulse control problems, and in particular we 
obtain a formula for the optimal gain function which is similar to (0.4). 
Impulse control problems have been the object of intense research: we refer 
to Lions [ 181 and Bensoussan and Lions [2] for an exposition of the 
motivation, and for a description of various methods to solve these problems 
using quasi-variational inequalities. Let us also mention related work by 
Robin [25] and Lepeltier and Marchal [ 17,281. 
We now give a brief description of the problem. Let x be a right Markov 
process with values in a metrizable Lusin space E. We then build a new 
process in the following way: we start with the law of x and entrance 
measure A. At a stopping time T,, we make an impulse from x,, to 
y,, E Z(x,,), where Z(x,,) is a nonempty compact set (depending on x,,). 
Starting from y,,, we follow the law of x up to the stopping time T,, where 
we jump from xr* to y, *,.... This new process X is built in such a way it has 
the Markov property at the stopping times T, , T,,.... Assume there is a cost 
of transition --a(~~,, yri) to jump from xri to yri. We want to choose the 
stopping times T,, T, ,..., so as to minimize the expected cost, i.e., to 
maximize 
EW,,, Y,,> +4~,.~, J+,> + ... >. (0.7) 
If T, ) T, )...) are hitting times, the process X is a generalized Ray processed 
[ 151 with degenerate branching points. Moreover (0.7) may be written as 
(0.8) 
where ,ui is the law of (xri, yTi) on E x E. In this paper, we prove that if f * 
is the optimal gain function, then 
(A, f*) = SLyI J” 4-G Y) dm(x, Y>, (0.9) 
m >O bounde carried by i 
a+nl=<m 
where f is the graph of Z in E x E, m’ and m2 are the images on E of the 
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measure m by the mappings (x, y) +x and (x, y) -+ y. Moreover it is proved 
that the measures m appearing in (0.9) may be obtained-up to a term 
which may be neglected in the maximization in (0.9)-via the summation 
procedure described in (0.8). Formula (0.9) is used to prove the regularity of 
f * when x is Feller. 
Instead of assuming that the process X jumps from xTi to yT[, we assume 
in Section 3 that it “wanders” according to the probability law of a new 
Markov process x’ from xTi to yr,. In this case, formula (0.9) is changed 
into 
(4 f*) = iyp, [4x, Y) Wx, Y), (0.10) , ” 
A+m’<m’ 
where M is the set of 20 bounded measures on E x (E U (6)) such that by 
desintegrating m along the first coordinate x in E X (E U {6}), i.e., writing 
dm(x, Y) = dm’(x) dm,(y), (0.11) 
then m’ a.e., 6, < dm,( y), where < is the baluyuge ordering of measures’ for 
process x’. Of course this new problem may be interpreted as a generalized 
“impulse” control problem, where instead of an impulse-which is a Dirac 
measure-we choose a measure, which is here a stopping measure for 
process x’. 
Formulas (0.9) and (0.10) are interesting, since they give us the optimal 
gain function as a generalized capacity. 
In both cases, the function f * is constructed according to an iteration 
scheme similar to (0.3), and which has close connections with the 
construction by Bensoussan and Lions [2] of the optimal gain function. It 
must be noted that a remarkably simple argument of Hanouzet and Joly was 
the key to the proof in [16] of the uniform convergence of the iterating 
scheme of Bensoussan and Lions 121. We interpret the argument of 
Hanouzet and Joly in this framework in Sections 2 and 3. 
Finally, note that when diffusions are considered, the techniques of Pierre 
[ 291 can be used to interpret the potential theoretical results given in this 
paper in terms of partial differential equations. 
1. INEQUALITIES IN CLASSICAL STOCHASTIC CONTROL PROBLEMS 
In this section, Part (a) is devoted to the proof of a general result 
concerning the minimal solution of a system of inequalities verified by 
functions belonging to certain cones of functions. In Part (b), we apply this 
result to stochastic control problems. 
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(a) Minimal Solution of a System of Inequalities 
Let E be a metrizable Lusin space. h4 is a finite set such that card M > 2. 
W, ll?EM is a family of cones of positive functions defined on E, having the 
following properties : 
(a) For any mEM, R’cK,. 
(b) If If’lic, is an increasing sequence of functions in K, converging 
to a finite f, then f E K,. 
(c) K, posseses a rbduite operator R”, i.e., if g is a Bore1 upper- 
bounded function on E, if Rmg is defined by 
Rmg= inf f, 
f~~m:f>a (1.1) 
then Rmg E K,. 
If x is a right Markov process [ 151, and if K is the cone of positive 
strongly supermedian functions with respect to x, then K verities (a), (b), and 
(c), in particular by the results of Mertens [20]. 
Note that the functions in K,,, are not necessarily Borel. We finally assume 
that there exists a cone of bounded Bore1 functions D, stable by sup(i.e., if 
f, g E D, sup(f) g) E D) such that if f E D, for any m E M, R"'f E D. 
Note that in [ 11, Sect. 21 and in [8], this assumption was omitted. 
However, in [ 11, Sect. 21 or in [8], D may be taken to be the cone of 
bounded continuous functions, of bounded 1.s.c. functions or of bounded 
u.s.c. functions. 
Let {&,m lQw?I~MXM,nfm be a family of functions in D, such that there 
exists A E K,, Tz E K, ,..., Tm E K, ,..., bounded and such that for any 
m, n, m # n 
.L-3m> g,,,. 
Define f; by 
(1.2) 
(1.3) 
Note that (1.3) defines the functions f k unambiguously : 
(a) Since g,,, E D, SUP,,+~ g,,, E D and f i E D. 
(b) It is then easily checked that for a given i E N, the functions f L 
are in D, which implies that supn+m(fL + g,,,) E D. This shows that the 
induction procedure may be continued in (1.3). 
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THEOREM 1.1. There exists bounded Bore1 functions f f E K, such that 
fi= i$ym Tfl. (1.4) 
Moreover 
f; =Rm ,“;p, (f,*+ g,,,,,), 
and in particular 
ff -fit> g,,,. 
If If, In&f is a family of functions such that 
fm E& fm-fn> g,,,~ 
(1.5) 
(1.6) 
(1.7) 
then 
f z < f, for any m EM. (1.8) 
ProoJ Since the K, are cones of positive functions, the f t are positive 
functions. It is easily checked that the f k increase with i. Moreover since 
3m-3n> g,,,9 since 3n is 2 0, SUP~+~ g,,, is <Tm, and by (l.l), it follows 
that f k < Tm. We now prove by induction that all the f !,, are d, . Assume 
this is true for j < i. Then f k + g,,, < Tn + g,,, < Tm. It follows that 
sup n+m fk + g,., is d$, and necessarily f:’ <Tm. The sequence of 
functions {f k}i,,. being increasing and dominated by the bounded function 
j;m converges to f zr < ym, Since all the f k are in D, they are Borel, and f z 
is also Borel. Moreover, by assumption (b), f z E K,. 
We now prove ( 1.5). Since 
sup f: + g,,, G sup f,*+ &l.n~ 
fl#l?l fl#Pl 
(1.9) 
it is clear that 
f i,? ’ < R”’ sup (f ,* + g,,,, 1, nfm 
(1.10) 
and then 
fZ<R”‘,“sp, (ft+ gm,,>. (1.11) 
Since for n # m, f:’ > f A + g,,,, it follows that f ii > f X+ g,,,. Since 
f,t EKrn, 
f: >Rm ,“;P,(f:+ cn,n) (1.12) 
(1.5) follows from (1.11) and (1.12). Expression (1.6) follows from (1.5). 
Finally, (1.7~(1.8) follows from the same argument used to prove that 
fX3m. I 
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The f z are the minimal solution of the system of inequalities (1.7). 
In the sequel we shall work with an infinite set M. The technical difficulty 
is that by taking the sup on an infinite set of Bore1 functions, we may obtain 
a function which is no longer Borel. However, when E is metrizable, locally 
compact and countable at infinity, if the K, are the cones of strongly super- 
median functions with respect o Feller processes x,, we know that if D is 
the class of bounded 1.s.c. functions, if g E D, R”g E D (see the argument of 
Mokobodzki and Sibony in [ 11, Theorem 1 of the Appendix]). Since the sup 
of any family of 1.s.c. functions is still l.s.c., (1.3) still makes sense even if M 
is infinite, and the f z are 1.s.c. 
In the applications which follow, M will often be infinite, but the f i will 
be directly proved to be continuous. In this case, all the results of 
Theorem 1.1 remain valid without explicit mention. 
For notational reasons, it is important o see that if for any m E M, g,,, 
is taken to be the zero function, then (1.2) still holds for n = m, and 
moreover the iteration procedure (1.3) is equivalent o 
fi=O, 
f;‘=R’“s;p(f;+ g,,,). 
(1.3’) 
This is true because the sequences {fk}i,, defined in (1.3) increase with i. 
Moreover we may also take m = n in (1.6), (1.7) and (1.8). We will use these 
facts without further mention. 
(b) Applications 
1. The Control of D&?iisions 
We take the formalism of [3]. Let w = (WI,..., &) be a d-dimensional 
Brownian motion. E(t, x) is a Bore1 measurable set valued mapping defined 
on R + X Rd with values in Rd x R which are nonempty, compact and 
uniformly bounded. 
9 is the set of the dt @ dx equivalence classes of the measurable 
selections of L. An element c = (b, L) of .P is defined a.e. by a measurable 
function F(t, x) on R + x Rd with values in Rd x R such that for any (t, x), 
qt, x) E qt, x). 
For a bounded Bore1 function b(t, x) defined on R + X Rd with values in 
Rd, let Q* be the nonhomogeneous Markov process given by the measures 
QFs,,, ((s,x)E R+ x Rd) on Q(R+;Rd) associated to the stochastic 
differential equation 
dx = b(t, x) dt + dw, 
x, = x. 
t > s, (1.13) 
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Here the solution of (1.13) is taken in the weak sense, i.e., defined via the 
Cameron-Martin-Girsanov formula [27, Theorem 6.4.3). 
By the argument in [3, Proposition 111.21, Qb only depends on the dt @ dx 
equivalence class of b. p is a strictly positive constant. 
For c = (b, L) E 9, let I’, be the function defined by 
+a: 
V,(s, x) = epSEQi.-r) [ e-“L(u, xU) du. (1.14) 
“S 
By the strong Feller property of Q” [27, Sect. 71, V, is a continuous function. 
Let K, be the cone of 20 Qb strongly p-supermedian functions on R + x Rd, 
and RC the corresponding reduite operator. 
If c, c’ E 9, define the function g,?,, by 
g,,,, = v, - v,,. (1.15) 
With the notations of (a), M is here the set 9. 
We have 
THEOREM 1.2. Let q be the function on R+ x Rd defined by 
q = ;.l$ V,. (1.16) 
Then q is a continuous function. If c = (b, L) E 9, the function f, = V, - q is 
in K,. If f J is defined by 
f:=R’ (y$ gw) (1.17) 
then fi = f,. In the sense of Theorem 1.1, the sequence {fk}i,, is stationary 
for i >, 1 and equal to f,. f ,* is given by 
f,* = v,-q. (1.18) 
ProoJ The continuity of q follows from Theorem IV-8 in [3]. f, is in K, 
by Remark IV-2 in [3]. Moreover it is easy to see that 
SUP g,,,, = VC-icnf V,,= V,-q. (1.19) c’ 
Since V, - q is in K,, f i is equal to V, - q. Now 
f~-ff~=v,-v,,. (1.20) 
Since f b E K,, by Theorem 1.1, f,* is <fr. Since we know that f,* > fr, 
f ,* = f A, and the sequence {f k },,, is stationary. 1 
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Remark 1. This result is equivalent o the dynamic programming prin- 
ciple, which says that V, - q E Kc. In this case, there is no necessity of alter- 
nating various c E 9, since there is an optimal c0 which is better than any 
alternating of various c [3]. To see this, start with c = (b, L) and QfS+X, up to 
a stopping time T,, and a cost lil e- p(f-s)L(t, xc) dt. We then commute to 
ci = (b,, L,) up to stopping time T, with a cost sc e-P(f-S)L,(tr x,) dt, etc. 
The total expected cost is 
E 
I 
Tze-p”-S’L,(t,x,)dt + ... 
Tl 
(1.21) 
which may also be written 
V&,x) - E(e-p(T1-s)(Vc - VJ(T,, xT,) + ... . 
To minimize (1.22), it is equivalent o maximize 
(1.22) 
E(e - p(T1-S)( V, - V,,)(T,, xT,) + . . . ). (1.23) 
This is exactly what is done in the iteration procedure of Part (a), as shown 
in [ Ill. The reason why the iteration stops at step 1 is that the optimal 
c,, E Y (which exists by Theorem IV-8 in [3]) is better than any nonan- 
ticipating control, and in particular better than any alternating system 
( c, cl v..., T,, Tz,...,). 
2. Stopped Controlled D@usions 
We keep the assumptions and notations of 1. Let h be a bounded 
continuous function on R + x Rd. 
M is now defined to be set {0} U 9. For c E 9, K, is defined as in 1. K, 
is equal to R +. For c, c’ E 9, set 
Define the function q’ by 
q’(s, x) = inf ~s@~s.x, c=(b,.L) 
ePP’L(t, x1) dt + e -PTh(X,)) . (1.25) 
T stopping time >s 
By the results of [4] and [6, Sect. 21, we know q’ is continuous and there 
exists c& E .Y and a closed domain A in R + x Rd such that the inlimum in 
(1.25) is attained at cb, DA-D, is the hitting time of A-for any (s, x). 
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We now apply the techniques of (a). Note that the fact that g,,, is equal to 
--co does not prevent us from using these techniques. 
THEOREM 1.3. Let f i and f i be defined by 
f:, = R” SUP go,,. 
CCY 
Then 
fJ=RC(VC-qAh), 
f&O. 
(1.26) 
(1.27) 
For any c E 9, f i is continuous. Moreover if f f and f i are defined by 
f; = R" sup go,,; CEF 
then 
ff = v, -4'7 
fi=O. 
(1.28) 
(1.29) 
The sequences (fL}i,,and {fb};,, are stationary for i 2 2 and in particular 
f ,* = v, - 4’5 
fo*=O. 
(1.30) 
ProoJ Expressions (1.27) follow from (1.19) and (1.26). Moreover, by 
Theorem II.3 of [4], since V, - q V h is bounded and continuous, f i is 
continuous. Since go,, = - co, f i is clearly 0. Note that since supctEY 
(fi, + g,,,,) V (ji + g,,o) is I.s.c., f,’ is well defined. Now, if c’ E Ip, 
f;, > RC’(VC, -h), 
which implies that 
sup (f :, + g,,,,) > v, + ,s,!p, (R”(C, - h) - v,,). C’EY 
(1.31) 
(1.32) 
By the results of [6] ( see in particular corollary 1 of Theorem 11.4), we know 
that 
sup (RC’(VC, - h) - V,,) = - q’. 
C’E14 
(1.33) 
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By Eq. (4.48) in [4], for any c E .Y, V, - q’ is in K,. From (1.28), (1.32) 
we conclude that 
f f > v, - 4’. (1.34) 
Now if f,, f0 are defined by 
“f,= vc-4’3 
f, = 0, 
then 
fc - fcs = lTC.C’, (1.36) 
and since q’ < h we also have 
Of course 
fo -fc > go,,. 
From (1.36t(1.38), using (1.8) in Theorem 1.1, we obtain 
From (1.34) and (1.39), we get 
ff =fl =fc, 
fi= f,* =fo. 
(1.35) 
(1.37) 
(1.38) 
(1.39) 
(1.40) 
Remark 2. The introduction of g,,, and gO,C has the effect that we can 
alternate the various processes Q*, and also kill the process with a “cost” 
h - V,, but of course we cannot make the process live again because of the 
infinite cost -go,C. At step 1 of the iteration process, starting with c E 9, at 
stopping time T,, we can either move to c’ E Y, or kill the process. At step 
2, starting from c E Y, the following sequences are considered: 
(1) ----- ____ T, ----~ ____ Tz----;----; 
(2) ----f----T, ----;---- T, kill the process ;
(3) ----‘;---- T, kill the process. 
Sequence (2) is in fact “better” than all the others, since at time 0, it suffices 
to change c into CL and kill the process at the stopping time D,. This is the 
INEQUALITIES IN STOCHASTIC CONTROL 237 
case because, by the results of [4,6], (ch, DA) is better than any nonan- 
ticipating strategy combined with an arbitrary stopping time. 
3. Alternating Processes 
Assume that in (a), E is a metrizable, locally compact space countable at 
infinity. For m E M, let x, be a right Markov process whith values in 
E U {6}, where 6 is the cemetery point. Assume the x, have finite lifetime. 
Let K, be the cone of the positive strongly supermedian functions with 
respect o x,. Finally assume there exists a cone of functions D having the 
properties indicated in (a). Note that if the x, are Feller processes, by 
Theorem 1 in the Appendix of [ 111 (which uses an argument of Mokobodzki 
and Sibony), D may be taken to be the set of bounded 1.s.c. functions. 
Take g,,,, .k as in (a). Using the results of [8, 111, for any bounded >O 
measure 1 on E, (A, fz) is easily interpreted as the supremum over the 
increasing finite sequences of stopping times 0 < T, < T, < a.. Tj and the 
sequences of random variables with values in M; m,, m2 ... mj such that 
m # m, a.s., m, # m,, , a.s., m, FTi measurable, of the criterion 
J%Lwq(XTt) + gm,,m2 (XTJ + *** + gmj~,,mi(xTj))’ (1.41) 
where the process x starts with entrance measure 1 and the probability law 
of x, up to the stopping T,, then follows the probability law of x,, up to 
stopping time T,, etc, so that using the notations of [27, Section 121, if Pi is 
the probability law of the Markov process xi with entrance measure p on the 
set 0 of right-continuous functions defined on R ’ with values in E, the law 
of the new process x may be written as 
(1.42) 
4. Alternating Controlled Dlflusions 
We now study the problem solved in [ 11, Sect. 3-l]. &t, x), 9, Qb, p, V, 
are taken as in (b. 1). We make the supplementary assumption that z takes 
its values in Rd X R+ (i.e., if c = (b, ~5) E 9, L is >O). 
E(t, x) is another set valued mapping having the same properties as 
E(t, x). 9 is the set of dt @ dx equivalence classes of measurable selections 
of p. For c’ = (6’, L’) E Y’, Qb’ is defined as in (1.13) with b’ replacing b. 
Similarly V,, and q’ are defined by 
Vcc(s, x) = ePSEQ~:~) 
I 
+oO 
ewP’L’(t, XJ dt, 
s (1.43) 
4’ = ,jg, If c’* 
K,, is the cone of 20 Qb’ strongly p-supermedian functions. h and h’ are two 
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bounded 20 continuous functions on R + x R such that /I > 0 exists for 
which h > 2p. We now define 
CEY, EEL2 g c,P -- v, - vp, 
cE,IP, c’ E 9’ g,,,, = V, - V,, -h, 
c’ E P, FEY’ g,,,,, = v,, - v,-,, 
(1.44) 
C’ELY, CE4P g c<,c = V,, - I’, -h’. 
Note that we are working in the nonhomogeneous case, but as indicated in 
[ 111, all the results of [ 111 are still valid in this case. 
Since E and p take their values in Rd x R +, for any c E 9, c’ E P’, V, 
is in K, and V,, is in KC,. Define 
(1.45) 
Since h and h’ are 20, it follows that 
c’ E Lz’, CEP Tc, - .c 2 g,~,,, 
which shows that (1.2) is verified in this case, at least in a generalized sense 
(since A4 is in general infinite). 
Let &r, x) and $((s, x) be the bounded continuous functions defined in 
[ 11, Sect. 31 (in [ 111, they are instead q(x) and q’(x)). By Theorem 3.2 of 
[ 111 we know that for any (s, x) 
@(s, x)= ePsE e-PtL,(t, XJ dt 
C$,EY’ 
Tistoppingtimes, s(TI<T2<T3.. . 
+ eepT1 h( T, , xT,) + I 
TZ 
epptLi(t, xl) df + e -PT2h’(Z-Z, xTJ 
TI 
I 
T3 
+ P’L,(t, xt) dt + e -pT3 W-3, x,J + 
T4 
epp’L&(t, x,) dt 
TZ i =I 
+e-pT”h’(T,,xT4)+ . . . , (1.47) 
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where the new process x is constructed as in (1.42) by starting with Qf& up 
to time T, , then following the law of Q?,,,, up to stopping time T, ... (in 
the r.h.s. of (1.47) the summation is done on a finite set of i). The function @’ 
is similarly defined by inverting LY and Y’. 
We then have 
THEOREM 1.4. For c E 9, c’ E .9’, let {fi}i,, and {fLC)iE,,, be the 
sequences of functions defined by 
f,“=O; f,“,=O, 
f;+‘=F ((;=g (f! +g,,s) v ,fV, ccl +gw> ) (1.48) 
f ;t 1 = RC’ 
K 4 
* 
The functions f k, f iC are continuous, increase with i and converge when 
i -+ +a~ to the functions 
f,* = v, - 4 f$= v,,-3. (1.49) 
Proof: f ,” and f z, are continuous functions. Moreover 
sup g,,, = v, - 4, FEY 
sup g,,,,= V,-q’-hh; 
C’EP’ 
(1.50) 
sup g,,,,, = V,! -q’, 
fEY’ 
;ygge,,C= V-,(-q-h’. (1.51) 
In particular all the r.h.s. in (1.50)-( 1.51) are continuous bounded functions. 
To prove the continuity of f: and f kc, we now proceed by induction. 
Assume that for i <j, the functions f r and f k, are continuous, and that 
suppEY <fk + gC,3, sup,,,,‘(f f, + g,,,,) as well as the corresponding 
functions for c’ E 9’ are continuous. It follows that 
f{=R’(Vc +Hj), f;, = RC’(VC, + Hj), (1.52) 
where Hi, Hj are bounded continuous functions not depending on c or c’. By 
Theorem II.3 in [4], f< and fj,, are bounded continuous functions. Now 
clearly 
SUP f $ + g,,, = Liz (R’( VF + Hj> + Vc - VE). 
FE;” 
(1.53) 
From [4, Sect. 41 and [6, Sect. 21, we know that the r.h.s. of (1.53) is a 
bounded continuous function. Similarly supcJEVY’ f’,, + g,,,, is bounded and 
continuous. A similar reasoning applies to the corresponding functions where 
c’ instead of c appears. We then have proved by induction that f L and f L, 
are continuous functions for any i E N. 
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By reasoning as in Georem 1.1, it is easily seen that f k and f L, increase 
with i. Since they are gc and fc,, let f ,* and f ,*, be their limits. Take now c,, 
and cb as in [ 11, Theorem 3.31; in particular, taking cZi+, = c0 and c’zi = cb 
in (1.47), and choosing the Ti adequately in (1.47), the inf is reached in the 
r.h.s. of (1.47). Consider the minimal solution of the system of inequalities 
f - f’ 2 &,,c(,’ f’ - f 2 &&co (fE Kc0 f' l G,). (1.54) 
Let (9, q’) be this minimal solution. Since f c*, and fzh verify (1.54) it is 
clear that (D < f,*,, p’ < f:;. Now by (3.9) in [ 111, 
(1.55) 
Moreover by Theorem 3.1 in [ 111, c, E 9 minimizes the function 
c E .Y + (V, - RC( v, - q - h))(t, x), (t, x) E R + x Rd. (1.56) 
Since by Theorem 3.1 in [ 111, we know that 
4’ = Vc, - RCo( Vc, - g - h) (1.57) 
from Eq. (4.48) in [4], for any c E Y, V, - 4 is in K,. Similarly for any 
c’ E P, V,, - 5’ is in K,, . Let f, and f,, be defined by 
f, = v, - 4 
f,,= v,,-$. 
Since by [ 11, 3.12)], we know that -h’ < q- @ < h, we see that 
CE;IP, FELY fc - ft = &.c-7 
CEP, C’EP fc-fc~>&.,‘? 
c’ E P, PEP f,’ - fa = gcr,c^‘, 
c’ E LP, CELP fee - fc >&.c* 
From Theorem 1.1, we find that 
Since f,, = p,, fc6 = (D’, it is clear that 
(1.58) 
(1.59) 
(1.60) 
(1.61) 
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From (1.61), it follows that 
Now since for c E Ye, c’ E Y’, 
(1.62) 
(1.63) 
knowing that g,,,. = - g,,,,, &,c6 = - g,h,,8~ we get 
f,* =f:o+s,,,,= vc, - 4’ + v, - vco = v, - 4, 
fc’=f:&?,‘.,,= vc* - q + v,, - vcs = v,, -q. 
(1.64) 
Theorem 1.4 is proved. 1 
Remark 3. Of course, as indicated in Theorem 1.1, the functions f ,*, f ,*, 
are the minimal solutions of a system of inequalities. A precise interpretation 
of the iteration (1.48) may be done as in Remark 2. At step 1, starting with 
c E P, the following sequences are considered : 
(1) -----&--- T, ---y---;---, 
(2) ----EI--- T, --c’EL/T--. 
In this case, the iteration does not produce, in general, stationary sequences 
of functions f: and ff,. 
Recall that in [ 111, a key factor which explained the existence of an 
optimal couple (c,, cb) taken as in (1.54) was the existence of /I > 0 such 
that h > 2p. It is very instructive to see what happens if h and h’ are equal to 
0. We conserve all the previous assuptions except hat we now define 
CEiP, c’ E 9’ g,,d = v, - v,,, 
c’ ELP, c”EP g,,,,-, = v,, - v,-,, 
(1.65) 
c’ E P, c E it’ g,,., = v,, - v,. 
Of course, (1.46) is still verified for the functions g. We define the functions 
7: and yi, as in (1.48), replacing g by 2. The proof of Theorem 1.4 shows 
these functions are continuous. Let K((t, x) be the set valued mapping 
E(t, x) = qt, x) u Eyt, x). (1.66) 
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5t? is the set of equivalence classes of measurable selections of R. Set 
(1.67) 
We then have the key result 
THEOREM 1.5. For c E 9, c’ E Y, the sequences of functions {pi}iE, 
and c.c tiw increase and converge to the functions 7: and y$ defined by 
(1.68) 
Proof. Since E(t, x) contains E(t, x) and c(t, x), from [3, Remark IV.21, 
it follows inparticular that V, - 4 is in KC and V,, - 4 is in KC,. Theorem 1.1 
shows then that 
(1.69) 
We now prove the inverse inequality. By Theorem IV.8 in [3], there exists 
d = (b, L) E ZZ such that 
q= v,. (1.70) 
Let u(t, x) be the characteristic function of the Bore1 set [27, Lemma 12.1.91. 
B = {(t, x) ; d(t, x) E z(t, x)) . (1.71) 
Fix (s, x), and consider the probability measure QFs,X, on g(R + ; Rd) (i.e., 
the Brownian measure, starting from (s, x)). Since u(t, x,) is a predictable 
process, we may find a sequence of predictable step processes u: converging 
lt,Jt 0 dQ;s,x, a-e. to u(t, xr). U: is such that there exists t, = s < t, < . . . < 
tp<tp+,= + co such that on each interval [ti, tit I [ , u: is equal to a 
9(xv; v < ti)-measurable random variable. Replacing u: by 1 if u: > 4, by 0 
if u: < 4, we may even suppose that u: takes its values in the set {O, 1 ). 
Letd,=(b,,L,)EP’andd,=(b,,L,)Ei”’besuchthat 
d= l,d, + &d,. 
For n E N, consider the stochastic differential equation 
(1.72) 
dx = (u: b,(t, x) + (1 - u;) b2(t, x)) dt + dw. 
x, = x 
(1.73) 
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taken in the sense of Girsanov [27,6]. Let P” be the corresponding measure 
on SF(R + ; Rd). We claim that 
= Vd(S, x). (1.74) 
Note that for a given n, when m E N+ + co, 
E P” m 
1 
cp(‘-‘) (u; L,(t, xt) + (1 - u;)L,(t, x1)) dt (1.75) 
s 
converges to the corresponding expression with m = + co, and this uniformly 
in n. If d: = (by, Ly) is the process defined by 
d: = u:d,(t, x1) + (1 - u:) d,(t, x,) (1.76) 
by the Girsanov formula [27, 61, we know that 
EP” irn e-P(t-S) #‘L,(f,x,)+ (1-$>L,(t,x,))dt 
= EQo(s, x) 2: m e-P(f-S)L:& (1.77) 
s 
where 2: is the Girsanov density 
Zk = exp m (b:,dx)-fI‘m lb;/2dl/ . 
s s 
(1.78) 
Now clearly, when n -+ + 00, I,” e-p(r-s’L: dt converges QFS,X, a.s. and in the 
corresponding L, space to Ir e- p(r--s’L(t, xt) dt. Moreover (1.78) shows that 
Zi converges in probability-for the measure Ql)s,xj-to Z, given by 
Z, = exp (1.79) 
It is not hard to prove that for a fixed m, the random variables {Zl},,, are 
uniformly bounded in L,. It follows immediately that when n + + co, (1.77) 
converges to 
&s.x, z m I 
m 
e-p(‘-s)L(f, xt) dt (1.80) 
s 
which is exactly equal to 
EQb(s, x)lm e -P(f-s)L(t, xt) dt. 
s 
(1.81) 
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Now the limit when m -+ + co of (1.81) is clearly equal to I’&, x). 
Equation (1.74) is then proved. 
Let T,, ,..., Tj ,..., be the finite sequence of stopping times defined by 
induction by 
To = s, 
r,+, = inf{t > Tj, uFj+, # uFi}. 
(1.82) 
Note that the stopping times Tj depend on it, and take their values in the set 
t t 0, , ,..., t, associated to the predictable step function u:. Clearly 
E 
p” +a 
.i 
-PC’-S)L;& = +c E’” 
I 
r,t1 
e 
e-P”-“‘L;dt. (1.83) 
s j=O Tl 
Note that by eventually modifying U” at time s, we may assume that u: = 1. 
On the stochastic interval [ Tj, Tj+ I [ if j is even, U: is equal to 1, and if j is 
odd, u: is equal to 0. 
Now by Theorem 6.1.3 in [27], we know that a.s., the conditional 
probability PJ” of P” with respect to 9(xI; s < t < Tj) is a solution of the 
martingale problem associated to a = I, b = b” starting from xrj at time Tj. It 
follows in particular that ifj is even 
P” 
I 
Tj+l 
E e-P’t-S’L$.& 
Tj 
= EP”(e-p(Tj-s) V,,(Tj, xTj) 
- e-P(rj+l-s) Vdl (Tj+ , , xTj+, )), 
and if j is odd 
E P” 
I 
rj+l 
e-P(t-S)L; dt 
Tj 
= EP”(e-p(Tj-s) I/,,(Tj, xTj) 
- e-p(Ti+i-s) VdZ(Tj+ , , xTj+,). 
Let pj be the finite measure on R + x Rd defined by 
@j, h) = EP”e-p(Tj-s)h(Tj, xrj). 
Clearly 
(1.84) 
(1.85) 
(1.86) 
vd,(s, X) - EP” 
c 
+oo e-P(‘-S)Lydt 
= &I) ‘d,- vd2) 
+ +2, vd,- vd,) + +,Y vdl - vdl) + “’ (1.87) 
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(the sum in (1.87) contains a finite number of terms). We claim that if j is 
even, and if u is a bounded strongly p-supermedian function for Qbl, then 
olj+l~v>~~j~v>* (1.88) 
Expression (1.88) follows from the fact that conditionnally on 9(x, ; 
s < t < Ti), the conditional probability P:(w) is as. equal to Qf;,,,,, on 
9(x,;Tj<t,<Tj+,), and then 
EP;(w)e-PrjtI~(T, 
J+lvxT~+t ) < f?-Pr’V(Tj, Xrj), (1.89) 
from which (1.88) follows by integration. Similarly, if j is odd, (1.88) holds 
for bounded strongly p-supermedian functions for Qbz. 
Since 
w, -A, = Vd, - Kf, (1.90) 
from (1.87) we get 
V&,x) - EP” 
I 
-t cc 
e-P”-S’L; dt 
= ol,,n,-7$ 
+ cll,,~~*-~,)+o(,,~~,-J;~*)+... 
=~~,s~,)+cu3-c1*~~~,)+cu5-1114~~~,) 
+ . ..+cu2--.,Sd*,)+cu,--~,~~*)+.... (1.91) 
Using (1.88), and the fact that ,D, = a(,,,,, we obtain 
Vd,(s, x) - EP” 
i 
+m e-p(‘-s)L:dt < y:,(s, x). 
s 
(1.92) 
Taking the limit in (1.92) for n + + a, and using (1.74), we get 
Inequalities (1.69) and (1.93) imply that 
y;, = Vd, - q. 
Since for c E 4p, c’ E P, 
72, - 7: = v,, - v,, 
.T$,-f;,= v,*- vp, 
Eqs. (1.68) follow from (1.94). fl 
(1.93) 
(1.94) 
(1.95) 
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Remark 4. In contrast to what happened in Theorem 1.4, it is here 
essential that the various diffusion processes have the same diffusion term, 
which is here given by the identity matrix, so that by considering the new 
processes obtained by alternating these difusions, by Girsanov’s Theorem 
[ 27. 61, we build new processes which have a nonanticipating drift, but still 
the same difusion term. If this were not the case, the functions 7: and y$, 
would be difficult to characterize. The interpretation is that by considering 
an arbitrary number of transitions from processes of type c or c’ to processes 
of type c’ or c, at the limit we do as well as if no constraint exists on the 
“number” of transitions. 
2. IMPULSE CONTROL PROBLEMS 
We shall now consider impulse control problems. A brief description of 
the intuitive meaning of these problems has been given in the introduction. 
(a) The Impulse Control Problem 
Let E be a metrizable locally compact space, which is countable at 
infinity. Let x -+ Z(x) be a set valued mapping defined on E with values in E. 
We assume the following 
(a) I has nonempty compact values. 
(b) For any compact set KC E, the set I(K) defined by 
I(K)= {yEE;3xEKyEI(x)} (2.1) 
is relatively compact. 
(c) If x, is a sequence in E such that x, + x, if y, E 1(x,) and if 
y, + y, then y E I(x). 
(d) If x E E, y E I(x), if x,+x, there exists y, E 1(x,) such that 
Y, + Y* 
lis the graph of Z in E x E. 
a is a bounded U.S.C. function defined on E X E. If h is a bounded function 
on E, define the function Sh by 
SW) = wpx) (h(y) + ah Y>>. (2.2) 
Under the previous assumptions, it is clear that if h is u.s.c., Sh is U.S.C. 
Moreover if a and h are continuous, Sh is continuous. 
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Let x be a Feller process with values in E U {a}, where 6 is a cemetery 
point, having a finite lifetime [, and a finite potential kernel V, i.e., 
Vl ( + co. V sends the set of continuous functions which are zero at infinity 
Q,(E) into itself. Let K be the cone of positive strongly supermedian 
functions for x, and let R be its r&&e operator. Assume that if h is bounded 
and continuous, Rh is continuous. By Theorem 1 in the Appendix of [ 1 I], it 
is equivalent o assume that if h is bounded and u.s.c., Rh is U.S.C. 
Consider the sequence of functions f ‘, f I,..., defined by 
j-0=0, 
f’” =RS f’. 
It is easily checked that all the f i are U.S.C. 
(1) A Formulafor f’ 
We first give some definitions. 
(2.3) 
DEFINITION 2.1. rcl and x2 are the mappings defined on E x E with 
values in E given by 
x1(x, Y) = x, +, Y) = y. (2.3) 
If m is a bounded positive measure on E x E, m’ and m* are the measures on 
E which give the distribution of n’(x, y) and rr’(x, y) under m. 
DEFINITION 2.2. Let A be a positive bounded measure on E. If M = 01,) 
is a sequence of positive bounded measures on E x E, we write I I< M if 
(2.4) 
where < is the ordering on the set of bounded measures on E associated to 
the balayage with respect o K. 
Recall that if p and ,u’ are two bounded measures on E, we write that 
,u < ,u’ if for any bounded f in K, 
Cu’Tf><01Yf>. (2.5) 
DEFINITION 2.3. If M is taken as in Definition 2.2, we write (MI < i if 
for n > i + 1, ,u,, = 0. We write M 11 if for any n, p,, is carried by 1 (which 
we also write pu, 1 f). We note llMj/ < + co the fact that the measure @, is 
bounded. If I(MJI < + co, define (M, a) by 
(M, a) = C-U,, a>. Q-6 1 
580142/Z-9 
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We then have 
THEOREM 2.4. If 1 is a bounded positive measure on E, then 
(2.7) 
Proof, We prove the result by induction. For i = 0, (2.7) is trivial. 
Assume that (2.7) is true for any measure I and any j < i. By the Theorem 
of Rost [26] and the results of Mertens [20], we know that since 
fi+'=RSfi, 
If ,u is a positive bounded measure on E, we now prove that 
(2.9) 
Since for any y E I(x) 
sf i(4 > f ‘W + 44 19, (2.10) 
it follows that if m is a bounded positive measure on E x E taken as in the 
r.h.s. of (2.9) 
(p, Sf i, = 1 Sf i(x) dm(x, Y) 
> I (f’(y) + 4x, Y>) Wx, v>. (2.11) 
Since f’(y) + a(x, y) is U.S.C. and since I has compact values, the set J(x) 
defined by 
J(x) = {u E G); Sf’(x) = f ‘(y) + 4x, Y)} (2.12) 
is nonempty and compact. Consider the set valued mapping I’ defined on E 
with values in the space of compact sets in E X E 
x-I’(x)= ((4 v); YEZ(X)J. (2.13) 
From lemma 12.1.8 in [27] and assumptions (a)-(c), I’ is a Bore1 mapping 
defined on E with values in the space of compact sets in E x E endowed 
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with the Hausdorff metric. From lemma 12.1.7 in [27], we find that the 
mapping J’ defined by 
-J’(x)= {(x, v); YEJ(X)} (2.14) 
is Borel, and then that x-+ J(x) = n*J’(x) is also Borel. By Theorem 12.1.10 
in [ 271, there is a measurable mapping x + y(x) defined on E with values in 
E such that for any x E E, y(x) E J(x). In (2.9) take then dm(x, y) = #(x) 
4=W to obtain the equality with the 1.h.s. Using (2.1 l), (2.9) has been 
proved. 
From (2.8) and (2.9) we get 
We already know that 
(2.16) 
Taking M’ = (m, M) in (2.15)-(2.16), we find that (2.15) is identical to (2.7) 
atstepi+l. I 
(2) Properties of the Sequences M = (a,,) 
We now prove some properties of the sequences of measures previously 
used, similar to the corresponding ones in [11.2]. 
THEOREM 2.5. Let I be a positive bounded measure on E. IfM = (,u,) is 
a sequence of positive bounded measures on E x E such that A (< M, if 
(1 M/I < + CO, if m is the positive bounded measure 
(2.17) 
then 
1-b mz C m’. (2.18) 
ProoJ Let f be a bounded function in K. From (2.4), it is clear that 
Since (lM(I < + co, we can take the limit in (2.18) when i -+ + co which 
proves (2.18). 1 
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There is a partial-and satisfactory-converse to Theorem 2.5. 
THEOREM 2.6. Let A be a bounded positive measure on E. If m is a 
bounded positive measure on E x E such that 
I$m2~m’ (2.20) 
there exists a sequence of bounded positive measures on E x E it4 = 01,) and 
a bounded positive measure m’ on E x E such that 
+oO 
m= C .uEln+m’, 1 I< M, ml2 C ml’. (2.21) 
1 
Proof. Since (2.20) is verified, by a result of Meyer et al. [22], there exist 
two bounded positive mesures /I, and p1 on E such that 
A <PI, m2 <P,, m’ =p, +pl. (2.22) 
Now disintegrate m along the x coordinate ; i.e., write 
dm(x, u) = h’(x) dm,(y) (2.23) 
(this is possible since E is Polish). Define the measures pul and r, on E X E 
by 
&,(x3 Y) = dP,(x) dm,b% 
dG, v) = 4+(x)dm,(~). 
Clearly, /3, = p;, p, = r:, which shows that 
(2.24) 
E. Cd, m2 C ~1, m =p, + z,. (2.25) 
Now 
lu: + r: < z:. 
We may find ,uz and r2 such that 
2 I 
PI <PClt, 5: < r:, 5, =p2 + 52. 
We may repeat the previous argument at step i and obtain 
/l-l </i;, Ti-1 <T;, Zi&I=~i+Si9 
(2.26) 
(2.27) 
(2.28) 
and so 
pu’ + 5: < 5;) (2.29) 
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from which we get positive bounded measures lUi+, and ri+ I such that 
Pj! <iuf-tD rf < z;+ ,, si=Pi+l + 5i+lY (2.30) 
which is similar to (2.28). We may then build pi and ri by induction. It 
follows that 
m=~u,+t,=~,+~*+r,=~,+~u,+‘.‘+~i+ri, 
13 CPU:, lu: < Pu: T..., Pf- 1 < Pui’ , r; < r;+ , . (2.3 1) 
The increasing sequence of measures Cfpu, is dominated by m and then 
converges; the decreasing sequence r, converges to m’. From 5: ( r:+ ,, we 
get m’* ( rn’l. Expression (2.21) is trivially verified. 1 
(3) Limit off’ 
Assume there is a bounded 7 in K such that for any (x, y) E 1, 
J’(x) > 3(y) + a(x, v), which may also be written 
3w.f (2.32) 
We now have 
THEOREM 2.7. The sequence (fi}ieN of U.S.C. functions increases and 
converges to a bounded Bore1 function f *. Sf * is Bore1 and moreover 
f* =RSf*. (2.33) 
If f E K is such that for any (x, y) E 5 f(x) > f(y) + a(x, y), then f * < f. 
Proof: Clearly f" < x Assume that fi <x Then for (x, y) E f, 
f’(y) + a(x, y) < f(v) + a(x, y), which shows that Sf i < Sj: and then since 
Sf<fEK, we get fi+‘= RSf i ,<r The increasing sequence {f i}ieN is 
then dominated by the bounded function f and converges to a Bore1 function 
f * which is <j? It is easy to see that Sf * = lim T Sf i. Since the functions 
Sf’ are u.s.c., Sf * is Borel. From fi” = RSf’, we get (2.33). The last 
statement in the theorem is obtained by replacing 7 by J g 
We now have the key result 
THEOREM 2.8. If A is a positive bounded measure on E, 
(4 f *> = SUP 
m > 0 bounded I 
4x, Y> dm(x, Y). (2.34) 
m Ir 
,ltm2<m 
Proof: Since f * = RSf *, it follows that if (x, u) E f, then f*(x) > 
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f*(Y) + 4-5 Y). If m is taken as in (2.34), since f * is bounded and f * E K, 
we get 
1 f*(x) d4x) > ( f”(x) dm’(x) - 1 f*(x) d4x) 
= r (f*(x) -f*(Y)) wx, Y) 
> a(x, y>dm(x, Y>* I (2.35) 
(n, f*) is then larger than the r.h.s. in (2.34). By Theorems 2.4 and 2.5 it is 
clearly inferior to the r.h.s. Equation (2.34) is proved. a 
Remark 1. Using Theorems 2.4 and 2.6, (2.34) is very easy to interpret. 
If m’ is taken as in Theorem 2.6, using (2.34) with I = 0, we find that 
0 > (a(& Y) dm’(x, Y), (2.36) 
so that in the maximization of the r.h.s. in (2.34), using the decomposition 
(2.21), we may neglect m’ since its contribution to the criterion is GO. (2.34) 
is then a direct consequence of (2.7). 
(4) Regularity off * 
Assume now that there exists a bounded continuous f in K and a constant 
p > 0 such that for any (x, y) E f, f(x) > j’(y) + a(x, y) +/I. This 
assumption is clearly stronger than the corresponding assumption in (3). 
THEOREM 2.9. f * is a bounded U.S.C. function. If a is continuous, f * is 
continuous. 
Proof. Let g(f) be the Banach space of bounded continuous functions 
on 1 with its standard norm. Let I;k be the Tech compactification of x Since 
a is bounded and U.S.C. on f, it may be extended to I” by 
a= inf cp 
rp E @m 
(2.37) 
o>aOni 
If E* is the Tech compactification of E, the restrictions of rcl and 7~’ to i 
may be trivially extended as continuous mappings 7~” and rc2* from p in E*. 
Let ‘S?(E) be the space of bounded continuous functions on E. Define 
x = K n Q(E). For x E E and u E @?‘(I), set 
F,(u) = inf 
fdr 
f(x). (2.38) 
(X,Y)EE f (X)>f( Y)+acc. Y)+u(x. Y) 
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Note that the condition: f(x) > f(y) + a(x, y) + u(x, JJ) for (x, y) E r is 
equivalent to 
f(d*.) 2 j-(7?*.) + a(.) + u(.) on i* (2.39) 
since (2.37) is verified and moreover f(?*.) - f(n’*.) - u is an element of 
G?(r) which is >a on f. Now for u E q(f) such that ]]u]] < p, it is clear that 
0 < F,(u) < T(x). Fx is trivially a convex function. Since it is bounded on the 
ball of center 0 and radius /I, by Proposition 21 in [ 13 11.2. lo],, F, is 
continuous on this ball. We now compute the conjugate-r Legendre 
transform-function of F, [23], F,*, which is defined on the dual space 2 
of q(f). 
By Proposition 11.7.5 in [24], we know that 2 is the space of bounded 
regular measures on i*. By definition, for p E 2 
WP) = sup c4 f2 > - f(x)* (2.40) UEWiJ 
fEf 
fln’*.)>nn2*.)to(.)+u(.)onf* 
If p is (0, F,(B) is +co. If p is >O, from Proposition 11.7.4 in [24], we find 
F,*(u) = suf 01, f(d*.) - f(n’*.) - a(.)) -f(x). (2.41) 
Let ,u’* and ,u~* be the regular measures on E* images of ,U through 7~” and 
z2*. Clearly 
F&) = zi Cu” --lu’*> .I-) -f(x) - 01, a>. (2.42) 
If p,a EX, we write p < u if for any gE R, (a, g) < (p, g). In 
[ 1 l-Appendix], we have seen that if the measures p and o are carried by 
E-i.e., are standard measures on E-this is equivalent to p < u in the sense 
of Definition 2.2, so it is feasible to use the same notation. From (2.42), we 
see that 
F,*@) =- Cu, a>, if p > 0, 6, +p2* < rul*, 
(2.43) 
=+m, elsewhere. 
Sine F, is continuous at 0, we know by [23] that F,** (0) = F,(O); i.e., 
F,(O) = ;;>po 019a>* (2.44) 
SX+p2*<U’* 
Since in general 2 is strictly larger than the set of bounded measures on f, 
we cannot use (2.34) to prove the equality of F,(O) and f*(x). 
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Take x in E, and let V(x) be a compact neighborhood of x in E. From 
assumptions b) and c), we know that (n’))’ (V(x)) n 1 is compact in E X E. 
f*/r is then included in the closure in f* of f/(n’)x(x))n 1 Since 
7ry1;/(7r1)-yv(x)) n I) c ‘V(x), we find that n’*(r*/f) c ‘V(x), which shows 
that x @ rri*(j*/I). From this we conclude that z’*(f*/I) c E*/E. Finally, 
noting that n’(f) = E, that x’*(!*) is compact, and that E is dense in E*, we 
find ni*(f*) = E*. 
If h is a bounded and U.S.C. function on E*, define the function S*h on E* 
by 
S*h(x) = sup (h(d*z) + a(z)). 
2d* 
Z”Z =.X 
(2.45) 
Clearly S*h is bounded and U.S.C. Using what has been previously proved, it 
is also clear that the restriction of S*h to E coincides with Sh. 
Define similarly R*h by 
R*h = f$ g. (2.46) 
g>honE 
By Theorem 1 in the Appendix of [ 111, R*h extends Rh (which is defined on 
E). Note that if p, u Eg are 20 and such that p < u, since 
@,R*h) = ,&Mh @, g>, (2.47) 
and 
(u,R*h) = ,&Hh (a, g), 
then 
(u, R*h) < @, R*h). (2.48) 
Define by induction the functions 7 on E* by 
f”=o, 
p+l =R*S”J’. (2.49) 
Since j= is continuous on E, we know that ?(,I*.) > 3(7?*.) + a(.) on f*. It is 
easily checked by induction that J” coincides with f’ on E, and moreover 
that f’i < 7 on E*. Let y* be the limit of the increasing sequence f’i. F* 
coincides with f * on E. Since 7” > .S*f, from (2.45) we find that for 
ZEP. 
p+‘@‘*z) > yy?r’*z) + u(z) (2.50) 
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and then 
y*(n’*z) > y*@r**z> +a(z). (2.5 1) 
Similarly, from (2.48), we know that if p, u E 2 are 20 and such that p < c, 
then (a, 7) < @, f’i), and then 
(6 T**> < @v $*>. (2.52) 
Take now x E E and ,u EM> 0 such that 6, +,u** < ,ul*. Then 
y*(x) = f*(x) > I, (.7*((71’*z) - .T*(<n*‘z)> dP(Z), 
(2.53) 
which follows from (2.5 l)-(2.52). From (2.44) we get 
f”(x) 2 ~x(W (2.54) 
Clearly from (2.38) and Theorem 2.7, we know that 
f*(x) ,< I;;(O)* (2.55) 
From (2.54~(2.55) we see that f*(x) =F,(O). From (2.38), we see that 
F,(O) is U.S.C. in the variable x. f * is then U.S.C. If a is continuous, it is 
easily checked that the functions f i are continuous. f * is I.s.c., and then 
continuous. I 
Remark 2. Equation (2.44) may also be seen as the consequence of the 
Hahn-Banach theorem, which may be applied since the. assumption on T 
implies that a certain convex set has a nonempty interior in L If E is 
compact, the proof almost ends at (2.44). If E is noncompact, some technical 
work is needed to go back to the compact case. 
(5) Uniform Convergence: The Argument of Hanouzet and Joly 
We now give an alternative proof of the upper semi-continuity off * based 
on a remarkably simple argument of Hanouzet and Joly [ 161. 
THEOREM 2.10. If there exists a bounded U.S.C. function f in K, and L 
such that 0 < 2 < 1 for which 
Cl-w>xT (2.56) 
(i.e., for (x, y) in f, (1 -A) f(x) > f (y) + a(x, y)) then for any U.S.C. 
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function go such that 0 < go < 2, the sequence of functions g’ = (RS)’ go 
converges uniformly on E to f*. 
Proof: We follow Hanouzet and Joly [ 161. Assume that h and h’ are 
bounded U.S.C. functions on E such that there exists a, /? E R with 0 < a, 
/3 < 1, such that 
P(h - 3) < h - h’ ,< a(3 - h’). (2.57) 
Since h < a3 + (1 - a) h’, using the convexity of the operators R and 
S-which is trivial-we find 
RSh<aRSP+(l-a)RSh’<a(l-A)y+(l-a)RSh’. (2.58) 
It follows that 
RSh-RSh’<a((l -A)?-RSh’)<a(l -A)(&RSh’). (2.59) 
Similarly we obtain 
/3(1 - L)(RSh -7) < RSh - RSh’. (2.60) 
The argument extends to the case where h’ is taken to be equal to f * 
defined in Theorem 2.7, since Sf * is Bore1 and RSf * is then well defined. 
Since RSf * = f *, f * <x if h <j: (2.57) is verified with a = /3 = 1, so that 
using (2.59) - (2.60) we get 
(l-A)(RSh-j)<RSh-f*<(l-L)(3-f*). (2.61) 
If we take h = go in (2.61), we see that (2.61) is identical to (2.57) with 
a =/I= 1 -II, h =g’, h’ = f *, so that we may apply again (2.59)-(2.60). By 
iterating this procedure, we obtain at stage i, 
(l-A)‘(g’-JI)<g’-f*<(l-A)‘df’-f*). (2.62) 
By induction we see that for any i, g’ < j: Since 7 is uniformly bounded, 
using 0 < L < 1, (2.62) shows that g’ converges uniformly to f *. 1 
Remark 3. The argument of Hanouzet and Joly is applicable to the 
problems studied in ] 111, as well to the problem studied in Theorem 2.4. 
(6) Existence of an Optimal Strategy 
In this section, the assumptions are the same as in (4). All the functions 
defined on E are extended to E U (6) by taking the value 0 at 6. Set 
h=Sf*. (2.63) 
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h is a bounded U.S.C. function. Since x is a Hunt process, its discontinuities 
are carried by totally inaccessible stopping times. It follows that if T,, is an 
increasing sequence of stopping times with values in [0, +a~ ] which 
converges to T, 
- 
4x,) > llm 4x,,). (2.64) 
Expression (2.64) still holds for decreasing sequences. From [20], we know 
that if y* is the excessive regularization off *, then 
j-*=pV h. (2.65) 
Set 
A = (xEE;f*(x)=h(x)}. (2.66) 
From (2.65) we see that 
A = {x E E; y*(x) < h(x)}, (2.67) 
so that A is a Bore1 finely closed set (the fine topology is of course the 
topology associated to the Markov process x). Moreover of QA is the kernel 
defined by 
(Q"~>(x),=E,~,~<,u(xD~) (2.68) 
(where E, is the expectation operator for the considered Feller process x, 
starting at x, and D, is the hitting time of A), from Theorem 1.4 in [lo] 
(applied under the assumptions of Section II in [lo]) we get 
For x E E, set 
f*=QAf*=QAh. (2.69) 
Z'(x)= {vEZ(x);h(x)=f*(y)+a(x, Y)). (2.70) 
Z’(x) is clearly nonempty and compact. Proceeding as in the proof of 
Theorem 2.4, we may find a measurable mapping defined on E with values in 
E: x+ y(x) such that for any x, v(x) E Z’(X). Expression (2.69) may be 
written 
Set 
f * = QA@(v Y(.>> +f *M.>)). (2.71) 
b(x) = 4x2 Y(X)> (2.72) 
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and define the kernel Q”*’ by 
(QA9'4(4 = @‘%uW (2.73) 
Replacing in the r.h.s. of (2.71) f*(y(.)) by its value given by (2.71), we 
obtain 
f * = QAQ”“f*(y(.)) + QAQ”*Yb + Q”b (2.74) 
and more generally, we obtain by induction 
f * = e”(e”y’ f*(y(,)) + Q”(Q”qY)n-- b + Q”(e”‘y)“-2b 
+ ..a + QA@*Yb + Q”b. (2.75) 
Since 
b(x) G 3(x> - 3WN - 81 (2.76) 
from (2.75) we see that 
f* < QA<QA~yl'-'f*<vW + QA<e"*y>n-l (w&b.&(4)-P) 
+ Q"<Q"*y)n-2 &I -hC)> --PI + -.a 
+ QA(3C)-3MEB) 
= QA<e"qy>"-' f*M)) - QA<QA*y>n-' .hC)) 
+ Q”<Q”*y)n-2(@~yjl- s(y(.))) t a-- 
i- Q"K?9Y3-3b7C)))+QA3 
-P(Q”(Q”*‘)“-’ 1 + QR(QA*y)n--2 1 + .a. + QA 1). (2.77) 
Now, since r is strongly supermedian, @3 < x and then Q”,‘3 < f(y(.)). 
Since f * and f are uniformly bounded, QA(Q”*‘)“-’ f *(y(.)) and Q”3 are 
uniformly bounded, and this uniformly in n. Since p is >O, it follows that 
(Q” t tie”*’ t ... t QA(Q”“)“-l)(l) (2.78) 
is bounded on E, and this uniformly in n. 
Let I be a positive bounded measure on E. Let P, be the distribution of 
(xw Y(x,,)) h w en x has entrance measure A, ,u2 be the distribution of 
(x DA, y(xD,)) when x has entrance measure pi, etc. Set 
m = 'xm ,u,. 
I 
(2.79) 
From (2.78) we find that m is a bounded measure. From Theorem 2.5, we 
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find that ,J + m* < m’. Finally, since it is clear that when n -+ + co, 
Qq, 1) -+ 0, from (2.75) we obtain 
(4 f*) = (m, a). (2.80) 
The sup is then reached in the r.h.s. of (2.34). 
From the point of view of impulse control theory [2, 181, the optimal 
strategy is clearly to follow the probability law of x up to stopping time D, , 
then jump to y(xD,), follow again the law of x, etc. Note that in the case 
where y(x,,) E A, we must jump immediately to y(y(x,,)). In fact there is 
no long succession of such jumps as we now prove. Since 
h(x) = f*(Y(x)) + W), (2.8 1) 
ifxEA 
f*(x) = s*(Y(x)) + b(x)* (2.82) 
Since 
PC4 2 S(YW) + b(x) + /J, (2.83) 
we have, when x E A 
I.e., 
f*(x) < f*(Y(x)) + SW - 3bw> -Pi (2.84) 
f*(x) - 3(x:(x> < f*(Y(x)> - 3CY(XN -P* (2.85) 
If y(x) E A, we may apply (2.85) at y(x) and get 
f” (xl - 36) < I-*( Y” ‘(4) - 3(Y’“W) - w (2.86) 
More generally, if x, y(x),..., y’“‘(x) are in A, we find 
f*(x) - 3w < f*(Y’“‘(xN - 3~YYX)) - nP- (2.87) 
Since f * and 7 are bounded, n is necessarily bounded. Also note that in this 
case, x, Y(X) a** y’“‘(x) are all different: (2.86) proves that 
y(x), y’*‘(x) a-. y’“‘(x) are different from x; by changing x into any of the 
y’“‘(x) for p > 1, the previous statement is easily proved. 
3. OPTIMAL CONTROL WITH RANDOM IMPULSES 
E, 6, x,, K are taken as in Section 2. x’ is another Feller process with 
values in E U {S} and finite lifetime C, such that if V’ is its potential kernel 
V’l is finite. V’ sends ?Z&!?) into itself. K’ is the cone of positive strongly 
supermedian functions for x’. R’ is the reduite operator for K’. We assume 
that if h is bounded and continuous on E, R’h is continuous. 
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If J and ~1 are two bounded measures on E, we write Iz < p if for any 
f’ E K’, (4 f’) < (AS’). 
(1) The Operator S’ 
b is a continuous (resp., U.S.C. function) on E X E. 
DEFINITION 3.1. Let h be a universally measurable bounded function on 
E. The function S’h is defined by 
S’O) = ;tt j (h(y) + 0, Y)) 44~). 
~,+I 
(3.1) 
THEOREM 3.2. Zf h is a bounded u.s.c. function on E, S’h is bounded and 
U.S.C. Moreover if b and h are continuous, S’h is continous. 
Proof: For a given x E E, from Proposition 1 in the Appendix of [ 111, 
we know that {,u > 0; 6, C ,u} is compact for the a(M, F(E)) topology (A is 
the set of bounded measures on E, and Q(E) is the space of bounded 
continuous functions on E). There exists then pX > 0 such that 6, < pu, for 
which 
S’h(x) = . (h(y) + 0, v>) &x(y). J (3.2) 
Take now x, E E converging to x,,, and the corresponding pXn. From 
Theorem 1 in the Appendix of [ 111, we know the px, are tight. Let ,U be the 
limit of a subsequence pX,,. Take f in K’ bounded and continuous. From the 
trivial 
01x,9 f) G f(x,) (3.3) 
we derive 
cu9 f ) G f&l 1. (3.4) 
In the Appendix of [ 111, we proved that (3.4) is equivalent to 6, < ,u. 
Clearly Lx.kcjjlx.kO) converges to 6,=,, dp (v). It follows that 
S’WG > I W) + b(x,, VI) 40) 
= i (h(y) + b(xv Y)) Lx0 40) 
7 
> llm I (h(y) + b(x, Y>> LxnkdCl&) 
7 = hm S’h(x,J. (3.5) 
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From (3.5), it is easy to see that S’h is U.S.C. Assume now that b and h are 
continuous. For x E E, set 
b,(y) = b(x, ~1. (3.6) 
Clearly, by [ 20]-[ 261 
S’h(x) = R’(h t b,)(x). (3.7) 
If x, -, x, bXn converges to b, uniformly on compact sets, while staying 
uniformly bounded. Proposition 3.1 in [8] shows that R’(h t b,,) converges 
to R’(h + b,) uniformly on compact sets. The continuity of S’h follows from 
(3.7). I 
DEFINITION 3.3. If m is a positive bounded measure on E x (E U {6}), 
we write m < if the disintegration 
dm(x, Y) = d4.q d%(Y) 
is such that nz’ a.s., E, < &n,(y). 
We now have the following elementary result on S’. 
(3.8) 
PROPOSITION 3.4. If 1 a bounded positive measure on E, if h is a 
bounded U.S.C. function on E, then 
(A, S’h) = sup (h(y) + 4x9 Y)) dm(x, Y). (3.9) 
m>O bounded 
Wl’=A 
mt 
Proof: Take m as in the r.h.s. of (3.9). By (3.1), 
S’W) 2 I (h(y) + b(x, Y)> dm,(y) m’ as. (3.10) 
By integration, we obtain 
j S'h(x) d+) >j (h(y) t bk Y)) dm,(y) dm'b) 
(3.11) 
= I (h(y) + WY Y>> dm(x9 Y). 
We now prove equality in (3.9). Consider the set J: of bounded 20 
measures ,U on E such that (,u, 1) < 1, on which the topology o(J, C(E)) 
is considered (‘%Y(E) is the space of bounded continuous functions on E). 
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J: is a separable metric space. Consider the set valued mapping H defined 
on E with values in J: 
H(x)= {PUOo;& <PI. (3.12) 
By Proposition 1 in the Appendix of [ 1 I], H has ndnempty compact values. 
Moreover using the proof of Theorem 3.2, we know that if x, +x, and 
,u, E H(x,), p,, has a limit point in H(x). From Lemma 12.1.8 in [27], we 
know that H is a Bore1 map from E in the space of compact subsets of J’: 
endowed with the Hausdorff metric. Finally note that the mapping 
(x,p)EE x& + i (0) + & Y)> 40) 
(3.13) 
is U.S.C. Set 
Wx) = liu E H(x); S'h(x) = j MY) + b(x, Y>> &(Y). (3.14) 
Reasoning as in the proof of Theorem 2.4, and using in particular lemma 
12.1.7 in [27], we find that M is Borel. By Theorem 12.1.10 in [27], there is 
a measurable mapping XEE+pxEA: such that for every 
x E E, p, E M(x). Define now a measure m on E x E by 
dm(x, Y) = 4-4 WY)- (3.15) 
Clearly 
(A, S'h) = j S'h(x) d(x) 
= j (h(Y) + b(x, VI) &x(Y) ax) 
= i (4~) + b(x, ~9) Mx, ~9. 
(3.16) 
Clearly m’ = A, and moreover m <. Using (3.1 l), we have proved (3.9). 1 
(2) The Functions f i 
We now define a sequence of functions f i inductively by 
fO=O, 
(3.17) 
It is easily checked that the functions f i are u.s.c., and are continuous if b is 
continuous. 
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DEFINITION 3.5. Let I be a bounded 20 measure on E. If M = 01,) is a 
sequence of bounded positive measures on E x E, we write it4 < if every p,, is 
such that p, <. 
Recall the notation I< has been defined in Definition 2.2. 
THEOREM 3.6. If 1 is a bounded positive measure on E, then 
(3.18) 
ProoJ Using Proposition 3.9, the proof is very similar to the proof of 
Theorem 2.4. 1 
(3) Properties of the Sequences M 
There is now a result similar to Theorem 2.5. 
THEOREM 3.1. Let 1 be a bounded positive measure on E. VA4 = (,u,) is 
a sequence of bounded positive measures on E x E such that 1 I< ikf, A4 <, if 
11 M(I < + a, if m is the measure on E x E deJned by 
then 
m= +xa flu, (3.19) 
1 
1+m2Cm’ m<. (3.20) 
Proof The first relation in (3.20) has already been proved in 
Theorem 2.5. Take v, E %?i. Since ,uu, <, if g is a Bore1 bounded positive 
function on E, we have 
[ g(x) VP(Y) dclt,(x~ Y)
<j g(x) V’P(X> d/d4 = ( g(x) v’dx) d/k Y>- (3.21) 
By summation we obtain 
J’ g(x) V@(Y) dm(x, Y) < 1 g(x) h(x) dmb Y> 
which implies 
J ~(P(Y) dm,(y) 6 VP(X) 
dm’ a.s. 
(3.22) 
(3.23) 
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Since GFl is separable, we see that dm’ as., for any (p E @?i 
! SKY) h(y) < VP(X). 
As proved in the Appendix in [ 1 I], (3.24) is equivalent o 
6, -t dm, dm’ a.s. 
The Theorem is proved. i 
Theorem 2.6 extends in the following way: 
(3.24) 
(3.25) 
THEOREM 3.8. Zf m is a bounded positive measure on E x E such that 
Ai-m’<m m<, (3.26) 
there exists a sequence of bounded positive measures on E X E M = (,u,) and 
a bounded positive measure m’ on E X E such that 
+a, 
m = x ,uu, +m’, II<M M< ml2 < ml’, m’ <. (3.27) 
1 
Proof. The proof proceeds exactly as the proof of Theorem 2.6. Define ,LL~ 
and ri as in (2.22~(2.24). Since m <, it is also clear that besides (2.25), we 
have 
PI t, 5, -c. (3.28) 
The procedure may the be iterated as in the proof of Theorem 2.6, with the 
supplementary property that here, for every i; ,u~ t, ri <. The proof that m’ < 
is as in Theorem 3.7. 1 
(4) Limit of the Sequence f i 
Assume there exists a function 7 bounded in K such that 7 > S’J We 
then have 
THEOREM 3.9. The sequence of U.S.C. functions f i increases and 
converges to a bounded Bore1 function f *. S’f * is Borei, and moreover 
f*=RS’f*. (3.29) 
If f E K is such that f > S’h then f * < $ 
Proox It is easily checked by induction that the sequence f i increases 
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and is dominated by $ Its limit f * is necessarily bounded and Borel. From 
(3.7), we know that 
S’f’(x) = R’(f’ + b,)(x). (3.30) 
An elementary property of the reduite operator implies that the r.h.s. in 
(3.30) increases to R’(f* + b,)(x) which is identical to S’f * (x) by 
[ 20]-[ 261. S’f* is then Borel. Finally, from (3.17) it is easy to derive that 
{t 7 Ri’f *. The last statement of the Theorem is obtained by replacing r 
We now have a result corresponding to Theorem 2.8: 
THEOREM 3.10. If L is a bounded positive measure on E, then 
(3.3 1) 
ProoJ Since f * E K, if m is as in the r.h.s. of (3.3 l), we have 
(A3 f*> > 1 (f *(xl - f*(y)> dm(x, Y>. (3.32) 
Now f * is >Sf *. Since m C, we have 
\ (f *(4 - f *(.d) dmk Y> 
= j (f *(xl -I f *Cd dm,(d) dm’W 
> 
J (J 
b(x, y) dm,(y) dm’(x) = j W, y) dm(x, Y>. 
1 
(3.33) 
(A, f *) is then > the r.h.s. of (3.31). Equality in (3.31) follows from 
Theorems 3.6 and 3.7. I 
(5) Regularity off * 
If there is a bounded f in K and fi > 0 such that f’> S’T + j?, if f” is 
continuous, we may use the technique of Theorem 2.9 to prove that f * is 
U.S.C., and that f * is continuous if b is continuous. If f E K U.S.C. and 
bounded exists such that (1 - A) 7 > SJ with 0 < L < 1, the technique of 
Hanouzet and Joly of Theorem 2.10 works as well. 
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(6) Characterization of the Optimal Strategy 
Assume there is a bounded 7 in K and /? > 0 such that 7 > S/f + fi, and 
moreover that f’ is continuous. We then know that f * is bounded and U.S.C. 
Set 
h = S’f *. (3.34) 
Let B be the set 
B = {x E E; f *(x) = h(x)}. (3.35) 
As in Section 2.(6), we know that B is a Bore1 set which is finely closed for 
the fine topology of E with respect to x. Moreover by the techniques of 
Proposition 3.4, we know there exists a measurable mapping 
x E E --t ,u, E Z-I(x), such that for every x E E, pX is such that 
h(x)= j U-*(Y) + 4~ Y)) &(Y)- (3.36) 
Moreover using the techniques of [27.12], we even know that if H(x) is 
defined as in (3.12), pX may be taken to be extreme in H(x). Now by a result 
of Mokobodzki [22], we know that the extreme points in H(x) are precisely 
the distributions of XL,, where x’ starts at x, and D, is the hitting time of a 
nearly Bore1 set C. However, there is a more explicit way of choosing pX. 
For x, y E E, set 
qx, Y) = R’(f * + b,)(Y). (3.37) 
Using the same method as in Theorem 3.2, it is clear that fi is U.S.C. (and is 
even continuous if b is continuous). Clearly, 
h(x) = /$x, x). (3.38) 
Set 
F= {(xv Y) E E x E; &-G Y) = f *(y) + b(x, Y)) 
and for x E E, define the set F, in E by 
(3.39) 
Fx={yEE;(x,~)Ef’l. (3.40) 
Clearly F is a Bore1 set. Moreover for x E E, I;, is a Bore1 set which is finely 
closed with respect o the tine topology of x’. 
If C is a Bore1 set in E, define the kernels Qc and Q” by. 
tQ”W) = ExLc<c @D,), 
@‘c4(x) =J%,~<,J~x~~)- 
(3.41) 
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Since x and x’ are Feller, by [ 12.1.1 l] we know that if u is bounded and 
universally measurable on E, Qcu and Q’% are universally measurable. If u 
is bounded and universally measurable on E x E, set 
@‘u>(x) = <QrFx)(u(x,.). (3.42) 
We claim that Q’u is universally measurable. To see this, consider the new 
process X’ with values in (E x E) U {6}, which when starting from 
(x, x’) E E x E, is given by 
(3.43) 
In (3.43), xi starts at x’ and c is the lifetime of x’. X is clearly a Markov 
process. Its semi-group & is given by 
(cg)(x, x’) = E;rg(x, xi). (3.44) 
Since E is locally compact ant countable at infinity, it is easy to see that 
since x’ is Feller, if g E qo(E x E) (which is the set of continuous functions 
on E x E tending to 0 at infinity), pig is also in q&J? x E), i.e. R is Feller. 
Using [ 121 again, since F is Bore1 in E x E, we know that if u is bounded 
and universally measurable on E x E, the mapping Q”v defined by 
(3.45) 
is universally measurable on E x E. Obviously, 
@u>(x) = (QQ)(X, x) 
Q’u is then universally measurable on E. 
We may now proceed as in Section 2(6). As in (2.69), we have 
(3.46) 
f*=(ZBh 
h(x) = (Q’FWx,.) + f*))(x) 
(3.47) 
or equivalently 
f * = e”8’b + Q”Rf *, (3.48) 
where Rf * is given by 
Rf*(x) = (Q’“Xf*)(x). (3.49) 
Note at this stage that we have used the fact that pb and Rf * are univer- 
sally measurable, so that (3.48) makes sense. It is then possible to proceed as 
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in (2.74)-(2.75), i.e., to replace f * in the r.h.s. of (3.48) by its value given 
by (3.48), and to iterate the procedure. We may find explicitly a measure m 
on E x E so that the sup in (3.31) is attained at m. The optimal strategy 
consists in following the law of x up to D,, then the law of x’ up to the 
stopping time DFxD 
2. 
i e., up to the hitting time of the region FXo, by x’), then 
the law of x.... 
Note that for every x E E, the measure ,u, on E defined by 
Cu,, u> = (Q'Fxu>(x> (3.50) 
is in H(x) (which has been defined in (3.12)). By the results of [22], it is 
even extreme in H(x). (3.47) shows it has the property given in (3.36). 
Finally since for every g E Q(E) x -+ &,, g) is universally measurable, pu, is 
a universally measurable selection of H(x). Let us show it is in fact a Bore1 
selection of H(x). Define 
P(x) = 
I 
P E H(x); h(x) = ( u-*(Y) + w9 VI) 44Y)l* (3.5 1) 
As in the proof of Proposition 3.4, it is easily seen that P is a Bore1 set 
valued mapping with compact convex values. Moreover Theorem II.3 of [lo] 
shows that if p E P(x), then ,uX C ,u. Let { gn},,EN be a dense family of 
functions in @i(E). 
For x E E, define P”(x) by induction by 
P”(x) = P(x) 
Pn+‘(x) = 
I 
p E P”(x); lp, vgn+l> = spu,sxx, @, vg ’ “+‘)I . (3.52) 
Since for every n, V’g” is in F:(E), it is easily checked by induction-using 
in particular lemma 12.1.7 in [27]-that for every n, P” is a set valued 
mapping with non empty compact convex values, and moreover that P” is 
Borel. Since Vg” E K’ 
it is clear that for, every x E E, ,ux E P”(x). Define P”(x) by 
P”(x) = 0 P”(x). 
n 
(3.54) 
Pm is a Bore1 measurable mapping. We claim that 
P”(x) = 1Px 1. (3.55) 
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First note the trivial ,ux E P”(x). Moreover, if p E P”(x), by (3.53), for every 
n. we have 
cu,, v’g”) =013 v’g”). (3.56) 
Now, by a fundamental property of the Feller semi-groups (see [21X.3]) we 
know that the image of E,+(E) by V’ is dense in g:(E). Since { gnJneN is 
dense in go(E) from (3.56), we see that ,D =px. 
From (3.55), it is clear that x-+,u, is Borel. If u is a bounded Bore1 
function on E x E, PU is then Bore1 on E. A similar proof shows that if u is 
a bounded Bore1 function on E, @U is also Borel. 
In particular Rf * defined in (3.49) is Borel, as well as all the functions 
appearing in (3.48), like @b, etc. 
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