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We derive two quantum uncertainty relations for position and momentum coarse-grained mea-
surements. Building on previous results, we first improve the lower bound for uncertainty relations
using the Re´nyi entropy, particularly in the case of coarse-grained measurements. We then sharpen
a Heisenberg-like uncertainty relation derived previously in [Europhys. Lett. 97, 38003, (2012)]
that uses variances and reduces to the usual one in the case of infinite precision measurements.
Our sharpened uncertainty relation is meaningful for any amount of coarse graining. That is, there
is always a non-trivial uncertainty relation for coarse-grained measurement of the non-commuting
observables, even in the limit of extremely large coarse graining.
I. INTRODUCTION
Uncertainty relations play a central role in quantum
physics. Generally, these are inequalities that limit the
amount of information that can be obtained about non-
commuting observables for identically prepared systems.
From a fundamental point of view, the fact that mea-
surements on quantum systems must obey uncertainty
relations distinguishes them from their classical counter-
parts. Since all physical quantum states must obey them,
uncertainty relations provide a method to check the valid-
ity of an inferred quantum state that was reconstructed
from tomographic measurements. Uncertainty relations
also play an important role in applications in quantum
information science. In particular, the security of several
quantum cryptography protocols are founded on uncer-
tainty relations [1, 2], as are several tests for detection
of quantum entanglement [3–8] and EPR-steering corre-
lations [9–12].
Historically, the most renowned uncertainty relation
is:
σ2xσ
2
p ≥
1
4
|〈[xˆ, pˆ]〉|2 = ~
2
4
, (1)
for position xˆ and momentum pˆ observables. Its ex-
istence was first suggested in [13], and since then has
been called the Heisenberg Uncertainty Relation (HUR).
It was proved by Kennard in [14], and later Robertson
[15] extended its validity to arbitrary pairs of observ-
ables Aˆ and Bˆ. The HUR (1) applies to the variances,
σ2x ≡ 〈xˆ2〉 − 〈xˆ〉2 and σ2p ≡ 〈pˆ2〉 − 〈pˆ〉2, which quan-
tify the uncertainty in position and momentum measure-
ments, respectively. Here 〈. . .〉 ≡ tr[ ˆ̺ . . .] is the expecta-
tion value when the system is described by the quantum
state ˆ̺. This inequality follows from the fact that the
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complementary operators do not commute: [xˆ, pˆ] = i~.
A number of additional uncertainty relations for position
and momentum have been presented [16–24].
It is important to distinguish the uncertainty relation
in Eq.(1) from the similar ones that appear (i) in the
context of joint measurement of position and momentum
[25, 26], and (ii) in the error-disturbance process of po-
sition measurement [27, 28]. In the case (i) we have the
Heisenberg uncertainty relation for joint measurement,
and in case (ii) the Heisenberg noise-disturbance uncer-
tainty relation, which establishes a lower bound between
the product of the estimate of a position measurement
error and the estimate of the resulting disturbance in
the momentum. Ref. [27] provides an analysis of the
connection between these two types of uncertainty rela-
tions and Ref. [29] describes an alternative approach to
the trade-off relation between the measurement errors of
noncommuting observables. For case (i), the joint mea-
surement of position and momentum, it was shown in
[25] that, independent of the strategy used to perform
the joint measurement, the lower bound of the product
of variances is incremented by a factor of two. This is
due to the fact that joint measurement of the original
non-commuting variables requires that each one must in-
teract with different “meter” variables that have to com-
mute themselves in order to be jointly measurable (in
principle with arbitrary high precision). It is this cou-
pling of the original variables with the meter variables
that introduce the additional noise.
Uncertainty relations are generally interpreted to ex-
press limits to the amount of information that one can
obtain about complementary properties of a quantum
system prepared in a given quantum state, and thus
naturally invoke the notion of measurement. However,
most uncertainty relations, such as (1), assume perfect
knowledge of the quantities involved, which can only be
obtained experimentally with infinite precision measure-
ments. However, in any experiment, measurements are
performed with a finite precision, and thus any consis-
tent uncertainty relation applicable to “real-world” sce-
2narios involving statistics of measurement results should
include aspects of the measurement process. Several au-
thors have considered finite precision, or “coarse-grained”
measurements in the context of uncertainty relations in-
volving the Shannon [18, 19] and Re´nyi entropy func-
tions [22]. These relations are meaningful up to a certain
amount of coarse graining, after which they are trivially
satisified [30].
The analysis of imprecision (coarse-grained measure-
ment) in the context of joint measurement of position
and momentum (case (i) above) was given in [26], and
a HUR-type uncertainty relation for joint measurement
was obtained for sufficiently small values of the resolu-
tion of the detectors. It is important to note that in
this HUR inequality the joint measurement necessarily
relates the widths of the resolutions of position and mo-
mentum measurements. The coarse-grained version of
the HUR uncertainty relation in Eq.(1) that arises not
from joint measurement, but rather from the statistical
results of measurement of position and momentum in an
identically prepared system was recently obtained in [30].
This inequality, in contrast to the one in [26], is indeed
valid for arbitrary and independent values of the widths
of the position and momentum detectors (although for
large enough values of coarse graining the inequality is
trivially satisfied).
It is generally believed, and taught in many quantum
mechanics text books [31, 32], that the quantum nature
of a system is not observable when coarse-grained mea-
surements are performed. This has been shown in the
context of Bell’s inequality violations [33] and for the pre-
cession of a single spin-j particle [34]. Thus, it seems nat-
ural to expect that uncertainty relations should at some
point fail to be significant with an increasing amount of
coarse graining. However, here we derive new quantum
mechanical uncertainty relations, and show through op-
timization that coarse-grained measurements are always
limited by some quantum uncertainty relation. We con-
sider the HUR and a family of uncertainty relations using
the Re´nyi entropy under coarse-grained sampling. First,
we show that one can construct reliably estimated prob-
ability distributions for coarse-grained measurements in
order to obtain reliable uncertainty relations. We provide
an improved lower bound for the Bialynicki-Birula uncer-
tainty relations [22] using discrete Re´nyi entropies, and
use this lower bound to derive a new Heisenberg-like un-
certainty relation for coarse-grained measurements. By
optimization, we provide a Heisenberg-like uncertainty
relation that is meaningful for any amount of coarse
graining. That is, the amount of information that can
be obtained by coarse-grained measurements of non-
commuting observables is always limited. We also prove
that this optimized uncertainty relation reduces to the
usual one in the limit of infinite precision measurements.
This paper is organized as follows. In sections II and
III we introduce several definitions and previously es-
tablished uncertainty relations. Section IV provides a
method for constructing continuous probability density
functions from coarse-grained measurements. In section
V we derive an improved lower bound for the Bialynicki-
Birula uncertainty relation for discrete Re´nyi entropies.
We show that this relation is optimal in the case α = 1/2,
and provides an improvement for the case of the Shannon
entropy (α = 1) for large coarse graining. In section VI
we derive the HUR for coarse graining. Applying these
new results for entropic relations, we arrive at the HUR
that restricts measurements for any value of coarse grain-
ing.
II. UNCERTAINTY RELATIONS ASSOCIATED
WITH CONTINUOUS PROBABILITY
DISTRIBUTIONS OF POSITION AND
MOMENTUM VARIABLES
For a quantum state described by a density operator
ˆ̺, the probability densities describing measurements of xˆ
and pˆ are given by
ρ(x) = 〈x| ˆ̺|x〉 and ρ˜(p) = 〈p| ˆ̺|p〉. (2)
Since ρ(x) and ρ˜(p) are probability distributions corre-
sponding to a quantum state, they obey uncertainty rela-
tions such as the HUR (1), which involves variances that
can be calculated from continuous probability distribu-
tions ρ(x) and ρ˜(p) as
σ2z [f ] ≡
ˆ
R
dz z2f (z)−
(ˆ
R
dz z f (z)
)2
, (3)
where f = ρ, ρ˜ and z = x, p. Probability densities ρ(x)
and ρ˜(p) will also obey the uncertainty relation for the
continuous Re´nyi entropies (1/α + 1/β = 2, β ≥ 1) [22,
35],
hα[ρ]+hβ[ρ˜] ≥ − 1
2 (1− α) ln
( α
π~
)
− 1
2 (1− β) ln
(
β
π~
)
,
(4)
where the continuous Re´nyi entropy is defined as [36]:
hλ[f ] ≡ 1
1− λ ln
(ˆ
R
dz [f (z)]
λ
)
. (5)
The limit λ→ 1 corresponds to the continuous Shannon
entropy
lim
λ→1
hλ[f ] = h [f ] ≡ −
ˆ
R
dz f (z) ln (f(z)) , (6)
and so the entropic uncertainty relation for Shannon en-
tropies is [16, 19]:
h[ρ] + h[ρ˜] ≥ lnπe~. (7)
Note that the uncertainty relations (1), (4) and (7) in-
volve the perfect knowledge of the continuous probabil-
ity distributions ρ(x) and ρ˜(p) that can only be obtained
from measurements with infinite precision.
3III. UNCERTAINTY RELATIONS AND
COARSE-GRAINED MEASUREMENTS OF
POSITION AND MOMENTUM
In general, measurements are performed with finite
precision, so any uncertainty relation involving infinite
precision quantities has to be adapted for experimentally
obtained quantities that depend on the coarse-grained
nature of the measurement. The usual uncertainty re-
lations should be recovered from the coarse-grained un-
certainty relations in the limit of infinite precision. This
leads to the interesting question: what is the minimum
precision (or maximum coarse graining) that still allows
for a legitimate uncertainty relation? Or equivalently:
what is the minimum number of measurements, whose
results belong to a fixed range of eigenvalues of the com-
plementary observables x and p, that allows one to verify
an uncertainty relation? The coarse-grained measure-
ment process is equivalent to considering the probability
distributions ρ(x) and ρ˜(p) sampled in bins, with finite
width ∆ and δ for position and momentum, respectively.
These parameters shall coincide with the finite widths of
the detectors used. Due to these finite widths, the op-
erators that are in fact measured are the coarse-grained
position and momentum operators, define as [30]:
xˆ∆ =
∑
k
xk
ˆ (k+1/2)∆
(k−1/2)∆
dx |x〉 〈x| , (8)
and
pˆδ =
∑
l
pl
ˆ (l+1/2)δ
(l−1/2)δ
dp |p〉 〈p| , (9)
where xk = k∆ and pl = lδ are the coordinates at the
center of the sampling windows. From repeated mea-
surements over identically prepared systems, we can con-
struct the probabilities r∆k and s
δ
l to obtain the results xk
and pl, respectively. If the position and momentum mea-
surements are repeated with sufficient statistics, these
probabilities are expected to be very close to the actual
values. Since 〈xˆ∆〉 = Tr (ˆ̺ · xˆ∆) and 〈pˆδ〉 = Tr (ˆ̺ · pˆδ),
we obtain
〈xˆ∆〉 =
∑
k
xkr
∆
k , 〈pˆδ〉 =
∑
l
pls
δ
l , (10)
where
r∆k =
ˆ (k+1/2)∆
(k−1/2)∆
dx ρ (x) , sδl =
ˆ (l+1/2)δ
(l−1/2)δ
dp ρ˜ (p) .
(11)
The discrete variances that correspond to the measure-
ments of the coarse-grained position and momentum op-
erators are:
σ2x∆ ≡
〈
xˆ2∆
〉− 〈xˆ∆〉2 =
=
∑
k
x2kr
∆
k −
(∑
k
xkr
∆
k
)2
, (12)
and
σ2pδ ≡
〈
pˆ2δ
〉− 〈pˆδ〉2 =
=
∑
l
p2l s
δ
l −
(∑
l
pls
δ
l
)2
. (13)
In the case where the widths ∆ and δ are sufficiently
small, these discrete variances are approximations of the
continuous variances σ2x ≡ σ2x [ρ] and σ2p ≡ σ2p [ρ˜] in
Eq.(1):
lim
∆→0
σ2x∆ = σ
2
x, lim
δ→0
σ2pδ = σ
2
p . (14)
However, as the sampling widths increase, the inferred
variances σ2x∆ and σ
2
pδ
begin to underestimate the true
variances σ2x and σ
2
p. In fact, we have the limit
lim
∆→∞
σ2x∆ = 0 = limδ→∞
σ2pδ . (15)
One possible adaptation of the HUR (1) to finite coarse-
grained measurements could be the usual Heisenberg-
type uncertainty relation associated with any non-
commuting observables,
σ2x∆σ
2
pδ
≥ 1
4
|〈[xˆ∆, pˆδ]〉|2 . (16)
Unfortunately, this lower bound depends on the state of
the quantum system and is not useful from an experi-
mental point of view. Furthermore, one can show that
due to the coarse graining (∆ 6= 0 or δ 6= 0) there are al-
ways families of localized states for which the right hand
side of (16) becomes equal to 0.
Another way to obtain uncertainty relations associated
with coarse-grained measurements is to investigate the
properties of the probability distributions
{
r∆k
}
and
{
sδl
}
using the discrete Re´nyi entropies [36]:
Hα[r
∆
k ] =
1
1− α ln
∞∑
k=−∞
(
r∆k
)α
, (17)
Hβ [s
δ
l ] =
1
1− β ln
∞∑
l=−∞
(
sδl
)β
. (18)
In the limit α → 1, β → 1 these definitions recover
the usual Shannon entropies H [r∆k ] = limα→1Hα[r
∆
k ] =
−∑k r∆k ln r∆k , H [sδl ] = limβ→1Hβ [sδl ] = −∑l sδl ln sδl .
As in the case of the variances above, the discrete Re´nyi
entropy starts to underestimate the continuous entropy
when the widths ∆ and δ are large. In fact, when the
sampling widths are extremely large, we have one r∆k and
one sδl with near unit probabilities, which are responsible
for the zero uncertainty in the discrete variables, i.e.
lim
∆→∞
Hα[r
∆
k ] = 0 = lim
δ→∞
Hβ [s
δ
l ]. (19)
But in this case we have also the opposite situation, i.e.
when the coarse-grained measurement is fine, H [r∆k ] and
4H [sδl ] start to super-estimate the Shannon entropies h[ρ]
and h[ρ˜] respectively. In fact, we have the limit situa-
tion lim∆→0 limδ→0(H [r∆k ] + H [s
δ
l ]) = ∞ [? ]. A first
attempt to establish an uncertainty relation for coarse-
grained measurement involving the discrete Re´nyi en-
tropies, Hα[r
∆
k ] and Hβ [s
δ
l ], was done by Bialynicki-
Birula [22]. In section V, we will derive an improved
lower bound for this uncertainty relation.
In this paper, we will be concerned with sampling
widths that could be extremely large. In the next section
we will present the basic ingredients in order to obtain
reliable uncertainty relations for the coarse-grained mea-
surements.
IV. CONTINUOUS COARSE-GRAINED
PROBABILITY DISTRIBUTION FUNCTIONS
FOR POSITION AND MOMENTUM
In calculations based on experimental data, we will
show that it is advantageous to adopt the following ap-
proximated probability density functions (PDFs):
w∆ (x) =
∞∑
k=−∞
r∆k D∆ (x, xk) , (20)
and
w˜δ (p) =
∞∑
l=−∞
sδlDδ (p, pl) . (21)
The D∆ (x, xk) and Dδ (p, pl), which we shall call gener-
alized histogram functions (GHFs), are two independent
approximation to identity functions [37] with width pa-
rameters ∆ and δ, respectively. These are normalized
functions: ˆ
dz Dη(z, zj) = 1, (22)
that converge to the Dirac delta function: limη→0 =
Dη(z, zj) = δ(z − zj). In this limit, we have
lim∆→0 w∆(x) = ρ(x) and limδ→0 w˜δ(p) = ρ˜(p). Ad-
ditionally, we require that D∆ (x, xk) and Dδ (p, pl) have
finite support on the intervals [(k − 1/2)∆, (k + 1/2)∆]
and [(l − 1/2)δ, (l+ 1/2)δ], respectively. We also impose
the restriction that the bins are centered at the same
points zj as the functions Dη(z, zj), so we can recover
these values through
zj =
ˆ
R
dz z Dη (z, zj) =
ˆ (j+1/2)η
(j−1/2)η
dz z Dη (z, zj) . (23)
Moreover, we assume that these functions are transla-
tionally invariant:
Dη(z + zj − zm, zj) = Dη(z, zm), (24)
and we place no restriction on the variance of the function
Dη(z, zj).
FIG. 1. (color online). Example of a continuous w∆(x) distri-
bution function (blue dashed line) approximating the original
distribution function ρ(x) (black line) constructed out of rect-
angle functions.
Perhaps the simplest example of a GHF with these
properties is the normalized rectangle function:
Rectη (z, zj) =
{
1/η for z ∈ [(j − 12) η, (j + 12) η]
0 elsewhere
.
(25)
An example of a w∆(x) distribution function constructed
with rectangle functions is illustrated in Fig. 1. The
PDFs w∆(x) and w˜δ(p) represent approximations to the
actual PDFs ρ(x) and ρ˜(p) that are based on the results
of the discretely-sampled measurements.
The advantage given by these new PDFs and the in-
troduction of the histogram functions, is that they will
allow us to derive reliable and optimal uncertainty rela-
tions for coarse-grained variances (12) and (13). In the
first step we shall show that there exists a simple relation
between the uncertainty associated with the approximate
distribution–say– w∆(x), the uncertainty of the associ-
ated discrete distribution r∆k , and the uncertainty of the
GHF D∆(x, xk). Let us show this connection only for
the position variable since the calculations for the mo-
mentum variable are analogous.
The variance of w∆(x) is
σ2x[w∆] ≡
ˆ
R
dx x2w∆(x)−
(ˆ
R
dx x w∆(x)
)2
=
∑
k
r∆k 〈x2〉k,D −
(∑
k
r∆k 〈x〉k,D
)2
, (26)
where:
〈x2〉k,D ≡
ˆ (k+1/2)∆
(k−1/2)∆
dx x2D(x, xk,∆), (27)
and
〈x〉k,D ≡
ˆ (k+1/2)∆
(k−1/2)∆
dx x D(x, xk,∆). (28)
5The variance of the function D∆(x, xk) is then:
σ2∆ ≡ 〈x2〉k,D − 〈x〉2k,D . (29)
Note that, due to the translational invariance of the GHF
function (24), σ2∆, in fact, does not depend on k and we
can write:
σ2∆ =
∑
k
r∆k 〈x2〉k,D −
∑
k
r∆k 〈x〉2k,D . (30)
Using Eq. (30) to work out the total variance σ2x[w∆] we
find that,
σ2x[w∆] = σ
2
∆+
∑
k
r∆k 〈x〉2k,D−
(∑
k
r∆k 〈x〉k,D
)2
. (31)
Taking into account the property (23) of the GHF we
substitute 〈x〉k,D = xk and finally obtain
σ2x[w∆] = σ
2
x∆ + σ
2
∆, (32)
where the variance σ2x∆ was defined in Eq. (12). From
Eq. (32) it is easy to understand the limits in Eq. (15)
if we interpret the two contributions to the variance in
Eq.(32) (and in an analogous expression for the momen-
tum) in the following way. First, we set the phase space
origin at the center of the bins that contain 〈xˆ∆〉 and 〈pˆδ〉
(i.e. the central bins). Thus, the first contribution in Eq.
(32) is given by the discrete variances σ2x∆ corresponding
to the coarse-grained measurements xk = k∆ outside the
central bin, since the central bin has no contribution to
the discrete variance in this case. The other contribution,
σ2∆, can be interpreted as the variance of the GHF of the
central bin. For increasing values of coarse graining, the
contribution to σ2x[w∆] from the central bin grows and
the contribution from discrete measurements outside the
central bin decreases.
For the uncertainty quantified by the continuous Shan-
non entropy, we have
h[ω∆] ≡ −
ˆ
R
dx w∆(x) ln[w∆(x)]
= −
∑
k
ˆ
k
dx r∆k D∆(x, xk) ln
[
r∆k D∆(x, xk)
]
= H [r∆k ] +
∑
k
r∆k h[D∆(x, xk)]
= H [r∆k ] + h∆, (33)
where the second line follows from the fact that the GHF
has a compact support on the interval, and only one term
inside the logarithm survives. Here h∆ ≡ h [D∆(x, xk)]
is the Shannon entropy of the continuous probability dis-
tribution D(x, xk,∆), which, according to (24), also does
not depend on the index k. As mentioned above, similar
results are found for the momentum distribution:
σ2p [w˜δ] = σ
2
pδ
+ σ2δ , (34)
h [w˜δ] = H
[
sδl
]
+ hδ. (35)
It is important to realize that both σ2η and hη do not
depend on the specific value zj of the center of each bin,
so the uncertainty measured by these quantities is asso-
ciated with a generic bin of the experimental sampling.
Thus, the variance (Shannon entropy) of the approxi-
mated PDFs are given by the sum of the discrete vari-
ance (Shannon entropy) of the experimental points and
the GHFs used. This important property will allow us
to construct consistent uncertainty relations in the next
sections.
V. ENTROPIC UNCERTAINTY RELATIONS
FOR COARSE-GRAINED OBSERVABLES
We will first derive new uncertainty relations for
coarse-grained measurements based on the Re´nyi en-
tropy. It was shown by Bialynicki-Birula that the dis-
crete Re´nyi entropies (17) and (18) satisfy the following
entropic uncertainty relation [22] (1/α+1/β = 2, β ≥ 1):
Hα[r
∆
k ] +Hβ[s
δ
l ] ≥ Bα, (36)
where
Bα = −1
2
(
lnα
1− α +
lnβ
1− β
)
− ln
(
∆δ
π~
)
. (37)
We note a full symmetry between the parameters α and
β, and since β = α/ (2α− 1), we shall treat the lower
bound Bα and further results as α-dependent increasing
functions (1/2 ≤ α ≤ 1):
− ln
(
∆δ
2π~
)
= B1/2 ≤ Bα ≤ B1 = − ln
(
∆δ
πe~
)
. (38)
Here we prove a new uncertainty relation conjectured in
[38]:
Hα
[
r∆k
]
+Hβ
[
sδl
]≥−ln
[
∆δ
2π~
[
R00
(
∆δ
4~
, 1
)]2]
≡ R,
(39)
where R00 (ξ, η) [? ] denotes one of the radial prolate
spheroidal wave functions of the first kind [39]. The full
proof of this new relation is given in Appendix A. Since
this relation is valid independently of (36), an improved
lower bound for the sum of the Re´nyi entropies (17) and
(18) reads
Hα
[
r∆k
]
+Hβ
[
sδl
]≥Lα ≥ 0, (40)
where Lα ≡ max {Bα,R}. When ∆δ ≪ ~ we have
R ≈ − ln
(
∆δ
2π~
)
= B1/2, (41)
so the final lower bound L1/2 is a smooth function of
∆δ/~. For other values of α, especially α = 1, the Lα
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FIG. 2. (color online). We plot the lower bounds
R (green/full), B1 (red/dashed) and B1/2 (black/dashed-
dotted). Note that for α = 1/2 we have L1/2 = R. The
lower bound Lα is optimal for α = 1/2.
vs. ∆δ/~ curve is not smooth. Figure 2 shows a plot
of R, B1/2 and B1 as functions of ∆δ/~. Note that for
α = 1 and ∆δ/~ & 7, we improve the lower bound B1 in
Eq.(36) by L1 = R. We also note that for all values of
α we have a non-trivial uncertainty relation since, unlike
B1 and B1/2, Lα > 0 for ∆δ <∞ (see Figure 2).
VI. HEISENBERG UNCERTAINTY RELATIONS
FOR COARSE-GRAINED OBSERVABLES
The improved uncertainty relation (40) for the case of
the Shannon entropy (α = 1) will allow us to derive a
Heisenberg-like uncertainty relation for variances that is
valid for any amount of coarse graining. We first apply
the reversed logarithmic Sobolev inequality [40] to the
approximated PDFs (20) and (21):
1
2
ln
(
2πe σ2x [w∆]
) ≥ h [w∆] , (42)
1
2
ln
(
2πe σ2p [w˜δ]
) ≥ h [w˜δ] . (43)
Now we shall add these two inequalities, make use of
relations (33) and (35) for the continuous entropies, and
apply the entropic uncertainty relation (40) for α = β =
1. We find that
σ2x [w∆]σ
2
p [w˜δ] ≥
exp (2L1)
(2πe)
2 e
2h∆+2hδ
=
~
2
4
e2h∆+2hδ
∆2δ2
g
(
∆δ
~
)
(44)
where
g
(
∆δ
~
)
≡ max
{
1,
(
2
e
)2 [
R00
(
∆δ
4~
, 1
)]−4}
. (45)
In the case when the GHFs are the normalized rectangle
functions in Eq.(25) (η = ∆, δ) we have the following
Heisenberg-like uncertainty relation,
σ2x [w∆]σ
2
p [w˜δ] ≥
~
2
4
g
(
∆δ
~
)
. (46)
When ∆δ/~ < 6 we have g(∆δ/~) = 1 thus, this un-
certainty relation coincides with the result presented re-
cently in [30]:(
σ2x∆ +
∆2
12
)(
σ2pδ +
δ2
12
)
≥ ~
2
4
. (47)
Note that the uncertainty relation (47) is satisfied triv-
ially when ∆δ/~ ≥ 6, so the uncertainty relation (46)
seems to be an improvement of Eq.(47) when ∆δ/~ ≥ 6.
However, we have to realize that both sides of (46) grow
with coarse graining and the lower bound in (46) grows
slower that the left-hand side. As a result, the uncer-
tainty relation (46) is also trivially satisfied for ∆δ/~ ≥ 6,
there is no improvement with respect to the previous re-
sult.
Nevertheless, the right-hand side of the inequality in
Eq.(44) contains information about the GHFs that can
be optimized, since the variances σ2x [w∆] and σ
2
p [w˜δ] are
inferred directly from measurements. We can now ask,
what choice of GHFs gives us the optimal uncertainty
relation? To answer this question, we perform an opti-
mization procedure over the possible functional forms of
the functions Dη and also on the values of their variances.
All details are presented in Appendix B. The solution of
this optimization procedure is obtained for a GHF given
by a Gaussian function whose support is in the interval
[−η/2, η/2]:
Doptη (z, 0) =
√
aη
π
e−aηz
2
Erf
(
η
√
aη/2
) , aη ∈ R, (48)
where Erf is the usual error function and aη is an opti-
mization parameter related to the variance σ2η. With this
optimal GHF we arrive at the optimal coarse-grained ver-
sion of the Heisenberg uncertainty relation (see Appendix
B):
K
(
σ2x∆
∆2
)
K
(
σ2pδ
δ2
)
≥ exp (2L1)
=
(
πe~
∆δ
)2
g
(
∆δ
~
)
(49)
where
K (u) =
exp
[
2uM−1 (u)]
Erf2
(√
M−1 (u)/2
) , (50)
and M−1 (·) denotes the inverse of the following invert-
ible function M (·):
M (t) = exp (−t/4)
2
√
πtErf
(√
t/2
) . (51)
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FIG. 3. (color online). Plots of the M (t) function (black)
and the M−1 (t) inverse function (red/dashed).
A plot of M and M−1 is shown in Fig. 3. In Fig. 4
we plot the function K(u) in comparison to the linear
function 1 + 2πe u. In the next section, we will analyze
the new uncertainty relation (49).
A. Analysis of the uncertainty relation Eq.(49)
A first observation about the uncertainty relation (49)
is that it is valid for any finite value of coarse graining
such that ∆ 6= 0 and δ 6= 0, because in its derivation no
restrictions were made on their possible values. In the
case of the limiting situation where ∆, δ → 0 we recover
the infinite precision Heisenberg uncertainty relation (1).
In order to prove this we avoid the divergence on the right
hand side of (49) by multiplying both sides by the factor
(∆δ)
2
and calculate the limits ∆, δ → 0 in the following
way (g(0) = max
{
1, (2/e)
2
}
= 1):
lim
∆→0
[
∆2K
(
σ2x∆/∆
2
)]
lim
δ→0
[
δ2K
(
σ2pδ/δ
2
)] ≥ (πe~)2 .
(52)
We can perform both limits in (52) separately. Let us
now introduce a new variable v =M−1 (σ2x∆/∆2). Tak-
ing into account the limit (14), we obtain
lim
∆→0
[
∆2K
(
σ2x∆/∆
2
)]
= σ2x lim
v→0
[
1
M (v)
exp [2vM (v)]
Erf2 (
√
v/2)
]
= 2πeσ2x. (53)
The same result can be obtained for the limit δ → 0, thus
(52) reads: (2πeσxσp)
2 ≥ (πe~)2, which is equivalent to
the usual HUR in Eq.(1).
In the opposite limit of infinite coarse graining, the dis-
crete variances go to 0, as we mentioned in Eq.(15) and
discussed after Eq.(32). Even for finite coarse graining,
it is possible that σ2x∆ = 0 or σ
2
pδ
= 0, if the quantum
state is localized in position or momentum (position or
momentum probability distribution has a compact sup-
port). However, the quantum state cannot be simultane-
ously localized in both position and momentum spaces.
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FIG. 4. (color online). Comparison between the function
K (u) (red) and the linear function 1+ 2pie u (black/dashed).
Therefore, for finite coarse graining it is forbidden that
σ2x∆ = 0 = σ
2
pδ . Let us show that this fact is present in
our uncertainty relation Eq.(49). To this end, we shall
calculate the limit σx∆ , σpδ → 0. Using the same variable
v as above, we have
lim
σx∆→0
K
(
σ2x∆/∆
2
)
= lim
v→∞
[
exp [2vM (v)]
Erf2 (
√
v/2)
]
= 1. (54)
The same result can be obtained for the limit σpδ → 0.
Next, we note that for ∆ < ∞ and δ < ∞ we have
L1 > 0. Finally, when we put σ
2
x∆ = 0 = σ
2
pδ
, we obtain
from (49) the hierarchy of contradictory inequalities:
1 ≥ exp (2L1) > 1. (55)
Thus, zero variance in both discrete variables: σ2x∆ = 0 =
σ2pδ , is prohibited.
The coarse-grained Heisenberg uncertainty relation is
shown graphically in Figure 5. The red area represents
forbidden values of σ2x∆ and σ
2
pδ
. The narrow peak of
forbidden values for small σ2x∆ and σ
2
pδ illustrates the
result (55). Though this forbidden region gets smaller
as ∆δ/~ grows, there is always some forbidden region
which limits the information that can be obtained about
the non-commuting observables. Thus, there always ex-
ists an uncertainty relation, regardless of the size of the
coarse graining. This is surprising since it is commonly
argued that in the large quantum number limit (semiclas-
sical regime) we should recover classical mechanics for
coarse-grained averaging due to finite-precision detectors
[32, 34]. We can follow the argumentation in a simple
example of a particle with mass M in a one-dimensional
infinite square well potential [32]. The energy eigen-
states are Ψn(x) =
√
2/L sin(nπx/L) (0 ≤ x ≤ L).
The eigenenergies are En = p
2
n/2M and the two values
of the momentum pn = ±~nπ/L are equally probable
since ρ˜n(p) = |Ψ˜n(p)|2 consists of a symmetric probabil-
ity distribution function peaked at pn, with oscillatory
8FIG. 5. (color online). Plot of the uncertainty relation (49)
as a function of the discrete variances σ2x∆ and σ
2
pδ
. The red
forbidden region shows that there is always an uncertainty
relation for any size coarse graining.
tails that go to ±∞. It is easy to see that, for some
finite coarse graining, we recover the classical probabil-
ity distributions inside each bin, both in position and
momentum, in the limit of large quantum numbers, i.e.
n → ∞. In the position representation we recover a
constant value inside each bin. In the momentum rep-
resentation we obtain a zero value for each bin, except
for the bins that contain the values pn, corresponding to
Dirac delta functions that moves away to infinity. How-
ever, the limit n → ∞ has only a formal meaning and,
in fact, does not appear in real systems. For large, but
finite quantum number n, the position and momentum
probability distributions are close, but not equal to the
classical distributions. Thus, even if we choose coarse
graining in the position representation that is equal to
the size L of the potential well, so that σ2x∆ = 0, and ex-
tremely large coarse graining in momentum, the value of
σ2pδ will contain contributions from the bins at the tails
of the distribution ρ˜n(p) that are different from zero for
−∞ < p <∞. In other words, σ2pδ 6= 0, and in fact must
be limited by the uncertainty relation in Eq.(49).
VII. CONCLUSIONS
We have derived several new uncertainty relations
for continuous variable quantum systems when coarse-
grained measurements are performed. First, we show a
new bound for the uncertainty relation involving Re´nyi
entropy. This bound is an improvement for all entropy or-
ders α for larger coarse graining, and is optimal for order
α = 1/2. Using this result, we derive a new Heisenberg-
like uncertainty relation. Surprisingly, there is always
a meaningful uncertainty relation for any amount of fi-
nite coarse graining. Thus, even coarse-grained measure-
ments never commute, and information obtained about
one observable increases uncertainty in the other. These
results are interesting from a fundamental point of view,
and also may find application in a quantum information
scenario. In particular, the security of several quantum
key distribution schemes with continuous variables rely
on uncertainty relations.
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Appendix A: Derivation of the entropic uncertainty
relation (39)
To begin, let us consider a normalized, pure quantum
state described in position space by a one dimensional
wave function ψ (x). The same state is described in mo-
mentum space by ψ˜ (p) - the Fourier transform of ψ (x).
These wave functions provide two probability distribu-
tions:
g (x) = |ψ (x)|2 , g˜ (p) =
∣∣∣ψ˜ (p)∣∣∣2 , (A1)
in position and momentum space, respectively. For (A1)
we shall define, analogous to (11), the discrete probability
distributions:
qk =
ˆ (k+1/2)∆
(k−1/2)∆
dx g (x) , pl =
ˆ (l+1/2)δ
(l−1/2)δ
dp g˜ (p) .
(A2)
The starting point of our derivation shall be the defi-
nition of two new probability distributions
{
|akm|2
}
and{
|bln|2
}
that are distinct from (A2), where [38]:
akm =
ˆ (k+1/2)∆
(k−1/2)∆
dxψ (x)ϕ∗km (x) , (A3)
bln =
ˆ (l+1/2)δ
(l−1/2)δ
dp ψ˜ (p) θ∗ln (p) . (A4)
9Functions ϕkm(x) have been arbitrarily chosen to form
an orthonormal basis in the kth bin:
ˆ (k+1/2)∆
(k−1/2)∆
dxϕkm (x)ϕ
∗
km′ (x) = δmm′ . (A5)
Similarly, in momentum space, we introduce the func-
tions θln(p), which are orthonormal in the in the lth bin:
ˆ (l+1/2)δ
(l−1/2)δ
dp θln (p) θ
∗
ln′ (p) = δnn′ . (A6)
For the probability distributions
{
|akm|2
}
and
{
|bln|2
}
,
the Riesz theorem [41] reads (1/α+ 1/β = 2, β ≥ 1):
[
C
∑
n
|bln|2β
]1/β
≤
[
C
∑
m
|akm|2α
]1/α
, (A7)
where the constant C is:
C = sup
(k,m,l,n)
∣∣∣∣∣
ˆ (k+1/2)∆
(k−1/2)∆
dx
ˆ (l+1/2)δ
(l−1/2)δ
dp
eipx/~√
2π~
ϕ∗km (x) θln (p)
∣∣∣∣∣ .
(A8)
Using the well known Maassen-Uffink result [21] it was
shown that [38]:
Hα
[
|akm|2
]
+Hβ
[
|bln|2
]
≥ −2 lnC, (A9)
where the Re´nyi entropies Hα
[
|akm|2
]
and Hβ
[
|bln|2
]
are related to the probability distributions
{
|akm|2
}
and{
|bln|2
}
. To obtain this uncertainty relation one needs
to take the logarithm of both sides of (A7) and recognize
the definitions of the Re´nyi entropies. In [38, 42] it was
also shown that:
C < exp (−R/2) ≡
√
∆δ
2π~
R00
(
∆δ
4~
, 1
)
. (A10)
The integral equation leading to this result appears in the
signal processing theory, and also in the topic of entropic
uncertainty relations [18]. Since the inequality (A10) is
independent of the choice of the functions ϕkm(x) and
θln(p), we can take:
ϕkm (x) =
{
ψ (x) /
√
qk m = 0
orthogonal functions m 6= 0 , (A11)
and:
θln (p) =
{
ψ˜ (p) /
√
pl n = 0
orthogonal functions n 6= 0 . (A12)
In this particular choice we have:
akm = δ0m
√
qk, bln = δ0n
√
pl, (A13)
and:
Hα
[
|akm|2
]
= Hα [qk] , Hβ
[
|bln|2
]
= Hβ [pl] .
(A14)
This observation, together with (A9) and (A10), leads to
the result Hα [qk] +Hβ [pl] ≥ R.
In order to extend this uncertainty relation to the case
of the probability distributions (2) related to the mixed
state density operator ˆ̺, we note that (2) can always be
represented in the following way (
∑
i λi = 1):
ρ (x) =
∑
i
λigi (x) , and ρ˜ (p) =
∑
i
λig˜i (p) ,
(A15)
where gi (x) and g˜i (p) are probability distributions of the
form (A1). Equation (A15) immediately implies the same
decomposition of the probability distributions
{
r∆k
}
and{
sδl
}
:
r∆k =
∑
i
λiq
i
k, and s
δ
l =
∑
i
λip
i
l , (A16)
where qik and p
i
l are calculated for the probability dis-
tributions gi (x) and g˜i (p) respectively. Using the argu-
ments provided in [22, 43], it follows from the Minkowski
inequality that:
Hα
[
r∆k
]
+Hβ
[
sδl
] ≥∑
i
λi
(
Hα
[
qik
]
+Hβ
[
pil
])
, (A17)
which finishes the derivation.
Appendix B: Optimization leading to Eqs. (49-51)
In the uncertainty relation (44) there are two pairs
of parameters that are independent of the state ˆ̺, i.e.{
h∆, σ
2
∆
}
and
{
hδ, σ
2
δ
}
. We will perform an optimization
over these parameters, but since they are not indepen-
dent among themselves we shall do this procedure in two
steps. First we maximize the Shannon entropies h∆ and
hδ, keeping the variances σ
2
∆, σ
2
δ constant. We can con-
sider the position and momentum variables separately,
thus we will perform all calculations for the general case
of the Dη (z, 0) function. To this end, we shall solve the
variational equation:
δ
δDη (z, 0)
(
−
ˆ η/2
−η/2
dz Dη (z, 0) ln (Dη (z, 0)) (B1)
−λη
ˆ η/2
−η/2
dz Dη (z, 0)− aη
ˆ η/2
−η/2
dz z2Dη (z, 0)
)
= 0.
Here λη and aη are η-dependent Lagrange multipliers as-
sociated with the normalization and constant variance
constraints. The solution is a Gaussian function with
the support only in the interval [−η/2, η/2]
Dη (z, 0) =
√
aη
π
e−aηz
2
Erf
(
η
√
aη/2
) , aη ∈ R, (B2)
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where Erf (y) = 2√
pi
´ y
0 dt exp
(−t2) denotes the usual
error function. The normalization constraint gives the
value of λη as a function of the aη parameter
λη (aη) = ln
(√
π
aη
Erf
(
η
√
aη
2
))
− 1. (B3)
The variance constraint imposes a relation between aη
and the variance σ2η of the following form
σ2η (aη) =
1
2aη
(
1−
√
aη
π
η exp
(−aηη2/4)
Erf
(
η
√
aη/2
)
)
. (B4)
The right-hand side is a monotonically-decreasing invert-
ible function of the aη parameter. Moreover, this relation
restricts the values of the variance to 0 ≤ σ2η < η2/4,
what is a natural consequence of the fact that the max-
imal value of z2 on the interval [−η/2, η/2] is equal to
η2/4. It is worth noticing that the case σ2η = η
2/12,
which is equivalent to aη = 0, describes the case of the
rectangle function (25). From now on, according to the
relation (B4), we shall use the aη parameter instead of
the variance σ2η. Due to the results (B2) and (B4) we
have
hη (aη) = 1 + λη (aη) + aησ
2
η (aη) . (B5)
This entropy attains its maximal value equal to ln η for
aη = 0 (the rectangle function (25)).
Thus, we can rewrite the uncertainty relation (44) op-
timized with respect to both entropies in the following
way:
σ2x∆+ σ
2
∆ (a∆)
exp (2h∆ (a∆))
· σ
2
pδ
+ σ2δ (aδ)
exp (2hδ (aδ))
≥ exp (2L1)
(2πe)
2 . (B6)
Substituting results (B4) and (B5), this relation reads
F
(
σ2x∆
∆2
,∆2a∆
)
F
(
σ2pδ
δ2
, δ2aδ
)
≥ exp (2L1) , (B7)
where:
F (u, t) =
2t (u−M (t)) + 1
Erf2
(√
t/2
) exp (2tM (t)) , (B8)
and the M (·) function has been defined in (51). The
second task in the optimization procedure is to find
the minimal value of F (u, t) with respect to t ∈ R,
where u ≥ 0 plays the role of an independent parame-
ter. Differentiation of (B8) leads to the minimum (the
second derivative with respect to t is a positive function
for u ≥ 0) at point tmin = M−1 (u). Unfortunately
there is no analytical expression for the M−1 (·) func-
tion. In order to finish the derivation of the optimal
uncertainty relation (49), we shall take the function (50)
to be K (u) = F
(
u,M−1 (u)).
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