Abstract. In this paper we present the results announced in the recent work by the first, second, and fourth authors of the current paper concerning Rubio de Francia extrapolation for the so-called multilinear Muckenhoupt classes. Here we consider the situations where some of the exponents of the Lebesgue spaces appearing in the hypotheses and/or in the conclusion can be possibly infinity. The scheme we follow is similar, but, in doing that, we need to develop a one-variable end-point off-diagonal extrapolation result. This complements the corresponding "finite" case obtained by Duoandikoetxea, which was one of the main tools in the aforementioned paper. The second goal of this paper is to present some applications. For example, we obtain the full range of mixed-norm estimates for tensor products of bilinear Calderón-Zygmund operators with a proof based on extrapolation and on some estimates with weights in some mixed-norm class. The same occurs with the multilinear Calderón-Zygmund operators, the bilinear Hilbert transform, and the corresponding commutators with BMO functions. Extrapolation along with the already established weighted norm inequalities easily give scalar and vector-valued inequalities with multilinear weights and these include the end-point cases.
Introduction
Recently, the first, second, and fourth authors of the present paper solved in [27] a long standing problem about the extrapolation theorem for multilinear Muckenhoupt classes of weights. A particular and simplified version of the general result established there is the following: suppose that a multivariable operator T satisfies
for some fixed 1 ≤ p 1 , . . . , p m < ∞, and for all w = (w 1 , . . . , w m ) ∈ A p (see Section 2), where As mentioned, this result is a particular case of Theorem 2.1 and extends [27, Corollary 1.5] where all the p i 's, q i 's, s i 's and p are assumed to be finite. Note that Theorem 1.1 allows us to extrapolate starting with some (or even all) p i 's being infinity. Not only that, even if we start with all the p i 's being finite, we can derive estimates with some (but not all) of the q i 's being infinity.
The statement of Theorem 2.1 and its proof are given in Section 2. For the latter we follow the blueprint established in [27] with very minor changes. However, a key ingredient in the proof is Theorem 2.3, which is a one-variable off-diagonal result of independent interest. This is indeed an extension of [16, Theorem 5 .1] (and also of [23] ) allowing us to start with or to obtain end-point estimates. Our proof is, however, slightly different and follows the scheme used thoroughly in [11] .
Our second goal of this paper is to present some applications of our extrapolation result. In Section 3 we briefly consider some of the examples already treated in [27] and these include multilinear Calderón-Zygmund operators, multilinear sparse forms, bilinear rough singular integral operators, the bilinear Hilbert transform and their commutators with BMO functions. In Section 4, we present a new application which concerns mixed-norm estimates (a topical subject, see e.g. [2, 3] and [14] ). Here we work with tensor products T n ⊗T m , where T n and T m are bilinear Calderón-Zygmund operators in R n and R m . The tensor product is initially defined via (T n ⊗ T m )(f 1 ⊗ f 2 , g 1 ⊗ g 2 )(x) := T n (f 1 , g 1 )(x 1 )T m (f 2 , g 2 )(x 2 ), where f 1 , g 1 : R n → C, f 2 , g 2 : R m → C and x = (x 1 , x 2 ) ∈ R n+m . Notice that if T n and T m are linear, then T n ⊗ T m = T 1 n T 2 m , where T 1 n f (x) = T n (f (·, x 2 ))(x 1 ) and T 2 m f (x) = T m (f (x 1 , ·))(x 2 ). One can then easily obtain the desired estimates by using iterative arguments and Fubini's theorem, and therefore, in the linear case, bi-parameter singular integrals are only interesting if they are not of tensor product type. Unlike the linear case, the theory of tensor products of bilinear operators is already non-trivial. Indeed, Journé in [24] showed that a tensor product of general bilinear operators, both bounded from
On the other hand, he obtained positive results for tensor products of some multilinear singular integral forms from Christ-Journé [9] .
As an application of our extrapolation results we are able to obtain (see Corollary 4.3) that
whenever p 1 , p 2 , q 1 , q 2 ∈ (1, ∞] are such that > 0. This should be compared with [29] where the first, third, and last authors of the present paper considered general bilinear bi-parameter Calderón-Zygmund operators (with no tensor form). Some mixed-norm estimates were proved as quick corollaries from the obtained weighted estimates (and operator-valued analysis). However, since the classes of weights considered where of product type A p 1 × A p 2 (in place of the corresponding bilinear class A (p 1 ,p 2 ) ), in the mixed-norm estimates one needed to assume that for the case q < 1 one has p 1 , p 2 < ∞. Here we are able to obtain more sophisticated weighted estimates and this restriction can be removed. It should be noticed that here we only work with tensor products of bilinear singular integrals, but we can show somewhat stronger weighted estimates compared to those in [29] : we essentially use weights which are in A (p 1 ,p 2 ) (R n ) and in A p 1 (R m ) × A p 2 (R m ) and, by extrapolation, this is enough for the mixed-norm inequalities in question.
To conclude with this introduction we would like to mention that some interesting related work has recently appeared while this manuscript was in preparation. Nieraeth in [31] has obtained a result similar to ours with a proof which uses an independent different method. In a nutshell, Theorem 2.1 -which was announced in [27] before [31] was posted-is proved by following [27, Proof of Theorem 1.1] with some appropriate changes both in the argument and in the notation. Having said that, the main tool that we need here is Theorem 2.3, which extends [16, Theorem 5 .1] (and also [23] ) to allow for end-point estimates. We also note that our proof of Theorem 2.3 is somewhat different, and of independent interest, than that in [16] and follows the scheme thoroughly employed in [11, Chapter 3] . On the other hand Duoandikoetxea and Oruetxebarria in [18] have obtained mixed-norm estimates of radial-angular type by developing an extrapolation theory for radial weights.
End-point extrapolation for multilinear Muckenhoupt classes
Our main result in this section contains the extension to the end-point cases announced in our previous paper [27] . Before we state that result, let us recall some notations and make some conventions. Given a cube Q, its side-length will be denoted by ℓ(Q) and for any λ > 0 we let λQ be the cube concentric with Q whose side-length is λℓ(Q). Let µ be a doubling measure on R n , that is, µ is a non-negative Borel regular measure such that µ(2Q) ≤ C µ µ(Q) < ∞ for every cube Q ⊂ R n . Given a Borel set E ⊂ R n with 0 < µ(E) < ∞ we use the notation
This section is devoted to applying off-diagonal extrapolation to get the multilinear extrapolation in the end-point cases.
Hereafter, m ≥ 2. Given p = (p 1 , . . . , p m ) with 1 ≤ p 1 , . . . , p m ≤ ∞ and r = (r 1 , . . . , r m+1 ) with 1 ≤ r 1 , . . . , r m+1 < ∞, we say that r ⋆ p whenever r i ≤ p i , i = 1, . . . , m; and r ′ m+1 ≥ p, where
This should be compared with the notation r p from [27] where one adds the restriction r ′ m+1 > p. Analogously, we say that r ≺ p if r ⋆ p and moreover r i < p i for every i = 1, . . . , m and r ′ m+1 > p. Notice that the fact that r ⋆ p forces that m+1 i=1
> 1 then we allow p to be smaller than one.
We can now introduce the classes of multilinear Muckenhoupt weights that we consider in the present paper. Given p = (p 1 , . . . , p m ) with 1 ≤ p 1 , . . . , p m ≤ ∞ and r = (r 1 , . . . , r m+1 ) with 1 ≤ r 1 , . . . , r m+1 < ∞ so that r ⋆ p we say that w = (w 1 , . . . , w m ) ∈ A p, r , provided 0 < w i < ∞ a.e. for every i = 1, . . . , m and
the term corresponding to w needs to be replaced by ess sup Q w and, analogously, when p i = r i , the term corresponding to w i should be ess sup Q w Note that with the previous definition w ∈ A p,(1,...,1) means that
where w = m i=1 w i and with the appropriate changes when some p i = 1 or p = ∞. In the sequel we will just simply denote A p,(1,...,1) by A p . We would like to observe our definition of the classes A p, r is slightly different to that in [26] or [27] (notice that e.g. [w
with A p defined in [26] agrees with our [ w] A p when p i 's are finite). This change is just cosmetic but it turns out to be useful for understanding the end-point estimates.
It is convenient to write the condition A p, r in a different form. With that goal in mind, given p = (p 1 , . . . , p m ) with 1 ≤ p 1 , . . . , p m ≤ ∞ and r = (r 1 , . . . , r m+1 ) with 1 ≤ r 1 , . . . , r m+1 < ∞ so that r ⋆ p we set
Notice that as observed above we have that 0 < r ≤ 1 and formally
which could be negative or zero if p ≤ 1. Note that in this way
Also, r ⋆ p means that δ > 0 for every 1 ≤ i ≤ m + 1. Notice that with this notation w = (w 1 , .., w m ) ∈ A p, r can be written as
Again we shall use the abstract formalism of extrapolation families. Hereafter F will denote a family of (m + 1)-tuples (f, f 1 , . . . , f m ) of non-negative measurable functions.
Our main result is the following:
Theorem 2.1. Let F be a collection of (m + 1)-tuples of non-negative functions. Consider a vector r = (r 1 , . . . , r m+1 ), with 1 ≤ r 1 , . . . , r m+1 < ∞, and exponents p = (p 1 , . . . , p m ) with 1 ≤ p 1 , . . . , p m ≤ ∞, so that r ⋆ p. Assume that given any w = (w 1 , . . . , w m ) ∈ A p, r the inequality
holds for every (f, f 1 , . . . , f m ) ∈ F , where
w i , and ϕ ≥ 0 is an increasing function. Then for all exponents q = (q 1 , . . . , q m ), with 1 < q 1 , . . . , q m ≤ ∞, so that r ≺ q, and for all weights v = (v 1 , . . . , v m ) ∈ A q, r the inequality
Moreover, for the same family of exponents and weights, and for all exponents s = (s 1 , . . . , s m ) with 1 < s 1 , . . . , s m ≤ ∞, so that r ≺ s
We would like to remark that this result was announced in [27] and the main difference with [27, Theorem 1.1] is that here we allow the p i 's and/or the q i 's to take the value infinity. Also, in the current result we can start with p = r ′ m+1
(including the case p = ∞ if r m+1 = 1) while in the conclusion we obtain q < ∞, since r ≺ q. We also remark that if we start with p i 0 = r i 0 for some given i 0 then in the conclusion we can relax q i 0 > r i 0 to q i 0 ≥ r i 0 , see [27, Remark 1.8].
2.1. End-point off-diagonal extrapolation theorem. In this section we present an end-point off-diagonal extrapolation result which is going to play an crucial role in the proof of Theorem 2.1. Next we give the basic properties of weights that we will need below. For proofs and further information, see [17, 19] . By a weight we mean a measurable function v such that 0 < v < ∞ µ-a.e. For 1 < p < ∞, we say that v ∈ A p (µ) if
where the supremum is taken over all cubes
where the essential supremum is taken with respect to the underlying doubling measure µ. The A p (µ) classes are properly nested: for 1 < p < q, A 1 (µ) A p (µ) A q (µ). We denote the union of all the A p (µ) classes, 1 ≤ p < ∞, by A ∞ (µ).
Given 1 ≤ p ≤ ∞ and 0 < r ≤ ∞ we say that v ∈ A p,r (µ) if
where one has to replace the first term by ess sup Q v when r = ∞ and the second term by ess sup Q v −1 when p = 1, and these essential suprema are taking with respect to µ. The case p = 1 and r = ∞ gives a trivial class of weights since v ∈ A 1,∞ amounts to say that v ≈ 1 µ-a.e.. Assuming that we are not in that case we always have
and one can easily see that v ∈ A p,r (µ) if and only if v r ∈ A rγp,r (µ) if and only if
when 1 < p ≤ ∞ and 0 < r < ∞. If p = 1 and 0 < r < ∞ then γ p,r :=
We remark that the current definition of A p,r constant is slightly different with the one that was used in [16] and [27] , because we have to take care of the case r = ∞.
When µ is the Lebesgue measure we will simply write A p , A p,r , . . . . It is wellknown that if w ∈ A ∞ then dw = w(x)dx is a doubling measure. Besides, since 0 < w < ∞ a.e. then the Lebesgue measure and w have the same null measure sets hence the essential suprema and infima with respect to the Lebesgue measure and w agree.
We shall use the abstract formalism of extrapolation families. Hereafter F will denote a family of pairs (f, g) of non-negative measurable functions. This approach to extrapolation has the advantage that, for instance, vector-valued inequalities are an immediate consequence of our extrapolation results. We will discuss applying this formalism to prove norm inequalities for specific operators below. For complete discussion of this approach to extrapolation in the linear setting, see [11] .
The main result of this section is the following off-diagonal Rubio de Francia extrapolation result which extends [16, Theorem 5 .1] (and also [23] ) allowing us to start with or to obtain end-point results:
Theorem 2.3. Let F be a collection of pairs of non-negative functions. Let 1 ≤ p 0 ≤ ∞, 0 < r 0 ≤ ∞, and 0 < q 0 ≤ ∞. Assume that for all w ∈ A p 0 ,r 0 we have
for all (f, g) ∈ F and where ϕ ≥ 0 is an increasing function. Then for all 1 < p ≤ ∞, 0 < r < ∞, and 0 < q ≤ ∞ such that
and all w ∈ A p,r we have
for all (f, g) ∈ F and where ϕ ≥ 0 is an increasing function.
We observe that this result is on the nature of best possible in the sense that one cannot expect to reach the end-points p = 1 and/or r = ∞. To see that one can not obtain p = 1 by extrapolation we take p 0 = q 0 = r 0 = 2 and note that γ r 0 ,p 0 = 1 > 0. Consider also the extrapolation pairs (Mf, |f |) with f ∈ L ∞ c (R n ). In that case w ∈ A p 0 ,r 0 = A 2,2 if and only w 2 ∈ A 2 , hence (2.4) holds by Muckenhoupt's theorem. If one could reach
f L 1 (w) for every w ∈ A 1,1 , that is, for any w ∈ A 1 . Taking in particular w ≡ 1 we would obtain that Mf ∈ L 1 (R n ), which only occurs if f ≡ 0.
To see that we cannot extrapolate to r = ∞ we let p 0 = q 0 = r 0 = 2 (again γ r 0 ,p 0 = 1 > 0) and consider the pairs (|Hf |, |f |) with f ∈ L ∞ c (R) and where H is the Hilbert transform. Note that (2.4) follows since the Hilbert transform is bounded on L 2 (w 2 ) for every w 2 ∈ A 2 . If we could extrapolate to r = ∞, picking p = q = r = ∞ we would obtain Hf w L ∞ f w L ∞ (w) for every w ∈ A ∞,∞ , that is, for any w −1 ∈ A 1 . Taking in particular w ≡ 1 we would obtain that Hf ∈ L ∞ (R n ) for every f ∈ L ∞ c (R) leading contradiction. Even more we can see that we cannot extrapolate to r = ∞ with 0 < q < ∞. This requires some extra work. For any f ∈ L ∞ c (R), let E f be the set of Lebesgue points for the function |Hf | 2 ∈ L 1 (R) so that |R \ E f | = 0. Define, for every x ∈ R and 0 < τ < ∞, the non-negative function g x,τ = τ − 1 2 1 (x−τ /2,x+τ /2) so that g x,τ L 2 (R) = 1 and consider the family
Let q 0 = 1 and p 0 = r 0 = 2, and note that γ r 0 ,p 0 = 1 > 0. For every w ∈ A 2,2 (that is, w 2 ∈ A 2 ) one has for every pair (F,
If we could extrapolate to r = ∞ then we would pick p = ∞, q = 2, and r = ∞ so that (2.5) holds to obtain that F w L 2 (R) Gw L ∞ (R) for all (F, G) ∈ F and w ∈ A ∞,∞ , that is, w −1 ∈ A 1 . We could take again w ≡ 1 to see that for every
Since C 0 does not depend on f , x and τ (note that C is the same for all the pairs in the family F ), and x ∈ E f we could let τ → 0 + and conclude that
Consequently, we would obtain that Hf ∈ L ∞ for every f ∈ L ∞ c which is again a contradiction.
Proof of Theorem 2.3. The case 1 ≤ p 0 < ∞, 0 < r 0 < ∞, and 1 < p < ∞ was proved in [16, Theorem 5 .1]. Here we provide a somehow alternative argument which gives that case as well as the desired end-point estimates. Our first observation is that if γ p 0 ,r 0 = 0 there is nothing to prove. Indeed this only happens when p 0 = 1, r 0 = ∞ and hence (2.5) gives that
which contradicts the facts that p > 1 and r < ∞. Thus, from now on we assume that γ p 0 ,r 0 > 0 and observe that (2.5) allows us to easily write γ := γ p,r = γ p 0 ,r 0 .
Case 1:
> 0, hence 1 < p < p 0 ≤ ∞, 0 < q < q 0 ≤ ∞ and 0 < r < r 0 ≤ ∞ (note that p 0 and/or r 0 and/or q 0 could be infinity).
Fix (f, g) ∈ F and w ∈ A p,r . As observed above, one has w
′ to denote its operator norm and introduce the Rubio de Francia algorithm
and for k = 0 is the identity operator . Based on this definition (see [11] for more details) one can readily see
Notice that in particular 0 < R ′ h < ∞ a.e. if h is non-trivial.
Next let us observe that without loss of generality we may assume that 0 < gw L p < ∞: if gw L p = ∞ there would be nothing to prove and if gw L p = 0 then g = 0 a.e. and by (2.4) we would get that f = 0 a.e. which would trivially yield the desired estimate. This implies that the auxiliary function 0
rγ p which satisfies that 0 < H < ∞ a.e. and by (2.7)
s and we claim that W ∈ A p 0 ,r 0 . Assuming this momentarily we note that (2.5) and the definition of s gives
. Hence we can use Hölder's inequality, (2.4), and (2.8) to obtain
where the last estimate is trivial when p 0 = ∞ since s = p, and otherwise follows from (2. 8 
Consider next the case 0 < r 0 < ∞ and note that definition of s implies that
On the other hand, (2.6) and the definition of s also yield γ =
Note that the right-hand side is positive and strictly smaller than 1 since in this case 0 < r < r 0 < ∞ and 1 < p < p 0 . As a consequence, 0 < p ′ 0 rγ s < 1 and (
. We can then use Hölder's inequality and the previous calculations to conclude that
This yields
Ap,r . Using (2.8) we conclude as desired that W ∈ A p 0 ,r 0 and the proof of the present case is complete.
Case 2: 0 < q < ∞ and
0 < q 0 < q < ∞ and 0 < r 0 < r < ∞ (note that p could be infinity).
and writing M for its operator norm one can then introduce the Rubio de Francia algorithm
This (see [11] for more details) readily gives
On the other hand, notice that the definition of s and (2.5) give
which satisfies by (2.9)
where we have used (2.10), that
, Hölder's inequality and the fact that s(0 − 1) = q by (2.5) and our choice of s.
To complete this case we just need to see that
, and (2.5) yield
As a result,
and (2.10) readily gives that
On the other hand, if p 0 > 1 we observe that by (2.5) and the definition of s
and also that
Note that the right-hand side of the last displayed equation is positive and strictly smaller than 1 since r 0 < r < ∞ and 1 < p 0 < p. As a consequence, 0 < r 0 p ′ γ s < 1 and (
We can then use Hölder's inequality and the previous calculations to conclude that
This and (2.5) imply
A∞,r . Taking the supremum over all cubes and using (2.10) we obtain that W ∈ A p 0 ,r 0 .
Case 3: q = ∞ and
0 < q 0 < ∞, and 0 < r 0 < r < ∞ (note that p could also be infinity).
Again, fix (f, g) ∈ F and w ∈ A p,r . We may assume that gw L p < ∞, otherwise there is nothing to prove. Note that as above one has w −p ′ ∈ A p ′ γ . Additionally,
for its operator norm one can then introduce the Rubio de Francia algorithm
We fix x 0 ∈ R n and 0 < τ 0 < ∞ and let h :
Set W := H 1 q 0 w and claim that W ∈ A p 0 ,r 0 . Assuming this momentarily we conclude that
where we have used (2.12), that
and Hölder's inequality. Note that the implicit constants are all independent of x 0 and τ . Hence, since we have that gw L p < ∞, we conclude that f w ∈ L q 0 loc (R n ). Thus, if we write E f w for the Lebesgue points of (f w) q 0 we have that |R n \E f w | = 0. Moreover if we let x 0 ∈ E f w we conclude that
We are left with showing that W := H 1 q 0 w ∈ A p 0 ,r 0 . Consider first the case p 0 = 1. In this case we have that (2.5) implies that p ′ = q 0 , γ = r −1 0 and
Consider next the case p 0 > 1 and observe that (2.5) implies
Note that the right-hand side is positive and strictly smaller than 1 since in this case r 0 < r and 1 < p 0 < p. As a consequence, 0 < r 0 p ′ γ q 0 ≤ 1 and (
r 0 p ′ . Using this and Hölder's inequality we obtain
Ap,r . Taking the supremum over all cubes and using (2.12) we obtain that W ∈ A p 0 ,r 0 . This completes the proof. Remark 2.13. A careful read of the above argument reveals it works in the setting of spaces of homogeneous type, as there we have a theory of Muckenhoupt weights much as in the case of the Euclidean setting. Also, the argument can be easily extended to Muckenhoupt bases (see for instance [11, Chapter 3] ). The proof can be easily adapted to that setting. Further details are left to the interested reader.
2.2.
Proof of Theorem 2.1. To prove our main result we need some characterization of the A p, r classes. The following result extends [27, Lemma 3.2] to the end-point cases. The proof can be carried out mutatis mutandis (with the appropriate changes of notation) and we leave the details to the interested reader.
Lemma 2.14. Consider p = (p 1 , . . . , p m ) with 1 ≤ p 1 , . . . , p m ≤ ∞ and r = (r 1 , . . . , r m+1 ) with 1 ≤ r 1 , . . . , r m+1 < ∞ such that r ⋆ p. Using the previous notation we assume that
Then the following hold: Then,
with w
(ii) Given w
( w), let us set
.
In the previous result we are assuming that δ m cannot be simultaneously zero, but they could be zero individually, in which case some of the statements require appropriate interpretations which are left to the interest reader. We also note that the assumption ̺ −1 > 0, leads to the fact that the class A pm
is non-trivial -recall that, as observed above, W ∈ A 1,∞ ( w) means that W ≈ 1 almost everywhere. 
since in the present case r p and r ≺ q. This means that in the successive uses of Lemma 2.14 we always have that the corresponding ̺ −1 > 0 and in the iteration argument we never reach the end-point r ′ m+1 in the target space.
The second scenario is that on which p = r 
Thus rearranging the f i 's if needed we may assume that p m > q m > r m -since r ≺ q. In particular δ −1 m > 0 and Lemma 2.14 applies. This allows us to follow
Step 1 in [27, Proof of Theorem 1.1] mutatis mutandis with the modifications pointed out above to obtain the desired estimate for the exponent t = (t 1 , . . . , t m ) with t i = p i for 1 ≤ i ≤ m and t m = q m and the associated class of weights A t, r . Moreover,
Hence r ′ m+1 > t, that is, r t and we can extrapolate from this exponent to change the other entries in t much as in the first scenario above. Let us observe that, again, at any step in the iteration we will never reach the end-point r ′ m+1 in the target space. Further details are left to the interested reader.
To complete the proof we sketch how to establish (2.2). The proof is almost identical to [27, Proof of Theorem 1.1], the only difference is that here some of the s i 's could be infinity. If that is the case we just need to observe that by assumption not all the s i can be infinity (otherwise s = 0), hence
With this estimate in hand the proof can be completed in exactly the same manner and we omit the details.
3. Calderón-Zygmund operators, the bilinear Hilbert transform, and sparse forms
In [27] several applications were given to show that extrapolation can be used to provide almost trivial proofs of known results and also to obtain new estimates. With our main result in this paper we can easily complete the picture and obtain the end-point cases. Here we will just indicate the resulting estimates, see [27] and the references therein for more details and the precise definitions.
We start with T being a multilinear Calderón-Zygmund operator. Applying Theorem 1.1 together with the weighted estimates from [26] one immediately obtains (1.2). This should be compared with [27, Section 2.1] where all the q i 's and s i 's are assumed to be finite.
Our second example is as follows. Fix r = (r 1 , . . . , r m+1 ), with r i ≥ 1 for 1 ≤ i ≤ m + 1, and m+1 i=1 1 r i > 1, and a sparsity constant ζ ∈ (0, 1). Let T be an operator so that for every
where the sup runs over all sparse families with sparsity constant ζ. In [27, Corollary 2.15] it was shown that for all exponents q = (q 1 , . . . , q m ), with 1 < q 1 , . . . , q m < ∞ and r ≺ q, for all weights v = (v 1 , . . . , v m ) ∈ A q, r , and for all 1 we can immediately allow the q i 's to be infinity (provided that q < ∞). Moreover, we obtain (1.2) for all exponents q = (q 1 , . . . , q m ), with 1 < q 1 , . . . , q m ≤ ∞, r ≺ q, and A particular case of interest is that of rough bilinear singular integrals introduced by Coifman and Meyer and further studied by [20] . As explained in [27, Section 2.4], either from the weighted estimates obtained in [8] or from the sparse domination from [1] one easily gets an extension of [27, Corollary 2.17] covering the end-point cases.
Our next example is the bilinear Hilbert transform, denoted by BH, which can be framed within the previous class of operators that are controlled by a sparse form as above (see [13, Theorem 2] 
Moreover, if additionally r ≺ s then
Again, here we can allow p 1 or p 2 (but not both) and/or s 1 or s 2 (but not both) to be infinity. The same kind of argument allows us to readily get iterated vectorvalued inequalities in spaces of the form L p ℓ s ℓ t
. All these should be compared with the helicoidal method developed in [2, 3, 4] , on which they prove all these estimates by some delicate discretization arguments. In a nutshell once we have the estimates from [13, Theorem 2] in hand, our powerful method based on extrapolation easily gives all the desired estimates, including the vector-valued ones, and does not require to use any further fine analysis or decomposition of the operator. This occurs because extrapolation is not something related to operators, is a property about families o functions satisfying weighted norm inequalities.
Finally, our method allows us to deal with commutators of the previous operators with BMO functions. In [27, Section 2.6], the method developed in [5] , was further pushed to obtain [27, Theorem 2.22]. The latter in conjunction with Theorem 2.1 easily yields the following extension where both in the hypotheses and the conclusions one can include the end-points: Corollary 3.3. Let T be an m-linear operator and let r = (r 1 , . . . , r m+1 ), with 1 ≤ r 1 , . . . , r m+1 < ∞. Assume that there exists p = (p 1 , . . . , p m ), with 1 ≤ p 1 , . . . , p m ≤ ∞ and r ⋆ p, such that for all w = (w 1 , . . . , w m ) ∈ A p, r , we have 
Proof. We first use (3.4) and Theorem 2.1 to see that for all exponents t = (t 1 , . . . , t m ), with 1 < t 1 , . . . , t m ≤ ∞ so that r ≺ t and 
In particular, this estimate is valid for a particular choice of t which additionally satisfies 1 < t 1 , . . . , t m < ∞. This allows us to invoke [27, Theorem 2.22] to see that (3.6) is valid for the same exponents as in the statement with the additionally assumption that 1 < q 1 , . . . , q m < ∞. Another use of Theorem 2.1 immediately remove that restriction and also yields the vectorvalued inequalities in (3.6). This completes the proof.
As a consequence of this result and all the applications considered above we can obtain that (3.5) and (3.6) hold in the following scenarios:
• T is an m-linear Calderón-Zygmund operator, q = (q 1 , . . . , q m ), s = (s 1 , . . . , s m ), with 1 < q i , s i ≤ ∞, 1 ≤ i ≤ m, so that • T is any linear operators satisfying (3.1), q = (q 1 , . . . , q m ), s = (s 1 , . . . , s m ), with r ≺ q and r ≺ s so that This are respectively extensions of [27, Corollaries 2.25 and 2.26] where we are now able to consider the end-point cases, and these estimates are new to the best of our knowledge. The same occurs in the case of the bilinear Hilbert transform for which we have the following extension [27, Corollary 2.27] which contain new estimates at the end-point cases:
Corollary 3.7. Assume that r = (r 1 , r 2 , r 3 ), 1 < r 1 , r 2 , r 3 < ∞, verifies (3.2). Let p = (p 1 , p 2 ), s = (s 1 , s 2 ) with 1 < p 1 , p 2 , s 1 , s 2 ≤ ∞ be so that
, and for each multi-index α = (α 1 , α 2 ) it follows that
, and, if one further assumes that r ≺ s,
Mixed-norm estimates and tensor products of bilinear singular integrals
In [29] the first, third and last authors of the present paper showed that if T is a bilinear bi-parameter Calderón-Zygmund operator that is free of full paraproducts (see [29] for the definitions), then
holds for all p 1 , p 2 ∈ (1, ∞) and weights w 1 and w 2 such that w
Here p is defined by
is the class of bi-parameter A p weights (replace cubes by rectangles in the usual definition). In addition, the same estimate were obtained for all tensor products T = T n ⊗ T m , where T n and T m are bilinear one-parameter Calderón-Zygmund operators in R n and R m , respectively (we recall the definition below). Tensor products T n ⊗ T m are examples of bilinear bi-parameter Calderón-Zygmund operators, which are not necessarily free of full paraproducts (if both of them are not free of paraproducts). Recall that initially T n ⊗ T m is defined via
where
The main goal of this section is to prove Theorem 4.2 where we establish weighted estimates for the previous tensor products of bilinear Calderón-Zygmund operators with the new class of weights introduced in Definition 4.1. In turn, we can extrapolate using Theorem 2.1 to prove Corollary 4.3. The latter result contains some mixed-norm end-point estimates that were not proved in [29] . The bottom line is that with our current extrapolation result we can consider the cases in which the outer exponents are infinity even when the inner exponents are in the quasi-Banach range.
. Let w = (w 1 , w 2 ) be such that 0 < w 1 (x 1 , ·), w 2 (x 1 , ·) < ∞ a.e. in R m for a.e. x 1 ∈ R n and 0 < w 1 (·, x 2 ), w 2 (·, x 2 ) < ∞ a.e. in R n for a.e. x 2 ∈ R m . We say that w ∈ A p,n,m if w 1 (x 1 , ·)
for a.e. x 1 ∈ R n ; (w 1 (·, x 2 ), w 2 (·, x 2 )) ∈ A p (R n ) for a.e. x 2 ∈ R m ; and moreover ess sup
Here A p (R n ) is the class of bilinear A p weights in R n as defined in Section 2 and
is called a bilinear singular integral kernel if for some α ∈ (0, 1] and a constant C > 0 it satisfies the estimates
We denote the smallest possible constant C in these inequalities by K CZα .
We say that T is a bilinear singular integral in R d if there exists a bilinear singular integral kernel K such that
whenever two of the functions are disjointly supported, that is, supp f i ∩ supp f j = ∅ for some i = j. We say that T is a bilinear Calderón-
For more information about multilinear Calderón-Zygmund operators see [22] where it is shown, among other things, that T is bounded from
> 0. So-called T 1 theorems give conditions under which singular integrals are indeed Calderón-Zygmund operators. For bilinear T 1 theorems see for example [22] (where multilinear singular integrals are also treated) or [28] .
The following theorem contains our weighted estimates for tensor products of bilinear Calderón-Zygmund operators involving the class of weights appearing in Definition 4.1.
Theorem 4.2. Let T n and T m be bilinear Calderón-Zygmund operators in R
n and R m , respectively. Let p = (p 1 , p 2 ) be such that 1 < p 1 , p 2 < ∞ and set
Combining Theorem 4.2 with our main extrapolation result, Theorem 2.1, we will easily get the following consequence: Corollary 4.3. Let T n and T m be bilinear Calderón-Zygmund operators in R n and R m , respectively. Let 1 < p 1 , p 2 ≤ ∞ and 1 < q 1 , q 2 < ∞ be such that
Our last goal is to extend the previous result in the following ways. First, we would like to consider the end-points q 1 = ∞ or q 2 = ∞. Also, we wish to show that (4.4) holds for all
. This is straightforward if p 1 , p 2 , q 1 , q 2 < ∞ by a standard density argument. However, such approach fails when some of the exponents is infinity and in that scenario one even needs to make sense of T n ⊗ T m (f 1 , f 2 ). All this is done in the main result of this section: Theorem 4.5. Let T n and T m be bilinear Calderón-Zygmund operators in R n and R m , respectively. Let 1 < p 1 , p 2 , q 1 , q 2 ≤ ∞ be such that
To prove the previous results we need some preliminaries. Let
d -valued sequences (ω i ) i∈Z equipped with the probability measure such that the coordinates are independent and uniformly distributed over {0, 1}
d . We write E ω to denote the associated conditional expectation.
Let
d be a dyadic lattice and suppose I ∈ D d . The sidelength of I is denoted by ℓ(I). If k = 0, 1, 2, . . . , then I (k) denotes the k-ancestor, that is, I (k) is the unique cube in D d such that I ⊂ I (k) and ℓ(I (k) ) = 2 k ℓ(I). We define ch(I) to be the collection of dyadic children of I, that is, those
The average f I and the martingale difference ∆ I f are defined by
Given I ∈ D d we denote by h I a cancellative L 2 normalized Haar function. That is, writing I = I 1 × · · · × I d we can define the Haar function h
, where h 
where every a K,(I i ) = a K,I 1 ,I 2 ,I 3 satisfies
Another form of the shift is formed by replacing the Haar functions in the above formula by h I 1 , h 
where the coefficients satisfy
We will refer to bilinear dyadic shifts and paraproducts as bilinear dyadic model operators.
Suppose T is a bilinear Calderón-Zygmund operator in R d related to a kernel K. We will repeatedly use the following bilinear one-parameter representation theorem from [28] Let
is either a bilinear dyadic shift of complexity (0, 0, 0) or a bilinear dyadic paraproduct. We claim that for
where w = (w 1 , w 2 ) ∈ A p (R d ), w = w 1 w 2 and the implicit constant depends on the A (p 1 ,p 2 ) characteristic of (w 1 , w 2 ). To obtain these estimates we first observe that in [28, Section 5] it was shown that bilinear dyadic shifts and paraproducts satisfy the so-called sparse form domination. Second, in [30, Theorem 3.2] it was shown that sparse operators satisfy (4.11) under the further assumption p 1 , p 2 < ∞. Finally we can apply Theorem 1.1 to conclude as well the case on which either p 1 or p 2 are infinity.
Lemma 4.12. Let Ω 0 be a probability space and let
for any t ∈ (0, ∞) and ν ∈ A ∞ (R d ) where the implicit constant is independent of D d . To see this we can first invoke [7] or [15, Theorem 3.4 ] to obtain the case t = 2. In turn, using A ∞ -extrapolation, see [10, Theorem 2.1], we conclude that the same estimate holds for all 0 < t < ∞.
We next use (4.13) with t = 1 to see that for every ν ∈ A ∞ (R m ) we have
We use again A ∞ extrapolation, see [10, Theorem 2.1], to obtain the desired estimate.
Given a sequence of scalars {a i,j } ∞ i,j=1 ⊂ C and p, q ∈ (0, ∞], we define
The following lemma states a variant of the bilinear Marcinkiewicz-Zygmund inequality:
Lemma 4.14. Let Ω 0 be a probability space. Assume that the sequence of bilinear operators {T ω } ω∈Ω 0 satisfies
holds for all weights w = (
Proof. Take an arbitrary ω ∈ Ω 0 . Let r = (r 1 , r 2 ) be such that 1 < r 1 , r 2 < s and set
. Note that in particular
On the other hand, from (4.15) Theorem 1.1 we deduce that T ω satisfies the estimate
for all w = (w 1 , w 2 ) ∈ A r (R d ), and
With this in hand, since 0 < r < max{r 1 , r 2 } < s ≤ 2 we can apply the bilinear Marcinkiewicz-Zygmund inequality in [6, Proposition 5.3 ] to obtain that
By Theorem 1.1, for every q = (q 1 , q 2 ), t = (t 1 , t 2 ) with 1 < q 1 , q 2 , t 1 , t 2 ≤ ∞ so that
holds for every w = (
Here it is crucial to emphasize all the implicit constants are uniformly bounded on ω ∈ Ω 0 because of (4.15). Applying this for the particular choice t = (2, 2) so that t = 1 one can easily see that
We extrapolate from this and Theorem 1.1 readily leads to the desired estimate. 
Proof. Fix ω ∈ Ω 0 and note that clearly
Hence, for every ν ∈ A 2 (R d ), the boundedness of M and the dyadic square function on L 2 (ν) imply
We can now invoke Rubio de Francia extrapolation theorem to obtain at once the desired inequality. 
Then, for every 1 < p < ∞ and ν ∈ A p (R d ) we have
Proof. By Rubio de Francia extrapolation we just need to obtain the case p = 2.
where we have used the 
. We also pick w = (w 1 , w 2 ) ∈ A p,n,m . Let f 1 , f 2 , f 3 be finite linear combinations of tensor products of bounded and compactly supported functions. We apply the representation theorem from [28] (see (4.10)) to both T n and T m . For T n we will use ω 1 to denote the random parameter and U k ω 1 ,u 1 for the different bilinear model operators. Analogously, for T m these will be respectively ω 2 and U v ω 2 ,u 2 . We also let E ω := E ω 1 E ω 2 . Using this notation (4.10) readily leads to
where c k,v := 2
2 and α 1 and α 2 are respectively the parameters in the Hölder continuity assumptions of the kernels of T n and T m . It is not too hard to show, and this also follows directly from [29] , that
uniformly in ω 1 , ω 2 , k, v. Since finite linear combinations of tensor products of bounded and compactly supported functions are dense in L 3 , this implies via the above representation that
2 is bounded, and that the representation holds for
It is easy to see that if p ≥ 1 we have
and if p < 1, then
We claim that
holds with C k,v := 2
4 . With this in hand, all the previous observations readily lead us to the desired estimate for
. By density this completes the proof of Theorem 4.2.
We are left with showing our claim (4.18). Let us observe that when p ≥ 1 we could take the expectation out of the L p norm and prove a uniform estimate for all ω. However, in the case p < 1 we cannot do this, and therefore we need to keep working with the expectation. We consider two cases, whether U v ω 2 ,u 2 is a bilinear dyadic shift or is a bilinear dyadic paraproduct.
Case 1: Proof of (4.18) when U v ω 2 ,u 2 is a dyadic bilinear shift.
To simplify the notation we write U
(see (4.8) ). Recall that dyadic shifts have three different expressions depending where the non-cancellative Haar function is located. For now we consider the case on which the non-cancellative Haar function is in the "second" position, that is,
The other possibilities of U v ω 2 will be handled in a similar manner. If we next write
one can easily see that
where ·, · 2 stands for the inner product with respect to the variable x 2 -recall that we always write x = (x 1 , x 2 ) with x 1 ∈ R n and x 2 ∈ R m . Here it is useful to remember that the Haar functions live in R m , hence they only depend on x 2 .
Let us recall that by assumption w = (w 1 , w 2 ) ∈ A p,n,m , see Definition 4.1. For w = w 1 w 2 we have by Hölder's inequality that ess sup
With x 1 ∈ R n fixed, we can invoke Lemma 4.12 with g ω := U ω (f 1 , f 2 )(x 1 , ·) and the weight w(x 1 , ·) p ∈ A ∞ (R m ). Then, we integrate over x 1 ∈ R n and after some straightforward computations we arrive at (4.20)
Let s = ( 
where we abbreviated f 1,J 1 ,V := 
We next introduce some notation. Write
, where M stands for the Hardy-Littlewood maximal function (over cubes) in R m and
and when v 1 = 0 we will simply write ∆ 2 V . Recalling the definition of f 1,J 2 ,V and (4.7) one can see that
and, analogously,
Thus, (4.24)
and
Recall that (w 1 (·, x 2 ), w 2 (·, x 2 )) ∈ A p (R n ) for a.e. x 2 ∈ R m uniformly on x 2 (see Definition 4.1), and that U k ω 1 satisfies the estimate (4.11). Therefore, we may invoke Lemma 4.14 with the choice q 1 = 2, q 2 = ∞, q = 2 and with s as above to conclude that
where in the second estimate we have used that s > 1 and (4.24). This, Hölder's inequality, the fact that by assumption w 1 (x 1 , ·)
A p 2 (R m ) uniformly for a.e. x 1 ∈ R n (see Definition 4.1), and Lemma 4.16 readily give
Plugging this into (4.22) we arrive at (4.18) in the case when U ω 1 ⊗ U ω 2 is of the form (4.19).
Let us now consider the cases on which U v ω 2 is a bilinear dyadic shift of some other form. The case on which the non-cancellative Haar function is located in the "first" position (i.e., our operator is written in terms of h J 1 , h 0 J 2 and h J 3 ) is clearly symmetrical to the case we treated already (one just needs to switch the roles of f 1 and f 2 ). Thus, we only need to consider the case when
This time, rather than using the lower bound for the square function estimate, we just proceed as in (4.21), putting absolute values inside and using Hölder's inequality with s as before. This gives that
We can proceed much as before, with the difference that Lemma 4.14 is used with the exponents q 1 = q 2 = 2, q = 1 and also that since h J 2 is cancellative we have the analog of the first estimate in (4.24) for f 2,J 2 ,V . This gives that
where in the last estimate we have used that w 1 (x 1 , ·)
uniformly for a.e. x 1 ∈ R n (see Definition 4.1), and Lemma 4.16. This ends our treatment of the case when U ω 2 is a dyadic bilinear shift.
Case 2: Proof of (4.18) when U v ω 2 ,u 2 is a dyadic bilinear paraproduct.
As before to simplify the notation we write U is any model operator. The argument for this case is easier than the previous one: before we used the Marcinkiewicz-Zygmund type estimate in Lemma 4.14 to deal with the complexity of U v ω 2 and in this scenario the complexity is zero.
Recall that dyadic bilinear paraproducts have three different expressions depending on where the cancellative function is located. We first consider the case where
and the other cases will be treated below.
We write as before
As shown in the previous case
n fixed, we can use Lemma 4.12 with g ω := U ω (f 1 , f 2 )(x 1 , ·) and the weight w 1 (
. After that we integrate on x 1 and arrive at
e. x 2 ∈ R m uniformly on x 2 (see Definition 4.1) and that U ω 1 satisfies (4.11). Thus, we may with fixed x 2 ∈ R m invoke Lemma 4.14 with the choice q 1 = 2, q 2 = ∞ and q = 2 in the very special case where the inner ℓ s -sums have only one non-zero term. This gives that
and therefore Lemma 4.16 with k = 0, along with the fact that w 2 (x 1 , ·) p 2 ∈ A p 2 (R m ) uniformly for a.e. x 1 ∈ R n (see Definition 4.1), yields
This concludes the proof of (4.18), and hence that of Theorem 4.2.
Proof of Corollary 4.3.
We proceed by extrapolation. Fix 1 < q 1 , q 2 < ∞ and let
Suppose w = (w 1 , w 2 ) ∈ A q (R n ) with q = (q 1 , q 2 ) and as usual we define w = w 1 w 2 . It is easy to see that (w 1 ⊗ 1, w 2 ⊗ 1) ∈ A q,n,m . From Theorem 4.2 -here it is crucial that 1 < q 1 , q 2 < ∞-we see that
We can extrapolate from this estimate with the family F consisting on the triples (F, F 1 , F 2 ) and Theorem 2.1 (with r = (1, 1, 1) ) gives with p = (p 1 , p 2 ) and 1 < p 1 , p 2 ≤ ∞ with
for all (w 1 , w 2 ) ∈ A p (R n ). This in the special case w 1 ≡ 1 and w 2 ≡ 1 gives us the estimate
). This ends the proof of Corollary 4.3.
4.3.
Proof of Theorem 4.5. We first observe that a trivial density argument allows us to see that Corollary 4.3 readily gives the desired estimate for all f 1 ∈ L p 1 (R n ; L q 1 (R m )) and f 2 ∈ L p 2 (R n ; L q 2 (R m )) provided 1 < p 1 , p 2 , q 1 , q 2 < ∞. This means that we only need to consider the cases q 1 = ∞ or q 2 = ∞ and/or p 1 = ∞ or p 2 = ∞. In these scenarios we need to justify why the operators are well-defined and also get the desired estimates. To accomplish all these we split the argument in two main steps which are almost independent, and each of them is interesting in its own right. In Case 1 we use sparse domination techniques and the main goal is to treat the cases q 1 = ∞ or q 2 = ∞ on which our main extrapolation result is not useful. However, we prove more, mostly because in Case 2 we will need to know that the operators are well-defined for some class of functions. As a result, Case 1 deals with the exponents 1 < p 1 , p 2 ≤ ∞ with ≤ 1. We note that the restriction q ≥ 1 is natural since we use sparse domination and duality, hence we need to be in the Banach range at least for q. In this direction, if q 1 = ∞ (resp. q 2 = ∞) then q = q 2 > 1 (resp. q = q 1 > 1), thus in these two cases we do not have a real restriction. In Case 2, where 1 < q 1 , q 2 < ∞, we are going to use our extrapolation result again, Theorem 2.1, and in doing so we need to take a detour to show that the operators are welldefined and this is where Case 1 is invoked in a particular case where the q i 's are finite. It is important to note that at the end-point cases (i.e., when some of the p i 's or q i 's are infinity) we are able to obtain the desired estimates for functions in the corresponding spaces and not just in L ∞ c (R n+m ). This requires to justify why the operators are well-defined and we do this by duality using the two adjoints of our operators. This makes some of our argument tedious needing to consider several cases quite carefully. If one were interested in obtaining the desired estimates just for compactly supported functions one could skip some of those cases. We first prove certain vector-valued sparse domination result using dyadic model operators. The starting point is that as observed above we already know that for 
n with S ⊂ D n (both S and D n depending on f 1 , f 2 , f 3 , and on k which ultimately depends on these three functions) such that
All in one, we have been able to show that for any f 1 ∈ L ∞ (R n+m ), f 2 , f 3 ∈ L ∞ c (R n+m ) there is a sparse domination formula as in (4.28) with a possible larger constant.
To proceed, let w ∈ A ∞ (R n ) and note that for any f 1 ∈ L ∞ (R n+m ) and f 2 ∈ L ∞ c (R n+m ) we have
where the sup runs over all f 3 ∈ L ∞ c (R n+m ) with f 3 L q ′ = 1. Fix such a function f 3 and writef 1 
. By the previous argument we know that there exists an sparse family S and a dyadic grid D n with S ⊂ D n (both S and D n depending on f 1 , f 2 , f 3 ) such that
In the previous computations we have used that {E Q } Q∈S is the pairwise disjoint family associated with the sparse family S for which we have |E Q | ≈ |Q|. Also, since w ∈ A ∞ it follows that w(Q) ≈ w(E Q ) since |E Q | ≈ |Q|. Finally, M D n w is the D n -dyadic Hardy-Littlewood maximal function with underlying measure wdx 1 which is bounded in L q ′ (w, R n ) for every 1 ≤ q < ∞. Gathering all the obtained estimates we have concluded that for all w ∈ A ∞ (R n )
Using then A ∞ -extrapolation, see [10, Theorem 2.1], we obtain for every 0 < r < ∞
