This paper is concerned with the time-asymptotic behavior of strong solutions to an initialboundary value problem of the compressible Navier-Stokes-Korteweg system on the half line R + . The asymptotic profile of the problem is shown to be a shifted viscous shock profile, which is suitably away from the boundary. Moreover, we prove that if the initial data around the shifted viscous shock profile and the strength of the shifted viscous shock profile are sufficiently small, then the problem has a unique global strong solution, which tends to the shifted viscous shock profile as time goes to infinity. The analysis is based on the elementary L 2 -energy method and the key point is to deal with the boundary estimates.
Introduction
In this paper, we consider the following one-dimensional compressible Navier-Stokes-Korteweg system on the half line R + = (0, +∞) in the Lagrangian coordinates:
, (x, t) ∈ R + × R + , (
with the initial and boundary conditions:
   (v, u)(x, 0) = (v 0 , u 0 )(x), x ≥ 0, u(0, t) = 0, v x (0, t) = 0, t ≥ 0, (v, u)(+∞, t) = (v + , u + ), t ≥ 0.
(1.2)
Here the unknown functions are the specific volume v(t, x) > 0, the velocity u(t, x) and the pressure p = p(v(t, x)) of the fluids. The constants µ > 0 and κ > 0 are the viscosity coefficient and the capillary coefficient, respectively, and v + > 0, u + are given constants. Throughout this paper, we assume that the pressure p(v) is a positive smooth function for v > 0 satisfying p (v) < 0, p (v) > 0, ∀ v > 0, (1.3) and the initial data u 0 (x) satisfies u 0 (0) = 0 (1.4)
as a compatibility condition. System (1.1) can be used to describe the motion of the compressible isothermal viscous fluids with internal capillarity, see the pioneering works by Van der Waals [1] , Korteweg [2] and Dunn and Serrin [3] for the derivations on the compressible Navier-Stokes-Korteweg system. Notice that when κ = 0, the system (1.1) is reduced to the compressible Navier-Stokes system.
There have been extensive studies on the mathematical aspects of the compressible Navier-StokesKorteweg system. For the initial value problem, Hattori and Li [9, 10, 11] proved the local existence and global existence of smooth solutions around constant states in the Sobolev space H s (R n ) with s ≥ 4 + n 2 and n = 2, 3. Since then, many authors study the global existence and large-time behavior of strong solutions in the Sobolev space framework, cf. [32, 33, 34, 35, 36, 20, 17, 18, 15] and the references therein. Danchin and Desjardins [5] and Haspot [7, 8] obtained the global existence and uniqueness of strong solutions in Besov space. Concerning the global existence of weak solutions to the initial value problem of the Korteweg system, the readers are referred to [5, 6] for small initial data in the whole space R 2 , [4] for large initial data in a periodic domain T d with d = 2 or 3, and [6, 21] for large initial data in the whole space R.
For the initial-boundary value problem, fewer results have been obtained so far. Kotschote [12, 13] proved the local well-posedness of strong solutions to the compressible Korteweg system in a bounded domain of R n with n ≥ 1. Later, the global existence and exponential decay of strong solutions to the Korteweg system in a bounded domain of R n (n ≥ 1) were obtained by Kotschote in [19] . Tsyganov [14] discussed the global existence and time-asymptotic behavior of weak solutions for an isothermal system on the interval [0, 1]. The time-asymptotic profiles in both [14] and [19] are non-constant stationary solutions.
In the one-dimensional case, the time-asymptotic nonlinear stability of some elementary waves (such as rarefaction wave, viscous shock wave and viscous contact discontinuity, etc.) to the initial value problem of the compressible Navier-Stokes-Korteweg system has been studied in [32, 33, 34, 36] However, to the best of our knowledge, there is no result on the larger-time behavior of solutions for the initial-boundary value problem of the compressible Korteweg system toward these wave-like profiles. The main purpose of this paper is devoted to this problem and as a first step to this goal, we will show the large-time behavior of strong solutions of problem (1.1)-(1.2) toward the viscous shock profiles. More precisely, we shall prove that the asymptotic profile of (1.1)-(1.2) is a viscous shock profile, which is suitably away from the boundary, and if the initial data is a small perturbation of the shifted viscous shock profile and the strength of the shifted viscous shock profile is sufficiently small, then the problem (1.1)-(1.2) has a unique global (in time) strong solution, which tends toward the shifted viscous shock profile as time goes to infinity. The precise statement of our main result can be found in Theorem 2.1 below.
The asymptotic nonlinear stability of viscous shock profiles for various equations from fluid mechanics in the half space R + with boundary effect has been investigated by many authors. Liu and Yu [22] first studied the stability of the viscous shock profile for the Burgers equation with a Dirichlet boundary condition. Then such a result was extended by Liu and Nishihara [23] to the generalized Burgers equation. For the case of system, Matsumura and Mei [26] considered the stability of viscous shock wave to the p-system with viscosity and a Dirichlet boundary condition. Huang, Matsumura and Shi [30] obtained the nonlinear stability of viscous shock wave for an inflow problem of the isentropic compressible Navier-Stokes equations. The stability of a supposition of two viscous shock waves for an initial-boundary value problem of the full compressible Navier-Stokes system was shown by Huang and Matsumura [31] . For the other results on the asymptotic stability of solutions with boundary effect, we refer to [24, 25, 27, 28, 29, 31, 30] and the references therein. The present paper is motivated by the works [26] and [34] . We first use the ideas of [26] to identify the asymptotic profile for the original problem (1.1)-(1.2) and then show the time-asymptotic stability of this profile by energy method similar to [34] . Compared with the case of [26] , there are two additional difficulties in our analysis. First, some new difficulty boundary terms, such as
)| x=0 dτ |, appear in the process of energy estimates due to the Korteweg tensor and the estimates of the unknown functions ψ xx and φ xxx . We control these boundary terms by making use of the estimates of A(t) (see (3.22) ), the first equation of system (3.3) and the a priori assumption (3.13) repeatedly (see the proof of (3.17)-(3.21) for details). The second difficult is to the estimate the nonlinear term F (see (3.4) ), which is more complicated than that of [26] . We overcome this difficulty by some delicate analysis. The main result of this paper can be viewed as an extension of [26] to the case of compressible fluid with capillarity effect.
The layout of this paper is as follows. In Sections 2, we first recall the existence and properties of viscous shock profiles to system (1.1) in the whole space R. Then we identify the appropriate asymptotic profile for the original problem (1.1)-(1.2) and state our main result. In Section 3, we reformulate the original problem, and then perform the a priori estimates to the reformulated system. The proof of our main result is given at the end of this section.
Notations: Throughout this paper, C denotes some generic constant which may vary in different estimates. If the dependence needs to be explicitly pointed out, the notation C(·, · · · , ·) or C i (·, · · · , ·)(i ∈ N) is used. For function spaces, L p (R + ) (1 ≤ p ≤ +∞) denotes the standard Lebesgue space with the norm
is the usual l-th order Sobolev space with its norm
Preliminaries and main result
In this section, we shall present our main result on the time-asymptotic behavior of solutions to the initial-boundary value problem (1.1)-(1.2). To this end, we first recall the existence and properties of viscous shock profiles to system (1.1) in the whole space R, and then identify the appropriate asymptotic profiles for the original problem. Finally, we give the main result of this paper at the end of this section.
Viscous shock profiles
Viscous shock profiles are the traveling wave solutions of system (1.1) in the whole space R of the form:
which satisfies
with the boundary conditions
where s is the wave speed, ξ is the traveling wave variable and v ± > 0, u ± are given constants. Integrating (2.2) with respect to ξ once, we obtain
where a 1 , a 2 are constants satisfying
which shows that s and v ± , u ± satisfy the Rankine-Hugoniot condition for system (1.1):
Moreover, (2.6) can be reduced to
In this paper, we only consider the case s > 0, i.e., the 2-shock wave, and the results for the case s < 0 follow similarly. The Lax entropy condition for the 2-shock (cf. [37] ) is
then it follows from (1.3), (2.5) 1 and (2.7) that
We assume that u − = 0 throughout this paper. Then for any given (v + , u + ) with v + > 0 and u + < 0, the constants v − (0 < v − < v + ) and s > 0 can be uniquely determined by the RankineHugoniot condition (2.6).
The existence and properties of the traveling wave solutions to system (1.1) are summarized in the following theorem. 
then there exists a monotone viscous shock profile (V, U )(x − st) to system (1.1), which is unique up to a shift and satisfies V ξ > 0, U ξ < 0, and 
Asymptotic profile for the original problem
For the initial-boundary value problem (1.1)-(1.2), there exists an initial boundary layer (u(
is always less than u − = 0. Consequently, the solutions of the original problem (1.1)-(1.2) may not converge to a shifted viscous shock profile (V, U )(x − st + α) with the shift α determined by the initial data and the viscous shock profile. In order to get convergence, as [26] , we consider the solution of the original problem (1.1)-(1.2) in a neighborhood of (V, U )(x−st+α−β), where α is a shift to be determined later, and β 1 is a constant such that the initial boundary layer around the shifted wave
1. Now we determine the shift α for some given constant β 1. First, it follows from (1.1) 1 and (2.2) 1 that
Integrating (2.11) with respect to t and x over [0, t] × R + and using the boundary condition (1.2) 2 , we have
By the idea of conservation of mass principle, we suppose that
Then we set
We see from (2.12) and (2.13) that the shift α must satisfies I(α) = 0. Differentiating (2.14) with respect to α, we have
where we have used (2.4) 1 and the assumption that u − = 0. Integrating (2.15) with respect to α over [0, α] yields
Since I(α) = 0, the shift α = α(β) is determined explicitly by
Then we deduce from (2.13), (2.14) and I(α) = 0 that
which, together with (2.12) implies that
By a similar argument to the second equation of (1.1), we have
Here we expect that v(0, t), u x (0, t) = v t (0, t) and v xx (0, t) can be controlled by the effects of boundary, viscosity and capillarity such that (2.20) holds with the same shift α defined by (2.17) . This is possible because v(0, t) is not specified. Thus, by the above heuristical analysis, we expect the asymptotic profile for the original problem (1.1)-(1.2) is the shifted traveling waves (V, U )(x − st + α − β) with the shift α = α(β) 1 and the constant β 1.
Main result
To state our main result, we suppose that for some constant β > 0, 22) and assume that
Then our main result is stated as follows. 
then the initial-boundary value problem (1.1)-(1.2) admits a unique global solution (u, v)(t, x) satisfying
where α = α(β) is the shift determined by (2.17). Moreover, the following asymptotic behavior of solutions holds:
This section is devoted to proving Theorem 2.1. We begin with a reformulation of the original problem (1.1)-(1.2).
Reformulation of the original problem
First, we define the perturbation functions (φ, ψ)(t, x) as follows:
Substituting (3.2) into (1.1), using (2.2) and integrating the system in x over [x, +∞), we obtain
where
The initial data of system (3.3) satisfy
and 6) where the functions (Φ 0 , Ψ 0 )(x) are defined in (2.22). Using (3.1), (3.2) and (2.18), we have
On the other hand, it follows from v x (0, t) = 0 that
consequently,
where we have used (2.2) 1 and (3.8). We assume that
In what follows, we seek the solutions of the initial-boundary value problem (3.4)-(3.9) in the following function space:
where 0 ≤ T ≤ ∞, and M is some positive constant.
For the problem (3.4)-(3.9), we have the following theorem, which leads to Theorem 2.1 immediately.
Theorem 3.1. Suppose that the conditions of Theorem 2.1 hold, then there exists positive constants δ 0 , ε 1 and C 0 which are independent of the time t and the initial data φ 0 , ψ 0 such that if 0 < δ := v + − v − ≤ δ 0 and φ 0 3 + ψ 0 2 + β −1 ≤ ε 1 , then the initial-boundary value problem (3.4)-(3.9) has a unique global solution
for any t ∈ [0, +∞), and
Notice that the initial conditions in Theorems 3.1 and 2.1 are different. The following lemma state the relation between them. Since the proof of Lemma 3.1 (i) and (ii) are almost the same as those of Lemma 2.1 and Lemma 3.2 in [26] respectively, we omit the details here for brevity. Theorem 3.1 will be obtained by combining the following local existence and a priori estimates.
Proposition 3.1 (Local existence).
Under the assumptions of Theorem 3.1, suppose that φ 0 3 + ψ 0 2 ≤ M , then there exists a positive constant t 0 depending only on M such that the initialboundary value problem (3.4)-(3.9) admits a unique solution (φ, ψ)(x, t) ∈ X 2M (0, t 0 ).
Proposition 3.2 (A priori estimates).
Suppose that (φ, ψ)(x, t) ∈ X M (0, T ) is a solution of the initial-boundary value problem (3.4)-(3.9) obtained in Proposition 3.1 for some positive constants T and M . Then there exists three positive constants δ 0 1, ε 1 1 and C 0 which are independent of T such that if 0 < δ ≤ δ 0 and
with the constant ε satisfying 0 < ε ≤ ε 1 , the solution (φ, ψ) of the problem (3.4)-(3.9) satisfies the estimates (3.11) for all t ∈ [0, T ].
Proposition 3.1 can be proved by using the dual argument and iteration technique, which is similar to that of Theorem 1.1 in [9] , the details are omitted here. The proof of Proposition 3.2 is more subtle and will be given in the next subsection.
A priori estimates
Due to Lemma 3.1 (i) and the assumptions in Theorem 3.1 and Proposition 3.2, without loss of generality, we assume that |α| < 1, β > 1 and N (t) < 1 hereafter.
Let (φ, ψ)(x, t) ∈ X M (0, T ) be a solution of the initial-boundary value problem (3.4)-(3.9) for some positive constants T and M . Then we have from Proposition 2.1, the Sobolev inequality f L ∞ ≤ f 1 for f (x) ∈ H 1 , and the smallness of ε 1 > 0 that
We first give the following boundary estimates.
Lemma 3.2 (Boundary estimates).
Under the assumptions of Proposition 3.2, there exists a positive constant C > 0 which is independent of α, β and T such that the following boundary estimates:
hold for all 0 ≤ t ≤ T , where c 1 > 0 is constant defined in Proposition 2.1, η is a small positive constant and C η is a positive constant depending on η.
Proof. First, we show that the boundary data (3.7):
In fact, since | − sτ + α − β| = sτ + β − α because s > 0 and β > α, it follows from Proposition 2.1 that
Consequently, we have
Similarly, by differentiating A(t) with respect to t and using Proposition 2.1, we can also obtain that A (t), A (t) and A (t) are all bounded by Ce −c 1 β e −c 1 st , thus the inequalities in (3.22) hold.
On the other hand, by the Sobolev inequality, we have
Now we give the proofs of (3.16)-(3.21). For (3.16), since its proof is almost the same as that in Lemma 4.1 of [26] , we omit the details here. Next, we focus on deducing (3.17)-(3.21), which are new boundary terms compared with the the case of compressible Navier-Stokes system (see Lemma 4.1 in [26] ). Using the boundary conditions (3.9), the estimates (3.22) and (3.24), we have
To estimate the other boundary terms in (3.17), we have by making use of the relation φ tx = ψ xx (see (3.3) 1 ), integration by parts , Proposition 2.1 and (3.22)-(3.24) that
(3.28)
Combining (3.27)-(3.28), and using the smallness of ε yields
Similarly, we have
Thus (3.17) follows from (3.25), (3.26), (3.29) and (3.30) immediately.
On the other hand, we derive from the equalities φ txx (0, t) = A (t), ψ tx (0, t) = A (t), the Sobolev inequality, the Cauchy inequality and (3.22) that
From (3.31)-(3.34), we obtain (3.18)-(3.21) respectively. This completes the proof of Lemma 3.2. Now we give the L 2 -estimates on (φ, ψ)(x, t).
Lemma 3.3.
Under the assumptions of Proposition 3.2, there exists a positive constant C > 0 which is independent of α, β and T such that for 0 ≤ t ≤ T ,
holds provided that and δ are suitably small.
Proof. Multiplying (3.3) 1 by φ, (3.3) 2 by − 1 p (V ) ψ, then adding these equalities and integrating the resulting equation over [0, T ] × R + , we have 36) where V 0 = V (x + α − β). It follows from Proposition 2.1, (3.14), (3.15) and the Cauchy inequality that
(3.37)
Using (3.3) 1 and integration by parts, we have
Combining (3.38)-(3.39) yields 
Using Proposition 2.1, the Sobolev inequality, the Cauchy inequality, (3.14), (3.15) and the a priori assumption (3.13), we get
(3.43)
Here and hereafter, η is a small positive constant and C η is a positive constant depending on η.
Thus it follows from (3.40)-(3.44) that
Due to the proof of Proposition 2.1 in [34] , V (x − st + α − β) > 0 and lim x→±∞ V V = λ ± , where λ ± ∈ R are two constants, thus it follows from Proposition 2.1 that
Then similar to the estimates of I 2 , we have
(3.47)
Inserting (3.37), (3.41), (3.45) and (3.47) into (3.36), and using Proposition 2.1, (3.14)-(3.15) and the smallness of η, ε and δ, we can get (3.35) . Thus the proof of Lemma 3.3 is completed. The next lemma give the estimate on φ x (t) .
Lemma 3.4. Under the assumptions of Proposition 3.2, there exists a positive constant C > 0 which is independent of α, β and T such that for 0 ≤ t ≤ T , it holds that
provided that and δ are suitably small.
Proof. Multiplying (3.3) 2 by −φ x , and integrating the resulting equation with respect to x over [0, +∞) yields
By Proposition 2.1, (3.14)-(3.15) and integrations by parts, we have
50)
51)
52)
53)
Substituting (3.50)-(3.54) into (3.49), we get by the smallness of δ and ε that
(3.55)
Integrating (3.55) in t over [0, +∞) gives
where we have used the fact that
Thus (3.48) follows from (3.56), (3.16) , (3.17) , Lemma 3.3 and the smallness of ε and δ immediately. This completes the proof of Lemma 3.4.
Next, we estimate ψ x (t) .
Lemma 3.5. Under the assumptions of Proposition 3.2, there exists a positive constant C > 0 which is independent of α, β and T such that for 0 ≤ t ≤ T , it holds that
Proof. Multiplying (3.3) 2 by −ψ xx , and integrating the resulting equation in x over [0, +∞), we have 1 2
58)
The Cauchy inequality implies that
Using (3.3) 1 , we get
It follows from Proposition 2.1, the Sobolev inequality, the Cauchy inequality, (3.14), (3.15) and the a priori assumption (3.13) that
Thus
Using (3.46), J 4 can be controlled as follows:
Inserting (3.59)-(3.62) into (3.58), and integrating the resulting formula in t over [0, t], we have by the smallness of η, δ and ε that holds provided that and δ are suitably small.
Proof. Multiplying (3.3) 2 by φ xxx and utilizing (3.3) 1 , we have
Integrating (3.65) over [0, t] × R and using the Cauchy inequality, we obtain
Similar to the estimates of J 21 , we have
Combining (3.66)-(3.68), using (3.16)-(3.17) and the smallness of δ, ε yields (3.64) at once. This finishes the proof of Lemma 3.6. As a consequence of Lemmas 3.3-3.6, we have Corollary 3.1. Under the assumptions of Proposition 3.2, there exists a positive constant C > 0 which is independent of α, β and T such that
(3.69)
For the estimates on ψ xx (τ ) , we have Lemma 3.7. Under the assumptions of Proposition 3.2, there exists a positive constant C > 0 which is independent of α, β and T such that for 0 ≤ t ≤ T ,
Proof. Differentiating (3.3) 2 with respect to x once, then multiplying the resulting equation by −ψ xxx and integrating over [0, t] × R, we get
Using integration by parts, we have
It follows from the Sobolev inequality and Proposition 2.1 that On the other hand, since
we obtain from the Cauchy inequality, the Sobolev inequality, Proposition 2.1 and the a priori assumption (3.13) that Combining (3.77)-(3.81), and using Corollary 2.1, Lemma 3.7 and the smallness of ε and η, we obtain (3.76). This completes the proof of Lemma 3.8. Proof of Proposition 3.2. Proposition 3.2 follows from Corollary 2.1 and Lemmas 3.7-3.8 immediately.
Proof of Theorem 2.1
To complete the proof Theorem 2.1, we first observe that the a priori assumption (3.13) can be closed by choosing φ 0 , ψ 0 1 and β −1 sufficiently small such that Then based on Propositions 3.1-3.2, the standard continuation argument asserts that there exists a unique global (in time) solution (φ, ψ)(t, x) ∈ XM (0, +∞) to the initial-boundary value problem (3.4)-(3.9), whereM = 2 C 0 ( φ 0 2 3 + ψ 0 2 2 + e −c 1 β ). Moreover, we can derive from (3.11) and the system (3.3) that 
