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A NON-CROSSING WORD COOPERAD FOR FREE HOMOTOPY
PROBABILITY THEORY
GABRIEL C. DRUMMOND-COLE
Abstract. We construct a cooperad which extends the framework of homo-
topy probability theory to free probability theory. The cooperad constructed,
which seems related to the sequence and cactus operads, may be of indepen-
dent interest.
Introduction
The purpose of this paper is to provide a convenient operadic framework for the
cumulants of free probability theory. In [DCPT15a, DCPT15b], the author and his
collaborators described an operadic framework for classical and Boolean cumulants.
This framework involves a choice of governing cooperad, and in both the classical
and Boolean cases, the choice is an “obvious” and well-studied algebraic object.
Namely, for classical cumulants, the governing cooperad is the cocommutative co-
operad, while for Boolean cumulants it is the coassociative cooperad.
Extending this framework to free probability requires the construction of a gov-
erning cooperad with certain properties. The main construction of this paper is a
cooperad, called the non-crossing cooperad, satisfying these properties. As far as
the author can tell, this cooperad is, at least to some degree, new. No well-studied
cooperad (such as those in [Zin12]) seems to satisify the requisite properties. That
said, there is clearly some sort of relationship between the newly constructed coop-
erad and the sequence [MS03, BF04] and cactus [Vor05, Kau05, Kau07] operads.
This line of thinking is not pursued in this article beyond the remark at the end
of Section 1. If it turns out that this cactus variant is well-known, that would be
delightful—please let us know.
Also, we make no attempt here to axiomatize the properties necessary to inter-
face appropriately with free probability or to prove any uniqueness results. That is
to say, there is every likelihood that this is the “wrong” cooperad. First of all, there
is the near miss in terms of structure compared to the previously known operads.
In addition, there are at least two failures of parallelism between the classical and
Boolean cases and the new case presented here. See the remark following Theo-
rem 3.2. One possible explanation for these failures is that the correct framework
requires operator-valued free cumulants, that is, free cumulants with a not neces-
sarily commutative ground ring. This line of reasoning will be pursued in other
work [DC16]. It would also be exciting to hear about other potential frameworks to
bring free cumulants into the framework of this kind of operadic algebra, whether
along the same rough lines as in this paper or not.
The remainder of the paper is organized as follows. We describe the kind of
words we will use and construct two cooperads spanned by them. The first, the
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word cooperad, is auxilliary for our purposes although it may have independent
interest. We construct the non-crossing word cooperad as a quotient of the word
cooperad. After a brief review of necessary notions from homotopy probability
theory and free probability theory, we apply the non-crossing word cooperad to
the motivating question and show that it fits into the framework of homotopy
probability theory.
For convenience, we work with unbiased definitions of operads and cooperads,
writing them in terms of finite sets and never choosing a particular ordered set.
This is not usual in the literature although it should be familiar to experts. We
conclude with an appendix describing only those aspects of this theory necessary
for the current paper.
Conventions. We will use the notation [n] to denote the set {1, . . . , n}. We work
over a field K of characteristic zero.
Acknowledgements. The author gratefully acknowledges useful conversations with
Joey Hirsh, John Terilla, Jae-Suk Park, and Ben Ward.
1. Words and their cooperads
1.1. Words. This section establishes some basic definitions and lemmas about
words.
A word w is a nonempty finite sequence of elements from a set S. In this context,
S is called the alphabet and elements of S or the sequence w are called letters.
The word w is pangrammatic if it contains each letter from the alphabet S.
Definition 1.1. The word w is reduced if it has no subword of the form aa and
either is length one or has different first and last letters.
The reduction w of the word w is the unique minimal length word obtained by
repeated reduction by
. . . aa . . . 7→ . . . a . . .
a . . . a 7→ a . . .
In the second case, a must be the first and last letter of w; this relation is not a
“local” move on subwords.
Definition 1.2. The word w is non-crossing if it never contains
. . . a . . . b . . . a . . . b . . .
for distinct a and b in S.
A word is crossing unless it is non-crossing.
Remark. A map of sets f : S → T induces a map from words in S to words in T ,
which will be also denoted by f .
Definition 1.3. Let w be a word on the alphabet T and let S be a subset of the
alphabet T which contains at least one letter of w. Then w|S, called the word
restricted to S, is the word obtained by deleting all letters not in S.
If a word w is pangrammatic then w can be restricted to any nonempty subset
of the alphabet and the result is pangrammatic.
The following lemmas about reduction, restriction, and words induced by func-
tions, are immediate.
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Lemma 1.4. Let w be a word on the alphabet S and let f be a map of sets S → T .
Then f(w) = f(w).
Lemma 1.5. Let w be a word on the alphabet T and let S be a subset of T containing
at least one letter from w. Then w|S = w|S.
Lemma 1.6. Let w be a word on the alphabet R, let f be a map of sets R→ S, and
let T be a subset of S containing at least one letter of f(R). Then f(w|f−1(T )) =
f(w)|T.
In general, we do not have f(w|S) = f(w)|f(S) unless S = f−1f(S).
1.2. The word cooperad. Now we construct a cooperad spanned by a class of
words. In Section 1.3, we construct a second, closely related cooperad which will be
our main point of interest. We work over the field K with an unbiased definition for
cooperads. See Appendix A for details. As stated in the introduction, there is some
relationship between the cooperads constructed here and the sequence and cactus
operads. As the relationship is not entirely clear, the following is a self-contained
presentation. There is a remark about the connection at the end of Section 1.
Definition 1.7. The word species is the species W constructed as follows. To a
finite set S, the functor W assigns the K-vector space spanned by pangrammatic
reduced words on S. We define the structure necessary to make this species a
cooperad, the word cooperad W , showing coassociativity in Proposition 1.9 below.
The decomposition map W → W ◦¯W can be specified, as discussed in the ap-
pendix, by defining ∆f for each surjection f : S ։ T . We define ∆f as follows.
∆f (w) = f(w)⊗
⊗
t∈T
w|f−1(t).
The counit map ǫ, for |S| = 1, takes the unique word in W(S) to 1 ∈ I(S).
Checking equivariance with respect to both isomorphisms S → S′ and isomor-
phisms T → T ′ under S is straightforward, so the decomposition map ∆ is well-
defined.
Example 1.8. Let S = {a1, a2, a3} and let w = a1a2a1a3. Then the limit of
interest can be specified in terms of five choices of T and a surjection. S → T .
These are:
• the constant map f0 : S → {b0},
• the three maps fij : S → Tij = {bij, bk} which take ai and aj to bij and ak
to bk, and
• the map f3 = S → T3 = {b1, b2, b3} which takes ai to bi.
Then ∆w is (represented by) the sum of ∆f∗ over these five choices of f∗. That is:
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∆w = b0⊗ w︸︷︷︸
b0
+ b12b3⊗

a1a2︸︷︷︸
b12
⊗ a3︸︷︷︸
b3


+ b13b2⊗

a1a3︸︷︷︸
b13
⊗ a2︸︷︷︸
b2


+ b1b23b1b23⊗

 a1︸︷︷︸
b1
⊗ a2a3︸︷︷︸
b23


+ b1b2b3⊗

 a1︸︷︷︸
b1
⊗ a2︸︷︷︸
b2
⊗ a3︸︷︷︸
b3

 .
Proposition 1.9. The decomposition map and the counit map give W = (W, ǫ,∆)
the structure of a cooperad.
Proof. It suffices to show coassociativity holds separately on each individual factor
in the limit making up W◦¯W◦¯W. Given a word w in S and surjections S
f
։ T
g
։ U ,
we have the following two compositions of decompositions:
(∆g ⊗ id)∆f (w) = g(f(w))⊗
⊗
u∈U
f(w)|g−1(u)⊗
⊗
t∈T
w|f−1(t)
and(
id⊗
⊗
u∈U
∆f |(gf)−1(u)
)
∆gf (w)
= gf(w)⊗
⊗
u∈U

f(w|(gf)−1(u))⊗ ⊗
t∈g−1(u)
w|(gf)−1(u)|f−1(t)


= gf(w)⊗
⊗
u∈U
f(w|(gf)−1(u))⊗
⊗
t∈T
w|(gf)−1(g(t))|f−1(t).
To show coassociativity, we will show that the terms in the product match up
individually. This means that there are three easy verifications to make. First, it
is a direct application of Lemma 1.4 that
g(f(w)) = gf(w).
Second, using Lemmas 1.4, 1.5, and 1.6, we see
f(w)|g−1(u) = f(w)|g−1(u) = f(w|(gf)−1(u)) = f(w|(gf)−1(u)).
Finally, using Lemma 1.5 again, we see that
w|(gf)−1(g(t))|f−1(t) = (w|(gf)−1(g(t))) |f−1(t) = w|f−1(t).
We omit the verification of counitality. 
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1.3. The non-crossing word cooperad.
Definition 1.10. The non-crossing species N assigns to the set S the K-vector
space spanned by pangrammatic reduced non-crossing words on S. Similarly, the
crossing species X assigns to S the span of pangrammatic reduced crossing words
on S.
There is a natural inclusion of X into W whose quotient is isomorphic to N.
Proposition 1.11. The quotient map W → N makes the non-crossing species a
quotient cooperad of the word cooperad.
Proof. X(1) is zero dimensional so the counit descends to the quotient.
Let w be an arbitrary crossing word in the alphabet S. Then it is only necessary
to show that ∆(w) is in the kernel of the map W ◦¯W → N ◦¯N. The word w contains
the pattern . . . a . . . b . . . a . . . b . . . for distinct a and b in S. Consider ∆f (w) for
some surjection f : S → T . If f(a) 6= f(b) then f(w) and hence its reduction
f(w) is crossing. On the other hand, if f(a) = f(b) then f |f−1f(a) and hence its
reduction f |f−1f(a) is crossing. Therefore ∆(w) is contained in X ◦¯W+W ◦¯X. 
Definition 1.12. We callN = (N, ǫ,∆), where ǫ and∆ are induced by the quotient
map W → N, the non-crossing word cooperad.
The following is a direct calculation.
Lemma 1.13. Let w be a pangrammatic non-crossing word on the alphabet T and
let S be a subset of T . Then w|S is non-crossing.
Corollary 1.14. The decomposition map of the non-crossing word cooperad applied
to the word w is the limit of ∆ncf (w), where ∆
nc
f (w) is equal to ∆f (w) if f(w) is
non-crossing and 0 if f(w) is crossing.
Remark. Both of the operads constructed here clearly have some relationship to
the sequence operad [MS03] and cactus operad [Vor05, Kau05]. This is perhaps
easiest to see with the very clean presentation in [GCLT15]. There the authors
describe two operads whose underlying species differ from those considered here
only by allowing words to begin and end with the same letter.
From either a cactus or sequence perspective, the subspecies specified by this
additional condition forms a suboperad. For surjections, which are described com-
binatorially, the condition itself probably gives the best description. For cacti, one
can say that it is the suboperad of cellular chains of spineless cacti where the global
root coincides with some intersection of lobes.
Based on this, a naive guess might be that the cooperad here is the dual of the
appropriate suboperad. However, the decomposition is not dual to the composition
map of sequences or cacti and indeed does not even respect the grading of the
operations or cells. So the relationship, should it exist, must be subtler than that.
Ben Ward has pointed out that the suboperad of “generic” cacti, where no more
than two cactus lobes can meet at a point, is dual to an appropriately defined
subcooperad of the non-crossing word cooperad.
2. Review of (homotopy) probability theory
This section consists of the glue directly connecting what we have set up to our
main application. First we review an operadic framework for homotopy probability
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theory, and then recall the free cumulants, which govern free independence in non-
commutative probability theory.
2.1. Review of homotopy probability theory. We recall in a few words the
setup of homotopy probability theory in operadic terms. Again, see Appendix A
for details about the conventions for operads and cooperads.
Homotopy probability theory was introduced by Park [Par11] as a simplification
of his algebraic model for quantum field theory where Planck’s constant plays no
role. The most complete reference is Park’s monograph [Par15], which differs in
both notation and definitions from this paper but agrees in spirit with what is here.
One of Park’s motivations was to generalize and properly axiomatize (algebraic)
probability spaces in terms of homotopy algebra. The following is a “classical”
definition before generalization (see, for example, [NS06]).
Definition 2.1. A non-commutative probability space (respectively, a commutative
algebraic probability space) is a unital associative (unital commutative associative)
K-algebra V equipped with a unit-preserving linear map E from V to K. We assume
no further compatibility between the linear map and the algebra structure. The
elements of V are called random variables and the map E is called the expectation.
Remark. Since commutative algebraic probability spaces most typically arise as
measurable functions on a measure space they are often defined to satisfy additional
analytic properties that we will ignore here. See e.g., [Tao14].
Two basic ingredients of the motivation to generalize this definition come from
physics, where the random variables are the observables in a quantum field theory.
First of all, usually a field theory possesses physical symmetries. For symmetries
of the classical action, this is an old and well-known part of the BV-BRST formalism
that can be dealt with by introducing so-called ghosts. This amounts to replacing
the linear space of observables with a chain complex.
There is another kind of symmetry that may come into play, namely symmetry of
the expectation. In particular, we only expect closed elements in the complex to be
observables, and we expect boundaries in the chain complex to be trivial observables
(in well-behaved cases, the converse should also be true, at least morally). This
symmetry of the expectation is probably less understood and analyzed in these
terms than symmetry of the action. See [Par15, Section 6] for some discussion of
this point.
In the following definition, a unital version of a definiton in [DCPT15a], we stick
to the associative framework, but there is clearly a commutative variation.
Definition 2.2. A unital associative homotopy probability space is a unital graded
associative K-algebra equipped with a differential which kills the unit and a unit-
preserving chain map to the ground field.
A unital associative homotopy probability space concentrated in degree zero is
precisely a non-commutative probability space as defined above.
However, this definition cannot capture the full subtlety of the observables in a
quantum field theory. Usually, the symmetries of the action are not be compatible
with the product, so that the product of observables may not be observables (the
product of closed elements may not be closed). Instead, the product may need to
be “corrected” in some way to be fully defined. Homotopy probability theory can
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be traced back to Park’s observation of this problem and a potential solution for it
in [Par03].
One way to deal with the problem of correcting the classical product is via
homotopy algebra, which gathers together these corrections into a coherent package.
But this leads naturally to an algebraic generalization where there is not a single
product out of which many products can be built, but rather a binary product,
an independent trilinear product, and so on. Again, this point of view is espoused
at much greater length and in more detail in [Par15]. Following Park, here we
take a broad view and treat this system of corrections as a black box, defining the
algebraic structure as minimally as possible.
The following definition defines our spaces of random variables or observables
along with mock products, which basically don’t need to satisfy any algebraic iden-
tities or respect the differential. See A.5 for the definition of strong coaugmentation
and the notation below.
Definition 2.3. Let C = (C, ǫ,∆) be a strongly coaugmented cooperad. A C-
correlation algebra is a chain complex V equipped with a degree zero linear map
(not necessarily a chain map) ϕV : C ◦ V → V such that, for |S| = 1, we have
V ∼= CS ◦ V → C ◦ V
ϕV
−−→ V
is the identity.
Next, we encode the expectation.
Definition 2.4. Let C = (C, ǫ,∆) be a cooperad. Fix a C-correlation algebra A. An
A-valued homotopy C-probability space is a C-correlation algebra (V, ϕV ) equipped
with
(1) a map η of chain complexes A → V , called the unit, such that ϕV ◦ Cη =
η ◦ ϕA and
(2) a map E of chain complexes from V to A, called the expectation, such that
E ◦ η = idA.
The conditions on the maps η and E are equivalent to the commutativity of the
following diagram:
C ◦ A
C◦η

ϕA // A
η

idA // A
C ◦ V
ϕV
// V
E
??⑦⑦⑦⑦⑦⑦⑦
Remark. Definitions 2.3 and 2.4 provide definitions for homotopy probability the-
ory over an arbitrary cooperad. The case of the coassociative cooperad was ad-
dressed in [DCPT15a]; the case of the cocommutative cooperad was addressed in
[DCPT15b, DCT14]. The specialization of the definition given here to the appropri-
ate cooperads is not equivalent to the definitions given there. Rather, the definition
here is more general. See Remark 2 of [DCPT15b]. Park [Par15] addresses the case
of the cocommutative cooperad at a roughly comparable level of generality.
This article is only intended to establish a relationship between the noncrossing
word cooperad and free cumulants. It is not intended to establish a full homotopy
probability theory in the free setting. Because of this, the recollection below may
be too terse for some. Therefore, regardless of any differences in definitions, the
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interested or puzzled reader is advised to consult the references above (especially
the monograph [Par15]) for more details about homotopy probability theory.
Now let V be an A-valued homotopy C-probability space. The cumulant mor-
phism is the C-coalgebra map K˜ (or its adjoint K : C ◦ V → A) that fits into the
following diagram of C-coalgebras (well-defined because ϕ˜A is an automorphism by
Lemma A.9):
(1)
C ◦ A
ϕ˜A // C ◦ A
C ◦ V
K˜
OO
ϕ˜V
// C ◦ V.
E˜=C◦E
OO
Example 2.5. (1) We reinterpret a unital associative homotopy probability
space (V, η, E) in our current framework. Since the underlying species
of Ass and coAss are the same, the associative algebra structure map
Ass ◦K→ K makes K into a coAss-correlation algebra (and similarly for
V ).
Because the unit η is an algebra map and the expectation E respects
η, the conditions of Definition 2.4 are satisfied and we thus have the data
of a K-valued homotopy coAss-probability space. The cumulant morphism
K is made up of the so-called Boolean cumulants of the non-commutative
(homotopy) probability space. That is, K[n] is the nth Boolean cumulant.
Thisis essentially the main example of [DCPT15a].
(2) Now assume V is as above but also commutative. Then it is a commuta-
tive homotopy probability space in the sense of [DCPT15b]. Again this is
supposed to generalize a classical definition. If V is concentrated in degree
zero and satisfies two simple inequalities, then it is an algebraic probability
space in the sense of [Tao14].
As above, the identification of the underlying species of Com and coCom
gives maps ϕK and ϕV which are defined as in the previous example:
Com ◦K→ K (and likewise for V ). Altogether then, this is the data of
a K-valued homotopy coCom-probability space. The cumulant morphism
K encapsulates the so-called classical cumulants of the classical algebraic
(or homotopy commutative) probability space. This is essentially the main
example of [DCPT15b].
Remark. The cumulants of a probability space (whether classical, Boolean, or free)
can be defined combinatorially in terms of Möbius inversion using an appropri-
ate poset of partitions. One can view the encapsulation of the cumulants of a
probability space in terms of operadic algebra as a sort of algebraic enrichment of
this combinatorial data, where the choice of cooperad corresponds to the choice of
appropriate type of partition.
2.2. Review of free cumulants. Independence is a critical feature in probabil-
ity theory. Cumulants gather the information of a probability space in a way
that facilitates the study of independence; the cumulant of a sum of independent
random variables is the sum of the individual cumulants. The correct notion for
independence in many non-commutative contexts is free independence, discovered
by Voiculescu [Voi85] (or see the historical survey [Voi05]) and studied by many
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others since then. We briefly recall free cumulants. See [NŚ11] for a quick overview
and [NS06] for a more detailed introduction to free cumulants and their connection
to free probability theory in general.
Definition 2.6. A non-crossing partition of N is a surjective map f from [n] to
[k] such that:
(1) (ordering) if i < j then min
(
f−1(i)
)
< min
(
f−1(j)
)
and
(2) (non-crossing) f(1, 2, . . .N) is a non-crossing word in [k].
We call k the size of f .
Definition 2.7. ([NS06, 11.1]) Let V be a unital K-algebra, let (ρn)n≥1 be a
sequence of functionals V ⊗n
ρn
−→ K, and let f be a non-crossing partition of N of
size k. Then the multiplicative extension ρf : V ⊗N → K is defined as
ρf (a1 ⊗ · · · ⊗ an) =
k∏
i=1
ρ|f−1(i)|(af−1(i)).
Here af−1(i) is the tensor product aj1 ⊗ · · · ⊗ aj|f−1(i)| where j1, . . . , j|f−1(i)| is the
restriction a1, . . . , an|f−1(i).
Definition 2.8. ([NS06, 11.4 (3)]) let (V,E) be a non-commutative probability
space. The free cumulants of V are the unique functions {κN} whose multiplicative
extension satisfies the defining equation
E(a1 · · · aN) =
∑
f
κf (a1 ⊗ · · · ⊗ aN )
as f ranges over non-crossing partitions.
3. The non-crossing word cooperad and free probability theory
Finally, we relate non-commutative probability spaces to N -correlation algebras
and homotopy N -probability spaces and show that the cumulant morphism of a
K-valued homotopy N -probability space recovers the free cumulants defined above.
Definition 3.1. We define a map ψ of species from the underlying species N of the
non-crossing words cooperad to the underlying species Ass of the associative operad
(defined in Example A.5). Under the map ψ, a word w in the letters {w1, . . . , w|S|}
goes to the order fw where fw(wi) = j if the subword of w which ends with the
first occurence of wi in w contains j letters from the alphabet.
Now, as in the first example above, let V be a unital associative homotopy
probability space.
We can give both K and V the structure of N -correlation algebras by composing
the map ψ with the structure maps of the associative algebras V and K:
N ◦ V
ψ
−→ Ass ◦ V
structure
−−−−−−→ V,
N ◦K
ψ
−→ Ass ◦K
structure
−−−−−−→ K.
As before, since the map E preserves the unit and the unit is a map of associative
algebras, they are compatible with this structure and the whole package is then the
data of a K-valued homotopy N -probability space.
Now we are ready for the main theorem.
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Theorem 3.2. Let (V,E) be a non-commutative probability space, viewed as above
as a K-valued homotopy N -probability space.
Then the cumulant morphism K recovers the free cumulants of the probability
space.
Proof. Consider the defining diagram (1) of the cumulant morphism. By adjunction
into vector spaces (or chain complexes), we may restrict the right half of the diagram
without losing information, as follows.
N ◦K
ϕ˜K // N ◦K
N ◦ V
K˜
OO
ϕ˜V
// N ◦ V
E˜
OO
⇔
N ◦K
ϕK // K
V
E
OO
N ◦ V
UK˜
OO
Uϕ˜V
// N ◦ V
OO ⇔
N ◦K
ϕK // K
N ◦ V
UK˜
OO
ϕV
// V.
E
OO
Let wN be the word 1, . . . , N in the alphabet [N ]. Define KN : V ⊗N → K in terms
of the cumulant morphism as
KN (z) = K(wN ⊗ z).
We will show that the map KN is precisely the Nth free cumulant map.
Apply the maps making up the rightmost commutative square to the element of
N ◦ V represented by wN ⊗ (v1 ⊗ · · · ⊗ vN ). The map ϕV is just multiplication and
so the composition on the bottom and right sides of the square is
E(v1 · · · vN ).
Recall the vertical map K˜ is defined as the extension of the cumulant morphism
K : N ◦ V → K as follows:
N ◦ V
UK˜ //
∆N

N ◦K
(N ◦¯ N) ◦ V ∼=
// N ◦ (N ◦ V ).
N◦K
OO
Since N ◦ (N ◦ V ) and N ◦ V are defined as colimits (see Appendix A), in order to
evaluate the overall composition N ◦ V
UK˜
−−→ N ◦ K
ϕK−−→ K, it suffices to evaluate
on a choice of representatives. That is, let S be the (finite) set of surjections f
from [N ] to [M ] such that i < j implies min f−1(i) < min f−1(j) (this set exhausts
the isomorphism classes of surjections out of [N ]). Then the following diagram
commutes. The diagram may look intimidating but the right hand side is precisely
what we are trying to compute while the left hand side just gives a concrete recipe
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for the calculation.
N[N ]⊗ V ⊗[N ]

// N ◦ V

N ◦ V
UK˜

∏
S

N([M ])⊗ ⊗
t∈[M ]
N(f−1(t))

 ⊗ V ⊗[N ]

// (N ◦¯ N) ◦ V
⊕
S

N([M ])⊗ ⊗
t∈[M ]
(
N(f−1(t))⊗ V ⊗f
−1(t)
) //

N ◦ (N ◦ V )
N◦K
⊕
S
(
N([M ])⊗K⊗[M ]
)
//

N ◦K
ψ

N ◦K
ϕK

⊕
S
(
Ass([M ])⊗K⊗[M ]
)

// Ass ◦K

K K K
Using the characterization from Corollary 1.14, we see that the contribution is 0
for a function f from [N ] to [M ] if f(wN ) is crossing. Then the subset of functions
from [N ] to [M ] which contribute to the overall composition coincides precisely
with the set of functions from [N ] to [M ] which are non-crossing partitions.
For a given partition f , let us trace the contribution from the f factor in the
left side composition. Explicitly, starting with wN ⊗ V ⊗[N ], the first vertical map,
restricted to the f factor takes this to
f(wN )⊗
⊗
t∈[M ]
wN |f−1(t)⊗ V
⊗[N ].
The second vertical map is just a change of parenthesization on the factor.
The third vertical map applies K to the factors wN |f−1(t)⊗ V ⊗f
−1(t). Because
there is no repeated letter in wN , the reduction is trivial, and we can identify
wN |f−1(t) with wN |f−1(t). Then there is an order-preserving isomporphism be-
tween f−1(t) and [|f−1(t)|] which realizes K(wN |f−1(t)⊗ V ⊗f
−1(t)) as
KN (wN |f
−1(t)⊗ V ⊗f
−1(t)).
By construction the map ψ takes f(wN ) to the identity order [M ] → [M ] and the
final map in the vertical composition is then just the ordered product of the factors
corresponding to f−1(t) for t in [M ]. This product is then
M∏
t=1
KN (wN |f
−1(t)⊗ V ⊗f
−1(t))
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which is precisely the multiplicative extension of Kf of (K1,K2, . . .).
Thus the overall equation is then
E(v1 · · · vN ) =
∑
f
Kf(v1 ⊗ · · · ⊗ vN )
which demonstrates that KN satisfy precisely the same definining equations as the
free cumulants κN . 
To conclude the main body, we make two caveats about this approach.
Remark. (1) First of all, this theorem only makes use of the cumulant mor-
phism for very special non-crossing words, those of the form wN = 1, . . . , N .
This means that there are many other “cumulants” in this context, not only
the free cumulants. For example, applying the same methods with the word
w′N = 1, 2, . . . , N−1, N,N−1, . . . , 3, 2 yields the Boolean cumulants of the
same non-commutative probability space. This may be seen either as a
feature (flexibility in the method) or a bug (imprecision in the output).
(2) More damning is the fact that this method does not seem to work at all
in operator-valued free probability, where the ground ring is itself non-
commutative. In our case, the right hand side of the formula relating ex-
pectations and cumulants was a product of individual cumulants κn. But
in operator-valued free probability, the right hand side includes nested cu-
mulants, like κ2(aκ1(b) ⊗ c). This kind of “tree-like” formula does not fit
well in this formulism. However, operadic algebra is tailored to describe
tree-like compositions and there is a somewhat different and more techni-
cal approach using these tools that works in the more general case. This
will be studied elsewhere [DC16].
Appendix A. Unbiased operads and cooperads
We will use an unbiased definition for operads and cooperads, as it significantly
reduces the notation necessary to describe our structures at the cost of requiring
a few explicit definitions rather than a reference. There are several distinct is-
sues that one faces with cooperadic algebra in full generality, related to issues like
conilpotency, 0-ary operations, and the “handedness” of the categories we generally
work in. We will make several strong simplifying assumptions to avoid the most
obvious pitfalls.
Let Lin be either the category of vector spaces, the category of graded vector
spaces, or the category of chain complexes over K. We consider vector spaces as
graded vector spaces concentrated in degree zero and graded vector spaces as chain
complexes with zero differential without further comment.
A.1. Species and plethysm.
Definition A.1. A linear species is a functor from finite sets and their isomor-
phisms to Lin. A species is reduced if it takes value 0 on the empty set.
All species will be linear in this paper.
The unit species I has I(S) = K if |S| = 1 and I(S) = 0 otherwise, with the
identity for every nonzero morphism.
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The coinvariant composition or coinvariant plethysm of two species F and G is
the species F ◦ G given by
(F ◦ G)(S) = colim
S
f
−→T
(
F(T )⊗
⊗
t∈T
G(f−1(t))
)
.
The invariant composition or invariant plethysm of two species F and G is the
species F ◦¯ G given by
(F ◦¯ G)(S) = lim
S
f
−→T
(
F(T )⊗
⊗
t∈T
G(f−1(t))
)
.
In both cases the limits and colimits are taken over the diagram category whose
objects are maps out of S and whose morphisms are isomorphisms under S.
Lemma A.2. Let F be a species and let G be a reduced species. Then there is an
isomorphism between F ◦¯ G and F ◦ G, defined below.
Proof. For a fixed set S, choose a set of representatives {fi : S → Ti}, one for each
isomorphism type of surjection f : S → T in the diagram category defining both
plethysms. This set is a fortiori finite because we have restricted to surjections.
The invariant plethysm projects onto the defining factor
(F ◦ G)(S)i := F(Ti)⊗
⊗
t∈Ti
G(f−1i (ti)).
Likewise, the coinvariant plethysm receives a map from (F ◦ G)(S)i.
This collection of maps then determines both:
(1) a map from the invariant plethysm to the direct product
∏
(F ◦G)(S)i and
(2) a map from the direct sum
⊕
(F ◦ G)(S)i to the coinvariant plethysm.
But since the product is finite, the natural map from the sum to the product is
invertible and so we can compose to get a map
F ◦¯ G →
∏
i
(F ◦ G)(S)i ∼=
⊕
i
(F ◦ G)(S)i → F ◦ G.
This overall composition is independent of the choices of representatives. Since G is
reduced, this runs over all isomorphism types necessary to define both the invariant
and coinvariant plethysm. Moreover, because we are working in characteristic zero,
the map, for each fixed isomorphism class, is an isomorphism. 
There are two points that require care. First of all, we should make sure that
when we actually move between the two, that we consistently adhere to the partic-
ular choice of isomorphism outlined here. That is, there are two or three different
normalizations of this isomorphism present in the literature. The others differ by
something like a factor of |S|! or 1|S!| on each component of the product/sum above).
Secondly, we do not have such a map when G is not reduced.
Lemma A.3. There are natural isomorphisms making linear species equipped with
the unit species and coinvariant plethysm a monoidal category. There are natu-
ral isomorphisms making reduced linear species equipped with the unit species and
invariant plethysm a monoidal category.
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Proof. The left and right unitor isomorphisms can be constructed by direct com-
putation of the c(co)limits involved.
Colimits (and essentially finite limits) commute with tensor product. Then (F ◦
G) ◦ H and F ◦ (G ◦ H) are both naturally isomorphic to
colim
S
f
։T
g
։U
(
F(U)⊗
⊗
u∈U
G(g−1(u))⊗
⊗
t∈T
H(f−1(t))
)
.
Verifying that these natural isomorphisms satisfy the triangle and pentagon axioms
is straightforward. The case of the invariant plethysm is basically the same. 
A.2. Operads and cooperads.
Definition A.4. An operad is a monoid in the monoidal category of linear species
with coinvariant plethysm. A (reduced) cooperad is a comonoid in the monoidal
category of reduced species with invariant plethysm.
The data of an operad P = (P, η, µ) consists of a species P equipped with maps
η : I → P (the unit) and P ◦ P
µ
−→ P (the composition). The composition must be
associative and the unit must satisfy left and right unit properties.
More explicitly, to specify a composition map out of the defining colimit of P ◦P
it suffices to give a map out of each term with the appropriate equivariance. So for
a map f : S → T , one can specify a map
µf : P(T )⊗
⊗
t∈T
P(f−1(t)) → P(S)
and then define the composition map as the colimit of µf .
Similarly, the data of a cooperad C = (C, ǫ,∆) consists of a reduced species C
equipped with maps ǫ : C → I (the counit) and C
∆
−→ C ◦¯ C (the decomposition).
The decomposition must be coassociative and the counit must satisfy left and right
counit properties.
More explicitly, to specify a decomposition map into the defining limit of C ◦¯ C
it suffices to give a map into each term with the appropriate coequivariance. So for
a surjection f : S ։ T , one can specify a map
∆f : C(S)→ C(T )⊗
⊗
t∈T
C(f−1(t))
and then define ∆ as the limit of ∆f .
In practice, the (co)equivariance and (co)unital conditions are easy to verify and
the main thing to check is (co)associativity.
Remark. The expression of operads as monoids in a monoidal category is due to
Smirnov [Smi82]; the dual picture was written down in [GJ94]. In general, biased
definitions are more common in the literature. Given a (co)operad in this unbiased
definition, one can recover the data of a (co)operad under a more standard definition
by restricting to the full subcategory containing only the objects [n].
A.3. Examples. We shall use a few simple operads and cooperads. In all of the
following,
(1) by definition all the species in the examples are reduced, and sets S are
assumed to be non-empty.
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(2) all units and counits are given by the identity map K→ K for each singleton
set S,
(3) it is easy to verify (co)unitality and (co)equivariance, and
(4) it is a straightforward (potentially tedious) calculation to verify (co)associativity
of the specified (co)composition.
Verifications of (co)unitality, (co)equivariance, and (co)associativity are omitted.
Example A.5. (1) The unit species I, along with the identity and the canoni-
cal isomorphisms I ◦¯ I ∼= I ∼= I◦ I, has both an operad and cooperad structure.
We denote both of these by I.
(2) Let Com be the species with Com(S) = K for all S (and Com applied to
all maps is the identity on K). We give this species an operad structure by
specifying
µf : K⊗
⊗
t∈T
K→ K
given by the natural identification. This is the commutative operad and is
denoted Com.
(3) Similarly, we give the data ∆f for a cooperad with underlying species Com.
In this case as well,
∆f : K→ K⊗
⊗
t∈T
K
is the natural identification. This is the cocommutative cooperad and is
denoted coCom.
(4) Let Ass be the species such that Ass(S) is the K-linear span of total orders
on S:
Ord(S) := Iso(S, [|S|]).
We will specify an operad with underlying species Ass. Given a surjection
f : S → T , there is an embedding ιf : Ord(T )×
∏
Ord(f−1(t)) → Ord(S)
given by
ιf
(
ρ×
∏
τt
)
(s) = τf(s)(s) +
∑
ρ(t)<ρ(f(s))
|f−1(t)|
Define the composition map µf as the K-linear extension of ιf . The result-
ing operad is the associative operad, denoted Ass.
(5) Finally, we specify a cooperad with the same underlying species Ass. The
decomposition map
∆f : K〈Ord(S)〉 → K〈Ord(T )〉 ⊗
⊗
t∈T
K〈Ord(f−1(t))〉.
is again determined by ι by the equation
∆f (σ) =
∑
ρ,τt
δσ,ιf (ρ×
∏
τt)
(
ρ×
∏
τt
)
.
The resulting cooperad is the coassociative cooperad and is denoted coAss.
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A.4. Algebras and coalgebras. Now we move on to the discussion of algebras
over operads and coalgebras over cooperads. The category Lin embeds into the
category of (non-reduced) species as follows. Let V be an object in Lin. Then ι(V )
is the species with ι(V )(∅) = V and ι(V )(S) = 0 for nonempty S.
Definition A.6. Let F be an species. The Schur functor associated to F is a
functor Lin→ Lin, defined by
V 7→ (F ◦ ι(V ))(∅).
We will abuse notation and use the notation F◦ for this functor.
The Schur functor I◦ for the unit species I is naturally equivalent to the identity
functor. Since the coinvariant plethysm is associative, the iterated Schur functor of
two species is naturally isomorphic to the Schur functor of the plethysm:
F ◦ (G ◦ (V )) ∼= (F ◦ G) ◦ (V ).
This implies the following.
Lemma A.7. If the species F is equipped with an operad structure, the unit and
composition induce a monad structure on the Schur functor F.
If the reduced species F is equipped with a cooperad structure, the counit and
cocomposition induce a comonad structure on the Schur functor F.
Definition A.8. Let P = (P, η, µ) be an operad. An algebra over P is an algebra
over the monad P . This is the same as a Lin object V equipped with a morphism
PV → V compatible with the monad structure.
Let C = (C, ǫ,∆) be a cooperad. A conilpotent coalgebra over C is a coalgebra
over the comonad C◦. This is the same as a Lin object V equipped with a morphism
V → C ◦ V compatible with the comonad structure.
As is general for monads, the forgetful functor from the category of algebras over
an operad P = (P, η, µ) to Lin has a left adjoint, the free P-algebra functor, realized
by the Schur functor and the monad structure of P◦. We distinguish between the
Schur functor P◦ between Lin and itself and the Schur functor P◦ between Lin
and P-algebras.
Similarly, the forgetful functor U from conilpotent coalgebras over a cooperad
C = (C, ǫ,∆) to Lin has a right adjoint, the cofree conilpotent C-coalgebra functor,
realized by the Schur functor and the comonad structure of C◦. Again, we distin-
guish between the Schur functor C◦ between Lin and itself and the Schur functor
C◦ between Lin and C-coalgebras.
In any event, the adjunction above implies that a morphism of conilpotent C-
coalgebras from some coalgebra X into C ◦V may be identified via this adjoint with
a Lin morphism from the underlying Lin-object of X to V .
In general, the adjunction HomLin(UX, V ) → HomC-coalgebras(X, C◦V ) is realized
by taking a Lin-morphism f to the composite
X
coalgebraic structure map
−−−−−−−−−−−−−−−−→ C ◦ (UX)
C◦f
−−→ C ◦ V
and the inverse map is given by taking a coalgebra map to its composite with the
counit applied to V :
UX → U(C ◦ V ) ∼= C ◦ V → I ◦ V ∼= V.
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A.5. Automorphisms of cofree coalgebras. We record a characterization of
automorphisms of cofree coalgebras in terms of this adjunction. We call a cooperad
strongly coaugmented if it is reduced and takes value K on a singleton. A strongly
coaugmented cooperad C accepts a map from the cooperad I which fits into the
following diagram
I
id //
❃
❃❃
❃❃
❃❃
❃ I
C
ǫ
??        
which is necessarily unique.
For a species C, given a Lin map f : C ◦ V → V and a finite set S we let fS
denote the restriction
colim
AutS
C(S)⊗ V ⊗S → C ◦ V
f
−→ V.
Then we have the following.
Lemma A.9. Let C = (C, ǫ,∆) be a strongly coaugmented cooperad. Let V be an
object of Lin. A morphism f : U(C ◦ V ) ∼= C ◦ V → V is adjoint to a coalgebra
automorphism C ◦ V → C ◦ V if and only if fS is an isomorphism when |S| = 1.
Proof. Let f˜ and g˜ be composable morphisms from C ◦ V to itself with composite
h˜ = g˜◦ f˜ . Write their adjoints from U(C ◦V ) to V as f , g, and h. Then by using the
above characterization of the adjunction, one can calculate that for S a singleton,
we have hS = gS ◦ fS (identifying V with C(S) ⊗ V ). This shows the necessity of
the condition.
To show sufficiency, we can proceed by induction on the size of the finite sets in
the colimit definining the Schur functor. Let us be a little more explicit for the left
inverse to f .
Since we want h˜ to be the identity, we should have hS = 0 for |S| > 1. The
explicit formula for hS contains the term gS ◦ (f
⊗S
1 ) plus a sum of terms each of
which involves only fS′ and gS′′ for some S′′ strictly smaller than S. Then by
invertibility of f1 this suffices to define gS recursively. A similar procedure defines
a right inverse. A priori the formulas defining the right inverse are different but
existence of both one-sided inverses forces them to be equal. 
We conclude the appendix with a few remarks inessential to the flow of the paper.
Remark. (1) The proof above explicitly uses the fact that our species are re-
duced and strongly augmented. In more generality, as long as there is
some filtration with good properties (often called weight grading) the same
argument works.
(2) Algebras over Ass (respectively Com) are the same thing as associative (as-
sociative and commutative) algebra objects in Lin, justifying the notation.
(3) The reader may have noticed a failure of parallelism, where the coalgebras
are conilpotent but the algebras have no dual adjective. This failure of
parallelism occurs because we have only used coinvariant Schur functor.
Even in our restricted setting, the more natural notion for coalgebras over
a cooperad would involve an invariant Schur functor. As we are interested
only in conilpotent coalgebras, the construction here is preferable.
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