ABSTRACT Smart grid applications, such as teleprotection, synchrophasors, remote condition monitoring, and control of assets, require timely and reliable data communication systems. Many communication architectures and solutions have been proposed to provide support for these smart grid applications, including fiber networks, wireless mobile networks, wireless sensor networks (WSNs), and so on. The use of heterogeneous solutions is an attractive architecture option since it combines the advantages of two or more communication systems to meet the delay and reliability requirements of the smart grid. Fiber-wireless sensor networks (Fi-WSNs) are gaining popularity as a reliable communication infrastructure in many other applications. This is due to the low cost, reliability, availability, the distributed nature of the WSNs, and the high bandwidth and reliability of the optical fiber networks. Although the Fi-WSNs systems can provide a good delay performance, they may not meet the requirements of the above smart grid delay-critical applications. In this paper, we propose a novel adaptive and cross-layer service differentiation mechanism for the Fi-WSNs. The proposed mechanism implements an adaptive scheduling mechanism and allows WSNs to cooperate with the optical network unit (ONU) to reduce the delay for high priority traffic. We determine the effects of the proposed mechanism on the quality of service (QoS) of delay critical smart grid monitoring applications in terms of the end-to-end delay and reliability. We show through simulations that our proposed QoS mechanism can reduce the end-to-end delay in the Fi-WSN system and in the long-reach passive optical networks (LR-PONs). We also show that our mechanism can outperform the existing techniques under the same traffic and network conditions. INDEX TERMS Wireless sensor networks (WSNs), smart grid, fiber-wireless sensor networks (Fi-WSNs),
applications like smart parking; which are used to distinguish vehicles from pedestrians [4] .
WSNs comprise of low-cost sensor nodes that communicate through wireless links and that are used to monitor different physical conditions in widely dispersed locations. WSNs have lower costs than wired sensors networks because the cost of wiring is eliminated. In addition, WSNs are considered to be more available because sensor nodes can continuously sense and transmit data to a central node, known as the sink [5] . Furthermore, WSNs have a self-healing property where the network can automatically heal itself when interruptions take place, both thanks to redundancy and algorithms that can reconfigure the network. Despite the above features, WSNs have several disadvantages including signal interference by environmental factors, low data rate, low transmission ranges, low power availability and low computational power.
Optical fiber networks, on the other hand, have high bandwidth and can transmit data for longer ranges when passive devices are used. The main disadvantages of optical fiber networks for smart grid applications are the limited availability (i.e. coverage), excessive installation costs, inflexibility and can be subjected to cuts and physical interruptions especially in harsh environments (such as substations, power generation and transmission subsystems).
Fi-WSNs technology is a promising tool for Neighborhood Area Networks (NANs) or Field Area Networks (FANs) to provide communication, monitoring and control functionality between various smart grid assets. FANs can be used to monitor and control Distributed Generation (DG) systems, Distributed Storage (DS) systems, central generation, transmission lines, substations, etc. While NANs are basically used to build an Advanced Metering Infrastructure (AMI) systems.
Despite the promising features of Fi-WSNs systems, there are several challenges confronting their architecture such as routing and channel assignment, the bandwidth difference between the WSNs and the fiber network, optimum Fi-WSNs gateway design and the availability of standards for Fi-WSNs. Routing and channel assignment can be implemented by either the Personal Area Network (PAN) coordinator in the wireless network or a device (Optical Line Terminal (OLT)) in the optical network [6] . Furthermore, routing and channel assignment techniques can be used to provide Quality of Service (QoS) differentiation in these networks. The bandwidth difference and gateway design issues can create a traffic bottleneck at the WSN's gateway, which could lead to data packet losses and overflowing buffer [6] . In this paper, we focus on Fi-WSNs systems used in delay-critical FANs, using channel assignment and gateway design to implement our QoS mechanism.
In this paper, we develop and evaluate a novel adaptive and cross-layer QoS mechanism for the Fi-WSNs, namely, CrossLayer WSN-Modified Optical Coding (XWMOC) for delaycritical smart grid applications. We do that by implementing two QoS approaches in the WSNs and in the Ethernet Passive Optical Network (EPON). XWMOC implements an adaptive scheduling mechanism and allows WSNs to cooperate with the Optical Network Unit (ONU) to reduce the delay for high priority traffic. We implement the QoS in the WSNs by using a cross-layer interaction between the application and Medium Access Control (MAC) layers to reduce the delay of High Priority (HP) data packets. Furthermore, we implement the QoS in the EPON by introducing a service differentiation to an Optically Coded (OC) ONU using two priority queues. Here, we achieve adaptive scheduling based on the time of data packets arrival to the ONU queue. We also investigate the impact of our proposed mechanism on the Long-Reach Passive Optical Networks (LR-PONs). Furthermore, we present two case studies to compare the XWMOC delays to existing smart grid applications' delay tolerance and also a case study to determine the impact of QoS on delay critical smart grid monitoring applications.
A. PAPER CONTRIBUTIONS
The main contributions of this paper can be summarized as follows:
• Develop and evaluate a novel QoS mechanism for the Fi-WSNs for delay-critical smart grid applications.
• Allow the WSNs and in EPONs to cooperate in implementing the QoS mechanism.
• Investigate the impact of our proposed mechanism on the Long-Reach Passive Optical Networks (LR-PONs).
• Present two case studies to compare the XWMOC delays to existing smart grid applications' delay tolerances.
B. PAPER ORGANIZATION
The remainder of this paper is organized as follows. In section II, we present the related work. In section III, we describe our XWMOC mechanism. In section IV, we present the queuing delay analysis. In section V, we present the simulation results and analysis. In section VI, we present two case studies. Finally, section VII concludes the work.
II. RELATED WORK
Implementing QoS approaches in communication systems can greatly improve safety in the smart grid environment [7] . Smart grid safety and protection has been extensively studied in the past few years. Tariq et al. [8] have suggested a method for improving the safety and security of smart grid systems using a resource-aware service-oriented development architecture. Certain studies have focused on high voltage asset protection such as transmission lines using a pilot protection scheme [9] , Maier and Lévesque [10] have discussed FiWi technology and its impacts on sustainability. Different than other works in the literature, our proposed cross-layer QoS technique implements an adaptive scheduling mechanism and allows WSNs to cooperate with the ONU to reduce the delay for high priority traffic. Using the proposed approach, we show that smart grid delay requirements that are outlined in [7] can be achieved.
Fi-WSN systems have recently attracted increasing attention in the literature due their unique features and advantages. For example, Togashi et al. [11] have developed an optimal ONU sleep state to minimize energy consumption, a framework for evaluating the capacity and delay of Fiber-Wireless (FiWi) routing algorithms has been developed in [12] , and a model for FiWi network planning has been developed in [13] . Fadlullah et al. [14] [20] and [21] , in our paper we not only focus on reducing the delay of the WSN, but we extend our mechanism to include the gateway and the fiber network. Ghazisaidi and Maier [6] highlighted the important enabling optical and wireless technologies and explained their role in emerging fibrewireless (Fi-Wi) networks. They have discussed important challenges, opportunities and open issues for the design of future Fi-Wi network architectures. Furthermore, they have considered the use of WiMAX and WiFi as the wireless technology.
Zaker et al. [22] have proposed a WSN gateway design which focuses on data prioritization. They have employed a burst assembly mechanism in the gateway to differentiate between critical and non-critical packets in the Fi-WSN architecture. In our paper, we implement service differentiation in the WSN gateway using the M/D/1/PNPN queuing model which further reduces the end-to-end delay. Amjad et al. [23] proposed QoS-aware and Heterogeneously Clustered Routing (QHCR) protocol that reduces energy use and provides exclusive paths for time-critical data traffic. They have used a cost value parameter for optimal clustering and a routing metric called path metric to find the shortest path to the sink. However, the authors have not considered the reliability of the prioritized traffic in their QoS implementation.
In [24] , Fouli et al. have proposed an optical pulse encoding and decoding technology for real-time signaling in a Passive Optical Network (PON) setting. They have used an out-of-band pulse broadcasted from the Optical Line Terminal (OLT) which is modulated by the ONU-based switches. The encoded pulses have been used to get the queue status update of the OC-enabled queues at the OLT. However, the authors have considered only a single priority queue at the ONU. In our work, we introduce a second priority queue to support service differentiation to improve the QoS performance.
Dixit et al. [25] have proposed a Dynamic Bandwidth Allocation (DBA) algorithm for service differentiation that meets users Service-Level Agreements (SLA). Unlike our work, the authors have not considered the impact of their model on LR-PONs. Radivojevic and Matavulj [26] have analyzed the performance of DBA algorithms and intra-ONU scheduling algorithms in order to enhance the dispatch of the lower priority traffic in QoS-aware EPON. In this paper, we use an adaptive scheduling mechanism for data packet transmission based on its priority. We also consider the impact of our mechanism on the LR-PON.
To the best of our knowledge, our mechanism for the QoS implementation in Fi-WSNs is new and has not been presented in the literature for delay-critical smart grid applications. Table 1 shows the summary of notations used in this paper.
III. THE XWMOC MECHANISM A. SCENARIO DESCRIPTION
We develop our XWMOC mechanism in two stages (in the WSNs and in the EPON). The WSNs are used to collect data from sensors (such as phase measurement, vibration, temperature, etc.) installed in a DG unit. Depending on the VOLUME 7, 2019 criticality of the data, packets are flagged at the application layer and then forwarded to the WSN gateway. We use the National Instrument gateway NI 9792 as an interface between the WSN and the EPON [27] . The flagged data packets are then forwarded through a fibre-converter at the boundary of the WSN gateway and the ONU. For this purpose, we use an Optronics fiber Gigabit Ethernet converter [28] . Finally, the flagged data packets from the converter are forwarded to the ONU prioritized queues before the implementation of QoS in the EPON. Fig. 1 shows our proposed Fi-WSN architecture.
The end-to-end delay (D E2E ) in this work is the delay a data packet encounters from the sensor node to the OLT and is given by:
where D WSN is the delay in the WSN, D Gateway is the delay in the NI 9792 gateway, D Converter is the delay in the fiber gigabit Ethernet converter and D EPON is the delay in the EPON.
B. MODEL ASSUMPTIONS
In our proposed system, we obey the following assumptions:
• Data packets arrival rates at the MAC sub-layer for all nodes in the network is the same as the arrival rate of teleprotection and synchrophasor applications defined in section IV [7] , [29] .
• We use a star network topology for the WSN.
• The queuing delay in the fiber Gigabit Ethernet converter is very low and hence negligible.
• The OLT is located at the Data Control Center (DCC), hence the propagation delay is negligible (Fig. 1 ).
• The nodes, the WSN gateway and the fiber gigabit ethernet converter have M/D/1/PNPN queues.
• The propagation delay in the optical fiber between the OC-OLT and the DCC is negligible. In WSNs, the PAN coordinators are central nodes that transmit and receive beacon frames from end devices. The format of the superframe structure is decided by the PAN coordinator and has an active and an inactive period.
The superframe structure is described by the values of macBeaconOrder and macSuperframeOrder [30] as follows:
• macBeaconOrder (BO) describes the interval at which the coordinator shall transmit its beacon frames.
• macSuperframeOrder (SO) describes the length of the active portion of the super frame which includes the beacon frame.
• SuperframeDuration (SD) = aBaseSuperframeDuration
The superframe is made up of 16 slots with the first slot used for beacon frames. A group of Guaranteed Time Slots (GTS) (7 slots in total) form the Contention Free Period (CFP) and it becomes visible at the end of the active superframe [30] . The Contention Access Period (CAP) is the period after the beacon and ends before the start of the CFP. Slotted CSMA/CA is used for transmission in the CAP of the superframe only when the PAN coordinator uses periodic beacons. The beginning of the beacon transmission is positioned to the beginning of the first back off period of each node. The node locates the boundary of the next backoff period and waits for a random number of backoff periods, every time it wants to transmit. The node then waits for another random backoff period before attempting to access the channel again, if the channel is busy. If the channel is available, the node commences transmission of the next vacant backoff period margin [30] . The three variables used for transmission in a slotted CSMA/CA are: Number of Backoffs (NB), Contention Window (CW) and Backoff Exponent (BE). NB is the number of CSMA/CA algorithm backoffs while attempting the current transmission. CW length defines the number of backoff periods that needs to be clear of channel activity before transmission can commence. BE is the number of backoff periods a device shall wait before attempting to access a channel [30] .
The non-beacon-enabled mode only supports continuous operation through the use of CSMA/CA where the nodes do not sleep and do not support GTS operation. On the other hand, in the beacon-enabled mode, the GTS mode is supported and the nodes can go to sleep if they have no data to transmit. In this paper, we do not implement nonbeacon-enabled mode because this mode does not support allocation of guaranteed slots for low-latency applications. We implement QoS by utilizing the contention window and back-off exponent to reduce delay of communication in the beacon enabled mode. We also consider the wake-up delay negligible compared to the medium access delay [31] .
D. THE OPERATION OF THE XWMOC MECHANISM
For the WSN, we base the XWMOC mechanism on the Medium Access Control Personal Area Network Information Base (MAC PIB) parameters. These parameters are: Minimum Back-off Exponent (macMinBE), Maximum Back-off Exponent (macMaxBE) and Initialized Contention Window (CW 0 ). We consider delay-critical smart grid data packets, which require QoS support for their delay intolerance, as High Priority (HP) packets for example teleprotection, and less critical smart grid packets as Low Priority (LP) packets for example synchrophasors [7] . The idea behind this differentiated service is that the MAC PIB parameters for both the HP and LP traffic classes are assigned different values compared to the traditional IEEE 802.15.4 MAC, which has similar values. HP packets are denoted by (macMinBE HP = α 1 ), (macMaxBE HP = α 2 ) and CW HP , while the LP packets are denoted by (macMinBE LP = β 1 ), (macMaxBE LP = β 2 ) and CW LP the values of these variables are shown in Table 2 . The differentiation operation can be described as follows; the sensed data packets from the DG arrive at the PAN coordinator. The sensed data packets are differentiated into HP and LP class traffic by the application layer. When the data packets arrive at the MAC sub-layer, the priorities of the data packets are checked and the MAC sub-layer applies the appropriate MAC PIB parameters to those packets that match each service class. Hence, there is a cross-layer interaction between the application layer and the MAC sub-layer. It is worth noting that the LP packets are not interrupted if the HP packets arrive (i.e. non-pre-emptive queuing is used).
Setting the MAC PIB parameters CW LP larger than CW HP causes the LP traffic to access the channel for a longer duration before transmission. In addition, setting macMinBE HP lower than macMinBE LP causes the reduction of the delay without critically degrading other performance metrics [20] .
The operation of the traditional EPON (Interleaved Polling with Adaptive Cycle Time (IPACT)) is as follows; the OLT sends a control message (known as a GATE or Grant message) to an ONU, allowing the ONU to send data packets. The ONU begins to send the data packets; up to the granted window size, when it receives the GATE message. The ONU then generates its own control message (REQUEST message) at the end of the transmission window and sends it to the OLT. The REQUEST message tells the OLT the number of packets received at the time the REQUEST message was generated [32] .
For the EPON, we base the service differentiation on [24] , which proposes OC-signaling with a single queue at the ONU. However, we improve on the existing mechanism proposed in [24] by considering two secondary queues and similar to the WSN traffic, we classify them into HP (Q 0 ) and LP (Q 1 ) queues. HP data is scheduled ahead of the LP data in these queues. Fig. 2 shows the modified optical coding architecture we use in our XWMOC mechanism.
In the XWMOC mechanism, the OLT sends a broadcast of unmodulated out-of-band pulse trains (λs) to the ONUs. When there is an increase in queue size, the switch at the ONU opens for one signaling period (T s ) and maps the queue occupancy of the ONU with the pulse train from the OLT. The modulated pulses are directed to the decoding module via a circulator and move upstream back to the OLT. The modulated pulse prompts the OLT to update the queue status and transmits a GATE message (start time and length of data) to the corresponding ONU. If the data packet arrival time from the WSN gateway is less than or equal to the time before the GATE message arrives at the ONU (t G ), then the data packet is adaptively scheduled for transmission based on its priority, else the packet remains in the ONU queue. This adaptive scheduling is done based on the time the flagged data packets arrive at the ONU queue. We compare our method with the Priority Based Scheduling (PBS) [26] which schedules data packets that arrives before the ONU sends a REPORT message to the OLT, if only the bandwidth has extra space for transmission. Algorithm 1 shows the pseudocode which describes the operation of our XWMOC mechanism.
IV. QUEUING DELAY ANALYSIS A. QUEUING DELAY MODEL OF THE WSN GATEWAY
The NI 9792 WSN gateway serves as an interface that receives data packets from the WSN and forwards them to [28] . In our queuing delay model, the arrival process is exponential because the events in the considered smart grid application occur continuously and independently at a constant average rate [7] . The service time distribution is deterministic since the data packets are serviced at fixed intervals, with all data packets having similar lengths. The number of servers is one similar to the NI 9792 gateway which has only one microprocessor. The queue's discipline is the non-pre-emptive priority service, where the service of a lower priority data packet is not interrupted when a higher priority data packet arrives at the system. Based on the above, we use the M/D/1/PNPN queuing model throughout our paper.
Based on this queuing model, we focus on the arrival rates for two smart grid applications; synchrophasors and teleprotection. We obtain the arrival rates for these applications using the following equations [33] :
where N is the number of samples per cycle, S R is the sampling rate, F is the frequency of the system, λ is the arrival rate and B is the Analog-to-Digital Converter (ADC) resolution in bits (ADC resolution value + smart grid application bits value).
To obtain the arrival rate for sychrophasors, the sampling rate is 60 samples per second [7] and we use the grid frequency of 60 Hz. For high accuracy, we assume the ADC resolution is 12 bits [34] . The data captured per sychrophasor is a 12 bits time stamp plus a 12 bits synchrophasor value. We use equation (2) to find N which is 1 sample per cycle. Finally, λ is found to be 1440 bits per second (1.44 kbps) using equation (3) [34] . Using the same method and parameters described for sychrophasors, teleprotection with a sampling rate of 100 samples per second [29] has an arrival rate of 2400 bits per second (2.4 kbps). Using the M/D/1/PNPN model, the queuing delay for sychrophasors and teleprotection is given by [35] :
where S is the service time, L is the length of data packet in bits, D is the transmission rate of the communication medium, ρ is the utilization, λ is the arrival rate in packets/s and T Q is the queuing delay. Given the parameters L = 128 bytes and D = 250 kbps, equation (6) gives a queuing delay of 0.0119 ms for sychrophasors and 0.0198 ms for teleprotection.
The processing delay for the NI 9792 gateway, is estimated from the microprocessor data sheet for NI 9792 [36] . This processing delay is estimated to be 109 ns, which we consider to be negligible.
Based on the above analysis, we develop a summary of the arrival rates and queuing delay for sychrophasors and teleprotection as shown in Table 3 .
V. RESULTS AND ANALYSIS
We run the simulations using Omnet++ [37] . We use the arrival rates of teleprotection and synchrophasors calculated (in the previous section) from their respective sampling rates for smart grid applications [7] , [34] . We use the arrival rate of teleprotection for the HP data (α 1 & α 2 ) and the arrival rate of sychrophasors for the LP data (β 1 & β 2 ). The algorithm controls these variables and the number of nodes in the network are varied to study the effect of the network size on the performance. We assume that all nodes operate at a peak data rate of 250 kbps in the 2.4 GHz band.
We represent the EPON different traffic classes using HP and LP. We map these classes based on their differentiated services framework [38] i.e. HP represents Expedited Forwarding (EF) while LP represents Best Effort (BE). We perform the simulations using the EPON frame work in Omnet++ [37] . HP traffic is modeled using Poisson distribution with a constant packet size of 128 bytes [38] . LP traffic is modeled as Variable Bit Rate (VBR) traffic and is characterized by self-similarity [39] . The T s is 5 µs which corresponds to the minimum Ethernet packet size of 64 bytes [40] . The load represents the normalization of the ONUs' load with the ONU ingress link capacity (100 Mbps). The simulations account for queuing delay, transmission delay, and processing delay.
We run each simulation for 200 seconds, each simulation is repeated 10 times, and we average the results to obtain the average of the maximum delays and the reliability. Our simulation accounts for transmission delay, queuing delay, propagation delay and processing delay. Other simulation parameters are shown in Table 4 .
We use the fiber gigabit Ethernet converter [28] . The fiber converter serves as an interface that forwards data packets received from the WSN gateway. Using the same M/D/1/PNPN model and equations (4) - (6), we calculate the queuing delay of synchrophasors and teleprotection. Given the parameters L = 128 bytes and D = 1 Gbps, the queuing delay for sychrophasors is 7.73 × 10 −10 ms while the queuing delay for teleprotection is 1.23 × 10 −9 ms. The processing delay is very low and therefore is negligible. We use these delays to calculate realistic end-to-end delay values.
For scenario 1 (refer to Table 2 ), we observe in Fig. 3 that the LP packets in the WSN have a higher delay than the HP packets as the number of nodes increases. This is due to the average back-off delay for lower α 1 is reduced for small intervals [0,2 macMinBE -1]. This means that the HP packet has only one back-off period before accessing the channel hence the delay is reduced. The LP packets have higher intervals i.e. [0,2 macMinBE -1] which is 7 for a β 1 = 3, hence higher back-off periods and higher delays. Fig. 3 also shows the advantage of priority queuing which is the delay reduction. We can see that between 5-15 nodes, the delay is less than 10 ms, which is a good condition for the considered delay-critical smart grid applications [7] . For scenario 2 (refer to Table 2) in Fig. 3 , we show that higher macMinBE for both HP and LP packets leads to increasing delays due to the increase in the back-off delays as macMinBE increases. Also, setting the CW LP higher than CW HP results in greater delays. This is because HP packets have a greater probability to assess the channel than LP packets, leading to a lower number of back-off periods. Hence, the back-off delay and queuing delay are added to the LP delays. The delay in this scenario for the HP packets is about 22 msec. We can see a 40% improvement of HP packets at 15 nodes for scenario 1. We can also see that as the number of nodes in the network increase the delay increases, this is due to the increase in the contention, which may lead to higher number of collisions. However, the HP packet perform the best, even with high number of nodes (a steady-state is reached after 30 nodes)
For scenario 1 in Fig. 4 , we see that the reliability decreases with increase in the number of nodes. For low number of nodes, higher macMinBE reduces the amount of packets that assess the channel. This is due to the high back-off delays which will cause more wasted back-off periods not used by competing nodes. For high macMinBE, most packets are correctly delivered to the sink due to more back-off delays and hence better collision avoidance. For this reason, we can see from Fig. 4 that the LP packets have a slightly better reliability than the HP packets in this scenario. Increasing the macMinBE value permits a node to allow more Clear Channel Assessment (CCA) failures in an attempt to transmit before an unsuccessful channel access is declared. For this reason, the probability of data packet loss is minimized. Hence, the reason for LP data packet's slightly higher reliability. This is clearly an optimization issue that will be addressed in our future work. Fig. 5 show a decrease in delay for the XWMOC ONU with priority queues. This is because packets that arrive during the waiting interval are also scheduled for the next GATE message in the XWMOC ONU as opposed to only scheduling packets that arrive before the waiting interval for the PBS scheme introduced in [26] . All packets are scheduled based on the priority. The Queue Increment Reports (QIR) of the XWMOC ONU ensures the OLT is updated with queue information at intervals of T s plus one-propagation delay. We can see a 0.2 ms (33%) delay improvement of the HP packets at full load. Fig. 5 shows that the delay of high priority traffic reaches steady-state after about 78% of the normalized ONU load, where the XWMOC mechanism out performs the PBS scheme in both situations (i.e. HP and LP traffic). In Fig. 6 , we observe a drop in reliability when the load is above 60%. This is because of the ONU buffer overflow. We show that our XWMOC mechanism has a higher reliability compared to PBS [26] . This is because the data packets that arrive at the ONU before the GATE message gets to the ONU, and are then scheduled for an earlier transmission. Hence, more packets are scheduled for transmission instead of waiting for the next polling cycle. We also show that the drop in reliability in the XWMOC mechanism is not as sharp as it is with the PBS scheme due to the above reason. Fig. 7 shows an increase in the delay for LR-PONs. We see an 18% improvement of the HP as well as the LP packets at full load and at lower loads. This is due to the increased delay and round trip times. The delay improvement of the HP packets for the 20 km EPON and 100 km EPON is different because of the HP packets; which are characterized by Constant Bit Rate (CBR) traffic, do not arrive at the ONU queue often. The added OLT-ONU distance increases the waiting time, which in turn increases the delay.
VI. CASE STUDY A. DELAYS FOR SMART GRID APPLICATIONS
In this case study, we consider one critical (HP) and one less critical (LP) smart-grid monitoring applications with stringent end-to-end delay requirements. We focus on teleprotection and synchrophasors respectively [7] . Teleprotection is the distance relay communication between two substations when a fault occurs. Teleprotection has very strict delay requirements, these requirements are described in [7] and [29] . Therefore, for this application, a delay reduction of a few milliseconds can go a long way in clearing faults faster. On the other hand, synchrophasors measure time-stamped phasor values of currents and voltages at an extremely high frequency, in order to improve situational awareness. The measured phasor values use a clock that is synchronized to the Global Positioning System (GPS) and is also timestamped [7] . Based on [7] , both applications (i.e. teleprotection and synchrophasors) are delay critical, but as shown in Table 5 , teleprotection is more delay critical compared synchrophasors. Therefore, we treat synchrophasors as a LP application.
In this case study, we evaluate the performance of the XWMOC mechanism for the smart-grid applications mentioned above. We consider the results from the QoS implementation in the WSN and the EPON. For the WSN, we choose the delay for 5 nodes in the first scenario, HP [1, 3] data packets and in the first scenario, LP [3, 4] (as shown in Fig. 4 ) data packets for the purpose of comparison. Furthermore, for EPON, we choose the delay for XWMOC_HP and XWMOC_LP (as shown in Fig. 7) at 20% load (100 km). The queuing delay at both the NI 9792 gateway and the fiber gigabit Ethernet converter are calculated in section 5. The D E2E is calculated using equation (1) .
We consider a 100 km distance for the LR Fi-WSN because in the literature, LR-PON systems commonly use this distance. Moreover, distances greater than 100 km involves higher fiber split ratios which reduces the bandwidth allocated to each ONU [41] . In Table 5 , we observe that the implementation of our XWMOC mechanism succeeds in reducing the delay below the maximum requirements for the LR Fi-WSN. For instance, in the event of a grid failure, the teleprotection units will be able to send the fault signals in 9.2398 ms to the DCC if the distance between the OLT and ONU is 100 km. Whereas, the conventional Fi-WSN achieves a delay of 10.12 ms. This delay could have a significant impact on the teleprotection process as described above [7] . A delay reduction of a few miliseconds can go a long way in clearing faults faster. It is very essential that electrical faults in high-voltage lines are removed immediately they happen to avoid electrical outage, personal injuries and loss of property [7] . In general, for every 100 km the XWMOC mechanism can reduce the delay by approximately 1 ms. We can also see from Table 5 that our mechanism reduces the delay for sychrophasors below the maximum allowable delay requirements.
VII. CONCLUSIONS
Legacy IEEE 802.15.4 cannot cope with the demands of time-critical smart grid applications with strict delay tolerance and traditional EPON scheduling systems. We solved this challenge in this paper by introducing an adaptive and cross-layer QoS mechanism for Fi-WSNs, namely, XWMOC mechanism. Through simulations, we were able to show a reduction in the end-to-end delay for delay-critical smart grid monitoring and control applications. The QoS implementation in the WSN could reduce the delay of packets (by 40%) between source and sink by service differentiation and the cross-layer tuning of the IEEE 802.15.4 MAC parameters. Furthermore, we showed that a delay reduction of 33% at full load can be achieved in the EPON by using out-of-band pulses to update the OLT queue status regularly and also using adaptive service differentiation in the queues at the OC-enabled ONU. Furthermore, we showed that the end-toend delay reduction is below the maximum delay tolerance of teleprotection and synchrophasors in a smart grid environment. As a future work, we will consider a multi-hop WSN interface with fiber network to increase the coverage area of the sensor networks. Furthermore, we will develop an optimization model to enhance the reliability of the data packets with higher priorities while retaining minimum endto-end delay in the entire network.
