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ABSTRACT
We propose a method to automatically discover repea-
ting acoustic patterns in speech signals in an unsupervi-
sed manner, allowing variability between occurences of a
pattern. The resulting patterns, known as audio motifs, are
mostly words or sequences of words characterics of the
audio content. In this paper, we formalize the problem of
motif discovery in speech signals and describe a practical
solution using DTW and exploiting the local repetitiveness
of motifs. Experimental results on the motif discovery task
are provided on a large radio broadcast news corpus. We
also propose a refinement of the DTW-based method to
account for more variability.
Keywords: motif discovery, audio keyword, unsupervi-
sed learning,data mining, DTW
1. INTRODUCTION
Dans de nombreuses applications, il est utile de résu-
mer un contenu afin d’en permettre une appréhension ra-
pide. Ainsi, pour les textes, on a généralement recours à
quelques mots ou phrases clés tandis qu’en vidéo, on uti-
lise des images clés présentées sous forme d’icônes. En re-
vanche, appréhender un contenu audio directement à par-
tir du signal reste problématique. Dans le cas de contenus
oraux, il est évidemment possible d’utiliser une transcrip-
tion automatique pour se ramener au cas du texte. Mais le
processus de transcription automatique est coûteux et par-
fois peu fiable. La détection de mots clés, ouword spot-
ting, présente une alternative intéressante mais limitée à
une liste de mots prédéfinis.
Nous étudions ici une approche radicalement différente
basée sur la découverte de motifs dans le signal pour faire
émerger des icônes sonores correspondant à des mots ou
des locutions caractéristiques d’un contenu. La découverte
de motifs sonores consiste à détecter à partir du signal
des éléments acoustiques réccurents présentant éventuel-
lement un certain degré de variabilité, sans aucune forme
de connaissancea priori, tant sur le plan acoustique que
linguistique. Par exemple, dans le cas de la parole, les mots
ou locutions qui se répètent sont des motifs typiques que
nous souhaitons voir émerger.
Il convient de bien distinguer ladécouvertede motifs de
la recherchede motifs. Dans le premier cas, les motifs ne
sont pas définisa priori tandis que dans le deuxième cas,
il s’agira de retrouver un motif connu et défini à l’avance,
par exemple par une occurence de référence. Par ailleurs,
il est également important de noter que nous souhaitons
développer des approches non supervisées dans lesquelles
aucune forme d’apprentissage n’intervient. En particulier,
nous ne souhaitons utiliser ni modèle de langage, ni mo-
dèle acoustique prédéfinis.
Dans le domaine audio, quelques travaux récents s’inté-
ssent au problème de la découverte de motifs. En parti-
culier, Herley propose un algorithme de découverte de mo-
tifs sonores quasi invariants pour la découverte d’éléments
récurrents (génériques, publicités,etc.) dans un flux télé-
visé [1]. De récents travaux sur la découverte de mots dans
le signal de parole relève le défi de la variabilité des mo-
tifs [5, 4, 3]. Les approches proposées dans [5] et [4] s’ap-
puient sur un algorithme en deux passes : une première
passe vise à détecter des fragments similaires qui sont re-
groupés dans une passe suivante. Dans [3], nous propo-
sons une approche combinant la stratégie en une passe
de [1] avec les méthodes de comparaison de séquences ba-
sées sur l’alignement temporel dynamique (DTW). Dans
cet article, nous étendons l’approche présentée dans [3]
afin d’accroître la robustesse de l’algorithme à la grande
variabilité du signal de parole.
Nous formalisons tout d’abord le problème de la décou-
v rte de motif avant de détailler l’architecture générale de
l’approche proposée. Nous détaillons à la section 4 diffé-
rentes méthodes pour la comparaison de deux séquences
sonores. Les résultats expérimentaux sont rassemblés dans
la section 5.
2. FORMALISATION DU PROBLÈME
De manière tout à fait générique, la découverte de motifs
consiste à trouver dans un ensemble de donnéesφ toutes
l s paires de segments disjointes, de longueur minimal






c) < ǫ , (1)
où H est une mesure de la distance entre les deux seg-
ments, sous les contraintesb−a > Lmin eta < b < c < d.
Ainsi formulée, la découverte de motifs a pour but de
trouver des paires de segments similaires, regroupant ainsi
deux occurences d’un même motif. Une étape supplémen-
taire declusteringest ensuite nécessaire pour grouper l’en-
semble des occurences d’un motif. Une telle considération
nous amène à envisager le problème de découverte de mo-
tifs comme un problème declusteringse limitant aux por-
tions de signal qui se répètent au moins une fois. Une telle
approche s’applique aussi bien lors d’un traitementa pos-
teriori, par exemple avec une stratégie multipasse lorsque













FIG . 1: Schéma de principe de la segmentation du flux et de la recherche pour une amorce donnée.
traitement en flux [1, 3]
Du point de vue conceptuel, nous pouvons décomposer la
découverte de motifs en quatre tâches élémentaires : repré-
sentation, segmentation, détection et validation. Larepré-
sentationconsiste à choisir les descripteurs utilisés pour
représenter le signal. Lasegmentationrecouvre l’organi-
sation du processus en terme de segmentation des don-
nées et d’organisation de la recherche. En effet, une re-
cherche exhaustive de toutes les paires vérifiant (1) n’est
bien évidemment pas possible et le recours à une forme
de segmentation s’avère indispensable. En particulier, le
premier choix à effectuer est celui de la stratégie en une
ou plusieurs passes. Enfin, les deux dernières tâches sont
directement liées à la comparaison de segments et à la
découverte des motifs. Ladétectionconsiste à identifier
les répétitionsφba, φ
d
c susceptibles de correspondre à deux
occurences d’un motif. Lavalidation permet par la suite
de décider si deux répétitions correspondent en effet à un
motif. Cette dernière tâche revient à vérifier (1). Bien que
conceptuellement différentes, les tâches de détection et de
validation peuvent se résumer en une seule si la même mé-
triqueH est utilisée pour les deux.
3. ARCHITECTURE GÉNÉRALE
Nous proposons une approche permettant un traitement en
flux des données, dérivée de l’approche ARGOS [1] pour
la segmentation. L’idée générale consiste à construire sé-
quentiellement, de manière incrémentale, un catalogue de
motifs à partir des données vues comme un flux. Dès lors
qu’une nouvelle répétition est trouvée et validée, une nou-
velle entrée est créée dans le catalogue, permettant ainsi de
retrouver ultérieurement d’autres occurences de ce motif.
La détection des répétitions exploite la notion d’amorce,
une amorce correspondant à un segment court, de taille
fixé, dans le flux. Une amorce est vue comme un fragment
de motif potentiel dont on cherche, dans la phase de détec-
tion, à trouver une répétition. Si une répétition de l’amorce
est trouvée, on étend alors les segments répétés pour déter-
miner la répétition la plus longue possible. Cette répétition
est ensuite validée comme occurence d’un motif dès lors
que les deux segments sont suffisamment proches et insé-
rée dans le catalogue. Afin de limiter le coût calculatoire
et de permettre un traitement en flux, la recherche d’une
répétition d’une amorceφt+δt est limité au passé immé-
diat φtt−∆ conservé dans une mémoire tampon. La taille
de l’amorce est étroitement liée à la taille minimum des
motifs. En effet, l’amorce correspond à un hypothétique
fragment de motif et, dans la mesure où l’on cherche une
répétition de l’amorce complète, il est important qu’elle ne
contienne pas de signal n’appartenant pas au motif lorsque
l’amorce est effectivement un fragment de motif. Pour ga-
rantir cette propriété, on fixeδ = Lmin/2.
Les étapes de l’algorithme sont illustrées par la figure 1.
Pour une amorce donnéeφt+δt , on cherche dans un pre-
mier temps si cette amorce fait parti d’un motif connu,
référencé dans le catalogue, ce dernier étant initialement
vide. Si oui, on étend alors l’amorce pour vérifier qu’elle
correspond au motif référencé dans le catalogue, remettant
à jour le modèle du motif dans le catalogue le cas échéant.
Dans nos travaux, le modèle de chaque motif est obtenu
par moyennage des occurences trouvées. Si aucun motif
du catalogue ne correspond, on cherche dans la mémoire
tampon si il existe une répétition de l’amorce de manière
à trouver deux occurences candidates pour un nouveau
motif par extension de l’amorce. Si un nouveau motif est
ainsi découvert, il est ajouté au catalogue après validation.
L’algorithme se poursuit ensuite à partir d’une nouvelle
amorce localisée soit juste après l’amorce courante si au-
cun motif n’a été trouvé, soit juste après l’occurence de
motif trouvé.
4. DÉTECTION ET VALIDATION
Dans le cadre de segmentation que nous venons de présen-
ter, les tâches de détection et de validation interviennentà
deux niveaux, lors de la comparaison avec les entrées du
catalogue et lors de la recherche d’une répétition dans la
mémoire tampon. Nous décrivons tout d’abord une tech-
nique de détection de motifs candidats utilisant une va-
riante segmentale de la technique d’alignement temporel
dynamique (DTW) avant de discuter de la validation des
répétitions comme occurences d’un motif.
4.1. Détection par DTW segmentale
Rappelons tout d’abord que la phase de détection d’une
répétition à partir d’une amorce est un processus en deux
étapes. On cherche une répétition de l’amorce – dans le
catalogue ou dans la mémoire tampon – avant d’étendre la
correspondance de manière à trouver le fragment répété le
plus long possible. Nous rappelons ici le principe général
de ces deux étapes décrites en détail dans [3].
Considérons une amorceφt+δt à rechercher dans un seg-
mentχ de longueurl ≫ δ. Cette recherche se fait par un
algorithme de DTW dans lequel les contraintes de début
et fin d’appariement sont relachées, de manière à trouver
le fragment deχ apparié au mieux avec l’amorce. Le ré-
sultat est un segmentχes tel que sa distance à l’amorce,





s), est minimum. Les deux segments sont





La deuxième étape vise à étendre au maximum à gauche
et à droite l’appariement existant en s’appuyant sur les
points extrêmes. Si l’on prend pour exemple le cas de
l’extension à droite (i.e., vers le futur) à partir des deux
points(χe, φt+δ), on cherche par DTW la meilleure exten-










FIG . 2: Exemple de matrices d’autosimilarité d’un motif
pour deux locuteurs (masculin en haut, féminin en bas).
sion vers(χe+1, φt+δ+1), (χe+1, φt+δ) et (χe, φt+δ+1).
Le processus d’extension se poursuit tant queDDTW le
long du nouvel appariement est inférieure àǫ1. Le résul-







, χe+αbs−βb ) < ǫ1, correspondant à une hypo-
thèse de motif qu’il convient de valider.
L’étape de validation consiste à évaluer (1). La distance
DDTW peut être directement utilisée comme métriqueH.
Cependant, afin d’éviter de valider deux segments diffé-
rents, cette stratégie requiert un seuilǫ1 très petit, limitant
ainsi la variabilité tolérée entre occurences d’un motif. En
particulier, nous avons observé que cette approche ne per-
met pas de retrouver des occurences d’un motif par diffé-
rents locuteurs. Utiliser un seuilǫ1 plus élevé autorise une
plus grande variabilité au prix d’un nombre plus élevé de
fausses détections, c’est-à-dire de détection de répétitions
ne correspondant pas à deux occurences d’un motif.
4.2. Validation par matrices d’autosimilarité
Pour pallier au problème précédent, nous proposons une
étape de validation exploitant la comparaison de ma-
trices d’autosimilarité. La matrice d’autosimilarité d’une
séquenceχba est la matrice carréeΦ(χ
b
a) des distances
entre pointsχi et χj . Clairement, les matrices d’autosi-
milarité de différentes occurences d’un motif présentent
une forte ressemblance visuelle comme illustré par la fi-
gure 2. C’est cette ressemblance – interprétable comme
une distance entre les autocorrélations plutôt qu’entre les
séquences elles-mêmes – que nous souhaitons mesurer et
utiliser pour la validation.
La comparaison des matrices d’autosimilarité requiert une
normalisation de la longueur des séquencesχba et χ
d
c à
comparer, normalisation s’appuyant sur la fonction opti-
male d’appariement des deux séquences. Étant données
les deux séquences normalisées de longueurl, χ̃ba et χ̃
d
c ,
plusieurs métriques sont possibles. La plus simple consiste






2. Cette distance reste cependant très
dépendante des valeurs absolues des éléments des ma-
trices et ne reflète que peu la similarité visuelle. Afin de
prendre en compte la structure spatiale des matrices d’au-
tosimilarité, nous avons recours à une technique basée sur
les histogrammes de gradients orientés [2]1. L’idée géné-
1Nous tenons à remercier Émilie Dexter et Patrick Pérez qui ont ai-
rale d’une telle approche est que l’apparence locale d’une
matrice d’autosimilarité se caractérise bien par la distribu-
tion des gradients d’intensité locaux. Chaque matrice est
ainsi transformée en un vecteur de caractéristiques locales,
composé des histogrammes des gradients d’intensités pris
localement en divers points. La distance entre deux ma-
trices est alors définie comme la normel1 entre leurs vec-
teurs de caractéristiques et notéeD′SSM.
Les deux métriquesDSSM et D′SSM apportent des informa-
tions complémentaires sur la structure des matrices d’au-
tosimilarité. La première mesure directement la différence
d’intensité entre les entrées de la matrice. En revanche, la
seconde est invariante à l’ajout d’une constante à chaque
entrée de la matrice. De plus, en ne se limitant pas à des in-
formations ponctuelles, elle permet de prendre en compte
une information plus complexe. En partique, on utilisera
donc en parallèle les deux métriques pour valider une ré-









Nous évaluons tout d’abord l’approche par DTW segmen-
tale pour la découverte de mots dans un flux de parole
avant de présenter des résultats préliminaires sur les dis-
tancesDSSM etD′SSM.
5.1. Découverte de mots dans un flux
Nous avons artificiellement créé un flux de 10 h de signal
par concaténation de dix enregistrements d’une heure cha-
cun, dans l’ordre chronologique. Les six premières heures
(2 h x 3 chaînes) ont été enregistrées sur une période de 15
jours, les quatre premières correspondant au même jour.
Les quatre dernières heures, provenant de 4 chaînes dif-
férentes, correspondent à une période de 2 jours, éloignée
de 18 mois de la première période. Le choix des données
répond à deux considérations majeures. D’une part, on
trouve de nombreux mots ou séquences de mots présen-
tant à la fois des répétitions à court terme (au sein d’un
reportage par exemple) et à long terme (reportage sur le
même sujet mais sur une autre station le même jour ou
le lendemain). D’autre part, nous disposons sur ces don-
nées d’alignements phonétiques permettant de faire cor-
respondre les motifs découverts au niveau acoustique avec
une transcription phonétique.
Dans toutes les expériences, le signal est représenté par
des vecteurs de 12 MFCC, plus l’énergie, extraits à une
fréquence de 100 trames par seconde.
La qualité des motifs découverts est évaluée au niveau
phonétique. Rappelons que le résultat du processus de dé-
couverte de motifs est un catalogue de motifs,Ci, cha-
cun caractérisé par ses occurences. La transcription pho-
nétique permet d’associer à chaque occurencej d Ci sa
transcription phonétiqueCp(i, j). Le motif Ci peut alors
être représenté au niveau phonétique par son centroïde, dé-
fini comme l’élémentCp(i, j) le plus proche de toutes les
occurences du motif. La précision d’un motif correspond
alors à la proportion d’occurences suffisamment proche du
centroïde. Le rappel est défini par rapport à l’ensemble des
chaînes phonétiques suffisamment proches du centroïde de
Ci dans la transcription phonétique du flux.
mablement mis leurs programmes à notre disposition.
TAB . 1: Précision/Rappel (en %) pour la détection de lo-
cutions clés dans un flux de 20 minutes
locution DDTW +DSSM +D′SSM
Jean Marie Le Pen 33 / 59 40 / 59 56 / 59
vingt-et-un avril 18 / 71 22 / 71 43 / 71
extrême droite 17 / 57 25 / 57 67 / 57
France 11 / 43 18 / 39 22 / 35
Pour découvrir des motifs correspondant à des mots ou
séquences de mots, nous avons fixé la taille de l’amorce
à 0,3 s et celle de la mémoire tampon à 120 s. Le seuilǫ1
a été réglé empiriquement de manière à obtenir un bon
compromis entre rappel, précision et temps de calcul. Sur
les 10h de signal, nous avons trouvé environ 300 motifs,
avec une précision de 85 % et un rappel de 25 %. Les mo-
tifs trouvés sont donc peu entâchés d’erreurs mais la DTW
permet difficilement de grouper des occurences d’un motif
qui présente une trop grande variabilité, expliquant ainsile
faible rappel. En particulier, la DTW est très dépendante
du locuteur et les occurences d’un même motif par dif-
férents locuteurs ne sont pas détectées comme un unique
motif mais plutôt comme autant de motifs séparés. Aug-
menter le seuilǫ1 permettrait d’augmenter le rappel au
prix d’une forte baisse de la précision. En effet, les motifs
dans le catalogue sont représentés par la forme moyenne
des occurences trouvées pour ce motif. Augmenterǫ1 n-
gendre alors un nombre accru de fausses détections qui
viennent déteriorer la représentation des motifs dans le ca-
talogue.
De manière qualitative, les motifs trouvés correspondent
principalement à des mots ou des courtes séquences de
mots. Par ailleurs, plusieurs motifs sans contenu linguis-
tique sont également trouvés. C’est notamment le cas des
inspirations et desjingles.
Finalement, il convient de souligner que le temps de calcul
pour le traitement des 10h de signal a été d’environ 13h.
Même si des optimisations permettrait de décroître de ma-
nière significative le temps de calcul, ces chiffres mettent
en évidence la difficulté du passage à l’echelle de notre
algorithme dans le cas de la découverte de mots. En ef-
fet, la taille du catalogue de motifs croît rapidement pour
ce type de données, ralentissant ainsi l’algorithme. Ainsi,
nous avons mesurer que le temps de traitement en fonction
du temps dans le flux est une fonction exponentielle (de la
taille du catalogue).
5.2. Utilisation des matrices d’autosimilarité
Avant d’utiliser les métriquesDSSM etD′SSM pour la décou-
verte de motifs, nous les avons tout d’abord validé dans
un cadre de recherche de motifs connus. Nous avons arti-
ficiellement construit un signal de 20 minutes par concaté-
nation de six reportages sur le thème du 21 avril 2002, pro-
venant de radios (et donc de locuteurs) différentes. Quatre
locutions clés – Jean-Marie Le Pen, vingt-et-un avril, ex-
trême droite, France –, caractérisées par une occurence de
référence chacune, sont recherchées dans les 20 minutes
de signal.
Les résultats, en terme de rappel et précision des occu-
rences retrouvées, sont présentés dans le tableau 1. L’al-
gorithme de DTW segmental présenté à la section 4.1 peut
être utilisé pour cette recherche (colonne 2), l’occurence
de référence du motif à rechercher jouant le rôle d’amorce.
Les occurences trouvées pour chaque motif sont ensuite
validées en utilisant la distanceDSSM (colonne 3), éven-
tuellement complétée parD′SSM (colonne 4). Ces résul-
tats mettent clairement en évidence l’intérêt d’une mesure
entre matrices d’autosimilarité pour la validation des mo-
tifs, permettant ainsi une amélioration substantielle de la
précision pour un rappel constant (à l’exception du mo-
tif « France», très court). Les occurences trouvées cor-
respondent bien à différents locuteurs, tant masculin que
féminin.
Des premières expériences sur l’utilisation des distances
entre matrices d’autosimilarité pour la tâche de découverte
de motif sur ce court extrait de 20 minutes confirment l’in-
térêt de ces distances. En utilisant conjointement les deux
distances, la précision augmente de 52 % à 66 % et le rap-
pel de 42 % à 51 % par rapport à la seule DTW segmen-
tale. Par ailleurs, l’analyse qualitative des résultats montre
que des occurences du motif par différents locuteurs sont
retrouvées pour certains motifs, comme «élevage»ou
« poisson».
6. CONCLUSION
Nous avons proposé une approche pour la découverte non
supervisée de motifs sonores dans le signal de parole. La
plupart des motifs retrouvés correspondent à des mots ou
des séquences courtes de mots qui peuvent être utilisés
comme mots clés sonores pour caractériser ou indexer un
signal. La méthode utilisant l’alignement temporel dyna-
mique permet de detecter des mots clés avec une bonne
précision mais présentent un rappel faible. La combinai-
son de l’alignement temporel dynamique avec la com-
paraison des matrices d’autosimilarité permet d’amélio-
rer la découverte de motif au prix d’un effort calculatoire
supplémentaire. Ce travail ouvre de nombreuses perspec-
tives, tant pour améliorer la méthode que pour intégrer la
découverte de motifs dans des applications d’indexation
de documents oraux. En particulier, deux problèmes nous
semblent cruciaux. D’une part, le passage à l’échelle reste
problématique. Par ailleurs, afin d’utiliser efficacement ls
motifs découverts, il convient de les caractériser afin de ne
conserver que ceux qui décrivent effectivement un contenu
linguistique.
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