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ABSTRACT 
 
The deteriorating national infrastructure promotes the need for reliable non-destructive evaluation (NDE) 
and structural health monitoring (SHM) methods for existing concrete structures. The conventional 
impact-echo (IE) test, which utilizes contact type sensors, is an efficient NDE method that is used to 
identify and characterize internal defects in concrete structures. However large testing volumes associated 
with the infrastructure demand many tests, which can be labor-intensive and time-consuming; contactless, 
air-coupled IE tests offer a solution to this limitation. In this study, effective implementation of air-
coupled IE to characterize delamination defects in concrete structures is sought. Progress in this effort is 
reported here.  
First, the development and verification of a testing system using air-coupled sensors is described. 
Laboratory studies demonstrate that the proposed testing hardware and configuration are practical and 
effective for sensing leaky waves and local resonances in concrete, and thus can be used for IE tests. The 
proposed air-coupled sensor is cost-effective and does not require external power, signal conditioning, nor 
acoustic shielding against ambient acoustic noise. 
Second, the vibration behavior of the region around delamination defects is simulated using 2-D 
axis-symmetric and 3-D finite element (FE) analysis. In order to reduce computational effort and render 
the model more practical for this work, unwanted wave-reflections from the model boundaries were 
suppressed using an efficient approach and air-coupled sensing configurations were simulated. The results 
of the FE simulation compare favorably with analytical solutions and the IE test results on concrete 
samples.  
Third, different types of resonance testing configurations are evaluated, including a coupled 
source-receiver configuration (similar to the IE test) and a fixed source, moving sensor configuration 
(standard modal test). A new approach to self-normalize individual air-coupled data sets, which uses 
information from the leaky surface wave pulse in the time signals, is proposed and evaluated. Such 
corrected test data provide improved modal and vibration frequency images. An effective NDE test 
method that uses the corrected air-coupled data is then proposed; the testing method has the advantage 
that internal damage location, size and shape need not be known in advance.  
Fourth, an effective data imaging technique is proposed for comprehensive interpretation of air-
coupled IE data, specifically for detection of near-surface delamination defects. The necessary parameters 
and processing required for the method are introduced. An approach to determine the optimal values of 
the image parameters, based on the data set itself, is proposed. The optimized images are compared with 
iii 
 
conventional imaging methods for data from simulated and actual bridge slabs, and the advantages of the 
new imaging approach are illustrated.  
Fifth, a semi-analytical model of vibration resonance nearby delamination defects is developed. 
The model makes use of the edge effect concept. Based on the model, a practical straight-forward formula 
is proposed that predicts the flexural vibration frequencies of the region above delamination defects with 
arbitrary aspect ratio and side to thickness ratio, and for any mode order. Based on results from the 
formula, the effects of the IE test setup on the frequency spectrum are discussed, and limitations in the 
application of the IE test are pointed out. 
Finally, some strategies for practical application of air-coupled IE tests are recommended for 
future complimentary work efforts.  
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CHAPTER 1 INTRODUCTION 
1.1 Problem Statement  
 
There is growing concern about the maintenance and inspection of the deterioration of concrete structures. 
Consequently, many non-destructive evaluation (NDE) methods have been developed and applied to 
concrete structures. As a basic example, chain dragging has been used for decades as a nondestructive and 
relatively rapid inspection method. But chain dragging is only effective when the deterioration has 
already progressed to a severe extent. More advanced NDE techniques such as Acoustic Emission (AE), 
Ground-Penetrating Radar (GPR), Ultrasonic Pulse Velocity (UPV) and Infrared Thermography (IRT) 
have been developed to detect defects earlier stages in the process (Malhotra and Carino, 1991; Ansari 
and Sture, 1992). AE measurements require constant monitoring of the structure and have not yet been 
proven to be effective in the field. GPR and UPV measurements still show uncertainty of interpretation of 
the measured data. IRT is sensitive to weather and surface conditions and does not provide information 
about the depth of defects (Buyukozturk, 1998). More importantly, the equipment is expensive and 
requires highly trained experts. Thus, these techniques have significant and inherent draw-backs that limit 
the ultimate potential for detecting and imaging flaws within concrete structures. To the contrary, Impact-
Echo (IE) test is a widely used technique and effective to detect cracks and delaminations in concrete 
structures, and can overcome many of the barriers associated with flaw detection in concrete based on 
ultrasonic methods (Sansalone and Streett, 1997). Traditional IE method requires good physical contact 
between the sensor and tested concrete surface; poor physical contact gives rise to unreliable and 
inconsistent signals. Besides, the requirement of physical contact limits practical application to large civil 
infrastructures. One possible solution for the problem is to eliminate the need for physical contact 
between the sensor and tested structure. This technique is often referred as contactless sensing (Green, 
2004). An obvious advantage of this technique is that it greatly speeds up the data collection in field, and 
thus the damage detection can be processed rapidly, and automated scanning is enabled.  
Therefore, contactless IE tests could provide an effective way to describe the location, size and shape of 
embedded damage or flaws for evaluation of concrete structures. In addition, the effective visualization 
technique of concrete defects is necessary to provide reliable condition assessment to the existing 
concrete infrastructure.  
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1.2 Objectives and Approach 
The aim of this research is to characterize the dynamic response and visualize concrete defects using the 
contactless IE method. Successful completion of the objectives should enable rapid and accurate internal 
imaging of damage and flaws inside concrete structures. The following specific objectives, and the 
corresponding approach, are proposed: 
1.  The development and verification of cost-effective air-coupled sensing testing equipment.  
A low-cost dynamic microphone will be deployed as a non-contact sensor. Its performance will be 
evaluated in terms of ability to provide quality IE data to characterize delamination damage in concrete.   
2. Numerical simulation for air-coupled IE tests 
Efficient and accurate dynamic finite element (FE) simulations of mechanical wave based NDE methods 
for concrete structures will be developed and described. Approaches to eliminate transient wave reflection 
from the boundary, to simulate the interface between concrete and air and to simulate internal defects, are 
described. 
3. Dynamic characterization of near-surface delamination defects 
In this study, concrete delamination defects are modeled as individual plates with some sort of appropriate 
boundary condition. Thus the plate represents the section of concrete above the delamination defect. The 
dynamic characteristics of plates (delamination defects), including resonant frequencies, modal damping 
and mode shapes, will be determined by experiment on concrete test samples using air-coupled sensors. 
The results will be compared with classical analytical vibration predictions assuming specified boundary 
conditions, and a 3-D dynamic finite element simulation. An empirical frequency formula for semi-
clamped rectangular concrete delamination elements will be proposed. 
4. Effective visualization for characterization of concrete defects 
A new technique for effective visualization of IE data collected from concrete structures will be proposed. 
Air-coupled IE test data will be collected from test scans over concrete samples. Arranging the frequency 
spectra along x and y coordinates on the surface, representing the amplitude by integrated gray/color and 
opaqueness scale, a 4-D plot all test points is generated.  The image control parameters of the 4-D plot 
will be optimized to enable effective defect detection. Then IE data from simulated slabs and an actual 
bridge decks will be evaluated.   Based on the results, an approach to interpret the data for effective 
characterization of defects will be carried out. 
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CHAPTER 2 BACKGROUND INFORMATION 
2.1 Concrete defects  
The common types of defects in concrete structures include delamination/spalling, cracks and 
voids/honeycombing. Existence of such flaws in concrete severely affects durability, service life and, in 
some cases, structural integrity of concrete structures.  
2.1.1 Delamination  
Delamination is a serious problem affecting the service life of reinforced slabs and concrete bridge decks. 
The delamination is usually due to corrosion (Weyers et al. 1993). These corrosion-induced delaminations 
are horizontal cracked planes in concrete slabs. Delamination cracking generally occurs in a top steel 
layer, which is typically 5 cm to 15 cm below the bridge deck surface (Scott et al. 1999). The 
delamination will eventually propagate to the surface, causing large area spalling. 
2.1.2. Cracks  
Cracks can be caused by drying shrinkage, thermal expansion, freeze-thaw cycling, chemical reaction and 
mechanical actions, such as fatigue or overloading. A distinct single surface-crack is a common and 
significant defect that can eventually lead to failure of concrete structures. Determining the width and 
depth of cracks is essential to integrity assessment of concrete structures. 
2.1.3 Voids and honeycombing  
These are usually caused by poor consolidation of concrete during construction. Voids due to incomplete 
grouting in post-tension ducts leave tendons vulnerable to corrosion, and can eventually lead to failure of 
the structure. 
2.2 Conventional NDE methods for concrete bridge decks 
Conventional NDT techniques for concrete structures include Ultrasonic Pulse Velocity (UPV), 
Ultrasonic-echo, Surface Wave Spectral Analysis (SASW), Impulse Response (IR), Impact-Echo (IE) 
methods, Magnetic and electrical methods, Gourd Penetration Radar (GPR) and Infrared Thermography 
(IRT). Stress wave-based NDT methods are most commonly used for air-filled crack and void detection 
in concrete, because the large difference of acoustic impedance between concrete and air causes strong 
wave reflection at interfaces. 
2.2.1 Ultrasonic pulse velocity (UPV)  
UPV test is to assess the quality of concrete by measuring P-wave velocity, a given path of P-wave pulse 
over the travel time (ACI228.2R-04). The P wave velocity (CP) in a solid depends on the mass density () 
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and the elastic constants (E, ) of the material through 
(1 )
.
(1 )(1 2 )
P
E v
C
v v


 
     (2.1) 
Uniformity of the concrete can be evaluated by CP at a location of a structure. It has been generally 
accepted that pulse velocity can be a good indicator of strength gain of concrete at early ages. The 
instrument for UPV test is called the V-meter in the US or PUNDIT in UK, which includes a pulser unit 
and a pair of transducers. The transducers are coupled to the test surfaces using a gel couplant to obtain 
stable result. Transducers with 50 kHz resonant frequency are the most commonly used. Lower (20 kHz) 
or higher (100 kHz) frequency transducers can be used for thicker or thinner concrete sections. 
UPV test is easy to apply and successful for finding internal voids and transverse cracks. However, the 
need for access both sides of structure considerably limits the wide application of the method. Moreover, 
wave transmission time is the only output of UPV test, which does not provide information about the 
depth of defects. 
2.2.2 Ultrasonic-echo method  
The ultrasonic-echo method uses the arrival time of a stress wave reflected from a defect on one face of 
the member as illustrated in Figure 2.1 (ACI228.2R-04). The surface response caused by the arrival of 
reflected waves is monitored by the same or different transducer acting as a receiver. The receiver output 
is displayed on an oscilloscope as a time-domain waveform. The round-trip travel time of the pulse can be 
calculated by determining the time from the transmitted pulse to the reflected echo. If the wave speed in 
the material is known, this travel time can be used to compute the depth of the reflecting interface.  
 
Figure 2.1 Schematic of ultrasonic pulse-echo and pitch-catch method (from ACI228.2R-04). 
5 
 
Transducers associated with short-duration, low-frequency (0~200 kHz) focused waves are usually 
employed for testing concrete. Recent advances have resulted in the improved transducer, MIRA which 
can create a 3-D internal image of defects that may be present in a concrete element, and their penetration 
depths are up to about 2m. (Bishko et al. 2008) 
 
Figure 2.2 Illustration of low-frequency ultrasonic tomography unit (Mira) (from Bishko et al. 2008). 
 
MIRA is based on the ultrasonic pitch-catch method and uses an antenna composed of an array of dry 
point contact (DPC) transducers, which emit shear waves into the concrete with a nominal center 
frequency of 50 kHz. The use of an array of point transducers obtains rapidly 180 transit time 
measurements during each test. The antenna is composed of a 4 by 12 array of point transducers and a 
control unit that operates the transducers as illustrated in Figure 2.2 (Bishko et al. 2008). The transducers 
act as transmitters and receivers in a sequential mode. The use of very high frequencies with the pulse-
echo method may be beneficial in terms of improved defect resolution. However, the penetration depth is 
limited, and the performance in concrete with larger aggregates is not known. 
2.2.3 The spectral analysis of surface waves (SASW)  
SASW which has been developed initially for geotechnical applications in 1980s is based on the principle 
that the various wavelength components in the impact-generated surface wave penetrate to different 
depths in layered system. Because a layered system is a dispersive media for R-waves, different 
frequency components of the R-wave will propagate different speeds. Therefore, R-wave velocity, CR is a 
function of material properties of the layer it propagates.  The SASW method has been successfully 
applied to determine the stiffness profile of soil sites, asphalt and concrete pavement systems. In recent 
years, the method has been extended to measurement of concrete structures (Krstoluvic-Opara et al. 1996).  
The SASW system consists of an impact device, two surface displacements transducers, and a waveform 
analyzer. The system is used to determine the stiffness profile of layered structures. The R wave velocity 
for each frequency components is also known as the “phase velocity”. The phase velocity is calculated by 
the travel time between the two receivers. The travel time is determined by measuring the phase 
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difference of the frequency components when they arrive at the receivers, where the distance between the 
two receivers is known. A digitized waveform analyzer is used to determined phase information of the 
cross power spectrum between the two receivers for each frequency. The schematic presentation of the 
SASW system is shown in Figure 2.3 (Stokoe et al. 1994). 
 
Figure 2.3. Testing configuration for SASW system (from Stokoe et al. 1994). 
 
The application of SASW method in concrete detection is still limited to estimate the stratification profile 
of pavement-like structures. The complicated signal processing and inverse procedure limit further 
application to concrete defect detection. 
2.2.4 Impulse Response 
The impulse-response test developed in the late 1970s in France is a surface reflection technique that 
relies on the identification of P- wave reflections. The test is executed by impacting with an impulse 
hammer, which induced transient vibrations (up to 2 kHz) (Higgs, 1979). Both the impact force and the 
response are measured on the impacted surface and the impulse response is calculated by dividing the 
Fourier transform of the response waveform by the Fourier transform of the impact force-time function as 
illustrated in Figure 2.4 (Sadri and Mirkhani, 2009). The impulse response function is a characteristic of a 
structure and it changes depending on geometry, support conditions and the existence of defects. 
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Figure 2.4 Testing configuration for impulse response method (from Higgs, 1979). 
 
The resulting impulse response spectrum has units of velocity/force, which is referred to as mobility. The 
mobility plot provides information on the dynamic stiffness of the structure (Davis and Dunn, 1974). The 
slope of the mobility plot represents the dynamic flexibility of the pile head. The dynamic stiffness is the 
inverse of the dynamic flexibility. Therefore, mobility plots with steeper initial sloped correspond to a 
lower dynamic stiffness of the pile head.  
Typical applications of impulse response test are for assessing the condition of large concrete structure 
members such as floor slabs, pavements, bridge decks and walls. The impulse response test provide a 
rapid approach in finding defect areas, such as poor concrete consolidation, poor ground slab support and 
voiding, delamination caused by steel corrosion. Robustness, fast output and good repeatability of test 
results are the main advantages of this test method. However, presently there are not many literatures on 
this method for applications on concrete members. 
2.2.5 Impact-echo 
N.J. Carino and M. Sansalone developed the technique called impact-echo for nondestructive testing of 
concrete structures at the National Institute of Standards and Technology (NIST) in 1980s. This testing 
technique is based upon a simple principle. A mechanical impact is generated on the surface of the test 
object, and the surface responses are measured. The stress waves, which propagate into the object, 
undergo multiple reflections between the test surface and the internal defects (or external boundaries) of 
the test object. The path length of reflected P waves is twice the distance from the surface to the internal 
defect. The distance to the reflecting interface h is related to the P wave velocity CP and the peak 
frequency f by 
2
PCh
f

      (2.2) 
where β is a factor related to section shape. For plates, β = 0.96 (Sansalone, Streett, 1997). More recent 
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study shows that β is related to the zero group velocity frequency of S1 mode Lamb waves in a plate 
structure (Gibson and Popovics, 2005). Impact-Echo is applied as a point test for thickness measurement. 
2.2.6 Magnetic and electrical methods 
• Covermeters 
Covermeters determines the cover depth by monitoring electromagnetic induction, which means that an 
alternating magnetic field induces an electrical potential by the interaction of the reinforcing bars. 
According to Faraday’s law, the induced electrical potential is proportional to the change rate of the 
magnetic flux through the area bounded by the circuit (Serway, 1983). Covermeters can be basically 
divided into two classes: magnetic reluctance, and eddy current meter. Magnetic reluctance meters 
measures a flow of magnetic flux lines between the magnetic poles when current flows through an 
electrical coil, a magnetic field is created. The resistance to flow of magnetic flux is called reluctance, 
which is analogous to the resistance to flow of current in an electrical circuit. Figure 2.5 (a) is a schematic 
of a magnetic reluctance meter. If a ferromagnetic bar is present, the reluctance decreases, the magnetic 
flux amplitude increases, and the sensing coil current increases (Carino, 1992). 
  
(a)      (b) 
Figure 2.5 Covermeters based on principles of magnetic reluctance (a) and eddy current (b) (from 
Carino, 1992). 
 
Eddy-current meter uses circulating eddy currents induced by the changing magnetic field as a coil 
carrying an alternating current is brought near an electrical conductor. Because any current flow gives rise 
to a magnetic field, eddy currents produce a secondary magnetic field that interacts with the field of the 
coil. Figure 2.5 (b) is a schematic of a continuous eddy-current covermeter. Thus, the presence of the bar 
is inferred by monitoring the change in current flowing through the coil (Carino, 1992). The accuracy of 
estimated cover depth in covermeters is affected by bar size and bar spacing and it is difficult to estimate 
bar diameters with precision. 
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• Half-cell potential method 
Corrosion is an electro-chemical process representing the flow of electrons and ions. At active sites on the 
bar (called anodes), iron atoms lose electrons and move into the surrounding concrete as ferrous ions 
2 2 .Fe Fe e        (2.3) 
The electrons remain in the bar and flow to sites called cathodes, where they combine with water and 
oxygen present in the concrete 
2 22 4 4 .H O O e OH
   
    (2.4)
 
To maintain electrical neutrality, the ferrous ions migrate through the concrete to these cathodic sites 
where they combine to form hydrated iron oxide, or rust. Thus, when the bar is corroding, electrons flow 
through the bar and ions flow through the concrete. As the ferrous ions move into the surrounding 
concrete, the electrons left behind in the bar give the bar a negative charge. The half-cell potential method 
is used to detect this negative charge and thereby provide an indication of corrosion activity.(ACI228.2R-
04) 
 
Figure 2.6 Apparatus for half-cell potential method (from ASTM C 876-09). 
 
The standard test method is illustrated in Figure 2.6 (ASTM C 876-09).  If the bar is corroding, electrons 
would tend to flow from the bar to the half-cell. Thus, the more negative the voltage reading, the higher is 
the likelihood that the bar is corroding. 
A major limitation of the half-cell potential method is that it does not measure the rate of corrosion of the 
reinforcement. It only provides an indication of the likelihood of corrosion activity at the time the 
measurement is made. The corrosion rate of the reinforcement depends on the availability of oxygen 
needed for the cathodic reaction.  
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•  Linear Polarization method (LPR) 
For a small perturbation about the open circuit potential, a linear relationship exists between the change in 
voltage ∆E, and the change in current per unit area of bar surface ∆i. This ratio is called the polarization 
resistance RP 
.P
E
R
i


       (2.5)
 
The relationships between the corrosion rate of the bar and the polarization resistance were established by 
Stern and Geary (1957). The corrosion rate is expressed as the corrosion current per unit area of bar, and 
it is determined as follows 
corr
p
B
i
R

      (2.6)
 
where icorr = corrosion rate in ampere/cm
2
, B = a constant in volts, and RP = polarization resistance in 
ohms-cm
2
. 
 
Figure 2.7 Linear polarization method to measure corrosion current: measurement of current to 
produce small change in potential of working electrode (Escalante, 1989; Clear, 1989). 
 
Basic apparatus for measuring the polarization resistance is the three-electrode system shown in Figure 
2.7 (Escalante, 1989; Clear, 1989) ; reference electrode : half-cell, working electrode : the reinforcement, 
and  counter electrode : the supply of the polarization current to the bar. Supplementary instrumentation 
measures the voltages and currents during different stages of the test.  
The corrosion rate at a particular point in a structure is expected to depend on several factors, such as the 
moisture content of the concrete, the availability of oxygen, and the temperature. Thus, the corrosion rate 
at any point in an exposed structure would be expected to have seasonal variations. Such variations were 
observed during multiple measurements that extended over a period of more than one year (Clemeña et al., 
1992).  
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2.2.7 Ground penetrating radar (GPR) and infrared thermography (IRT) 
GPR is a pulse echo method which evaluates the deterioration of a material from changes in the dielectric 
properties and attenuation (ASTM D6087-08). GPR for bridge decks is used to assess depth of 
reinforcement, identification of debonding, measurement of overlay thickness. GPR uses electromagnetic 
waves to penetrate the pavement by transmitting the wave energy into the pavement from a moving 
antenna. These waves travel through the pavement structure and echoes are created at boundaries of 
dissimilar materials. The arrival and strength of these echoes can then be used to calculate pavement layer 
thickness and other properties like moisture content.  
The wave velocity C in a dielectric material is determined by the relative dielectric constant εr: 
0 / rC C         (2.7) 
where C0 is the speed of light in air (= 3 x 108 m/s) and er is the relative dielectric constant of a material. 
The contrast in dielectric constant determines the amount of reflected energy at the interface between two 
dissimilar materials. The reflection coefficient is given by (Clemeña, 1991) 
1 2
12
1 2
r r
r r
 

 



     (2.8) 
where ρ12 = reflection coefficient, εr1,2 = relative dielectric constant of  material 1 and  2, respectively. 
GPR data is collected at highway speeds, nondestructively, without lane closures or interference to traffic 
or exposure of personnel to safety hazards. However, electromagnetic waves are disturbed by varying 
moisture and salt contents within the concrete, thereby complicating the interpretation of RADAR images.  
IRT uses solar radiation to generate thermal differentials between delaminated and sound areas of the 
deck (Maser and Roddis, 1990; ASTM D4788-03). The solar radiation heats the deck, and the areas above 
delaminations are essentially insulated from the remainder of the deck. These delaminated areas heat up 
faster, and can develop surface temperatures from 1 to 3C higher than the surrounding areas when 
ambient conditions are favorable (Manning and Holt, 1980). An infrared camera is usually used to detect 
these differentials, and the detected areas are mapped and quantified. Thus, it produces a visual 
delamination image immediately in the field that can be checked on the spot using sounding and cores, 
and thus provides good location accuracy. However, as a surface temperature method, its detection 
capability is depth limited and solar radiation conditions must be adequate to produce the required 
temperature differentials. Recently, it is reported that the combination of GPR and IRT methods provides 
more comprehensive data because they can complement one another (Maser, 2009). 
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CHAPTER 3 AIR-COUPLED SESOR VERIFICATION 
 
The basic principle of the impact-echo method is based on the thickness-mode resonance due to body 
wave multiple reflections. In air-coupled IE testing system, a contact sensor is replaced with a non-
contact sensor. The basic idea of air-coupled IE test is that leaky waves into the fluid by the generated 
wave motion of the surface can be captured by an air-coupled sensor (Zhu and Popovics, 2001). Although 
the magnitudes of leaky waves are very small due to large acoustic impedance mismatch between solid 
and air, the air-coupled sensors can detect these leaky wave components in the air (Zhu and Popovics, 
2001). Air-coupled ultrasonic testing was established for solids over 30 years ago but not brought broadly 
into practice because of inadequate equipment (Luukkala and Merilaninen, 1973; Krautkramer, 1979). 
Recently, improvements in electronics and in transducer design permit air-coupled measurement to be 
made with sufficiently high signal to noise ratio (Dabirikhah and Tuner, 1995; Bhardwaj et al. 2000; 
Buckley and Loertscher, 1999) Commercially available equipment for air-coupled ultrasonic testing is 
currently provided by various manufacturers and used in research and industrial applications. 
3.1 Propagation of mechanical waves in an air-solid coupled system 
In an elastic solid medium, there exist body waves that travel within the body (P- and S- waves), and 
surface waves (R-waves) that travel along the free surface of the materials. The velocities of wave 
propagation depend on elastic constants and mass density of the material. The relations between P-,S- and 
R-wave velocities can be expressed by equations 
1 2
2(1 )
S
P
C v
C v



      (3.1) 
  
0.87 1.12
1
R
S
C v
C v



     (3.2) 
where CP , CS and CR are velocities of P-, S- and R-waves, respectively and ν is Poisson's ratio. CP 
typically ranges from 3800m/s to 4500m/s for sound concrete, and CR from 2100 to 2700m/s. The motion 
resulting from R-waves is restricted to a region near the surface, and decreases exponentially in amplitude 
away from the surface. The R wave penetration depth is inversely related to the frequency of the wave. R-
waves are easily generated in a solid by a transient point source, and more readily sensed than P- and S-
waves due to the large amplitude. The only limitation of R-waves is caused by the limited penetration 
depth; the disturbances are confined to the near surface region of thickness, approximately twice of wave 
length λ¸R.  
In the air-solid coupled system, the propagation of elastic waves in a solid medium is the same as ones in 
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the coupled system, because the effect of air on the solid is negligible. Figure 3.1 shows the wave 
pressure field generated by a transient normal point load applied at the interface of air-concrete coupled 
spaces. The propagating P-, S- and R-waves in the concrete cause a small disturbance at the interface, 
resulting in out-of-plane surface motion. The resulting surface motion at each point causes an acoustic 
wave to leak into the surrounding air, assuming the air has lower acoustic impedance than the solid. The 
superposed leaky waves that emanate from each point in motion form leaky P-, S- and R-wave wave-
fronts. The leaky R-wave wave-front is indicated in Figure 3.1. A direct acoustic wave propagates in the 
air with a hemi-spherical wave-front. 
 
Figure 3.1 Absolute value of pressure at t=0.72ms in air and concrete media after application of impact 
event. Image data is computed by EFIT analysis (Zhu, 2004). 
 
Properties of leaky waves are affected by both the air and solid. The air can be regarded as a 
homogeneous elastic material that has uniform distribution of the density and velocity in space. This 
provides the basis of air-coupled sensing techniques. 
 
3.2 Air-coupled sensor description     
Air-coupled impact-echo (IE) tests for rapid damage detection in concrete structures have been applied, 
where an acoustically shielded, high sensitivity, pre-polarized air-pressure sensor was employed. 
However, this sensor is expensive and inconvenient compared with conventional IE testing systems. In 
this section, a low cost dynamic microphone is evaluated with regard to characterization of delamination 
damage in a concrete slab using the IE method. 
The types of air pressure sensor can largely be categorized into two types: condenser sensors (capacitance 
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change type) and dynamic microphones (electromagnetic induction type) (Borwick, 1990). A main 
difference between two types is the principle by which they convert acoustic phenomena to electric 
signals as illustrated in Figure 3.2.  
 
 
Figure 3.2 Schematic diagram for structure of high sensitivity air pressure sensor (left) and dynamic 
type microphone (right) (from Borwick, 1990). 
Condenser sensors use the externally applied electric potential by movement of the stretched plate due to 
air pressure. A dynamic microphone is based on the simple principle that the movement of the diaphragm 
and coil within a magnetic field generates a current through electromagnetic induction, producing a 
voltage in the coil which is proportional to the air pressure. An advantage of the condenser sensor stems 
from its low mass moving element, making it easier for small, air pressure changes across a broad range 
of frequencies to generate a proportional output voltage. Since the mass of a coil of wire in the dynamic 
microphone is relatively large, it does not move easily enough to allow the small air pressure variations to 
produce a measurable voltage.  
On the other hand, condenser sensors require an externally supplied source of electric potential to operate, 
which is a limitation with regard to field application and increase the costs of the system. In the previous 
work on contactless IE sensing by Zhu and Popovics (2007), they employed a sensitive pre-polarized 
condenser sensor (Model name: 377C01, a product of PCB Inc.), which costs around 1200~1400 USD 
itself, and furthermore requires a power source and signal conditioner unit. Although the frequency range 
and the sensitivity of dynamic microphones are narrower and lower, respectively, they offer notable 
practical advantages: no external power source is required, they are rugged and durable, and they have 
relatively low cost. 
3.3 Testing procedure and equipment 
Microphones are air pressure sensors, and they are sensitive to propagating impact-generated leaky waves 
that emanate from concrete (Zhu and Popovics, 2007). Even though the range and the sensitivity of 
microphones are narrower and lower than other sensors, they are appropriate in detecting the natural 
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frequencies over delaminations as well as the thickness-mode frequency from the back side in the 
concrete structures. As impact sources, a set of hardened steel balls with varying diameters from 5 mm 
(0.5g) to 15 mm (14g) were used. The steel ball is considered to minimize the acoustic noise from impact 
with concrete specimens and to be efficient for energy transfer into concrete. According to different 
delamination size and depth, appropriate ball size was selected.  
The generated surface vibrations due to ball impact are detected by air-coupled sensors. The sensors 
convert air-pressure due to the physical excitation into electrical signals. The air-coupled sensor was 
connected to the data acquisition system through a BNC cable. The analog signals were converted to 
digital data using an analog-to-digital converter prior to storing on the data acquisition computer. The 
analog-to-digital converter was controlled by a laptop computer using a data acquisition tool. Vibration 
experiments were conducted for a few micro-second with the specific sampling rate. Signals converted to 
digital form were stored on the hard disk of the data acquisition computer in ASCII form. 
3.4 Specimen description and testing set-up    
In order to evaluate the utility of dynamic microphones for air-coupled IE as reported by Zhu and 
Popovics (2007), the same concrete slab specimen was used in this study (Figure 3.3). The slab is 
nominally 0.25 m thick with 1.5 m by 2.0 m lateral dimensions. The measured nominal P-wave velocity 
of the concrete was 4100 m/s. This results in a full-thickness IE frequency of 7.81 kHz assuming β=0.96 
in Eqn (2.2). In this slab specimen, artificial delaminations with various sizes and depths were simulated 
by embedding six double-layer thin polymer sheets.  
 
Figure 3.3 Locations and sizes of simulated delaminations in test slab, shown before casting (from Zhu 
and Popovics, 2007). 
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The size and layout of the simulated delaminations are shown in Figure 3.3 (Zhu and Popovics, 2007). 
Four delaminations were located 55 mm below the top surface (near-surface defects), and another three 
were 195 mm below the top surface (deep defects). The configuration is similar to conventional IE except 
there is no contact between the sensor and the test surface.  
3.5 Results 
3.5.1 Point tests  
First, individual point tests were conducted over the center of each delamination zone. To illustrate the 
utility of the dynamic microphone, we collected impact-echo data over shallow delamination defect #5 in 
the test slab using three different sensors: a dynamic microphone, a pre-polarized condenser sensor 
similar to what was used by Zhu and Popovics (2007) , and a conventional contact displacement 
transducer that is specified in the ASTM impact-echo test standard. Figure 3.4 shows the time histories 
and the associated frequency (amplitude) spectra, which were obtained by taking the FFT of the time 
signals and then normalized with respect to amplitude. The time histories confirm that the contact sensor 
provides the highest signal voltage and the dynamic microphone the lowest for the same dynamic 
phenomenon. However, we see that the normalized spectra from all sensors are similar within a frequency 
range up to 7 kHz, with essentially the same signal to noise ratio. Thus the dynamic microphone, despite 
its relatively low sensitivity, provides clear and useable impact-echo data within that frequency band, 
essentially equivalent that of the standard contact sensor and condenser microphone. 
 
 
Figure 3.4 Comparison of impact-echo time; left: and spectral amplitude right: responses using 
different sensors. The spectral data are normalized with respect to the highest amplitude within each 
response. The data are collected over a concrete sample containing a 400mm×600mm delamination 
at 55 mm depth. 
 
0 1 2 3 4 5 6 7 8
x 10
-3
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
Time (sec)
S
ig
n
a
l 
L
e
v
e
l 
(V
o
lt
)
 
 
Contact Sensor
Dynamic Mic.
Condenser Mic
0 1000 2000 3000 4000 5000 6000 7000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Frequency (Hz)
N
o
rm
a
li
z
e
d
 A
m
p
li
tu
d
e
 
 
Contact Sensor
Dynamic Mic
Condenser Mic
17 
 
Figures 3.5 show the amplitude spectra for signals obtained over bottom (deep) delaminations, while 
Figures 3.6  show those over top (shallow) delaminations. The predicted peak frequency (using Eqn. (2.2) 
assuming Cp = 4100 m/s) for the leaky IE signal obtained over deep delaminations is 10.1 kHz. The 
obtained spectrum shown in Figure 3.5, however shows several resonant peaks, with one significant peak 
occurring at 9.51 kHz. It is worth noting that small discrepancies between the measured peak frequencies 
from the predicted value can be possible due to errors in P-wave velocity estimation or the slight 
downward shift with respect to the defect-free case can be due to the presence of delamination (Sansalone 
and Streett, 1997);  
 
 
(a) 
 
(b) 
Figure 3.5 (cont.) 
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(c) 
Figure 3.5 Fourier spectra of measured IE signals measured over the center point of deep 
delamination defects shown in Figure 3.3: (a) delamination # 2, (b) delamination # 5, and (c) 
delamination #7. Spectral amplitude expressed in arbitrary units. 
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(b) 
Figure 3.6 (cont.) 
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(c) 
 
(d) 
Figure 3.6 Fourier spectra of measured IE signals measured over the center point of shallow 
delamination defects shown in Figure 3.3: (a) delamination # 1, (b) delamination #3, (c) 
delamination #4, and (d) delamination #6. Spectral amplitude expressed in arbitrary units. 
 
Assuming a stretch mode, the expected impact-echo frequency for the shallow delaminations is 35.8 kHz, 
assuming a defect depth of 55mm for each. However, the obtained peak frequencies of the leaky IE 
signals are much lower than this value, as shown in Figures 3.6. Here the peak frequencies are dominated 
by the thin plate flexural vibration response. 
The first peak values in Figure 3.6 represent the resonant frequencies corresponding to the fundamental 
flexural mode.  These frequencies are reasonably close to ones obtained by numerical approach, and it 
confirms that the peak frequencies from these shallow delaminations are dominated by flexural vibration. 
The spectral amplitudes associated with the near-surface delaminations (flexural modes for the thin plate 
case) are notably higher than those from deep delaminations (thickness stretch modes from the thick plate 
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restricted to the fundamental (1
st
) mode. Depending on the impact and sensor position with respect to the 
defect location, the higher harmonic modes of plate flexural vibration may be excited and detected in the 
response signals, and in fact may dominate the response over the fundamental mode response (Sansalone 
and Streett, 1997). The results indicate that, in most cases, the presence of shallow delaminations can be 
detected by observing dominant frequency components in the low frequency region. We cannot detect 
signals above 20 kHz with dynamic microphones regardless of the frequency content of an impact source; 
this is one drawback of using dynamic microphones 
 3.5.2 Area scan tests    
An areal scan test was carried out over all delamination zones, as illustrated in Figure 3.7. Here the top 
left corner is an origin. The spacing between scan lines is 10x y    cm in both directions. Because 
the scan line spacing is the same size as the lateral extent of the smallest delaminations (#3 and #7), these 
defects were not observed effectively in the scan data. Figure 3.7 shows the scanned frequency maps over 
the delamination zones (#1, #2, #4, #5, and #6). An advantage of this color frequency map is that both the 
size and the relative position of the delamination can readily be identified. In the map, warm colors 
represent high frequencies (deep delamination with stretch mode vibration), and cold colors low 
frequencies (shallow delamination with flexural mode vibration). The actual size of the delamination is 
indicated on the map with black solid line. It is seen that as the scanning position approaches the center of 
delamination zone, the color is more distinctive for both deep and shallow delaminations. As shown in 
Figures 3.7 (b) and (d), shallow delaminations are clearly indicated in the frequency map. The actual 
boundaries for all delaminations are not perfectly characterized by the frequency map data. In fact, the 
vibration phenomena in the boundary regions can be complicated, so that it may not be easy to identify 
distinctive frequency characteristics in the test data.  
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(a)                                                                        (b) 
 
(c)                                                                        (d) 
 
(e) 
Figure 3.7 Impact echo peak frequency map over delaminated zones shown in Figure 3.3: (a) 
delamination #1, (b) delamination #2, (c) delamination #4, (d) delamination #5, and (e) delamination 
#6. Expected defect-free full slab response is 7.87 kHz. Location of delamination defect indicated 
with black lines. 
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3.6 Discussion   
 The point and area scan results show that a dynamic microphone can capture meaningful impact-echo 
phenomena from a delaminated concrete slab in a contactless manner, without external power supply, 
signal conditioner and special acoustic shielding. However, the inherent low sensitivity of the dynamic 
microphone brings some disadvantages: deep delaminations with small areal size to depth ratios less than 
one may go undetected with dynamic microphone based air-coupled IE, regardless of its position in depth 
and the frequency content of the impact source. Deep delaminations with larger areal size to depth ratio 
are more likely detected, although the results are not always clear and definitive. Similarly, shallow 
delaminations with small areal size to depth ratios may go undetected by the dynamic microphone based 
air-coupled IE, regardless of its position in depth and the frequency content of the impact source.  
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CHAPTER 4 FINITE ELEMENT SIMULATIONS OF NDT 
This chapter describes the basic theory for the dynamic finite element (FE) simulations of air-coupled 
non-destructive evaluation (NDE) methods. The usual challenges in such numerical simulation are the 
non-reflection boundary and the modeling technique in the air-solid coupled system. 
4.1 Non-reflecting boundaries 
4.1.1 Lysmer-Kuhlemeyer Boundary for Absorbing Wave Energy (infinite elements) 
The basis of the Lysmer-Kuhlemeyer (LK) boundary is a simple viscous damper that has appropriate 
damping constants and is connected to the boundary node to absorb wave energy. LK boundaries apply 
distributed damping to absorb the incident wave energy assuming 
, ,xx p x xy s y xz s xd u d u d u            (4.1)
 
where σxx is  axial stress, σxy and σyz  shear stresses, ux and uy  displacements, dp and ds  the damping 
constants applied to attenuate longitudinal and shear wave energy respectively, and the dot represents 
derivative with respect to time (Lysmer and Kuhlemeyer, 1969). The great advantage of this technique is 
that it can easily be implemented in FE simulation codes operating in both the time and frequency 
domains (Kausel and Tassoulas, 1981;Kontoe et al., 2009). LK boundaries are readily applied in 
conjunction with standard finite elements to model the region of interest. Furthermore the LK boundary is 
available in many FE simulation software packages, including ABAQUS that was used in this study; the 
values of the damping coefficients in eqn. (4.1) are normally embedded within the software package. The 
LK boundary provided with the ABAQUS package is named the “infinite element” boundary. However, it 
should be noted that the “infinite element” in the ABAQUS package is not a real dynamic infinite element 
used in infinite element analysis (Liu and Quek, 2003).  
Although the LK boundary is easy to implement within FE simulation codes, it does not absorb all types 
of wave energy that is incident to the boundary. The LK boundary is a perfect absorber of plane waves 
impinging on the boundary at normal incidence, but it is only a partial absorber for other types of waves 
such as Rayleigh waves, non-plane or non-normal body waves, or dispersive waves (Kausel, 1988). A 
number of variants of the LK boundary, all which more effectively absorb wave energy than the original 
LK boundary, have been proposed to overcome the limitations of the original LK boundary (Kausel, 
1988). However, those variants also exhibit certain drawbacks; one such problem is that those are not 
easy to implement in FE packages (Kellezi, 2000). The original LK boundaries work quite well for 
general simulation cases if they are arranged such that the dominant direction of wave propagation is 
orthogonal to the boundary (Cohen and Jennings, 1983). It follows that LK boundary should be placed 
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some reasonable distance from the region of main interest in order to be effective (Wolf, 1988); however 
this requires additional mesh extent to cover the outer of region of interest, which decreases 
computational efficiency.  
4.1.2 Wave Amplitude Attenuation Technique 
The energy absorbing layer method is another approach to suppress wave reflection from the boundary of 
the computational domain (Thomson, 2006). The energy absorbing layer attenuates outgoing waves in a 
relatively thin layer attached to the exterior of the computational domain so that the wave incident is 
transmitted into the layer and then fully decayed in the layer. The most advanced version of the absorbing 
layer method is perfectly matched layer (PML) technique (Ö zgun and Kuzuoglu, 2008; Basu and Chopra, 
2004). When appropriately formulated PML absorbs, almost perfectly, propagating waves of all non-
tangential angles-of-incidence and of all non-zero frequencies. However, the PML technique requires 
modification of the wave equations and should introduce a complex-valued co-ordinate system (Basu and 
Chopra, 2004); these modifications are not necessarily easy to implement in existing FE packages, and 
require some expertise to use properly.  
Another established absorbing layer technique is the amplitude reduction layer technique (Thomson, 
2006). Cerjan et al. (1985) have shown that attenuating (reducing) the amplitude of propagating waves 
within a layer surrounding the model considerably reduces wave reflections at any angle of incidence. 
This amplitude attenuation is achieved by using weighting function that has a value of one at the 
beginning of an attenuating zone and tapers to zero on the outer boundary of the model. In spite of the 
additional nodes at the outer the region of interest that are needed, the scheme of Cerjan et al. is still 
widely used in wave propagation simulations because of its simplicity (Tian et al. 2008). However, this 
simple but effective scheme is more often applied in finite difference method based simulations, and is 
not always readily implemented in FE based simulations (Sochacki et al. 1987)  
Furumura and Takenaka (1995) have shown that attenuating the wave amplitude by multiplying it by a 
weighting function is equivalent to introducing damping in the absorbing layer. Therefore, the amplitude 
attenuation layer scheme can be implemented in a finite element simulation by deploying an attenuating 
region with gradually increasing wave energy damping through its thickness, terminating at the outer 
boundary. For example, Liu and Quek (2003) developed this amplitude attenuating layer scheme in their 
strip finite element code. To implement the scheme in their code, they formulated the equation of motion 
using complex stiffness which can be obtained by replacing real-valued Young’s modulus E  with a 
complex value, (1 )E i , where   is the material loss factor, in their strip finite element model. To 
create an artificially damped attenuating layer, Liu and Quek (2003) divided a section of elements in the 
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vicinity of the boundary of the model into n element sets. They then assigned complex Young’s modulus 
values within the strip elements where the coefficient of the imaginary part exponentially increased from 
the innermost set to the boundary of the model. This complex stiffness approach is effective for (steady 
state) harmonic analysis. However, it is difficult to use the complex stiffness approach for general 
transient analysis in the time domain. Moreover, a large number of elements is still required to fully 
attenuate the amplitude of waves at any angle of incidence, so the computational efficiency decreases as 
the size of the structure becomes larger. 
4.2 FE simulation of Non-Reflecting Boundary 
In our study ABAQUS/EXPLICT was used to formulate the FE simulations of concrete structures using 
both 2-D axis-symmetric and 3-D models, where in both cases an isotropic, elastic plate with Young’s 
modulus E, Poisson’s ratio ν, thickness h and lateral extent r is modeled. The 2-D axis-symmetric model 
simulates the 3-D case assuming symmetric behavior about the central axis of the model. An overview of 
the 2-D FE model is shown in Figure 4.1, showing the amplitude attenuating zone and the LK boundary.  
 
Figure 4.1. 2-D axis-symmetric FE model showing artificial damping boundary section with length LD 
at boundary. The elastic region of interest with length L is indicated by white color. 
 
The 2-D axis-symmetric linear element and LK boundary are defined as CAX4 and CINAX4, 
respectively, within ABAQUS. The region of interest (L) is represented by un-damped CAX4 elements; 
the amplitude attenuating zone consists of n-element sets represented by damped CAX4 elements, where 
Rayleigh mass damping only is considered. CINAX4 elements are applied at the simulation model 
boundary, at the far edge of the zone. The mesh size for the plain solid axis-symmetric 2-D simulation is 
5 mm and for 3-D simulations it is 2.5 mm. Gibson and Popovics (2005) used an axis-symmetric FE 
model to simulate Impact-Echo (IE) test results for concrete plates; IE is a dynamic vibration test 
commonly applied to concrete structures. The simulation data converged to the correct values once the 
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element size was reduced to 5mm. The time integration step spacing is 1μs. Typical values of material 
properties are assumed for concrete (ρ=2400 kg/m3, E=35 GPa, and υ=0.2). A computer workstation 
which has 16GB RAM, 8 CPUs with a clock-speed of 1.60 GHz and 1 TB hard drive was used to carry 
out the computations. 
4.2.1 Combined wave non-reflecting technique 
LK boundaries usually are not sufficient to eliminate unwanted wave reflections from the simulation 
model boundary, especially if they are not located at some reasonably far distance from the region of 
main interest. On the other hand, wave amplitude attenuating layer techniques require a large amount of 
dummy nodes outside of the region of interest to fully attenuate incident waves at any angle of incidence. 
Thus both of these approaches, employed individually, pose limitations.  
It is known that an LK boundary that is located at a certain distance from the wave source damps out high 
frequency wave components well at any angle of incidence. However, in order also to absorb low 
frequency wave components, the LK boundary should be located farther away from the wave source. If 
low frequency components of incident waves are suppressed before they meet the LK boundary, then no 
reflection would be expected from the boundary. In this paper a combined approach, which employs both 
LK boundaries and a wave amplitude attenuating region, is proposed. This approach, which is verified in 
Section 4.2.3, uses an artificially damped attenuating zone to attenuate lower frequency components of 
incident waves, while the LK boundary absorbs higher frequency components. This combined approach 
can greatly reduce the computational domain required for good performance as compared to individual 
applications of either the LK boundary or an artificially damped attenuating zone. The objective of here is 
to improve the computational efficiency of an FE model in a practical way while at the same time 
providing accurate simulation results for large domain structures. 
In order to implement the amplitude attenuating layer technique in FE simulation codes in general 
dynamic simulation cases, Rayleigh damping is considered in the governing equation of motion  
            M u C u K u f
                           (4.2)
 
 [C] = [K]+ [M]                      (4.3) 
where α and β are stiffness and mass damping constants, respectively (Sarma et al. 1998; Semblat et al. 
2009). Normally, the wave amplitude attenuating layer in an FE model is divided into an n-element set, 
and the damping of each element defined as  
[ ] [ ] [ ]i i i i ic k m        (4.4) 
where, the subscript "i" indicates values assigned to i-th element within the set. 
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The stiffness and mass damping constants of each element set, i  and i   respectively, are selected to 
produce the desired attenuating effect. Sarma et al. (1998) and Semblat et al. (2009) assigned constant 
values of damping constants for all elements within the attenuating zone. As a result, their approach is 
only effective when the frequency band of the incident waves is narrow and the specific frequency of this 
narrow banded wave is known a priori; for example they used a Ricker wave pulse, which has a dominant 
specific frequency of fR as an incident wave. Furthermore, the sudden increase of damping value at the 
front interface that is seen when constant values of damping constant are applied produces spurious 
reflections within the attenuating zone, which propagate back into the computational domain (Liu and 
Quek, 2003). Therefore, the damping gradient in the attenuating zone should be gradual enough to not 
cause wave reflection within the zone itself, but sufficient to effectively reduce the amplitude of 
propagating waves across a broad range of frequency. Normally this objective is achieved by assigning a 
monotonic change in damping constant values through the thickness of the attenuating zone from the 
inner boundary at the region of interest to the outer boundary. To simulate a gradual increase of damping 
within the zone, the Rayleigh damping values i  and i  for the i-th element are defined as 
0 0, , 0,1,2,... 1i i i il m i n                     (4.5) 
where α0 and β0 define the initial stiffness and mass damping factors, respectively, l and m are 
multiplicative modifying functions for the i-th element set, and n is the number of elements along the 
length of the damping zone. The stiffness and mass damping constants of each element ( i  and i  in 
eqns (4.4) and (4.5)) that provide effective damping performance need to be determined. It is known that 
the stiffness damping constant effectively attenuates high frequency components, while the mass constant 
effectively attenuates low frequency components (Cook et al., 1989) Considering this, we propose to 
employ only the mass damping parameter ( i ) in order to provide a simple and practical modeling 
approach with a minimum number of model parameters. So in our model the stiffness damping factor ( i ) 
is set to zero for all elements in the zone, while the mass damping factor for each element in the zone is 
specified in order to achieve effective control of the attenuation across a broad range of frequencies 
within the zone. This proposed method does not require a priori knowledge of specific dominant 
frequency of incident waves.  
4.2.2 Influence of infinite elements  
2-D Axis-symmetric FE simulations of plain concrete slabs to check the effects of reflection without and 
with infinite elements were carried out. The simulated slabs had thickness 0.2m and lateral extents of 
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6.0m and 2.0m nodes, respectively. A transient loading event was applied along the axis of symmetry at a 
node on the surface of the solid model. The loading event has the form a cubed half sine cycle f(t) = 
sin
3(πt/T) with T=60s and maximum amplitude = 1.0 N. In Figure 4.2, responses from free and infinite 
element boundaries are compared. For the case of the free boundary, shown in Figure 4.2 (a), an 
indication of strong wave reflection from the boundary is seen for the 2m long model at about 1.6 ms in 
the time signal; before this time the responses from the two models are essentially identical. The time of 
occurrence of this disruption matches the estimated arrival time of the surface wave (CR=2350m/s) that 
travels from the excitation point to the free boundary of the model and then back to the sensed 
point ,which is 50mm away from excitation after reflection. 
 
 
(a)                            (b) 
Figure. 4.2 Comparison of surface out of plane displacement responses at 50mm from the center of the 
2-D axis-symmetric model: (a) L= 6.0m and 2.0m slabs with free boundaries, (b) L= 6.0m and 2.0m 
slabs with infinite element boundaries. 
 
The infinite element boundary element does reduce the amplitude of the wave reflection response at 1.6 
ms in the response of the 2m model caused by reflection from the boundary, but the disruption is not 
completely suppressed; see Figure 4.2 (b). Clearly infinite elements themselves cannot serve as non-
reflecting boundaries for this particular case.  
4.2.3 Validation of the Combination Technique 
To suppress low frequency components of incident waves before they meet the LK boundary, an artificial 
gradual damping zone (amplitude attenuating zone) is added to the outer region of interest. The LK 
boundary is directly attached to the edge of the gradual attenuating zone, therefore the proposed approach 
represents a combined approach. In order to implement amplitude attenuating regions in FE simulation 
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codes, Rayleigh damping is used for each element within the artificial attenuating zone.  
To validate our combined non-reflecting boundary, 2-D axis-symmetric FE simulations were carried out 
in order to study the optimal (minimum) length of LD (gradual artificial damped attenuating zone) for 
different dynamic response cases. In this parametric study, the radial length of the region of interest L 
ranges from 0.5m to 2.0m, with additional radial lengths LD for the attenuating zone; the slab thickness is 
0.2m. In order to determine the optimal values of LD and βi required to provide the sufficient damping, an 
iterative analysis of the simulation results was carried out, where LD and βi in the FE model were varied 
until good results were achieved. “Good” results were defined through agreement with results from the 
6.0m full extent model (no boundary reflections encountered within the time duration of the signal). Table 
1 illustrates the range of FE model parameters (the number of damping sets, damping values and 
gradients, etc.) considered in the FE simulations to determine optimal LD for a given simulation case. It is 
impossible to consider all possible cases of parametric variation; but based on the obtained results it was 
determined that LD should be in the range of 0.4~0.6 / L to match the response of the full extent model for 
most situations. 
The needed length of the artificial damping section LD depends on the relative frequency content (i.e. 
wavelength content) of the initial dynamic response entering the artificial damped attenuating zone : 
dynamic signals in which frequency content is low (i.e. very large wavelengths) require larger LD. In this 
study, the loading event has the form a cubed half sine cycle, f(t) = sin
3(πt/T), with T=60 μs and 
maximum amplitude of 1.0 N, which represents a typical impact event employed in NDE tests. Figure 4.3 
shows responses of models with two different damping zone lengths, LD = 0.25 and 0.50 m, respectively. 
The two models have attenuating zones with 10 damping sets with a linear damping gradient from β = 
1000 to 19000 at a step increase, 2000. Although Rayleigh mass damping effectively attenuates low 
frequency components, reflection of very low frequency components is still seen in Figure 4.3 (a) when 
the length of the attenuation zone is small (LD = 0.25 m in this case). The results confirm that a certain 
length of LD is required to minimize reflection of lower frequency components: as shown in Figure 4.3(b), 
reflection of very low frequency component is not seen when LD = 0.5 m. An appropriate step increase of 
βi within the damping zone also plays a significant role in the performance of the zone.  
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(a)       (b) 
Figure 4.3. Comparison of surface displacement responses at 50mm from the center of the 2-D axis-
symmetric model for L= 6.0 m slab and L= 1.0 m slab with the attenuating zone: (a) LD = 0.25 m, (b) 
LD = 0.5 m. 
 
To compare effectively the responses from each model shown in Figures 4.2(a), 4.2(b) and 4.3(b), time 
domain difference plots are presented in Figure 4.4(a); the plots represent the difference at each point in 
the time signal between 6.0m response and that of the other models, respectively. Low (near zero) values 
of difference indicate effective damping of incident wave propagation at the computational domain 
boundary since the 6.0m model represents the case of no boundary reflection at all. The time domain 
difference responses indicate that the combined LK and attenuating zone model provides most effective 
wave refection damping. The spectral representations of the difference signals (Figure 4.4(b)) indicate the 
frequency regions across which the various boundaries are effective. It is shown that LK boundary is 
effective in high frequency range, but cannot effectively attenuate motion at lower frequencies (below 5 
kHz). On the other hand, our proposed combined attenuation zone and LK boundary model is effective 
over all frequency range, with improved damping across all frequencies of interest. 
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(a)                          (b) 
Figure 4.4 Difference plot between Slab 6.0m and each model (Slab 2.0m, Slab2.0m+LK, and Slab 
1.0m+Attenuation (0.5m) +LK): (a) difference of displacement responses, (b) associated difference 
frequency spectra. 
 
Figure 4.5 shows several displacement responses with varying damping increase rate through the damped 
attenuating zone with 10 damping sets and LD =0.5m. Liu and Quek (2003) applied an exponential form 
of damping gradient to steady-state dynamic simulations and illustrated effective damping. However, our 
results indicate that a linear increase of β provides more efficient damping and better match with the full 
model than an exponential increase for the case of transient dynamic simulation. It should be noted that 
the magnitude of the forcing function does not affect the results because the damping performance 
depends not on the magnitude, but on the frequency content. The proper selection of increase gradient of 
damping value (βi), damping zone length LD, and the number of damping sets, n, are needed to optimize 
the performance of the damped attenuating zone, considering the frequency content of source waves. The 
optimal set of parameters can be determined iteratively for a particular case, but this approach is not 
efficient in terms of general computation effort. So general guidelines are offered here, based on our 
simulation sets: 5 to10 damping sets with a linear increase of 100 to 2000 βi is usually sufficient to 
produce effective non-reflecting boundary region for transient and dynamic NDE simulation cases, since 
transient impact events associated with concrete NDE tests generate frequencies that are normally less 
than 30 kHz. 
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(a)                                                       (b) 
 
(c) 
Figure 4.5. The influence of variation of damping values, with four cases considered: (a) variation of 
damping value through the attenuating zone, (b) displacement histories from L = 1.0 m slab with LD 
= 0.5m, (c) portion of the signal in (b) between 1.5 to 3 ms. 
 
Figure 4.6 shows more cases in which FE simulation results obtained using the gradually damped 
artificial boundary zone with optimum damping gradient and infinite elements compare well with that of 
the full extent model.  A smaller damping region LD and damping values βi are employed when L 
increases. By eliminating the unwanted boundary reflection, outward propagating waves associated with a 
large sample can be simulated correctly in a computationally efficient manner.  
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(a)      (b) 
Figure 4.6. Out of plane velocity responses at 50mm from the center of the 2-D axis-symmetric FE 
model with varying length of model and attenuating zone. Note that LK boundary is attached to the 
attenuating zone; (a) L=1.5m, LD=0.4m, (b) L=2.0m, LD=0.3m. 
 
Further FE simulations were carried out in order to verify the performance of our suggested model in a 3-
D simulation. Due the limited memory (RAM capacity) of our computer workstation, a square quarter 
model with symmetry in x- and y- directions was developed. The dimensions of the model and damping 
system are the same as the previous 2-D case, and LK boundaries were applied to the boundary of the 
model. It should be noted that the 3-D simulation model with a damped attenuating zone (L=1.0m, 
LD=0.5m) and the full-extent 3-D simulation model (L = 6.0m) both contain a very large number of nodes: 
2.92 × 10
7
 and 4.66 × 10
8
 nodes, respectively. By comparison, the number of nodes for 1.5m and 6m 2-D 
axis-symmetric simulation models are 1.66 × 10
4 
and 4.9 × 10
4
, respectively. It is clear that 2-D 
simulation models require much lower computation effort to carry out than 3-D models. Furthermore, 
simulation models of shorter extent that use the damped attenuating zone require lower computational 
effort than those with full extent. Figure 4.7 shows a comparison of results from the 3-D damping zone 
simulation and that of the 2-D axis-symmetric full extent model. The responses from the 3-D FE 
simulation show excellent match with the 2-D full extent model both in the time- and frequency domains; 
the impact-echo frequency nearby 9600 Hz corresponding stretch-mode resonance is accurately captured 
in Fig 4.7(b). Thus we confirm that our proposed gradual damped attenuating zone with LK boundary is 
appropriate also for 3-D simulation models. 3-D simulation models are required to represent accurately 
non-symmetric sample or defect geometries, motions or applied tractions. However, the results from 2-D 
axis-symmetric simulations will be presented in the remainder of the paper, since the superior 
computational efficiency of 2-D models allows a broader study on the effect of damping zone boundaries 
and solid-fluid coupling simulations that were carried out.  
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(a)      (b) 
Figure 4.7. Comparison of long 2-D axis-symmetric FE model and 3-D FE model with attenuating 
zone: (a) out of plane velocity responses and (b) frequency spectra. For 3-D model  L=1.0m, LD=0.5m. 
Our proposed FE simulation with the modified artificial damped attenuating zone is designed to provide 
accurate simulation of concrete NDE test phenomena with minimal computational time and effort. As 
shown in the previous example, the deployment of the artificial damped attenuating zone enables a 
reduction in model size (number of nodes) by 67 % for the 2-D axis-symmetric simulation, and by 94% 
for the 3-D simulation. This increase in computational efficiency is especially significant with regard to 
the 3-D simulation case, which requires a very large number of nodes. Furthermore, the application of the 
proposed model configuration with an explicit solver can make 3-D FE simulations tractable with 
conventional computing capability, which otherwise would not be possible.  
4.3 FE simulation of Fluid-Solid Coupling 
4.3.1 Theoretical formulation 
For illustrative purposes, consider an isotropic elastic medium under the plane strain condition, which 
assumes that the principal and shear strains normal to the x-y plane are zero. The governing equation of 
motion in a solid medium when damping is ignored is 
s s sm u k u f                  (4.6) 
where u represents displacement field and m, k, and f and mass, stiffness, and force matrices, respectively 
and the subscript "s" denotes the solid medium. The displacement field of a solid medium can be 
modified to represent the pressure field of a fluid medium by implementing the pressure analog approach  
(Everstine et al. 1975 ; Kalinowski and Nebelung, 1983). The equation of motion for the fluid elastic 
medium, ignoring damping effects, is expressed in terms of the pressure instead of displacement 
component  
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f f fm p k p f        (4.7) 
where p represents the pressure field and subscript f denotes the fluid medium. When the traction applied 
to the fluid per unit area is –p at the fluid/solid interface, the coupled equations of motion are expressed as 
(Xue et al. 1997), 
2
0
( ) 0
s s s
T
P f f f
m k A fu u
c A m k fp p
        
                         (4.8) 
where A is the area matrix at the interface through which the solid and fluid interact and ρ and cP are 
density and longitudinal wave velocity, respectively, of the fluid. However, two assumptions are implicit 
in this model: 1) bulk shear waves do not exist in the fluid field, which has a shear modulus of zero; and 2) 
the viscosity of the fluid field is negligible and set to zero. These assumptions are valid since the viscous 
effect of the fluid in the FE model can be neglected for common fluids such as water and air at normal 
driving sonic and ultrasonic frequencies (<10 MHz) (Qi, 1994). In the ABAQUS implementation, these 
assumptions are satisfied by specifying Poisson’s ratio and shear modulus of the fluid to be very close to 
zero in the constitutive relationship. Some FE analysis software packages, such as ABAQUS, also 
provide an “acoustic” element that simulates air, which can be employed in coupled acoustic-solid 
analysis such as we propose here. However, our objective in this work is to introduce an effective 
modeling approach that can be globally applied within any FE computation; linear elastic elements are 
universally applied with FE simulation, while acoustic elements are not. Furthermore, implementation of 
the acoustic element is not always straight forward, for example it can be difficult to simulate practical 
field test situations such as the presence of an acoustic shield. Our proposed linear elastic approach 
closely simulates the properties of air by specifying the elastic constants and density. 
4.3.2 Fluid - solid coupling: transient (wave propagation) events 
Here we simulate leaky surface wave propagation in air from a concrete half-space generated due to a 
transient point load event applied to an air/solid interface. The developed 2-D axis-symmetric model 
contains an artificial damped attenuating zone with LK boundaries at three of the model outer boundaries 
in order to simulate large continuous sample extent (solid half-space) but with efficient computational 
effort. The details in air/concrete FE model are given in Figure 4.8. The lengths of the region of interest 
and artificially damped attenuating zone are L= 1.5m and LD= 0.4m, respectively. The attenuating zone 
consists of 10 damping sets with β=1000 up to 19000 at a step increase of 2000. 
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Figure 4.8. 2-D axis-symmetric FE model with the fluid to solid interface for the simulation of leaky 
waves. 
 
The fluid medium simulates room temperature air (Cp = 343 m/s, ρ = 1.21 kg/m
3
) and the solid medium 
normal strength concrete (Cp=4000 m/s, ρ = 2400 kg/m
3, ν=0.2). Both media are assumed to behave in a 
linearly elastic fashion. The vertical transient point load f (t) varies with time as f (t) = sin
2(πt/T), where 
the force duration T=200s.This relatively long duration time was selected in order to simulate a large 
impactor typically used in field NDE tests for concrete. The FE mesh spacing increases gradually from 
0.5mm (nearby loading point) to 2.5mm and an integration time step of 1 μs is used to ensure accurate 
responses. Also, optimal bulk viscosity is applied to improve stability of the explicit analysis. The 
dimensions of the model are 1.5 m and 3 m in radial and axial directions, respectively. Figure 4.9 shows 
the cross-sectional snapshot image of pressure field 0.45 ms after the application of the impact event. The 
half-circle in the upper half-plane represents the acoustic wave front in the fluid, and the inclined fronts in 
the fluid medium represent leaky Rayleigh wave fronts, which are tangent to the half circle at the leaky 
angle direction. The leaky Rayleigh wave front is separable in time from the subsequent fluid acoustic 
wave fronts at a large distance r. The Rayleigh wave in concrete is also seen, which behaves similarly to 
the ordinary Rayleigh wave (solid-vacuum case), and attenuates exponentially with increasing depth 
within the solid.  
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Figure 4.9. Absolute value of pressure at t=0.45ms  in air and concrete media after application of 
impact event. Image data computed by FE simulation. 
 
To verify the obtained FE simulation results, an analytical solution and another computational analysis 
(elasto-dynamic finite integration technique or “EFIT”) were carried out for an equivalent air–solid half-
space case. To obtain the analytical solution, Laplace and Henkel integral transformations were employed 
to derive the full analytical solution to the governing wave equation for the fluid and the solid half-spaces, 
where a point load is applied at the interface. Then the responses were obtained by convolving the 
impulse response and transient impact loading in time and space domains. Further discussion of this 
existing analytical model is beyond the scope of this paper; more detail about the analytical model may be 
found in Zhu et al. (2004). Although the computational burden of the analytical solution is low, 
considerably less than EFIT and FE simulations, this model can simulate wave propagation only in semi-
infinite defect-free media, and cannot be applied for general wave propagation simulations, such as for 
finite sized samples, samples with complex geometrical shape, layered media, or structures that contain 
defects. The analytical solution is used here to verify the FE result for a simple geometric shape, where 
the analytical result has been shown to be accurate. The EFIT is a numerical time-domain scheme used to 
model elastic wave propagation in all types of solid elastic media (homogeneous or heterogeneous, 
dissipative or non-dissipative, isotropic or anisotropic) (Fellinger et al. 1995). EFIT uses a velocity-stress 
formalism on a staggered spatial and temporal grid complex. EFIT is based on the integral form of the 
linear governing equations, i.e. the Cauchy equation of motion, and the equation of deformation rate. 
EFIT performs integrations over certain control volumes V, and the surfaces of these cells S, assuming 
constant velocity and stress within V and on each S. This method requires staggered grids and leads to a 
very stable and efficient numerical code, and allows easy and flexible treatment of various boundary 
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conditions(Zhu et al., 2004). In the present case of a transient point load at a fluid-solid interface, we 
employed a special axisymmetric EFIT code in cylindrical coordinates; the EFIT computations were 
carried out by Dr. Franck Schubert. A grid spacing of Δr =Δz = 2.5mm and a time step of 0.44s is used 
in order to guarantee stability as well as sufficient discretization of the shortest wavelengths. The 
dimensions of the model are 2m in the radial direction and 3m in the axial direction, resulting in 800 × 
1200 grid cells. Highly effective absorbing boundary conditions based on the perfectly matched layer 
(PML) concept were placed at the outer boundaries of the model, in order to suppress interfering 
reflections (Liu, 1999). More details about the EFIT model can be found elsewhere (Zhu et al. 2004). The 
EFIT method is rather specialized, and not widely available in available simulation software packages. As 
such, it cannot be practically employed to simulate wave propagation behavior by a non-expert user. 
Nevertheless EFIT results can provide confirmation of the FE results. The EFIT analysis was computed 
using the same material properties, mesh size and model dimension as our FE simulation model.  
 
(a)      (b) 
Figure 4.10. Comparison of FE simulation with analytical solution and EFIT simulation in the 
air/concrete case. Pressure in the air at the position (a) r=22.5 cm, z= -4.5 cm, and (b) r=49.5 cm, z=-
4.5 cm. 
 
Figure 4.10 shows time domain pressure responses from the FE computation, analytical and EFIT 
analysis; the responses in air are presented at two different radial positions (22.5cm and 49.5cm, 
respectively) at a constant height above the surface (4.5cm) in order to represent both near-field and far-
field wave field behaviors. Excellent agreement between the FE simulation and the analytical and EFIT 
numerical responses is observed. As expected, the pressure field in these simulation cases in the air is 
dominated by leaky Rayleigh and fluid acoustic wave arrivals. This finding shows that results from the 
FE model can be used to simulate air-coupled data from conventional NDE methods based on transient 
wave propagation, such as ultrasonic wave velocity, ultrasonic/seismic tomography, spectral analysis of 
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surface waves (SASW) and multichannel analysis of surface waves (MASW).   
4.3.3 Fluid - solid coupling: steady state (vibration) events 
Here we simulate a 0.2m thick concrete slab bounded by air. The dynamic response of the slab subjected 
to a transient point load is measured, which represents an air-coupled impact-echo (IE) test. In the air-
coupled sensor configuration, solid resonance responses (surface motion) that are “leaked” into the 
surrounding fluid are monitored with an air pressure sensor (Cerjan et al. 1985). 
 
(a)      (b) 
Figure 4.11. Comparison of air-coupled IE experimental data with FE simulation for a 0.2m thick 
concrete slab: (a) time-domain amplitude (arbitrary) (b) normalized frequency (amplitude) spectrum. 
 
The FE simulation uses the same mesh size and material properties as the previous half-space full model 
described in the previous section. However, a 100us duration transient forcing function and the arbitrary 
scaling of the response were used for the better match experimental IE tests.  
An actual air-coupled IE test was carried out using a highly directional pressure sensor. An impact event 
was applied on the surface of a concrete slab using 13mm diameter steel ball, which was tapped on the 
surface of the concrete. The transient air pressure signal, set up by the leaky resonant response, has a 
duration of 3ms that was data sampling rate 1 MS/s. The response was measured at a point 5 cm radially 
from the impact point for both FE and IE test.  
The pressure responses from experiment and FE simulation in the time domain are compared in Figure 
4.11 (a). By means of a fast Fourier transform (FFT) analysis these responses were mapped to the 
frequency domain. Amplitude spectra for the two cases are presented in Figure 4.11 (b). Experimental and 
FEM plots are found to match adequately in terms of both time and frequency domain signals, which 
supports the validity of the FEM model and the initial assumptions. Results from this model can be used 
to simulate conventional or air-coupled NDE methods based on vibration, such as resonance testing and 
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impact-echo. 
4.4 Discussion and Conclusion 
Based on the results presented in this paper, the following conclusions are drawn: 
The proposed FE model utilizes a combined non-reflecting boundary, which is effective for both transient 
and steady state dynamic simulation cases. The boundary is comprised of a graded artificially damped 
attenuating zone, with linearly increasing value of Rayleigh mass damping coefficient (β) through the 
thickness of the zone, and LK boundaries at the outer boundary of the model. The results of the 
simulation model, which itself has limited spatial extent and a relatively small number of model nodes, 
compare favorably to results from a full-extent (no boundaries) FE simulation model with a significantly 
higher number of model nodes. In general, the artificially damped attenuating zone should have a length 
(LD) that is 0.4~0.6/L with a step increase in β of 1000 to 2000 and should contain approximately 10 
damping zone sets in order to be effective in damping out unwanted wave reflections from the simulation 
boundary. Incorporation of the damped boundary reduces computational effort and time significantly and 
reduces the model size (number of element nodes), while maintaining simulation accuracy. This boundary 
is also effective for 3-D simulation applications, which likely are computationally prohibitive without 
such modification.  
FE simulation results from the solid-air model compare well with those of an analytical solution and 
another computational method (EFIT), demonstrating that leaky transient wave propagation is well 
predicted by this FE simulation that uses only fundamental finite elements. The simulation results confirm 
that the leaky R- and P- waves are excited when a wave front strikes the interface at the leaky wave angle 
defined by Snell's law.  
FE simulation results from the solid-air model compare well with experimental air-coupled IE test results, 
demonstrating that dynamic vibrating systems are well predicted by this FE simulation. The simulation 
results confirm that proper selection of forcing function, which represents the input energy of the impact 
event, enables good simulation of actual test cases. 
This study demonstrates that appropriately designed FE models effectively simulate surface wave (SASW 
and MASW) and impact-echo NDE methods. The model is expected to accurately simulate 
ultrasonic/seismic tomography results also. 
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CHAPTER 5 VIBRATION ANALYSIS ON EXPERIMENTAL DATA FROM A CONCRETE 
SLAB 
5.1 Analytical expression 
5.1.1Classical analytical solution 
One concern with the application of classical vibration theory of plates is to determine a type of geometry; 
thick plate, thin plate or membrane. The choice of geometry type, and corresponding assumptions, has 
important effects on flexural vibration analysis and the type and extent of dynamic behavior. The 
determination of thick plate, thin plate or membrane is usually given by the ratio of the side length a to 
the thickness h of the plate, as illustrated in Figure 5.1 (Ventsel and Krauthammer, 2001). For most 
typical concrete delaminations, the ratio of a / h belongs to the thin plate category. However, in cases of 
deep delamination, whereby the ratio of a / h is less than 8, the thick plate theory of Mindlin is 
appropriate (Mindlin, 1951). Mindlin’s theory accounts for angle changes within a cross section, that is 
0, 0xz yz        (5.1) 
where γxz and γyz are shear angles with regard to x-z and y-z axes, respectively. 
 
Figure 5.1 Criteria governing thick plate, thin plate, and membrane cases based on the side to 
thickness ratio a/h (a>>b). 
This means that a line that is normal to the mid-surface before deformation may not remain so during the 
deformation. These relations should be considered in the thin plate theory. 
 Under Kirchhoff’s hypotheses, the governing equation for the thin plate case is given as (Leonard, 1997) 
4 4 4 4
4 2 2 4 4
( , , ) ( , , ) ( , , ) ( , , )
[ 2 ]
w x y t w x y t w x y t w x y t
D h
x x y y t

   
  
       (5.2) 
where w is the deflection of the plate across spatial coordinates x and y, t is time, ρ is the density, h is the 
thickness of thin plate, and D is the flexural rigidity of the plate, 
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v

       (5.3) 
where E is Young's modulus and ν Poisson's ratio of the plate material. In the case of a rectangular, 
simply supported plate, the natural frequencies ωmn are   
2 2
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( ) , 1,2,...mn
m n D
m n
a b h
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  
   (5.4) 
and for a circular, clamped plate (deflections are not allowed at the plate boundary), the natural 
frequencies are  
2
2
( ) , 1,2...
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mn
m D
n m n
r h



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    (5.5) 
where  a and ,b is the areal dimensions of the rectangular plate and r is the radius of circular plate. Thus, 
the modal frequencies are affected by areal size, thickness, and shape of the plate as well as the material 
properties of concrete such as elastic modulus, density and Poisson ratio. However, the actual boundary 
constraint in the concrete delaminations lies somewhere between the basic simply supported and clamped 
boundary condition. The actual condition can be regarded as a semi-clamped case. Closed-form analytical 
solutions for the dynamic response fo such structures are not available. Such boundary constraints along a 
supported edge can however be represented with a constant elastic “spring” along the length of the 
boundary (Ueng and Nickels, 1978). The deflection and slope along this edge are expressed in terms of 
the translational and rotational spring constants KZ and KR, respectively. In a concrete delamination 
element, the shear constraint can be regarded as infinite in value (fixed case) because the shear 
deformation in the edge of the delamination is negligible. Several limit cases can be simulated by 
controlling the constants. For example, as KR→∞, the boundary conditions along the edges become those 
of clamped edges. Similarly, letting KR →0, provides the simply supported boundary condition. 
5.1.2 Frequency Response Functions and Modal Parameter Estimation 
In conventional modal testing, an experimentally obtained frequency response function (FRF) is used to 
estimate the modal parameters. The FRF represents the relationship between the applied input force and 
corresponding output response at a certain location in a vibrating system. For multiple inputs, the 
frequency domain response of an n degree-of-freedom (DOF) system can be represented as  
    
1 1
( ) ( ) ( ) ( ).
n n
i k ij k ij k j k
j j
Y Y H X   
 
                                    (5.6) 
where subscripts i and j are the output and the input DOFs of the system, respectively, k  is the k
th 
radial 
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frequency component, ( )Y  and ( )X  are the frequency domain representations of the output and the 
input, respectively, and ( )H   is the FRF (Garrett and Rota, 1978). For a single input at the jth DOF, 
equation (1) can be written as  
    ( ) ( ) ( ).i k ij k j kY H X                                        
 (5.7) 
The magnitude of the FRF at a certain frequency is the sum of contributions from all modes at that 
frequency, so a distinct peak in an experimentally obtained FRF is normally associated with the natural 
frequency of a certain vibration mode of the system. However, other peaks may also exist in the 
experimentally obtained FRFs that are not associated with the natural frequencies of the system; the mode 
shape is checked to confirm whether a peak is a natural frequency or not. The mode shape contains 
unique spatial information about the vibrating mode of the system at a specific natural frequency. Many 
methods are available to estimate the mode shape from the measured FRFs. Among them, the peak 
picking (PP) method is the simplest and the most widely used (Ewins, 2000).  
The PP method is now briefly summarized. If k  is the k
th
 natural frequency of a system and 
k  is the 
corresponding mode shape, the ratio between the FRFs of i
th
 and (i+1)
th
 DOFs at that frequency can be 
approximately obtained using the modal displacements for i
th
 and (i+1)
th
 DOFs of the mode shape 
k
 
as 
(Ewins, 2000) 
    
1 1
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( )
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ij k i
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i j k i
H
H
 
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                                           (5.8) 
Using equations (2) and (3), we obtain 
    
1 1 1
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.
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k
ij ki k i
k
i k i j k i
HY
Y H
 
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                                           (5.9) 
Therefore, the modal displacement for the i
th
 DOF of the mode shape 
k  due to an input at jth DOF is 
proportional to the frequency domain output value at the k
th
 natural frequency   
    ( )
k
i i kY                                                       (5.10) 
Therefore, the k
th
 mode shape can be approximately estimated by picking and linking values at the k
th
 
natural frequency in FRFs for all DOFs (Formenti, 1985). 
A complete set of FRFs of an n-DOF system forms an n n  FRF matrix 
( ) ( )ij n n
H 

   H      (5.11) 
The terms ijH  and jiH  in FRF matrix are complex conjugate pairs, i.e.
*
ij jiH H , due to reciprocity 
(Ewins, 2000). Therefore, all terms of the FRF matrix do not need to be measured for identification of 
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modal parameters. One column or one row in the FRF matrix contains all information on modal 
parameters. Therefore, conventional modal testing is performed to obtain one column or one row in the 
FRF matrix. For instance in a roving sensor test the position of the input (usually an instrumented impact 
hammer) is fixed and the sensor is moved across the vibration body during testing to obtain one column 
in the FRF matrix (Potter, 1974). Mode shapes are estimated from any one column (or one row) in FRF 
matrix. In this study, the conventional roving sensor test is performed to obtain one column in FRF matrix 
and the PP method is used for the modal parameter estimation; we refer to this test as “conventional” 
modal analysis. 
5.1.3 IE Testing Based Driving Point Modal Parameter Estimation 
Since FRFs are described with subscripts to denote the input and output locations, the diagonal terms in 
FRF matrix represent the case where the input and output locations are the same, or at least closely 
located with respect to each other; this represents the case of IE tests. The diagonal terms in FRF matrix 
are normally referred as “driving point FRFs”. If IE tests are performed on all DOFs of n-DOF system, i.e. 
the multi-point IE tests, the driving point FRF of the n-DOF system can be obtained. Driving point FRFs 
also contain the modal parameters of the vibrating system. However, a mode shape estimated from the 
driving point FRFs is not the true shape estimated from a one column (or row) in FRF matrix.  
Since a specific mode shape can be estimated using any one column (or row) in the FRF matrix, the 
specific mode shapes estimated from any two columns (or rows) should be identical when they are 
normalized. Based on this fact, a following relationship can be obtained (Kientzy et al., 1989). 
( ) ( )
( ) ( )
ji jjk k
ii ijk k
H H
H H
 
 
                             (5.12) 
Since 
*
ij jiH H  due to reciprocity, equation (7) can be re-written by 
  
2
.( ) ( ) ( ) ( ) ( )ii jj ij ji ijk k k k kH H H H H                (5.13) 
Therefore, a modal displacement for i
th
 DOF of the mode shape obtained using the driving point FRFs 
(denoted as
k
i ) has a following relationship with that of the true mode shape (
k
i )  
    
2
k k
i i                                                          (5.14) 
As seen in equation (9), the mode shape ( ) obtained from the driving point FRF (hereafter referred to as 
driving point mode shape or DPMS) contains the information about the true mode shape (  : hereafter 
TMS), though the direction of DPMS components do not coincide with that of the TMS since the 
component in DPMS is the root-squared value of that in TMS. However, it will be shown later that the 
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direction is not important in detection of the delamination by the multi-point IE testing configuration. 
5.2 Experiment 
5.2.1 Test set-up and procedure 
A steel ball with 18mm diameter is used as an impact source in this study. The forcing function associated 
with an impact event of this ball exhibits consistent and broad spectral content, ranging from DC to 15 
kHz (Sansalone and Streett, 1997). The generated surface vibrations set up by the ball impact event are 
detected by air pressure sensors. The air pressure sensor is a dynamic vocal microphone which has 1.85 
mV/Pa of sensitivity at 1 kHz and 50 Hz to 15 kHz of working frequency range. The sensor is connected 
to the data acquisition system where the analog signals were converted to digital data using a 16-bit 
resolution analog-to-digital at a sampling frequency of 1 MHz prior to storing on the data acquisition 
computer. For each test, a time signal is obtained with a duration of 8 ms. 
The same steel ball source was used for all resonance tests. Normally an instrumented hammer is used in 
conventional modal analysis tests. Since our steel ball source is not instrumented, a contact accelerometer 
is used as a reference sensor to normalize input forcing function magnitude. First an impact position 
where multiple modes are effectively excited was determined. Then the loading and reference sensor 
positions are fixed and a single air-coupled sensor is moved over the test area collecting data from each 
test point, as shown in Figure 5.2 (a). The data collected from the moving sensor is used to build up one 
complete column of FRF matrix for one fixed location of the input. The reference sensor provides the 
mode contribution of the input for each test, because the input function at each test is not consistent on the 
concrete surface. In this study, the loading and reference sensor positions for the rectangular delamination 
are at 2/3 of length from center toward two different edges. For the square and circle delaminations, the 
reference sensor was placed at 1/2 of length from center toward two edges. For the multi-point IE test, 
both impact source and air-coupled sensor are moved together as a closely spaced set across the testing 
grid, as shown in Figure 5.2 (b).The reference sensor was not used with the multi-point IE tests.  
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(a)                                   (b) 
Figure 5.2 Illustration of impact resonance experiments: (a) conventional modal testing (impact source, 
air-coupled sensor and reference sensor mounted on surface) and (b) IE testing (impact source and 
air-coupled sensor set). 
 
5.2.2 Test Samples 
Conventional modal and the multi-point air-coupled IE tests were carried out on a reinforced concrete 
slab with two layers of steel bars at 60mm and 200mm depths, respectively. The size of slab is 1.5 m by 
2.0 m with 0.25 m thickness. The concrete has a 28-day compressive strength of 42.3 MPa. Ultrasonic 
pulse velocity measurements (ASTM, 1997), show that the P-wave velocity of the mature concrete is 
4,100~4,200 (m/s). Thus we expect an impact echo mode (thickness stretch mode) frequency of around 
8.0 kHz for the full thickness of a defect-free slab. This slab contains a variety of embedded artificial 
delaminations and voids. Double-layered plastic sheets and soft foam blocks simulate artificial 
delaminations. Figure 5.3 shows the location of delaminations and grid area that defines test points. Near-
surface rectangular (0.4×0.6 m
2
), square (0.3×0.3 m
2
) and circular (diameter: 0.3m) delamination defects 
with a depth of 60 mm from the surface were selected for air-coupled impact resonance tests reported 
here. A 25 mm by 25 mm test point grid was defined in order to provide high spatial resolution if test 
points, needed to appropriately characterize the shape of the most relevant modes of vibration. At each 
testing point in the grid only one direction, normal to the concrete surface plane, is considered in the 
analysis; it follows that the number of DOFs of a delaminated concrete section is equal to the number of 
testing points. For example, the square delamination has 144-DOFs. 
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Figure 5.3 Plan view of concrete test slab and test grids over three near-surface delamination defects. 
The depth to each defect is 60 mm. 
 
5.3 Analysis and Results 
5.3.1 Frequency Response Functions and Natural Frequencies 
Two types of air coupled impact resonance tests (conventional modal test and multi-point IE tests) were 
carried out on the slab over the rectangular, square and circle shaped delamination defects. Sensor data 
were collected from each test point following the pre-set 25x25 (mm) testing grid that was laid out on the 
surface of the concrete slab. The forcing function associated with the steel ball impact event exhibits 
consistent and broad spectral content, ranging from DC to 15 kHz. Therefore, the notable maxima in the 
obtained spectral signals are reasonably associated with natural frequencies of a vibrating system within 
that frequency range. For each test type, FRFs are computed in order to identify the dynamic 
characteristics over the delaminations. A typical time history response from the IE test configuration, with 
closely spaced source and receiver, is shown in Figure 5.4. The imparted energy and contact time of an 
impact event are proportional to the amplitude and time duration, respectively of the notable negative 
peak in the first notable wave pulse in the time signal (Pratt and Sansalone, 1991; Cheng and Sansalone, 
1993). This wave pulse is associated with the arrival of the Rayleigh surface wave (R-wave), since it is 
known that a significant portion of the input energy from a point source of waves is contained within the 
R-wave (Schubert and Köhler, 2008). The R-wave pulse and associated signal characteristics are 
illustrated in Figure 5.4; the transient R-wave pulse can be considered as separate from the subsequent 
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long-term resonant response that is set up by the vibration of the delaminated section.  As long as a 
consistent impact event forcing function is applied to the concrete, the R-wave pulse characteristics in the 
time domain signal are reasonably expected to be consistent over both delamination and solid regions; 
that is, the R-wave pulse maintains the same shape regardless of underlying defect condition. This 
expectation is reasonable since we consider a short wave travel path between the impact source to 
receiver in the IE test set-up, and furthermore we consider only the initial portion of the time signal, 
around the arrival of the R-wave pulse. Since we consider only short travel paths and signal directions in 
this testing case, the dispersive (pulse shape changing) effects of guided wave formation within the 
delaminated layer will be insignificant in the R-wave pulse. Thus, normalization for varying input forcing 
function energy may be effectively achieved by using the negative peak of the R-wave when computing 
the driving point FRFs from multi-point IE tests. The effectiveness of this technique will be illustrated 
later. The time-domain history (Figure 5.4) shows that air-coupled sensors can successfully detect the 
local resonance after R-wave arrival with minimal incoherent noise content. 
 
Figure 5.4 Typical time-domain signal from IE test, showing transient R-wave pulse and subsequent 
resonant response. 
 
The source-to-sensor spacing was 25mm, which was controlled through use of the pre-placed grid (25mm 
by 25mm) marked on the sample. This relatively small source-receiver spacing was used in order to 
satisfy the underlying condition with driving point FRFs. We expect that the signal error caused by 
inherent variability in the actual source receiver spacing is negligible.  Over solid (nominally defect-free) 
regions in the slab, no significant natural frequencies, beyond the expected stretch mode around 8 kHz, 
were observed. On the other hand, results over delamination regions show multiple dominant frequencies, 
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which are associated with the flexural family of modes; however the stretch mode frequency 
corresponding to the delamination thickness was not observed even though the forcing function 
associated with the steel ball impact event should excite this mode. Most likely, the working frequency 
range of the sensor used in this study is not sufficient to detect this higher frequency response. I observed 
that the flexural mode frequencies did not change with respect to the test position, but the magnitude of 
the individual frequencies did, illustrating the sensitivity to mode shape associated with a certain 
frequency. Figures 5.5-5.7 present selected driving point FRF responses for each of the delamination 
types. Multiple dominant natural flexural frequencies are observed over the delamination defects: the 
rectangle delamination exhibits three modes which the square and circular exhibit two modes. Only the 
full thickness impact echo mode is seen over the solid portion of the slab. 
 
(a)                                      (b) 
 
(c)                                      (d) 
Figure 5.5.- Driving point frequency spectra from the rectangular delamination: (a) at delamination 
center, (b) at midpoint between center and edge, (c) at 2/3 of length between center and edge, (d) over 
solid region (no defect). The dashed lines indicate the boundary between defect and solid regions. 
Solid lines represent nodal lines at the specific natural frequency and black point indicates the 
testing location (sensor and loading points). 
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(a)                                      (b) 
 
(c) 
Figure 5.6.Driving point frequency spectra from the square delamination: (a) at delamination center, 
(b) at midpoint between center and edge, (c) over solid region (no defect).  The dashed lines indicate 
the boundary between defect and solid regions. Solid lines are the nodal lines at the specific natural 
frequency and black point indicates the testing location (sensor and loading points). 
 
(a)                                      (b) 
Figure 5.7 (cont.) 
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(c) 
Figure 5.7.Driving point frequency spectra from the circular delamination: (a) at delamination center, 
(b) at midpoint between center and edge, (c) over solid region (no defect). The dashed lines indicate 
the boundary between defect and solid regions. Solid line is the nodal line at the specific natural 
frequency and black point indicates the testing location (sensor and loading points). 
5.3.2 Mode Shapes of Delaminated Concrete Section 
The PP method was applied to obtain DPMS (multi-point IE testing) and TMS (conventional modal 
testing). At a given natural frequency, the magnitudes of the frequency spectrum across all test points are 
plotted on a contour graph to visualize the DPMS and TMS. In the contour graphs, the x and y axes 
describe the spatial coordinate of the test point and z axis represents the magnitude of the frequency 
spectrum, representing the contribution of a specific mode. The “contour” command in MATLAB was 
used to create the plots. It should be noted that all presented data represent the absolute value of 
normalized, actual modal displacement. The sign of modal displacement value (hence the direction of 
mode shape) is not needed to visualize mode shape in this study, since the purpose of studying mode 
shape is to estimate the size of delaminated area. 
 
(a)                  (b)           (c) 
Figure 5.8. Contour plot representation of spectral amplitude data for the rectangular delamination 
obtained with the conventional modal testing configuration: (a) at 1
st
 natural frequency (1375 Hz), (b) 
at 2
nd 
natural frequency (2250Hz) and (c) at 3
rd
 natural frequency (2950Hz). The dashed line 
indicates actual boundary position of delamination. The gray scale indicates spectral amplitude 
(arbitrary units). 
52 
 
Figure 5.8 shows the TMS associated with the three dominant flexural modes over the rectangular 
delamination, obtained by the conventional modal test. In the image, warm colors represent high spectral 
amplitude, and cold colors low. The artificial delamination boundaries are indicated with thick dashed 
lines. This figure clearly indicates that the areal extent of the delamination can be estimated by modal 
parameters, i.e. mode shape and corresponding natural frequency. Figure 5.9 shows analogous results for 
the square and circular shaped defects. We note that the first anti-symmetric modes in square and circular 
defects do not show expected shape, possibly because the actual constraint condition at the periphery of 
the defects is not consistent or the artificial delaminations might not be perfectly parallel to the slab 
surface. Assuming that all boundary conditions are constant along the periphery of the proposed 
delamination shapes, the mode shapes should be symmetric about the center.  
 
(a)     (b) 
 
(c)     (d) 
Figure 5.9.Contour plot representation of spectral amplitude data for the square (a) and (b) and circle 
(c) and (d)  delamination obtained using the conventional modal testing configuration: (a) at 1
st
 
natural frequency (2500 Hz), (b) at 2
nd 
natural frequency (4750Hz) and (c) at 1
st
natural frequency 
(3000Hz). (c) at 2
nd 
natural frequency (5250Hz). The dashed line indicates actual boundary position 
of delaminations. The gray scale indicates spectral amplitude (arbitrary units). 
 
 
 
53 
 
Figure 5.10 shows DPMS obtained from the raw (not normalized) multi-point IE test data over the 
rectangular delamination defect; that is, these individual data were not normalized with respect  R-wave 
pulse amplitude. Although the image in this figure does indicate the delaminated region, the mode shape 
representation is poor compared with the results of the conventional modal testing (TMS) shown in 
Figure 5.8. The main reason for this is the unknown and varying magnitude of input forcing function from 
the individual impact events. As shown in eqn (5.7), input signal values are needed to obtain the FRF, and 
our impact source (un-instrumented steel ball) cannot provide these data. Thus proper estimation of FRF 
requires that the magnitude of input forcing function be accounted for to normalize the received response.  
 
(a)                                                    (b)                                           (c) 
Figure 5.10. Contour plot representation of spectral amplitude data for the rectangular delamination 
obtained from multi-point IE test results: (a) at 1
st
 natural frequency (1375 Hz), (b) at 2
nd 
natural 
frequency (2250Hz) and (c) at 3
rd
 natural frequency (2950Hz). The dashed line indicates actual 
boundary position of delamination. The gray scale indicates spectral amplitude (arbitrary units). 
 
With conventional modal testing, an external reference sensor was used to satisfy this requirement. For 
the multi-point IE tests, the magnitude of negative R-wave peak is utilized for this purpose. The DPMSs 
after R-wave normalization are shown in Figures 5.11 and 12 for the rectangular and square and circular 
defects respectively. In addition, the quantitative improvement in the match between mode shape images 
from conventional modal and IE tests with and without normalization, respectively, was analyzed by root 
mean square error (RMSE) at each point in the image. The results are shown in Table 5.1. The modal 
shape images (Fig, 5.10 and 11) themselves and the RMSE data in Table 1 show that the modal shape 
representation of the rectangular defect is improved (RMSE is reduced) for all vibration modes when the 
normalization process is employed. The improvement in image quality is highest for the fundamental 
mode, but decreases regularly as the mode order increases.  
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(a)     (b)           (c) 
Figure 5.11. Contour plot representation of spectral amplitude data for the rectangular delamination 
obtained using the modified multi-point IE testing configuration: (a) at 1
st
 natural frequency (1375 
Hz), (b) at 2
nd 
natural frequency (2250Hz) and (c) at 3
rd
 natural frequency (2950Hz). The dashed line 
indicates actual boundary position of delamination. The gray scale indicates spectral amplitude 
( arbitrary units). 
 
 
(a)      (b) 
 
(c)      (d) 
Figure 5.12. Contour plot representation of spectral amplitude data for the square (a) and (b) and 
circle(c) and (d) delaminations obtained using modified multi-point IE testing configuration: (a) at 
1
st
 natural frequency (2500 Hz), (b) at 2
nd 
natural frequency (4750Hz) and (c) at 1
st
natural frequency 
(3000Hz). (c) at
 
2
nd 
natural frequency (5250Hz). The dashed line indicates actual boundary position 
of delamination. The gray scale indicates spectral amplitude (arbitrary units). 
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Table 5.1. The root mean squared error (RMSE) between mode shape data from conventional modal 
tests and IE tests with and without normalization, respectively. Data from the rectangular defect image 
studied here. 
 1
st
 mode 2
nd
 mode 3
rd
 mode 
With normalization 10.5% 12.4% 18.2% 
Without normalization 18.4% 16.5% 20.3% 
 
Compared to the TMSs obtained from conventional modal testing (Figures 5.8 and 5.9), the area of the 
normalized DPMS at each natural frequency are slightly smaller, but nearly equivalent. Most likely, the 
small discrepancy between TMS and DPMS representations arises from imperfect normalization offered 
by the negative R-wave peak as compared to that of the contact reference sensor. Nevertheless, the 
normalized DPMS obtained from multi-point IE test successfully identify all pertinent vibration modes of 
delaminated concrete section and are effectively equivalent to TMS from conventional modal tests.  
5.3.3 Mode Shape Overlapping Technique for Accurate Sizing of Delaminated Zone 
 
Based on the presented normalized DPMS mode shapes, a simple procedure is proposed to more 
accurately estimate the areal extent of the delamination. For this, the normalized DPMSs for a few basic 
vibration modes (for instance, the fundamental and the second flexural vibration modes) were estimated, 
and then overlapped and fused into a single image. Figure 5.13 shows the overlapped DPMS images for 
regard to the rectangular, square and circle delaminations. The final fused images describe the areal extent 
of each defect well, and furthermore do not require that the locations of defects are known in advance. 
Even so, the areal extent of the defects, especially the rectangular one, was slightly underestimated. There 
are several possible reasons for this underestimation which include (i) inconsistent boundary condition at 
edges and (ii) fabrication errors. If more DPMSs with higher order vibration modes are available for 
overlap, it is likely that the areal extent would be better predicted. However, using just two or three 
DPMSs, as done here, are enough to identify adequately and reliably the areal extent of defects in our 
tests. The results from this study demonstrate that overlapped DPMS images built up from air-coupled 
sensor data across a sufficient test grid provide practical and sensitive detection and sizing of 
delamination defects in concrete. 
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(a) 
 
(b)     (c) 
Figure 5.13. Contour plot representation of spectral amplitude data using overlapped mode shapes for 
the rectangular (a), square (b) and circle (c) delaminations. Data obtained using the modified multi-
point IE testing configuration. The dashed line indicates actual boundary position of delamination. 
The gray scale indicates spectral amplitude (arbitrary units). 
 
5.3.4 Simulation of actual boundary conditions for delaminations 
 
With regard to semi-clamped boundary condition on concrete structures, it is not easy to estimate the 
constraint condition accurately and to apply it to the modal analysis. An actual constraint condition 
between a clamped and simply supported boundary condition is hard to be estimated even by the 
approximate approach. 
In practice, experimental modal analysis and full 3-D FE IE simulation may provide dynamic 
characteristics close to actual those over concrete structures because the effect of actual boundary 
conditions and the ratio of a/h based on vibration plate theory can be considered together in these two 
approaches. In this study, 3-D FE IE simulations were executed. The overall details of 3-D FE IE 
modeling is shown in Figure 5.14. Very fine meshes (less than 5mm) were used nearby a loading point 
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and the mesh size increased up to 10mm by using graded mesh and both the artificial damping zone and 
infinite element were used for the non-reflection of waves. The delaminations were modeled by missing 
elements. As a loading factor, 60us half sine cubic function was used and displacement at a location being 
50mm far from the loading point was recorded up to 80ms as 1us time spacing for high frequency 
resolution (12.5Hz). 
 
 
 
Figure 5.14. Layout of the 3-D FE model used to simulate response from delamination defects. 
 
The results of 3-D FE IE simulation are presented in Figure 5.15 and the 1st natural frequencies over 
three types of delaminations are again confirmed to lie between simply supported and clamped boundary 
condition. Other results from classical analytical expression, FE eigenvalue analysis and air-coupled IE 
test (just one point) are also presented together in Figure 5.15. The 3-D FE IE results finally approached 
to air-couple IE test results at delamination depths. It proves that 3-D FE IE simulation has a good 
agreement with the IE experiments.  
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(a)      (b) 
 
(c) 
 
Figure 5.15. The 1st natural frequencies from FE and analytical eigenvalue computation, 3-D FE 
simulation and air-coupled IR experiment: (a) over rectangular delamination (b) over square 
delamination, (c) over circular delamination. 
 
On the other hand, there are some difference between analytical solution of thin plate theory and FE 
eigenvalue computation due to shear effects in thick plate region where the ratio of a/h is over a limit of 
thin plate. Thus, for appropriate computation of the dynamic characteristics in concrete delaminations, the 
edge constraint conditions and a/h ratio should be correctly considered. 
5.4 Discussion 
Based on the results presented in this paper, the following conclusions are drawn: 
1. Air-coupled impact resonance tests, using both modified multi-point IE test and conventional modal 
analysis test configurations, can be used to characterize delamination defects within concrete structures 
with high accuracy.  
2. Each point of IE data can be self-normalized using the R-wave characteristics in the time signal. The 
set of multi-point normalized IE data can be used to obtain spectral mode shape data that equivalent to 
those from a conventional modal test configuration. The modified multi-point IE testing configuration 
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offers significant advantages for practical implementation in the field: it enables moving forward-
scanning for damage detection using a set of excitation-sensor set and does not require that the location of 
defects be known in advance. 
3. Fused images obtained by overlapped spectral mode shape data accurately characterize the areal 
dimensions of delamination defects in concrete. This simple overlapping technique can be applied using 
data obtained using the modified multi-point IE testing configuration carried out at regular test intervals 
across the tested structure. This approach offers much promise for rapid, practical and accurate 
nondestructive characterization of concrete bridge decks.  
4. The data from air-coupled impact resonance tests correlate well with eigenvalue and 3-D FE 
simulations and classical analytical solutions. Concrete delaminations have specific boundary 
characteristics (semi-clamped boundary condition, the ratio of the areal size to the depth, damping 
coefficient) that restrict modal identification based on air-coupled IR testing techniques. The effects of 
semi-clamped boundary conditions and the ratio of a/h over vibration plate theory are indentified by 3-D 
FE IE simulations. The actual boundary condition over concrete delaminations can be simulated by 
considering the shift of nodal lines nearby edges as a type of the classical analytical expression in simply 
supported case.  
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CHAPTER 6 EFFECTIVE PRESENTATION OF AIR-COUPLED IMPACT ECHO DATA 
6.1 Introduction 
In the impact-echo (IE) method, a low frequency mechanical wave source (impact event) is applied to a 
structure, and the resulting dynamic response is monitored. The response is interpreted in the frequency 
domain in order to identify resonance frequencies; flexural and stretch modes of vibration in particular are 
studied. In most IE tests, the fundamental stretch mode is usually used to estimate slab thickness or 
identify the presence of planar flaws.  
When large structural areas or volumes are tested, typical comprehensive non-destructive investigation 
requires an enormous amount of tests. Moreover the interpretation of non-destructive test results, to draw 
an overall and effective picture about the condition of the concrete structure, is a challenging task. In 
order to simplify the interpretation, data imaging techniques have been proposed (Buyukozturk, 1998). 
Images offer useful and effective information about the size and location of internal defects. For example, 
Liu and Yiu (2002) proposed spectral B- and C-scan images to represent surface-opening and internal 
cracks, respectively by using the ultrasonic method. In regard to the application of imaging techniques 
with IE test data, Schubert et al. (2004) used spectral B-scan images to characterize the thickness of 
concrete specimens. Kohl et al. (2005) further extended the idea so that one could use impact echo data to 
construct and combine B– and C–scan images. These B- and C- scan images are primarily based on IE 
thickness stretch mode vibrations, which implies that band pass filtering for a specific frequency range 
provides information only across a finite dimension of structure. However flexural mode behavior, 
especially over regions above a delamination defect, will likely dominate the response, and thus serve to 
differentiate delaminated from solid regions. Moreover, the spectral amplitudes of flexural modes at low 
frequencies are much larger and more dominant than the stretch mode frequency. In addition, typical 
sensors with normal frequency bandwidth sensing capacity cannot sense the high frequencies 
corresponding to the thickness stretch mode of the shallow delamination element (as opposed to the 
thickness stretch mode associated with the full slab thickness). 
This chapter introduces an imaging technique that constructs image volumes of IE data collected from 
concrete structures.  
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6.2 Visualization techniques for IE data 
6.2.1 Conventional imaging techniques (A-, B- and C- scan) 
Normally A- and B- scan images are used to interpret IE data.  An A-scan is the result of a point 
measurement, where the response at a single test point is presented as a function of time or frequency. 
Figure 1 shows the time-domain responses and associated frequency spectra for IE tests over solid and 
delamination regions, respectively. The flexural modes dominate the dynamic behavior over the 
delamination region, so flexural modes should not be ignored in IE tests.  
 
 
(a)      (b) 
Figure 6.1. A-scan images of IE signal collected over solid and delamination regions; (a) time-domain 
and (b) frequency-domain. 
 
Spectral B-scan images are also used (Liu and Yiu, 2002). A B-scan image is a plot of stacked A-scan 
data collected along a testing line on the surface, where the spectral amplitude is represented by 
grey/color scale as illustrated in Figure 6.2. 
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Figure 6.2. Illustration of B-scan images of simulated IE data over solid and delamination regions. 
 
The signals are aligned to form a 2-D image with the test position as the horizontal axis and the frequency 
as the vertical axis. The contrast of the image can be adjusted by changing the upper and lower bounds of 
the color/grey scales. Spectral B-scan images can reveal information about defects under the test line, 
where dark stripes in the image indicate anomalies (see Figure 6.2). For example, the stretch mode 
prevails over solid regions while flexural modes dominate over delamination regions. The thickness of the 
solid region can be obtained by eqn. (2.2), while the modal properties over delaminations can be 
estimated using vibration plate theory. 
 
Figure 6.3. Example  C-scan image of IE data from tests on a masonry building (BAM, 2004); the dark 
and white colors represent high and low spectral amplitudes at a fixed frequency.  
 
C-scan images present spectral data at a fixed frequency, so in terms of a B-scan image it appears that a 
underlying plane parallel to the surface is imaged. C-scan images enable complex structural arrangements, 
such as inclined reinforcements or tendon ducts, to be visualized and analyzed layer by layer (Kohl, 2006). 
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6.2.2 Overlapped mode shape images 
 
The frequency response function (FRF) represents the relationship between the applied input forcing 
function and corresponding output response at a certain location in a vibrating system. In conventional 
modal testing, an experimentally obtained FRF is used to estimate vibration mode shape. The driving 
point FRFs obtained by the typical IE test configuration is defined by the square term of the mode shape. 
As discussed in Chapter 5, the FRF of IE test data that are modified by R-wave normalization can 
accurately represent mode shapes. The amplitude of a mode shape at a testing point is different mode to 
the mode, so overlapped images of various mode shapes can cover the whole area over a delamination out 
to the defect edge. Thus, the overlapped mode shape imaging can be useful to identify delaminated areas 
with IE test data. The first several orders of flexural mode vibration are enough to characterize the 
delamination area; an example image is shown in Figure 5.13. The results show that overlapped mode 
shapes cover most of the actual boundary of the delaminations if a sufficiently fine test grid is set-up over 
the specimen. 
6.2.3 Peak frequency mapping 
A peak frequency map is an efficient way to analyze to an abundance of IE data simply. Only one peak 
frequency value (with maximum spectral amplitude) is plotted at each test point. The peak frequency can 
be a dominant natural flexural mode over a delamination, or a stretch mode. The large amplitudes 
associated with the flexural modes over a shallow delamination are clearly differentiated from other solid 
regions. Zhu and Popovics (2007) successfully identified the area of shallow delaminations by using a 
peak frequency map with IE data.  Peak frequency maps of IE data collected over three types of 
delaminations, which are identical to those in Figure 5.3, are illustrated in Figure 6.4. The apparent areal 
sizes of the delaminations estimated by the peak frequency image are smaller than the actual sizes. Also, 
the boundary of the delaminations may exhibit noise and variability in those images, as seen in Fig. 6.4 
(a). One reason for this loses dominance as compared to the stretch mode. However, this imaging 
technique is simple and straightforward and provides effective identification of the presence of 
delamination defects. 
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Figure 6.4.Peak frequency images of IE data collected over three types of delamination; (a) rectangle, 
(b) square and (c) circle. The grey scale in the image indicates frequency in units of Hz. The dashed 
lines indicate the boundary of the defects. 
6.3 4-D imaging 
6.3.1 Basis (Principle) 
A full volume imaging technique can provide more effective information about the presence and character 
of internal defects, as compared to methods that provide only a single “slice” of image such as B-scan and 
C-scan images. Such a “4-D” image (three spatial dimension plus frequency) spectrum proposed here 
uses a data volume comprised of a series of spectral A-scan data collected and across a test area up to 
some defined limit frequency. In other words, the 4-D data array represents a set frequency signals 
coordinated by areal position (x and y axis) of the test point and frequency aligned vertically along the z 
axis. The spectral amplitude is shown by grey/color scale.  The concept is illustrated in Figure 6.5.  
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(a)       (b) 
Figure 6.5. Illustration of basic principles of 4-D spectrum technique: (a) color/grey scale and position 
mapping within image volume and (b) layout of image planes within image volume. 
 
The 4-D data volume contains A-, B- and C- scan information, obtained by presenting data along a given 
plane slice through the data volume.  
 
6.3.2 Process of the imaging programs  
The construction of the 4-D data volume can be carried out using the MATLAB platform. In that platform, 
the “slice plot” command constructs the data volume by assembling orthogonal slice planes of data 
through the assembled data volume. Thus V is an m × n × p volume array containing data at the default 
location, where m,n and p are the number of data in x,y and z directions, respectively. The space between 
two data points is interpolated by internal linear or quadratic regression routines provided in MATLAB. 
As an example, “splice plot” was applied to implement an IE 4-D data volume over a rectangular 
delamination and its peripheral region; this result is shown in Figure 6.6. 
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(a)      (b) 
Figure 6.6. Plots of experimentally obtained spectral amplitude IE data collected over the rectangular 
delamination: (a) 4-D image volume over all test points (up to 10 kHz), (b) 4-D image volume only 
over delamination region and up to 4 kHz. , The red dotted line indicates actual boundary position of 
delamination. High spectral amplitude indicated by warm colors. 
 
Modal resonances are indicated by horizontal stripes of high spectral amplitude. In the image, warm 
colors represent high spectral amplitude and cold colors low amplitude. Figure 6.6 (a) shows one notable 
stripe corresponding to the stretch mode frequency at approximately 8 kHz in the peripheral region 
around the delamination. However if we look at a smaller subset of that same volume shown in Figure 
6.6(b), we can see three dominant stripes, which represent the first three flexural modes that are clearly 
identified over the delamination region.  
Even though Figure 6.6 (a) includes all IE data over delamination and peripheral region, the internal 
vibration character (Fig. 6.6(b)) is hidden because of the opaque nature of the outer data set. In other 
words, the display region of the 4-D plots is limited to the outer surface of the data volume and we cannot 
see inside that outer boundary, even though useful information is contained within.  However, spectral 
features in the interior of the data volume can be selectively revealed by associating image transparency 
to spectral amplitude. This is achieved using a transparency function (“alpha”) in MATLAB. The 
transparency function controls the relation between spectral amplitude and image transparency. Therefore, 
dominant frequency components become opaque and thus can be seen through transparent volumes of 
low spectral amplitude data. 
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Figure 6.7. The definitions of the image transparency control parameters. 
 
As illustrated in Figure 6.7, the relation between spectral amplitude and transparency are controlled using 
several image control parameters. Within some frequency range, usually between zero Hz (DC) and some 
upper cut-off frequency value, unwanted portions of the data volume are hidden (made transparent) by 
setting the image threshold point, such that data with amplitudes below this threshold point are 
completely transparent. The transparency level of spectral amplitudes above the threshold is managed to 
using the slope parameter. This control is an effective and efficient way to control the appearance of the 
data volume. The cut-off frequency value also needs to be controlled to screen out uninterested 
frequencies, such that the dynamic behavior of the delamination only is monitored. This is achieved by 
setting the cut-off frequency value at a frequency above which flexural resonances from delamination are 
not expected. 
For example, the multiple flexural frequencies and stretch mode frequency are all revealed in one single 
image when transparency control is used. The data in Figure 6.6 are represented using transparency 
control, shown in Figure 6.8 As before, the spectral amplitude of the data is indicated by color; but now 
the transparency is also a function of spectral amplitude. High amplitude signals are represented by 
opaque “warm” colors, medium amplitude signals are represented by semi-transparent “cold” colors, and 
low amplitude signals are transparent. Thus, the control in transparency makes it possible to clarify the 
dominant frequencies and thus to distinguish the delamination region from solid region without removing 
any data from the volume.  
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(a)      (b) 
Figure 6.8. 4-D plots with controlled transparency (“cloud plots”) over the rectangular delamination: 
(a) isometric view, (b) X-Z view. 
 
In the 4-D image, data with high spectral amplitude appear as clouds floating in a sky of data volume; 
thus this presentation is sometimes referred as a “cloud plot”. In that plot, two noticeable horizontal 
“cloud” stripes occur at 1375 and 2950Hz; these correspond to 1st and 3rd flexural mode, respectively. The 
weaker cloud stripe at 2250Hzthe is associated with the 2
nd
 flexural mode.   Full control of image 
transparency is critical for creation of an effective image.  
 
 
 
Figure 6.9. Example user interface (computer screenshot) of the AutoNDE imaging platform 
developed by SIEMENS. 
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One disadvantage of the “slice plot” command in MATLAB is its computational inefficiency, caused by 
the large number of data planes needed to display all the data consume; this consumes considerable 
memory and computation effort. Therefore, it becomes difficult to manage the 4-D plot when the number 
of data increases. Moreover, the internal data interpolating algorithms cause minor spatial distortion of the 
image, which leads to an offset of indications. In order to solve these problems, the “AutoNDE” imaging 
software program, developed by the SIEMENS Corporation, was employed. The software was obtained 
through a cooperative agreement between Siemens and the University of Illinois. Figure 6.9 shows the 
user interface of AutoNDE, showing four separate windows corresponding to X-Z, Y-Z, and X-Y slice 
planes and also the full 4-D data volume of an IE data set. AutoNDE utilizes transparency control and a 
color/gray scale. The program is based on the Multi-Planar Rendering (MPR) technique, which is a 
standard visualization mode in the medical imaging field. It is computationally efficient because the 
rendering module in AutoNDE uses graphics processing unit (GPU) to accelerate rendering speed, 
enabling efficient data volume manipulation without the offset and distortion problems encountered with 
MATLAB.  AutoNDE was used in the remainder of this work, to evaluate the utility the 4-D spectrum 
approach to present IE data. The performance of 4-D spectrum approach using AutoNDE is evaluated in a 
practical manner using a set of IE data collected from different types of concrete samples. 
 
6.3.3 Optimization of image parameters  
 
The image parameters associated with 4-D image presentation must be optimized to provide accurate and 
unambiguous identification of defect regions within the image volume.   However, the optimal values of 
these parameters vary considerably, depending on the nature of the base data set within the volume. The 
values of the image control parameters are not simple to determine because various factors are considered 
at the same time. In this section, a rule-based optimization process to determine image parameter values is 
introduced. The rule-based criteria for setting parameters was determined based on IE data set collected 
from a set of test slabs, shown in Figures 6.10, 6.11 and 6.12. The slabs contain delamination defects with 
varying shape areal size and depth.  The artificial delaminations are simulated using double-layered thin 
polymer sheets or pieces of soft form. Thus, the delamination defects represent fully separated sections.  
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(a)      (b) 
Figure 6.10. The 2.0m×1.5m simulated slab specimen; (a) before the cast showing defect type and 
location and (b) plan view drawing. 
 
    
(a)      (b) 
 
(c) 
Figure 6.11. The 6.0m × 3.3m concrete pavement specimen; (a) before the cast showing defect 
positions, (b) immediately after the casting, and (c) plan view drawing. 
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Figure 6.12.  The 6.0m×2.5m bridge deck specimen; (a) plan view showing defect placement and (b) 
cross sectional view. 
 
A consistent IE testing configuration was applied to all three test specimens, although that the test point 
grid spacings differed. The test grid spacings are 10cm × 10cm, 20cm × 28cm, and 30cm × 30cm for the 
2.0m×1.5m concrete slab, the 6.0m x 3.3m concrete pavement and the 6.0m × 2.5m bridge deck, 
respectively. The frequency and spectral amplitude from the maximum from each IE signal obtained from 
all three specimens are presented in Figure 6.13. The data collected over a delamination are represented as 
a red star and those over a solid region by a black circle; the amplitudes of all the data are normalized the 
maximum value in the each case. The cut-off frequency value is determined by the range over which 
delaminations are observed, e.g. the horizontal range of the star shapes of points. This value cannot be 
evaluated from a data set if the positions, size and types of defects are not known in advance. However, in 
general we can expect that for most near-surface delamination defects, a reasonable cut-off frequency 
value will be 6 kHz, based on the plate vibration theory for delaminations with a typical range of areal 
dimension (0~2000mm) and depth (0~100mm).     
The lower horizontal line represents the transparent threshold point (below which all data are fully 
transparent) and the upper line the opaque threshold (above which all data are fully opaque). The opaque 
threshold is determined by the set values of transparent threshold and slope indices. The transparency 
 GL
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level is linearly modified with respect to spectral amplitude between the transparent and opaque threshold 
lines.  
 
Figure 6.13. Normalized spectral amplitudes of all points within 4-D image volumes collected from 
different test sites: (a) the 2.0m×1.5m simulated slab, (b) the 6m × 3.3m concrete pavement, and (c) 
the 6.0 ×2.5m concrete bridge deck. The lower and horizontal lines indicate the fully transparent and 
fully opaque threshold points, respectively.  Red star and black circle points indicate the data 
measured over the delamination and solid region, respectively. 
 
As seen in Figure 6.13, high spectral amplitudes at low frequency range dominate when IE tests are 
carried out over the delaminations, although the spectral amplitude of the flexural frequency depends on 
the relative positions of impactor, sensor and the defect. The spectral frequency range for data collected 
over  delaminations extends  up to 5 or 6 kHz, so these serve as appropriate frequency cut-off values. 
However optimal values of the other image control parameters need to be determined in a practical 
fashion, since these influence the character of the image.  The transparency threshold point should be 
positioned at a spectral amplitude value that represents the lowest peak amplitude in the measured set. 
The opaque threshold point should be set at some spectral amplitude value between the transparency 
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index and the highest peak amplitude in the measured set.  
Based on the collected set of IE results, the following recommendations for the optimization for the image 
parameters are proposed:   
• Unless additional information about defect size and depth are known in advance, the cut-off frequency 
should be set to 5 or 6 kHz.  
• The transparent threshold point should be set to the lowest value of spectral amplitude among all the 
normalized peak frequencies among the data set. In other words, the value is defined by the lowest 
maximum spectral in a given spectrum, among all the spectra considered.  
• The opaque threshold is defined at a fixed amount above the transparency threshold point; the fixed 
increase amount is defined as 25% of the height of the region between the transparent threshold and the 
maximum amplitude.  
These represent practical consistent rule-based criteria that are based only on the data within the sample 
set itself, thus no a priori information about the defects in the concrete sample need to be known.   
6.3.4 Illustration of application using test data  
The 4-D plotting scheme is now applied to IE data sets, using the image parameter optimization 
procedure described in section 6.5.3 as implemented by the Siemans program AutoNDE. In this effort the 
effectiveness of such generated 4-D plots is compared with two other established imaging techniques: 
overlapped mode shape plots and peak frequency plots. The images are evaluated with respect to ability 
to characterize the presence and extent of delamination defects. IE data were collected from three types of 
defects in the laboratory slab sample shown in Fig. 6.10. Optimal image control parameters, following the 
procedure described above, were set based on the collective data set from for all three defect types, and 
the cut-off frequency value was 5 kHz. These 4-D image plots are presented in Figure 6.14. In those 4-D 
images, the full spectral data volume is viewed from the top perspective, meaning that all spectral 
response data across the frequency range (between zero Hz and the cutoff frequency value of 5 kHz) are  
compressed into a single stacked frequency plane. The indications in these 4-D plots well represent the 
actual extent of delaminated region with little extraneous noise and false indications, resulting in an image 
that is easy to interpret. Direct comparison of the various imaging procedures (optimized 4-D plot, peak 
frequency map, and the overlapped mode shape plot) for each defect is provided in Figs. 6.15, to 6.17, 
respectively. Note that the images from all of these figures are built up from the same consistent data set.    
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Figure 6.14 4-D plots with optimized transparency control parameters for IE data collected over three 
defects; (a) rectangle, (b) square and (c) circle. 
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Figure 6.15 Comparison of peak frequency map (a), overlapped mode shapes where the gray scale 
indicates spectral amplitude (arbitrary units) (b), and the optimized 4-D image (c) over the 
rectangular delamination. 
 
 
Figure 6.16 Comparison of peak frequency map (a), overlapped mode shapes where the gray scale 
indicates spectral amplitude (arbitrary units) (b), and the optimized 4-D image (c) over the square 
delamination. 
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Figure 6.17 Comparison of peak frequency map (a), overlapped mode shapes where the gray scale 
indicates spectral amplitude (arbitrary units) (b), and the optimized 4-D image (c) over the square 
delamination. 
 
The image comparison shows that all methods quite clearly identify the presence of the delamination. 
However the stacked mode shape plot and optimized 4-D plot provide more unambiguous and more 
accurate definition of  the extent of the defects. But it should be recognized that each method has 
advantages and disadvantages. Based on my experience with imaging methods deployed in this study, a 
general performance comparison of the imaging methods are shown in Table 6.1.   
 
Table 6.1 Comparison of characteristics of peak frequency map, overlapped mode shapes, and 4-D 
images 
 Peak frequency map Overlapped mode shapes 4-D plot 
Advantage • Simple and fast analysis 
• The dominant natural 
frequencies are used for the 
defect characterization 
• The image indications 
characterize the defect extent 
well 
• All vibration modes within 
cut-off are considered and 
need not be known or defined 
in advance 
•The image indications 
characterize the defect extent 
very well (best performance) 
Disadvantage 
• Results are noisy and less 
consistent nearby defect 
boundaries 
• Image under-estimates  
defect extent 
• Natural frequencies of 
vibration should be known in 
advance. 
• Imaging procedure is more 
complicated than that for peak 
frequency plot 
 
• Imaging procedure is most 
complicated of the methods 
• More computational effort 
and capability required to 
make image 
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Further evaluation of the effectiveness of the optimized 4-D plot procedure is provided for data collected 
from three delaminated concrete test samples shown in Figures 6.10 to 6.12.. The resulting optimized 4-D 
plots are shown in Figs 6.18 to 6.20. The optimal image parameters were set for each sample type based 
on the rule-based procedure described in section 6.3.3. The cut-off frequency value was set to 6 kHz. As 
shown in the results, the optimized 4-D plots accurately and unambiguously define the near-surface 
delamination defects with the full sample. However, some of the smaller or deeper delamination and 
defect regions are not detected.  Although this problem may be due to in part to defect fabrication errors 
within each slab, two important causes are low cut-off frequency value and large spatial resolution of the 
test point grid. If the test point spatial resolutions is insufficiently large, defects with that areal size or 
smaller will likely not be adequately detected, regardless of other performance parameters; this is seen in 
the image shown in Fig 6.18. Finer spatial testing resolution (that is, smaller distance between successive 
test points) is needed to overcome this problem to provide accurate estimation of delamination regions 
extent. On the other hand, if the cut-off frequency value is too low, natural vibrations from smaller or 
deeper defects will be missed, since their frequencies are too high (above the cut-off value). This problem 
is seen in the plots in Figs. 6.18 and 6.20. In general a reasonable cut-off frequency value will be 6 kHz, 
based on the plate vibration theory for delaminations with a typical range of areal dimension (0~2000mm) 
and depth (0~100mm). If defects with smaller areal extent or larger depth are expected and need to be 
detected, the cut-off frequency should be increased accordingly. 
 
Figure 6.18. 4-D plot with optimized transparency control parameters for IE data collected from the 
2m ×1.5 m slab. Spectral data are shown up to 6 kHz. Location of near-surface (60mm depth) defects 
indicated by pink lines and deep defects (200mm depth) by blue lines. 
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Figure 6.19. 4-D plot with optimized transparency control parameters for IE data collected from the 
6.0 × 3.3m concrete pavement. Spectral data are shown up to 6 kHz. Location of defects indicated by 
pink lines. 
 
Figure 6.20. 4-D plot with optimized transparency control parameters for IE data collected from the 
6.0 × 2.5m bridge deck slab. Spectral data are shown up to 6 kHz. Location of shallow (60mm depth) 
defects by pink lines and deep (150mm depth) defect indicated by blue lines. 
 
Real world application of air-coupled IE testing with optimized 4-D plots was carried on an active bridge 
deck that contains actual delamination defects. The locations of the defects were not known prior to 
testing. The IE tests were carried out on south-bound US route 15, which passes over Interstate 66 near 
Gainesville, VA. This bridge deck was made available as a part of the SHRP II-funded research project to 
compare NDT technologies for concrete bridge deck deterioration detection. Our research team was 
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invited to apply the air-coupled IE test at this test site. The IE tests were carried out on one lane of the 
bridge during full operation of Interstate 66, which passes underneath the bridge and with the remaining 
lanes of US 15 open to traffic. An aerial view of the bridge deck is shown in Fig. 6.21. After the tests and 
imaging were carried out, I was provided with results of core samples drawn from the bridge deck at a 
few locations; these data were provided by the SHRP II organizing team, who also selected the core 
locations. The bridge consisted of a concrete deck on supporting steel girders which are spaced 7.2 ft 
(2.16m) apart, with the centerline of the first girder on the right side 1 ft from the edge of the parapet. The 
thickness of the bridge deck is 8.5 inches (21.6cm). The top steel reinforcing bars in the deck are arrayed 
in transverse direction with 2.4 inch (60mm) cover depth. The tested area is set up on the concrete deck, 
and its size is 84 ft (length) × 12 ft (width) (25.2 × 3.6 m
2
 ). A common grid point system was marked on 
the bridge deck at 2×2 ft (0.61 × 0.61m) spacing. 
 
Figure 6.21. Aerial photo of the tested bridge deck slab. 
The optimized 4-D plot of all IE data is shown in Figure 6.22.  As before, the top perspective (compressed 
frequency planes) of the 4-D plot is shown. The image provides several indications that are interpreted to 
be associated with near-surface delaminations within the deck; in other words opaque “cloud” patches 
appear above the expected delaminated regions.  The interpretation of this x-y view plot data is straight-
forward and unambiguous. When comparing the image indications with the core data, the 4-D plot 
accurately identified the delaminated regions: all “solid” cores are located in regions without “cloud” 
indications and all delaminated cores from regions with ‘cloud” indications. Photographs of the cores are 
provided in Figure 6.23. Although more conclusive findings about accuracy cannot be drawn because of 
the limited extent of core data, I propose that the image is likely able to distinguish between “initial or 
mild” (tight delamination opening size), and “progressed” (wider or enhanced delamination opening size) 
80 
 
stages of delamination by interpreting spectral amplitude and frequency content. 
 
Figure 6.22. 4-D plot with optimized transparency control parameters for IE data collected from the 
bridge deck. Spectral data are shown up to 6 kHz ; the closed and open circles indicate the location 
of solid and delaminated cores, respectively. 
 
X8-Y2 X42-Y2 X43-Y2 X6-Y4 
    
X16-Y2 X11-Y6 X20-Y6 X42-Y5 
    
 
Figure 6.23. Photos of the eight drilled core samples. Core samples X43-Y2, X16-Y2 and X11-Y6 
contain horizontal delamination at the depth of the top bar. 
 
6.4 Discussion and Conclusions 
In this chapter, various imaging techniques, such as A-, B-, and C- scans, peak frequency plots, and 
overlapped mode shape plots are introduced and evaluated. The 4-D plot concept, which constructs 
transparency-controlled stacked frequency (amplitude) spectra across the surface of concrete structure 
was then introduced. This 4-D plot includes all spectral amplitudes over some frequency range that is 
defined by the size and depth of the defects considered. The 4-D plot configuration is made effective by 
associating image transparency and color with spectral amplitude, thus allowing visualization of the full 
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data volume set. Although the 4-D plot can be viewed from different perspectives, the top perspective 
(plan view of sample will all frequencies compressed into one plane) is most effective for  locating and 
sizing delamination defects, where the extent of delamination defects is indicated by the appearance of 
cloud-like indications. A set of criteria, based on the IE data set itself, were proposed to define the 
optimal image control parameters of the 4-D plot.   
The following conclusions are drawn:   
 The optimized 4-D plot provides unambiguous presentation of IE data that accurately define the 
extent of near-surface delamination in concrete slabs, assuming that spatial test point resolution 
and cut-off frequency are appropriately defined. The approach provides good results even in real 
world applications where ambient noise levels are high and delamination defects have varying 
shape, edge conditions, depth and interface conditions.  
 The optimized image control parameter selection process provides effective results, based only on 
the data set itself. Thus a significant benefit of this approach is that the plot includes all spectral 
information across a pre-defined frequency range, and the image parameters are defined by the 
data set itself. This means that the user does not need to know in advance the location, size, depth 
or specific frequencies associated with delamination vibration in order to apply the method to 
obtain accurate and reliable results. 
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CHAPTER 7 IMPROVED SIMULATION OF VIBRATION BEHAVIOR OF DELAMINATION 
DEFECTS IN CONCRETE 
 
The dynamic response over a concrete delamination can be simulated as semi-clamped thin or thick plate, 
which lies somewhere between the simply supported and fully clamped boundary cases. Still in many 
engineering situations it is difficult to estimate the natural frequencies of vibration because of analytical 
and practical limitations. In this study, the modified edge effect concept, which is deduced and developed 
from Bolotin's asymptotic approach (Bolotin, 1960 and 1961), will be introduced to solve the vibration 
characteristics of semi-clamped plates, which serve to simulate delamination defects. The important 
property of this asymptotic approach is that the mode shape expressions are independent of the actual 
boundary conditions. In the case of thick plates, the classical thin plate theory tends to overestimate the 
vibration frequencies, especially for higher modes of vibration. This overestimation is due to the fact that 
the thin plate theory neglects the effects of transverse shear deformation and rotary inertia in the plate 
(Mindlin, 1951). To overcome these problems, one should consider the effects of shear-deformation for 
analysis of thick plates. A practical formula considering these effects on the natural frequencies of 
rectangular delaminations is proposed here. This expression is useful to predict the vibration frequencies 
of plates with any arbitrary aspect ratio and side to thickness ratio, vibrating in any mode, in 
characterizing the dynamic behavior over delaminations in concrete structures. 
In a separate effort, an extensive parametric numerical study using FE analysis was performed to 
understand and help interpret practical considerations in the IE test for the detection of delaminated zones,. 
Various 2-D axi-symmetric FE models of sound and delaminated regions, with different impact and 
sensing positions and delamination positions were analyzed. Details of the finite element models used in 
this study can be found in Chapter 4. The following two topics were investigated: 
 
(1) The effects of the side to thickness ratio (a/h) on flexural and stretch modes 
(2) The relationship of the relative positions of ex citation and sensing points with regard to the position 
of the delamination defect.  
 
The effects of these on the IE frequency spectrum were investigated in order to gain improved 
understanding of the complicated vibrational behavior of these structures and to help establish  some 
ground rules for improved defect characterization with IE. Limitations and problems in the application of 
the IE test are also pointed out here. 
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7.1 Semi-analytical approach based on edge effects 
Mitchell and Hazell (1986, 1987) found that the mode shapes in clamped rectangular plates exhibit nodal 
lines that are parallel to the boundaries. Thus these mode shapes can be expressed in terms of the solution 
for the plate with simply supported boundary conditions. They showed that various mode shapes of a 
clamped plate are well described by simple sinusoids, except in regions very close to the clamped 
boundary. Figure 7.1 shows the mode shape for a 3-3 ordered transverse mode in a rectangular plate 
computed by FE Eigenmode analysis. The mode shapes are compared to a sine curve to illustrate the edge 
effect near the boundary. 
 
Figure.7.1. The mode shape and nodal lines (white dashed lines) of 3-3 flexural mode in a clamped 
rectangular plate, where warm colors indicate large motion. The inset figures show the actual mode 
shape (point-solid line) obtained in two directions across the central portion of the plate and a perfect 
sinusoid (fine dashed line) overlapped for comparison. Results are obtained by FE eigenvalue 
analysis. 
 
The nodal lines of the mode shape define sub-regions on the plate as shown in Figure. 7.1. In the case of 
higher order modes, some of the sub-regions are entirely bounded by nodal lines, and these sub-regions 
vibrate as a simply supported plate of that size (Leissa, 1973). Thus, the vibration frequency of a clamped 
plate can be approximated by applying the classical solution for a simply supported plate that is fully 
bounded by the nodal lines, such that 
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where ‘a’ and ‘b’ are the dimensions of the largest rectangular area bounded by nodal lines closest to the 
boundaries, and m' and n' are integers that define the number of half waves between the nodal lines, 
indicating the mode order in that direction. 
To better approximate the mode shapes of clamped plates, Mitchell and Hazell (1987) defined edge effect 
factors ∆m and ∆n, associated with mode numbers m and n respectively, using the half-wavelengths λa and 
λb at the center of each direction (shown in Figure. 7.1) with respect to the side lengths a and b, 
respectively  
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The m'/ a' and n'/b' terms in equation (7.1) can be replaced by the equivalent expressions in terms of the 
edge effect factors, giving 
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Mitchell and Hazell suggested expressions for the edge effect factors as a function of dimensionless 
modal parameter (na/mb and mb/na) for the case of the clamped thin plate  
2 1 2 1(( / ) ) , (( / ) ) , 2m nna mb c mb na c c
       
    (7.4) 
where 1/c is the upper limit of the edge effect factor, which depends on the boundary condition. In this 
work we assume the analytically deduced upper limit (1/c=0.5) for the clamped boundary condition. 
7.2 Determining the Edge Effect Factors 
In this study, I simulate the region above delaminations as normal strength concrete (compressive strength 
= 30~50 MPa) in the form of a rectangular plate with semi-clamped boundary conditions, which lies 
between fixed and simply supported cases. Further I anticipate that the nature of this semi-clamped 
boundary condition varies on the basis of the a/h ratio of the plate. Thus one fixed model will not be 
suitable for all cases of interest. In order to better understand the effects of varying boundary condition I 
carried out dynamic experiments and 3-D Finite element (FE) analysis. 
7.2.1 Experimental tests and numerical simulation 
To compute natural frequencies and mode shapes, which are necessary for the calculation of the edge 
effect factors, experimental modal tests were carried out on a test sample.  
85 
 
Experimental modal analysis (EMA) tests were performed on concrete slabs that contained artificial 
delamination defects with varying depth and areal sizes. The delaminations are simulated by embedding a 
double-layer of 0.5mm polymer sheeting at a fixed position within the concrete. The simulated defects 
were placed within the sample slab mold and the concrete then cast over them.  
A wire mounted metal ball hammer was used to generate impact events, and an air-coupled sensor was 
used to detect the resulting dynamic motion from a moving platform. A surface-mounted accelerometer 
served as the reference sensor, which is needed in the roving hammer configuration; the sensor is 
illustrated in Figure 5.2 (a). The air-coupled sensor measures out-of-plane dynamic response over 
concrete delaminations using the roving hammer test configuration. By means of a fast Fourier transform 
(FFT) algorithm the obtained time domain signals (each signal has 8000 points sampled at 1 MHz) were 
converted to the frequency domain. Natural frequencies and mode shapes were identified in the spectral 
data, which present the mean amplitudes of the frequency response function (FRF) normalized by the 
responses measured by the reference sensor. 
A 3-D FE analysis was carried out to supplement and compliment the experimental results. The 3-D FE 
model considers both actual boundary conditions and geometric effects. The FE model is comprised of a 
graded mesh starting at 2mm at the loading point and extending to 10mm at outer region; the mesh was 
developed using the commercially available computer program Abaqus/Explicit 3-D. A slab was 
simulated using 8 node 3-D linear elements: the C3D8 elements in ABAQUS notation. The delamination 
defects within the slab were simulated by missing elements. A 60µs duration half sine cubic function was 
used as a forcing function to simulate the ball impact, and velocities along a line on the top surface of the 
sample were monitored. Signal response data were generated up to 8ms at a 1µs time spacing, which 
gives 125 Hz frequency resolution. 
 
Figure 7.2. Comparison of an experimental vibration test result (grey dashed line) and associated 3-D 
FE simulation (black solid line) for a 0.3×0.3m delamination with 60mm depth; left: time-domain 
and right: frequency-domain. 
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The experimental and FE simulated dynamic responses, which represent out-of-plane velocity response, 
are shown in Figure 7.2  for the case of material above a square delamination with 0.3m (W) × 0.3m (L) × 
60mm (depth) size. In both cases, the transient point loading (simulated impact event) is applied in the 
center of the delamination. There is some difference in the time domain signals between the experimental 
result and the FE simulation. Differences in the time domain signals are expected for two reasons: 
material damping was not introduced in the 3-D FE model, and the forcing function in the experiment 
does not match exactly the one in the FE simulation. Nonetheless, excellent agreement of the fundamental 
flexural frequency is seen in the spectral signals. To further examine the differences in the data sets, mode 
shapes are compared for the rectangular and square plate cases as shown in Figures 7.3 and 7.4. In these 
plots the complex magnitude of the FRF (mode shape) are shown, since the real or imaginary values in 
experiments individually do not provide complete information about the mode shapes (Peters and 
Mergeay, 1976). It should be noted that the experimental data do not show theoretically expected shape, 
possibly because the actual boundary condition at the periphery of the defects is not consistent, or the 
artificial delaminations might not be perfectly parallel to the slab surface.  
 
(a)                                                 (b)                                                (c) 
 
Figure. 7.3. Comparison of normalized mode shapes, expressed as absolute value, for the rectangular 
delamination case (400×600×60mm) obtained by experiment (points) and 3-D FE simulation (solid 
lines); (a) first mode, (b)second mode and (c) third mode. 
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(a)                                                           (b) 
Figure.7.4. Comparison of normalized mode shapes, expressed as absolute value, for the square 
delamination case (300×300×60mm) obtained by experiment (points) and 3-D FE simulation (solid 
lines); (a) first mode and (b) second mode. 
 
Additional modal vibration tests were performed to verify the 3-D FE simulation. Figure 7.5 shows the 
comparison of natural frequencies over delaminations for various areal size and depth. Regardless of 
mode number, the natural frequencies from 3-D FE simulation and experiment show good agreement over 
the entire frequency range. Based on the good agreement in time domain, frequency domain and mode 
shape data domains, we conclude that our 3-D FE model is accurate and an appropriate simulation of the 
dynamic behavior of the material over a delamination defect in a solid (concrete). 
 
Figure. 7.5. The relationship between natural frequencies from experimental modal analysis and 3-D 
FE results. The solid line indicates the line of equality. 
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7.2.2 The effects of a/h and higher modes 
We aim to determine the edge effect values ∆m and ∆n for material above delamination defects in normal 
strength concrete considering a reasonable range of defect areal size and depth; again we simulate the 
material as a semi-clamped rectangular plate with varying a/h. In order to do that, other factors which can 
affect the edge effect factors must be identified. We use equation (7.4) as a basis for this study. The value 
a/h = 80 has traditionally served as a boundary between thin plate and membrane vibration behavior cases 
(Ventsel and Krauthammer, 2001); in both cases shear deformation and rotary inertia theory are not 
considered. But to be more accurate, shear deformation and rotary inertia should be considered. As a/h 
decreases below 80 the change in shear strain within a cross section becomes significant, even though 
shears are normally neglected within the typical  thin plate regime ( 20 <a/h< 80). Especially as a/h < 10 
(Spilker, 1982), shear strains should not be disregarded, that is 
0, 0xz yz        (7.5) 
where γxz and γyz are shear strain with regard to the x-z and y-z axes respectively. 
 
Figure. 7.6. Edge effect factor (Δm and Δn) vs. modal parameters mb/na or na/mb at m,n=1. The points 
are the edge effect factors computed from the 3-D FE analysis and the dashed line the regression 
curve obtained from the same type of equation as Eqn. (7.4) , but where the upper limit (1/c) is set to 
1/2.09 = 0.47. 
The predicted edge effect factors for the fundamental flexural mode at a/h = 80 are estimated using the 3-
D FE analysis results and plotted versus modal parameter (mb/na or na/mb) in Figure. 7.6. The edge 
effect factors were estimated by overlapping a pure sinusoidal curve with the mode shape obtained from 
3-D FE analysis; any difference in position between the end of the mode shape and the overlapped 
sinusoid defines the edge effect distance. The upper limit of the edge effect curve can be deduced from 
the result and determined to be c=2.09, which implies an upper limit of 1/2.09 = 0.478. As expected, the 
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boundary condition over very shallow delamination (a/h=80) is very close to that for the fully clamped 
case (c=2, 1/c =0.5).  
The good agreement between the edge effect curve and FE analysis data demonstrates that equation (7.4) 
accurately estimates the fundamental flexural mode frequency for the thin plate (a/h =80) case.  
Mitchell and Hazell (1987) experimentally showed that the edge effect factor in a clamped plate 
significantly changes for higher order modes. Thus, in order to accurately obtain natural frequencies by 
Bolotin's asymptotic approach, the edge effect factor for thick plates and for higher mode order should be 
computed. The influence of edge effect values for higher vibration modes and varying a/h are illustrated 
in Figure 7.7 using modes shapes computed by FE simulation.  
 
(a) 
 
(b)       (c) 
Figure. 7.7. Predicted mode shapes depending on mode order number and a/h: (a) mode shapes at 
a/h=80; (b) the fundamental mode shapes for varying a/h; and (c) mode shapes at a/h=10. 
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The mode shapes are plotted with respect to normalized plate length; again, the edge effect factors are 
computed by overlapping a sinusoidal curve with the mode amplitude obtained from FE analysis, where 
the edge effect factors are defined at the length boundaries (0 and 1). Thus we deduce a “positive” edge 
effect value as the distance between the plate edge and the point at which the amplitude of overlapped 
sinusoidal curve reaches zero. Mode shapes for the case of a/h=80 (boundary between membrane and thin 
plate behaviors) are shown in Figure, 7.7 a. The edge effect decreases as the mode number increases, but 
the amount of change is small and all edge effect values are positive. However, as a/h decreases (that is 
the plate thickens for a constant areal dimension), the amount that the edge effect values change 
substantially; this is illustrated in Figure 7.7 b. The slope of the mode shape decreases and the edge effect 
decreases, eventually having a negative number as a/h increases beyond 10. The negative value of edge 
effect indicates that the mode shape appears to extend beyond the plate length. Edge effect values show 
much broader variation for thicker plates(a/h=10) across the mode numbers, as shown in Figure. 7.7 c. All 
of the edge effect results across varying mode number and a/h value are collected and shown in Figure. 
7.8. 
 
(a)      (b) 
Figure. 7.8. Edge effect as a function of (a) mode number (m or n) for varying a/h and (b) a/h for 
varying mode number. 
 
For a square plate (m = n), it is possible to solve inversely for the edge effect factor directly from natural 
frequencies. The edge effect factors determined by inverse calculation showed good agreement with those 
obtained directly from the mode shapes (results are not shown here.) This finding confirms that the edge 
effect factors calculated from the mode shapes are accurate.  
For rectangular plates, the edge effect factor can still be estimated by modifying the original expression 
for edge effect factors, shown in equation (7.4), to account for the effects of both a/h and mode number. 
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Here we employ a correction function, f (a/h), that considers the effect of varying edge effect factor for 
changing a/h at each mode number (m and n)  
2 1 2 1(( / ) 2.09) ( / ), (( / ) 2.09) ( / ).m m n nna mb f a h mb na f a h
        
    (7.6) 
The form of the unknown functions was determined using the MATLAB curve fitting toolbox, where the 
regression coefficients were determined with 95% confidence bounds and the squared correlation factor 
(R
2
) and the root mean square errors (RMSE) were reasonably low in value, as shown in Table 1. An 
exponential form was selected for both of the a/h fitting functions 
( / )( / ) ( / ) ( )m n
a hf a h f a h e           (7.7) 
where  and  are unknown fit variables that are determine for each value of mode number. From 
Figure 7.8 (b) one can see that the edge effect factor decreases exponentially as a/h decreases and the 
fitting curve satisfactorily reflects the variations of edge effect factor in a/h ratios. The obtained fit 
coefficients for mode numbers up to 3 are shown in Table 7.1. 
 
Table 7.1. The fit coefficients associated with the first three modes, obtained by regression analysis. 
The parameters of the fit are also shown. 
Mode number α β   R2 RMSE 
m or n =1 0.834 0.801 0.160 0.323 99% 0.3% 
m or n =2 1.265 0.515 0.132 0.164 99% 0.7% 
m or n =3 1.916 0.331 0.118 0.009 99% 1.6% 
 
7.2.3 Verification 
The agreement between the natural frequencies computed by 3-D FE analysis and those estimated by 
equation (7.7) is shown in Figure 7.9. The results show that the proposed relation estimates natural 
frequencies over square and rectangular delaminations well, although the error tends to increase as mode 
number increases and a/h decreases.  
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(a)                           (b) 
Figure 7. 9. The observed dependence of natural frequencies on a/h based on  the proposed equation 
and 3-D FE results for two different plate sizes: (a) 0.4m × 0.6m  and (b) 0.3m × 0.3m. 
 
More direct evaluation of the performance of the proposed relation is given in Figure. 7.10, where 
frequencies predicted by equation (7.7) are compared to those obtained experimentally or numerically for 
a range of a/b and a/h values and for the first three modes of vibration. Again, the results show good 
agreement overall, although increased error is seen at higher frequencies. The higher frequencies tend to 
represent higher mode orders and lower a/h values. As seen in Figure. 7.7 c, edge effect factors at lower 
a/h ratio and higher mode number change more dramatically. Furthermore, estimation of the edge effect 
factor using an overlapped sinusoidal curve is not as accurate for the case of negative valued edge effect 
factor. Thus, the error seen at higher frequencies is principally a result of the inaccurate estimation of the 
edge effect factor. Also, it should be noted that the errors between the proposed equation and 
experimental data could be enhanced by the relatively low frequency resolution (spectral line spacing) in 
experimental data, and the inconsistent boundary condition and inaccurate geometrical dimensions of the 
defect in the test specimen. 
I contend that the presented semi-analytical equation provides accurate estimation of vibration frequency 
for a/h > 5 for the first three modes. The goal of this study is to develop a simple, accurate and practical 
expression for modal frequency for concrete above delamination defects. Such an expression then allows 
one to estimate the areal size and depth of delamination defects in concrete structures from the 
experimentally measured natural frequencies of vibration. 
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Figure. 7.10 Comparison of proposed model with experimental (circles) and computational (triangles) 
results. The line represents the line of equality. 
 
7.3 The effects of the side to thickness ratio (a/h) on flexural and stretch modes  
The vibration behavior of plates is characterized principally by the plate side to thickness ratio (a/h). As 
a/h reduces (e.g. a/h < 10), the flexural behavior of a plate cannot easily be simulated analytically because  
shear deformation and rotary inertia cannot be neglected.  At the same time the amplitude of the thickness 
stretch mode (the so-called impact-echo mode) starts to increase, but still is very small and thus it cannot 
be measured with an ordinary air-coupled sensor. However, as a/h approaches a value normally associated 
with the thick plate regime, the stretch mode becomes dominant and will be more clearly identified as the 
amplitude of the other modes wane. Thus, it is worthwhile to study how the dynamic behavior of plates, 
with regard to flexural and stretch mode excitation, change depending on the a/h value. If the effects of 
a/h on the flexural and stretch mode frequencies are defined and understood more clearly, we can estimate 
which mode will be dominant for specific testing cases.  The relative amplitudes of the flexural and 
stretch modes depend on a number of factors including a/h ratios, frequency content of the impact source, 
type of sensor used (i.e. displacement sensor, air-pressure sensor or accelerometer), etc.  
To evaluate the effects of a/h on each flexural and stretch mode, an extensive parametric study using 
finite elements was performed, where the results of a number of two-dimensional FE models of sound and 
delaminated decks were analyzed.  
Compared to the displacement response, velocity and acceleration responses enhance higher frequency 
spectral coefficients, which can be beneficial when higher frequencies are of particular interest. However 
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in most cases, typical IE tests are conducted using the displacement sensor. In this study, the FE 
simulations focused on the out-of-plane displacement response of the surface. 
 
 
Figure 7.11. Configuration of the FE simulation for IE tests. 
 
 
The configuration for the simulated FE tests is illustrated in Figure 7.11. The dynamic force event is 
applied at one node to the center of delamination and the displacement is monitored nearby (10mm 
separation distance) the impact point. The slab thickness was 0.20 m in all cases. The delaminated zone 
was modeled with missing elements to simulate a small-thickness (2mm) cracked surface. The radius of 
the circular delaminated zone was 150mm and the FE model was made using axi-symmetric elements. 
Different delamination depths, from 10mm to 200mm (bottom surface), were considered; this represents 
a/h values ranging from 1.5 (thick plate case) to 30 (thin plate case). For each a/h case, the displacement 
histories were extracted directly from the finite element results. The results are transformed into the 
frequency domain using an FFT algorithm. The original and normalized displacement IE spectra are 
presented in Figure 7.12 and 7.13, respectively, as stacked signals to generate spectral surfaces where 
warm colors indicate high spectral amplitude.  As expected, the displacement spectral surfaces are 
dominated by flexural modes at higher a/h ratio; several natural frequencies corresponding to various 
modes of flexural vibration are observed. The large amplitudes of flexural deformations over delaminated 
area mask the small displacements caused by thickness stretch mode in Figure 7.12 (a). Moreover, the 
frequency of the stretch mode is higher than the frequency associated with principal energy content  (fmax  
=1.25 / tc, tc: contact time of impact source) in the most cases.  The stretch mode is more evident when 
we focus on the thicker plate region a/h <5, as shown in Figure 7.12 (b).  The same data are shown in an 
amplitude normalized format in Figure 7.13. This displacement surface illustrates that the flexural modes 
dominate the response when a/h >5. The response associated with the stretch mode becomes more 
prominent when a/ h <5. This illustrates how the relative amplitudes of flexural and stretch modes change 
as a function of a/h. 
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(a) 
 
(b) 
Figure 7.12. Displacement spectral contour plots: (a) whole signal (b) portion of the signal between 5 
to 40 kHz up to a/h = 5; The pink dashed line indicates the expected behavior for the IE frequency 
corresponding to the stretch mode of the delaminated section. The colors indicate the spectral 
amplitude, with arbitrary units. 
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(a) 
 
(b) 
Figure 7.13. Normalized displacement spectral contour plots; (a) whole signal (b) portion of the signal 
between 5 to 40 kHz up to a/h = 5; The dashed pink line indicates the expected behavior of the IE 
frequency corresponding to the stretch mode of the delaminated section. The colors indicate the 
normalized spectral amplitude. 
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(a)                    (b) 
Figure 7.14.  The spectral amplitudes of the fundamental flexural and stretch modes corresponding to 
the a/h value of the plate: (a) raw data (b) the data normalized by the maximum value among the 
flexural and stretch modes. 
 
The relative spectral amplitude of these two modes is more clearly shown in Figure 7.14. The absolute 
value of stretch mode amplitude is considerably smaller than the value for the flexural mode for most a/h 
values. The stretch mode frequency becomes more prominent at low a/h ratio (a/h<5), and becomes 
dominant over the flexural mode for a/h < 2. However, I observed that these FE simulation results differ 
from those obtained from experiments or field tests, probably because the delamination in this FE analysis 
acts as a perfect reflector. Thus, no wave-energy can penetrate through the simulated delamination. In 
practical cases, the delaminations have some partial contact condition across the defect interface. 
However, real-world contact conditions that exist in actual delaminations cannot be easily simulated with 
this FE model. Nonetheless, the FE results shown here do provide useful information about the relative 
excitation and dominance of flexural and stretch modes change as a function of plate a/h. 
 
7.4 The relationship between relative positions of defect, the loading and sensing point and 
characteristics of delamination defect  
 
The effects of relative location of the delamination, the impact source and sensing point on the observed 
vibration behavior will be investigated in this section. The effect of the air-coupled IE testing 
configuration and position with respect to the delamination area must be understood in order to interpret 
results of IE results correctly. For example, it is known that the presence of a delamination defect can 
influence the vibration response beyond the extent of the delaminated area itself. The results from this 
section can be used to guide optimal source and sensor configurations toward practical deployment of a 
98 
 
scanning inspection method for bridge decks. For example, the proximity of a delaminated area to either 
the IE source or IE sensor may introduce additional frequency peaks in the measured spectrum; however 
the user may not be able to determine if the defect is near the source or near the receiver, giving potential 
for false indications or incorrect location of defects. 
In this section, the dynamic response over delaminations at various source and receiver positions will be 
studied. The results depend on the a/h value of the material that overlies defect as well as on the location 
of delamination relative to the position of the IE source and sensor.  First, 2-D axi-symmetric FE 
simulations are carried out using pre-defined parametric variation. A 200 mm thick slab was simulated 
that contains a 300 mm diameter circular delamination defect. Different delamination depths, from 10mm 
to 200mm (bottom surface), were considered; this represents a/h values ranging from 1.5 (thick plate case) 
to 30 (thin plate case). For each a/h case, the displacement histories at the specified sensing node points 
were extracted directly from the finite element results. The impact and sensing positions (model nodal 
points) vary with respect to the extent of the delamination defect: near the center of the delamination, 
above the boundary edge of the delamination, and over the solid region beyond the extent of the 
delamination, as illustrated in Figure 7.15. Different permutations of these excitation and sensing 
positions are considered in the study.  
 
(a) 
 
(b) 
Figure 7.15. Illustration of the FE simulation model considering different loading points; (a) shallow 
delamination and (b) deep delamination. The dashed lines indicate the expected fundamental 
flexural mode shapes, and the dot-dashed lines indicate the plane on which the delaminations lie. 
The red arrows indicate the combined loading/sensing points (the center of the delamination, the 
edge of the delamination, and the solid region). 
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Figures 7.16 through 7.18 show the results of the FE analysis, again displayed as normal spectral 
amplitude displacement surfaces. Normalized spectra are used because the relatively high amplitudes of 
flexural modes at high a/h ratios mask the other frequency components.  Figure 7.16 shows the results for 
the case of the impact applied at the center of the delamination. The amplitudes of the flexural modes are 
significantly affected by a/h value for the section of material that overlies the delamination defect as well 
as the sensing position. The flexural modes dominate the response at most values of a/h (a/h> 2) 
regardless of sensing position, even when the sensor is located beyond the extent of the defect; this occurs 
because most of input energy is trapped over the delamination, which in this simulation serves as a perfect 
wave reflector. The stretch mode frequency corresponding to the full slab is seen at 10 kHz, although only 
weakly, for sensing points beyond the extent of the delamination (Figure 7.16 c). The thickness stretch 
modes corresponding to delaminated section are also seen, but only for the sensing points located over the 
delamination area, as shown in Figure 7.13 b. The flexural modes are dominant, even beyond the 
delamination region itself, when the loading is applied over the delamination area. Again, it should be 
noted that this FE simulation assumes that the delamination is a perfect reflector (no point contacts at 
interface), so this behavior is likely over-emphasized with respect to actual delaminations with imperfect 
interfaces. 
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(a) 
 
(b) 
 
(c) 
Figure 7.16. Normalized displacement spectral contour plot at different sensed points when the 
transient load is applied at the center of the circular delamination ; (a) 10 mm (over delamination) (b)  
150mm(edge of delamination) and (c) 200mm (solid region). The pink dashed lines indicate the 
expected behavior of the IE frequencies corresponding to the stretch mode of the delaminated section. 
The colors indicate the normalized spectral amplitude. 
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Figure 7.17 shows the results when the transient force is applied at the edge of the delamination. The 
spectral amplitudes associated with the flexural modes remain dominant when the sensor is positioned 
over the delamination area (Figure 7.17(a)). In contrast, the stretch mode frequency corresponding to the 
full slab can be seen as a red vertical band at 10 kHz when the sensor is positioned over the solid area, 
beyond the extent of the delamination (Figure 7.17 (c)). However, the boundary region between the 
delamination and solid area is more difficult to interpret because overlap from the flexural and thickness 
stretch modes occurs (Figure 7.17 (b)). Thus, for the case where the loading is applied nearby the edge 
boundary of a delamination, the significance of the obtained dominant frequency peak depends on the 
relative position of the sensing point with respect to the location of the delamination, which normally is 
unknown in a testing situation. As expected, the absolute amplitudes of the flexural modes completely 
dominate those of the thickness stretch mode associated with the full slab when the sensing point is 
located over the delamination. Thus the existence of dominant flexural modes provides evidence about 
the existence of delaminations, even those with unknown position.  
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(a) 
 
(b) 
 
(c) 
Figure 7.17. Normalized displacement spectral contour plot at different sensed points when the 
transient load is applied at the edge of the circular delamination as illustrated in figure 7.15; (a) 10 
mm (over delamination) (b)  150mm(edge of delamination) and (c) 200mm (solid region). The pink 
dashed lines indicate the expected behavior of the IE frequencies corresponding to the stretch mode 
of the delaminated section. The colors indicate the normalized spectral amplitude. 
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Figure 7.18 shows the results for the case of the loading applied over solid region (beyond the extent of 
the delamination). The red vertical band at 10kHz is associated with the full slab stretch mode; this mode 
becomes more prominent when the sensed positions approaches the edge of the delamination (Fig. 7.18(b)) 
and then becomes dominant when the sensed point is moved to the solid region, beyond the extent of the 
delamination (Fig. 7.18(c)). However, some evidence of flexural mode and flexural/stretch mode mixing 
is seen when the sensor is located above the defect edge boundary. When the sensor is located above the 
delamination defect, the flexural mode still dominates even though the excitation occurs well outside the 
extent of the defect. Thus, when either the loading point or the sensing point occurs over delamination 
area, the flexural mode dominates. This phenomenon can be explained knowing the vibration mode 
shapes described in Figure 7.15. By the reciprocity theory, the response owing to the impact applied at a 
point over a delamination and the sensing point over the solid region is theoretically identical to that 
where the loading and sensing point positions are reversed, assuming that the input is same and there is no 
contact condition within the delaminated defect (especially when the input is applied over the defect.) 
Thus, if either impactor or sensor is positioned at an influential (strong) region of the mode shape, the 
flexural mode will be dominant. In contrast, the stretch mode will prevail only when both the impactor 
and sensor are positioned over the solid region. Therefore when the flexural mode is dominant in an IE 
test signal, it is necessary to identify which point, this is the impact point or the sensor point, is positioned 
over the delamination. In most testing cases, this information is not known in advance. 
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(a) 
 
(b) 
 
(c) 
Figure 7.18. Normalized displacement spectral contour plot at different sensed points when the 
transient load is applied at the solid region as illustrated in figure 7.15; (a) 10 mm (over 
delamination) (b)  150mm(edge of delamination) and (c) 200mm (solid region). The pink dashed 
lines indicate the expected behavior of the IE frequencies corresponding to the stretch mode of the 
delaminated section. The colors indicate the normalized spectral amplitude. 
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In summary, the influence of relative position of source point, sensor point and deflect location in IE 
spectral data was studied.  The observed behavior is based on an FE simulation where the delaminated 
area is assumed to behave as a perfect reflector; that is, the faces of the delamination defect are perfectly 
separated without and physical contact between them. In practice though, the size and location of the 
delaminated areas, and the contact condition of the delamination faces, are not known in advance. 
Therefore, for more complete understanding of this behavior, it is necessary to investigate further the 
actual effects of these issues. However the results of this FE study do have value, since they provide 
understanding about the general behavior of flexural and thickness stretch modes for solid and 
delaminated slabs in terms of delaminated element a/h and the relative position of the source, sensor and 
defect.  
7.5. Conclusions 
In this chapter, a thorough analysis of the vibration behavior over delamination defects is carried out.  
First I propose an expression to predict the natural flexural vibration frequencies for solid rectangular 
sections above delamination defects, which is based on that for the simply supported plate case but 
modified using edge effect factors determined by EMA tests and FE simulation.  The proposed expression 
accurately predicts natural flexural frequencies for arbitrary a/h value and considers higher modes of 
vibration. Values computed from the proposed expression show good agreement with experimental data 
and 3-D FE results obtained over square and rectangular-shaped delamination defects of varying size and 
depth. The developed expression enables practical estimation of the natural frequencies for a rectangular 
plate of arbitrary aspect ratio and depth and semi-clamped boundary conditions, using minimal 
computational effort. However, effects of a/h ratio and higher mode order should be studied further in 
more detail, in future efforts to obtain a better understanding of this complicated behavior. 
Next, the effects of a/h of the section above delamination defects on the vibration behavior, in terms of 
flexural and stretch modes, were studied using FE analysis. The following conclusions are drawn, 
understanding that the simulated delamination represents a perfectly separated interface and thus acts a 
complete reflector of wave energy: 
(1) The absolute value of excited vibrational amplitude of stretch modes are considerably smaller than the 
flexural modes when a/h >5. 
(2) As a/h decreases below 5, the exited vibrational amplitude of stretch mode starts to increase gradually. 
(3) As a/h decreases below 2, the excited vibrational amplitude of stretch modes become equivalent, and 
even dominant, with respect to flexural modes. 
(4) The stretch mode is likely more prominently excited when the delamination defect exhibits semi-
contact conditions across the defect interface, as one would expect in practical cases, as opposed to the 
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perfectly separated defect interface simulated in the FE simulation. 
Finally, the effects of relative positions of the impactor and sensor with respect to the delamination were 
analyzed using an FE parametric study. The following conclusions are drawn:  
(1) By the reciprocity theory, the vibrational response from a given source-receiver configuration is 
identical to that when the source and receiver positions are switched, as long as the input forcing function 
is constant. However, reciprocity may not be perfectly maintained if interfacial contact exists along the 
delamination, especially when the input is applied over the delamination area. 
(2) When either the impactor or sensor is positioned nearby an anti-node for a given flexural mode, that 
mode is dominant in the overall response. The anti-node is a location where the amplitude of a given 
flexural mode reaches its maximum. The flexural modes dominate because their amplitudes are much 
larger than the stretch modes due to input energy trapping over a delamination. 
(3) The stretch modes are dominant in the observed response only when the impactor and sensor both are 
positioned over solid regions. 
(4) The interface contact conditions of actual in-place delaminations will differ from those assumed in the 
FE simulation, and this may affect the observed vibrational responses. These effects should be 
investigated further. 
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CHAPTER 8 STRATEGIES FOR PRACTICAL APPLICATION OF AIR-COUPLED IMPACT 
ECHO TESTS 
 
Based on the numerical and theoretical analyses and experiments presented in this study, the following 
future work efforts are proposed to improve the capability of air-coupled IE tests for concrete members, 
especially bridge decks.  In this chapter, a promising and practical design for a bridge deck scanning 
prototype that deploys air coupled impact echo tests is proposed. Strategies for effective data acquisition 
and presentation are also proposed. 
8.1 Design of a bridge deck scanning prototype 
A testing prototype scanning system with an array of sensors mounted on a continuously moving 
platform is needed to realize the goal of developing technology for rapid, accurate nondestructive 
evaluation (NDE) of bridge decks. Ideally, the system should be designed to provide testing coverage of 
an entire lane of bridge deck in a single scan pass.  
The fundamental technologies that are needed for the testing prototype (wave sources, air-
coupled sensors, etc.) have been investigated through experimental tests carried out on concrete slab 
specimens that contain delamination defects. A suitable impact source for detecting delaminations with 
acoustic sensors should have relatively high force amplitude, relatively low frequency content, and 
minimal production of ancillary acoustic noise. Steel bearing balls, ranging in diametral size of 15 to 
20mm, that are mounted on wire leads exhibit all of these attributes. To date, though, these types of 
impactors have proven to be difficult to incorporate into a testing prototype. Dynamic microphones have 
been investigated for the purpose of detecting seismic signals from concrete in a fully contactless fashion, 
and have demonstrated good performance.  These sensors are capable of detecting impact-echo and 
seismic data at suitably high signal-to-noise ratio and across a reasonably wide frequency band without 
the need for external power or noise shielding in normal, reasonable ambient noise environments. 
Furthermore the sensors are very rugged and allow close placement to the surface. I recommend that these 
impactors and sensors be incorporated into a testing prototype. 
The proposed prototype is to be towed behind a vehicle, and allows for full lane width coverage 
in a single testing pass by way of a removable or foldable twelve foot wide testing frame where individual 
testing modules are attached, as shown in Figure 8.1. Each testing module contains a solenoid-controlled 
ball impactor and microphone. The impactor system facilitates triggering at the precise excitation time for 
time-domain data analysis and further allows characteristics of the impact (namely contact duration and 
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force history) to be recorded. Data collected from all of the sensors are routed to a multi-channel data 
acquisition system, which in turn is connected to a computer for data storage. Precise location of the 
prototype during a scan is obtained by a magnetic wheel sensors and a GPS locator system. The proposed 
system has a self-contained power supply, which powers all testing components. 
 
Figure 8.1. The proposed bridge deck scanning prototype: detail of impactor module (left) and 
proposed scanning frame (right). 
 
Although the proposed area scan prototype shows much promise, problems associated with the impactor 
configuration are anticipated. The design should allow for some degree of configuration adaptability, to 
accommodate different testing methods and atypical bridge deck geometries.  It is anticipated that the 
prototype will scan continuously at a linear rate of speed of 5 to 10 km/h (3 to 6 mph). 
8.2 Optimal data acquisition and presentation approaches 
Effective and reliable data collection, manipulation and presentation schemes are needed to compliment 
the acoustic impact-echo scanning system to provide unparalleled bridge deck inspection capability. Air-
coupled IE data will be collected at regular intervals at each testing module in order to minimize influence 
of unknown defect position.  In order to achieve a test point spatial resolution in the longitudinal direction 
(direction of scanning) of no more than 100 mm, the IE data collection frequency at each module should 
be at least 3 Hz assuming a prototype scan speed of 10 km/h. The 100mm spatial resolution is enough to 
cover a typical range of delaminations except for minor defects (less than 100mm in length). Note that the 
longitudinal (in scanning direction) test point spatial resolution will not be the same as that in the 
transverse direction, which is defined by the spacing of the test modules on the test frame. Nominally the 
transverse test point resolution will be one foot, defined by twelve test modules at one foot spacing across 
the test frame.  
Raw air-coupled IE data will be collected at each testing event from each testing module. Data from the 
magnetic wheel sensors and GPS system will also be collected to provide longitudinal location data. 
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These data sets will be used to build two types of images across the scanned area: a peak frequency plot 
and an optimized 4-D plot where image control parameters are defined using the method proposed in this 
thesis. In addition, the system should allow for other signal data to be collected, for example surface wave 
data,  and image types presented, for example, A-,B- and C- scans. The images and processed data should 
be produced as soon as possible, ideally within 5 minutes, after the completion of the test scan.  
 In this thesis, only delamination flexural vibration phenomenon was considered in the 
development of the 4-D plots; this is controlled by setting the cut-off frequency value to 5 or 6 kHz for 
typical delamination cases.  However, higher frequency components can also be useful in some cases. 
Higher frequencies are excited when smaller impactors are used. Also, the air-coupled sensor should be 
able to detect the higher frequency components; the dynamic microphone is less sensitive to frequencies 
above 10 kHz. For frequencies above 10 kHz, an air-coupled sensor with high frequency capacity must be 
implemented. If this is done properly, thickness stretch modes of both the full deck and delaminated 
element may be monitored in addition to the flexural modes of the delaminated element, which provide 
more direct depth information. Furthermore, stacked C-scan images nearby the frequency of interest can 
provide the useful information of defect location and of dimension. Such capability in the scanning 
prototype can give variety broad range of information to the inspector. 
Based on the fundamental investigation from experimental and numerical results, the detectable 
delamination of the proposed testing approach is limited as follows: 
 (1) the a/h should be larger than 5 because the flexural mode loses dominance over the stretch mode 
when a/h < 5, as presented in Figure 7.14; 
(2) the flexural frequencies over delaminations should be less than cut-off frequency, 5-6 kHz because a 
typical range of  flexural frequencies over delaminations is less than 6 kHz, which corresponds to a 
fundamental natural frequency over a 200 × 200 mm
2
 delamination at a/h=5; 
(3) assuming that a delamination length of at least 200mm in the axial direction should be detected,  a 
linear scanning speed no more than 5 km/h and a data collection frequency of at least 6 Hz is needed, 
since defects smaller than the axial test spacing cannot be well resolved. 
 
 Finally, in order for this research to have meaningful impact to the infrastructure community, the 
developed technology should be applied to a broad range of structures under realistic testing 
environments and damage conditions as they occur in the field. Through the applications, the testing 
equipment and analysis method will be improved and the unexpected problems can be solved. 
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CHAPTER 9 CONCLUSIONS 
This thesis investigates the use of vibration analysis and imaging for defect characterization in concrete 
slab structures. The following conclusions are drawn based on the conducted numerical and theoretical 
analyses and experiments. 
9.1 Air-coupled sensor verification 
Two types of microphones (condenser and dynamic types) were evaluated for use as air-coupled sensors 
for leaky wave and vibration resonance detection. Experiments indicate that both sensor types can reliably 
detect leaky waves that resonate from the concrete and propagate in air. The following conclusions are 
drawn. 
• Microphones capture meaningful wave propagation and impact-echo phenomena in concrete in a 
contactless manner. Dynamic-type microphones do so without external power supply, a signal conditioner 
or special acoustic shielding, and thus offer practical benefits over condenser-type microphones.  
• Deep delaminations (> 200 mm deep) with larger areal size to depth ratio (a/h > 1) are more likely 
detected, although the results are not always clear and definitive. Similarly, shallow delaminations (< 60 
mm deep) with small areal size to depth ratios (a/h < 5) may go undetected when dynamic type 
microphones are used, regardless of the frequency content of the impact source.  
• Dynamic-type microphones are a viable cost effective alternative to condenser-type sensors for air-
coupled IE sensing of larger near-surface delaminations in concrete. 
9.2 Finite Element simulation of NDT tests 
Numerical models were developed to study the propagation of leaky waves and vibration resonances in a 
fluid-solid half-space; the model simulates a concrete slab that contains delamination defects in air. A 
proposed dynamic finite element (FE) method model utilizes a combined non-reflecting boundary, which 
is effective for both transient and steady state dynamic simulation cases. The model is used to simulate 
air-coupled impact-echo test results. The following conclusions are drawn. 
• Incorporation of the damped boundary in the FE model reduces computational effort and time 
significantly, and reduces the model size (number of element nodes), while maintaining simulation 
accuracy. This boundary is also effective for 3-D simulation applications, which likely are 
computationally prohibitive without such modification. 
 • The non-reflecting boundary comprised of a graded artificially damped attenuating zone, with linearly 
increasing value of Rayleigh mass damping coefficient (β) through the thickness of the zone, and LK 
boundaries at the outer boundary of the model was most effective for damping our unwanted wave 
reflections in the studied simulation cases.  
111 
 
• FE simulation results from the solid-air model compare well with those of an analytical solution and 
another computational method (EFIT), demonstrating that leaky transient wave propagation is well 
predicted by this FE simulation, even though the model uses only fundamental finite elements.  
• FE simulation results from the solid-air model compare well with experimental air-coupled IE test 
results, demonstrating that dynamic vibrating systems monitored with air-coupled sensors are well 
predicted by this FE simulation. The simulation results confirm that proper selection of forcing function, 
which represents the input energy of the impact event, enables good simulation of actual test cases. 
9.3 Analysis of vibration data 
Air-coupled impact resonance tests, using both modified multi-point IE test and conventional modal 
analysis test configurations, were used to characterize delamination defects within concrete samples. The 
following conclusions are drawn: 
• Each point of IE data can be self-normalized using the R-wave characteristics in the time signal. The set 
of multi-point normalized IE data can be used to obtain spectral mode shape data that are equivalent to 
those from a conventional modal test configuration.  
• The modified multi-point IE testing configuration enables moving forward-scanning for damage 
detection using a excitation-sensor pair set and does not require that the location of defects be known in 
advance. 
• Fused images obtained by overlapped spectral mode shape data accurately characterize the areal 
dimensions of delamination defects in concrete. This simple overlapping technique can be applied using 
data obtained using the modified multi-point IE testing configuration. 
• The data from air-coupled impact resonance tests correlate well with eigenvalue and 3-D FE simulations 
and classical analytical solutions. Concrete delaminations have specific boundary characteristics (semi-
clamped boundary condition, the ratio of the areal size to the depth, damping coefficient) that restrict 
modal identification based on air-coupled IR testing techniques.  
9.4 Effective presentation of air-coupled impact echo data 
Conventional imaging techniques such as A-, B-, and C- scans have been used for the characterization of 
the defects. Peak frequency maps and the overlapped mode shapes plot provide good results. However, 
the proposed 4-D imaging concept, which constructs frequency (amplitude) spectrum data from air-
coupled impact-echo tests collected across the surface of concrete structure, appears to be a better way to 
identify the areal extent of defects than other methods. The following conclusions are drawn: 
 
• The delamination defects studied here are indicated by dominant resonant responses at low frequencies 
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(less than 6 kHz).  
• The 4-D plot configuration is made more effective by controlling image transparency and color such 
that it is tied to spectral amplitude; this control allows one to interpret internal regions within the full data 
volume.  
• The image parameters in the 4-D plot were optimized using rule-based criteria based on the data set. An 
appropriately configured 4-D image is effective for characterizing the size, depth, and orientation of 
delamination defects in concrete using air-coupled impact-echo data, as verified by experimental tests. 
 • The 4-D plot provides clear images of the test sections, assuming appropriate spatial and frequency 
resolution, based on data collected by rapid air-coupled IE tests. Even when the geometry and boundary 
of structures are complex, such as in real world applications, they can be reasonably identified and 
explained in 4-D plots, even when the location of the defects are not known in advance.  
 
9.5 Improved simulation of vibration behavior above delamination defects 
An expression to predict the natural flexural vibration frequencies above delamination defects was carried 
out. The work includes the study of the effects of testing configuration and the delamination position on 
the obtained IE data. The following conclusions, organized by theme, are drawn. 
 
9.5.1 Expression for analytical estimation of vibration frequency  
• The proposed analytical expression is based on the solution for the simply supported plate case, but 
modified using edge effect factors determined by EMA tests and FE simulation. The proposed expression 
accurately predicts natural frequencies for arbitrary a/h value and considers higher modes of vibration. 
• Values computed from the proposed expression show good agreement with experimental data and 3-D 
FE results obtained over square and rectangular-shaped delamination defects of varying size and depth.  
• The developed expression enables practical estimation of the natural frequencies for a rectangular plate 
of arbitrary aspect ratio and depth, using minimal computational effort. However, effects of a/h and 
higher mode order should be studied further in more detail, and better understood, in future efforts. 
 
9.5.2 The effects of a/h of the section above delamination defects on the vibration behavior 
The effects of a/h value on the vibration behavior, in terms of flexural and thickness stretch modes of the 
delaminated element, were studied using FE analysis. The following conclusions are drawn, 
understanding that the simulated delamination represents a perfectly separated interface and thus acts a 
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complete reflector of wave energy: 
 
• The absolute value of excited vibrational amplitude of stretch modes of the delaminated element are 
considerably smaller than the flexural modes when a/h >5. 
• As a/h decreases below 5, the amplitude of the stretch mode starts to increase gradually. As a/h 
decreases below 2, the amplitude of stretch modes become equivalent, and even dominant, with respect to 
flexural modes. 
• The full slab stretch mode is likely more prominently excited when the delamination defect exhibits 
semi-contact conditions across the defect interface, as one would expect in practical cases, as opposed to 
the perfectly separated defect interface simulated in the FE simulation. 
 
9.5.3 The effects of relative positions of the impactor and sensor with respect to the delamination 
The effects of relative positions were analyzed using an FE parametric study. The following conclusions 
are drawn:  
• By the reciprocity theory, the vibrational response from a given source-receiver configuration is 
identical to that when the source and receiver positions are switched, as long as the input forcing function 
is constant. However, reciprocity may not be perfectly maintained if interfacial contact exists along the 
delamination, especially when the input is applied over the delamination area. 
• When either the impactor or sensor is positioned nearby an anti-node for a given flexural mode, that 
mode is dominant in the overall response. The anti-node is a location where the amplitude of a given 
flexural mode reaches its maximum.  
• The full slab thickness stretch modes are dominant in the observed response only when the impactor and 
sensor both are positioned over solid regions. 
• The interface contact conditions of actual in-place delaminations will differ from those assumed in the 
FE simulation, and this may affect the observed vibrational responses. These effects should be 
investigated further. 
9.6. Strategies for practical application of air-coupled impact echo tests 
A testing prototype scanning system with an array of sensors mounted on a continuously moving platform 
is needed to realize the goal of developing technology for rapid, accurate nondestructive evaluation (NDE) 
of bridge decks. Ideally, the system should be designed to provide testing coverage of an entire lane of 
bridge deck in a single scan pass. The following conclusions are drawn, based on the findings presented 
in this study. 
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•Viable air-coupled seismic and impact-echo data are obtained when proper sensor (dynamic volcal 
microphone), impactor (spherical steel bearings) and processing schemes are used. The selection of 
proper (low acoustic noise) impactors, in particular, is critical for obtaining useful data.  
•The area scan deck scanning prototype shows much promise. The proposed testing prototype will have to 
be verified on actual bridge deck structures. Once the issues related to acoustic noise in the signal and are 
removed, the proposed prototype would likley offer excellent and reliable identification of delamination 
defects within concrete, which will provide beneficial impact to the transportation community 
•Optimal data acquisition associated with the advanced imaging techniques  provides an effective way to 
visualize and characterize delaminations. The combined application of both the flexural and thickness 
stretch modes can indicate presence and depth of defect in a clear visual manner; control of the impactor 
size enables control to excite the frequency region of interest.  
9.7 Summary 
The numerical, analytical and experimental work efforts presented in this study investigate application of 
the air-coupled impact-echo technique to characterize the dynamic behavior of delaminations in concrete 
structures. It is clearly shown that the air-coupled IE test is an effective way to characterize the modal 
properties over delamination defects; for example overlapped mode shape plots can be used for the 
identification of the defect area. The natural frequency over the delamination can be estimated using a 
simple formula that is based on dynamic edge effects. The proposed expression accurately predicts 
natural frequencies for arbitrary a/h value and considers higher modes of vibration. Moreover, the 4-D 
plot which constructs frequency (amplitude) spectrum data from air-coupled impact-echo tests collected 
across the surface of concrete structure is proposed.  The 4-D plot is an excellent way to identify internal 
defects. Ultimately, the findings presented in this thesis will be used to develop a contactless IE scanning 
prototype that makes use of optimal data acquisition and advanced analysis techniques to enable large 
sections of bridge deck to be inspected in a timely and efficient manner. 
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APPENDIX 
FE simulation code for 2D axis-symmetric model with artificial damping zone and infinite 
element 
 
** ABAQUS Input Deck Generated by HyperMesh Version  : 10.0build60 
** Generated using HyperMesh-Abaqus Template Version : 10.0-SA1-140 
** 
**   Template:  ABAQUS/EXPLICIT 
** 
*NODE 
     1,  0.0            ,  0.0          ,  0.0             
     2,  0.0            ,  5.0          ,  0.0             
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=Lower 
     1,    1,    2,    3,    4 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L1 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L2 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L3 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L4 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L5 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L6 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L7 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L8 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L9 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=L10 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=LinfL 
     ... 
*SOLID SECTION, ELSET=Lower, MATERIAL=Concrete 
*SOLID SECTION, ELSET=L1, MATERIAL=L1 
*SOLID SECTION, ELSET=L2, MATERIAL=L2 
*SOLID SECTION, ELSET=L3, MATERIAL=L3 
*SOLID SECTION, ELSET=L4, MATERIAL=L4 
*SOLID SECTION, ELSET=L5, MATERIAL=L5 
*SOLID SECTION, ELSET=L6, MATERIAL=L6 
*SOLID SECTION, ELSET=L7, MATERIAL=L7 
*SOLID SECTION, ELSET=L8, MATERIAL=L8 
*SOLID SECTION, ELSET=L9, MATERIAL=L9 
*SOLID SECTION, ELSET=L10, MATERIAL=L10 
*SOLID SECTION, ELSET=infL, MATERIAL=L10 
*NSET, NSET=nset 
     1, 
*MATERIAL, NAME=Concrete 
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*DENSITY 
2.4000E-09,0.0        
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L1 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 1000.0     
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L2 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 3000.0     
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L3 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 5000.0     
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L4 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 7000.0     
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L5 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 9000.0     
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L6 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 11000.0    
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L7 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 13000.0    
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L8 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 15000.0    
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L9 
*DENSITY 
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2.4000E-09,0.0        
*DAMPING, ALPHA = 17000.0    
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*MATERIAL, NAME=L10 
*DENSITY 
2.4000E-09,0.0        
*DAMPING, ALPHA = 19000.0    
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*AMPLITUDE, NAME =60us_sin^2, DEFINITION = TABULAR 
0.0       ,0.0, 1.0000E-06,1.0000E-04,2.0000E-06,1.1000E-03,3.0000E-06,0.0038,     
4.0000E-06,0.009,  5.0000E-06,0.0173, 6.0000E-06,0.0295,7.0000E-06,0.046     , 
8.0000E-06,0.0673, 9.0000E-06,0.0936,1.0000E-05,0.125,1.1000E-05,0.1616,     
1.2000E-05,0.2031, 1.3000E-05,0.2492,1.4000E-05,0.2996,1.5000E-05,0.3536,     
1.6000E-05,0.4104, 1.7000E-05,0.4694,1.8000E-05,0.5295,1.9000E-05,0.5899,     
2.0000E-05,0.6495, 2.1000E-05,0.7074,2.2000E-05,0.7624,2.3000E-05,0.8137,     
2.4000E-05,0.8602, 2.5000E-05,0.9012,2.6000E-05,0.9359,2.7000E-05,0.9635,     
2.8000E-05,0.9837, 2.9000E-05,0.9959,3.0000E-05,1.0   ,3.1000E-05,0.9959,     
3.2000E-05,0.9837, 3.3000E-05,0.9635,3.4000E-05,0.9359,3.5000E-05,0.9012,     
3.6000E-05,0.8602, 3.7000E-05,0.8137,3.8000E-05,0.7624,3.9000E-05,0.7074,     
4.0000E-05,0.6495, 4.1000E-05,0.5899,4.2000E-05,0.5295,4.3000E-05,0.4694,     
4.4000E-05,0.4104, 4.5000E-05,0.3536,4.6000E-05,0.2996,4.7000E-05,0.2492,     
4.8000E-05,0.2031 ,4.9000E-05,0.1616,5.0000E-05,0.125,5.1000E-05,0.0936,     
5.2000E-05,0.0673, 5.3000E-05,0.046 ,5.4000E-05,0.0295,5.5000E-05,0.0173,     
5.6000E-05,0.009 , 5.7000E-05,0.0038,5.8000E-05,1.1000E-03,5.9000E-05,1.0000E-04, 
6.0000E-05,0.0,        
*STEP, NAME = Step-1 
*DYNAMIC, EXPLICIT, ELEMENT BY ELEMENT 
          ,     0.004,          , 
*CLOAD, AMPLITUDE = 60us_sin^2 
     1,2,-1.0            
*OUTPUT, HISTORY, TIME INTERVAL = 1e-006 
*NODE OUTPUT, NSET = nset 
U2, 
V2, 
A2, 
*RESTART, WRITE 
*END STEP 
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FE simulation code for fluid (air) – solid (concrete) coupling 
 
** 
** ABAQUS Input Deck Generated by HyperMesh Version  : 10.0build60 
** Generated using HyperMesh-Abaqus Template Version : 10.0-SA1-140 
** 
**   Template:  ABAQUS/EXPLICIT 
** 
*NODE 
     1,  0.0        ,  0.0        ,  0.0             
     … 
*ELEMENT,TYPE=CAX3,ELSET=Lower 
     1,    1,    2,    3 
     ... 
*ELEMENT,TYPE=CAX3,ELSET=Upper 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=Lower 
     10,    11,    12,    13,    14, 
     ... 
*ELEMENT,TYPE=CAX4R,ELSET=Upper 
     ... 
*AMPLITUDE, NAME =200us_sin^2, DEFINITION = TABULAR 
0.0       ,0.0       ,5.0000E-06,0.00615583,1.0000E-05,0.02447174,1.5000E-05,0.05449674, 
2.0000E-05,0.0954915 ,2.5000E-05,0.14644661,3.0000E-05,0.20610737,3.5000E-05,0.27300475, 
4.0000E-05,0.3454915 ,4.5000E-05,0.42178277,5.0000E-05,0.5       ,5.5000E-05,0.57821723, 
6.0000E-05,0.6545085 ,6.5000E-05,0.72699525,7.0000E-05,0.79389263,7.5000E-05,0.85355339, 
8.0000E-05,0.9045085 ,8.5000E-05,0.94550326,9.0000E-05,0.97552826,9.5000E-05,0.99384417, 
1.0000E-04,1.0       ,1.0500E-04,0.99384417,1.1000E-04,0.97552826,1.1500E-04,0.94550326, 
1.2000E-04,0.9045085 ,1.2500E-04,0.85355339,1.3000E-04,0.79389263,1.3500E-04,0.72699525, 
1.4000E-04,0.6545085 ,1.4500E-04,0.57821723,1.5000E-04,0.5       ,1.5500E-04,0.42178277, 
1.6000E-04,0.3454915 ,1.6500E-04,0.27300475,1.7000E-04,0.20610737,1.7500E-04,0.14644661, 
1.8000E-04,0.0954915 ,1.8500E-04,0.05449674,1.9000E-04,0.02447174,1.9500E-04,0.00615583, 
2.0000E-04,1.5010E-32, 
*ORIENTATION, NAME = dir1, DEFINITION = COORDINATES, SYSTEM = CYLINDRICAL 
0.0       ,0.0       ,-1.0       ,0.0       ,0.0     ,1.0 
1, 0.0 
*SOLID SECTION, ELSET=Lower, MATERIAL=Concrete 
*SOLID SECTION, ELSET=Upper, ORIENTATION = dir1, MATERIAL=Air 
*ELSET, ELSET=eset 
     1, 
*MATERIAL, NAME=Air 
*DENSITY 
1.2000E-12,0.0        
*ELASTIC, TYPE = ENGINEERING CONSTANTS 
0.142     ,0.142     ,0.142     ,1e-30       ,1e-30       ,1e-30   , 1e-30, 1e-30 
1e-30,0.0        
*MATERIAL, NAME=Concrete 
*DENSITY 
2.4000E-09,0.0        
*ELASTIC, TYPE = ISOTROPIC 
35570.0   ,0.2       ,0.0        
*STEP, NAME = Step-1 
*DYNAMIC, EXPLICIT, ELEMENT BY ELEMENT 
          ,     0.002,          , 
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*BULK VISCOSITY 
    0.06, 1.2 
*CLOAD, AMPLITUDE = 200us_sin^2 
    1,2,-1.0            
*OUTPUT, HISTORY, FREQUENCY = 1 
*ELEMENT OUTPUT, ELSET = eset 
PRESS, 
*RESTART, WRITE 
*END STEP 
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 MATLAB code for the mode shape by the conventional modal test 
 
 
clear all;close all;clc; 
addpath([docroot '/techdoc/creating_plots/examples']); 
 
%% Input 
load('reco.mat');dt=2.0e-6;  
a= size(kkk1,1);b =size(kkk1,2);c=size(kkk1,3); 
 
for ii=1:1:a; for jj =1:1:b  
    kkk3(a+1-ii,jj,:) = kkk1(ii,jj,:);kkk4(a+1-ii,jj,:) = kkk2(ii,jj,:); 
    end;end; 
 
Nfft=c; 
time = 0:dt:(c-1)*dt; 
fs=1/dt; df=fs/Nfft; fc=fs/2;Ncut=floor(fc/df+1); 
freq=0:df:((Ncut-1)*df); 
 
%% Interested Freq 
Herz =[1400 2200 2800] ;  % 1375, 2250, 2950 Hz 
cut1 = floor(500/df+1);col = floor(Herz/df+1); 
 
%% 
xx1 = zeros(a,b);xx2 = zeros(a,b);xx3 = zeros(a,b);yy1 = zeros(a,b);yy2 = zeros(a,b);yy3 = zeros(a,b);zz1 = 
zeros(a,b);zz2 = zeros(a,b);zz3 = zeros(a,b); 
 
aaa1  = abs(fft(kkk3,[],3)); aaa2 = aaa1(:,:,1:Ncut);aaa2(:,:,1:cut1)=0; 
bbb1  = abs(fft(kkk4,[],3)); bbb2 = bbb1(:,:,1:Ncut);bbb2(:,:,1:cut1)=0; 
 
for ii=1:1:a 
for jj =1:1:b 
    xx1(ii,jj) = aaa2(ii,jj,col(1));xx2(ii,jj) = bbb2(ii,jj,col(1)); 
    xx3(ii,jj) = xx1(ii,jj)/xx2(ii,jj); 
    yy1(ii,jj) = aaa2(ii,jj,col(2));yy2(ii,jj) = bbb2(ii,jj,col(2)); 
    yy3(ii,jj) = yy1(ii,jj)/yy2(ii,jj); 
    zz1(ii,jj) = aaa2(ii,jj,col(3)); zz2(ii,jj) = bbb2(ii,jj,col(3)); 
    zz3(ii,jj) = zz1(ii,jj)/zz2(ii,jj); 
end 
end 
 
x=1:1:b;y=1:1:1*a; 
 
figure(1) 
set(gcf,'Position',[70 100 1600 400]); 
style = hgexport( 'factorystyle' );style.Bounds = 'Tight';hgexport( gcf, '-Clipboard', style, 'ApplyStyle', true ); 
 
subplot(1,3,1) 
contourf(x,y,xx3,'linestyle','none'); 
% xlabel('x axis (2.5cm)');ylabel('y axis (2.5cm)');zlabel('Amp'); 
set(gca,'xtick',1:1:b,'ytick',1:1:a);grid on;colorbar;set(gca,'xticklabel','','yticklabel',''); 
 
DL1 = dsxy2figxy(gca,[3,3,21-5,29-5]); 
annotation('rectangle',DL1,'linestyle','--','LineWidth',3,'EdgeColor','m'); 
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% title([num2str(Herz(1)),'(Hz)'],'FontWeight','b'); 
 
subplot(1,3,2) 
contourf(x,y,yy3,'linestyle','none'); 
% xlabel('x axis (2.5cm)');ylabel('y axis (2.5cm)');zlabel('Amp'); 
set(gca,'xtick',1:1:b,'ytick',1:1:a);grid on;colorbar;set(gca,'xticklabel','','yticklabel',''); 
 
DL1 = dsxy2figxy(gca,[3,3,21-5,29-5]); 
annotation('rectangle',DL1,'linestyle','--','LineWidth',3,'EdgeColor','m'); 
% title([num2str(Herz(2)),'(Hz)'],'FontWeight','b'); 
 
subplot(1,3,3) 
contourf(x,y,zz3,'linestyle','none'); 
% xlabel('x axis (2.5cm)');ylabel('y axis (2.5cm)');zlabel('Amp'); 
set(gca,'xtick',1:1:b,'ytick',1:1:a);grid on;colorbar;set(gca,'xticklabel','','yticklabel',''); 
 
DL1 = dsxy2figxy(gca,[3,3,21-5,29-5]); 
annotation('rectangle',DL1,'linestyle','--','LineWidth',3,'EdgeColor','m'); 
% title([num2str(Herz(3)),'(Hz)'],'FontWeight','b'); 
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MATLAB code for the mode shape by the multiple IE test 
 
clear all;close all;clc;addpath([docroot '/techdoc/creating_plots/examples']); 
 
%% Input 
 
load('squ.mat');dt=1.0e-6; %4.0e-6, 1.0e-6 
a= size(totaldata,1);b =size(totaldata,2);c=size(totaldata,3); 
time = 0:dt:(c-1)*dt; 
fs=1/dt;Nfft=c; df=fs/Nfft; fc=fs/2;Ncut=floor(fc/df+1); 
freq=0:df:((Ncut-1)*df); 
 
%% 
tmin = 1  ;tmax = 1000; 
 
%% 
for ii=1:1:a 
for jj=1:1:b 
   totaldata(ii,jj,:)=totaldata(ii,jj,:)/abs(min(totaldata(ii,jj,tmin:tmax))); 
end 
end 
 
%% 
peakFFT1= zeros(a,b);peakFFT2= zeros(a,b); 
 
temp  = abs(fft(totaldata,[],3)).^0.5; temp2 = temp(:,:,1:Ncut); temp2(:,:,1:5)=0; 
 
freq_col1 = floor(2400/df+1);  
freq_col2 = floor(4900/df+1); 
 
for ii=1:1:a 
for jj =1:1:b %<===  
    peakFFT1(ii,jj)=temp2(ii,jj,freq_col1); 
    peakFFT2(ii,jj)=temp2(ii,jj,freq_col2); 
end 
end 
x=1:1:1*(b-1)+1;y=1:1:1*(a-1)+1; 
z1= peakFFT1;z2= peakFFT2; 
 
figure(1) 
set(gcf,'Position',[100 100 1400 500]); 
style = hgexport( 'factorystyle' );style.Bounds = 'Tight';hgexport( gcf, '-Clipboard', style, 'ApplyStyle', true ); 
% colormap gray; 
 
subplot(1,2,1); 
contourf(x,y,z1,'linestyle','none'); 
% xlabel('x axis (2.5cm)');ylabel('y axis (2.5cm)');zlabel('Frequency (Hz)'); 
set(gca,'xtick',1:b,'ytick',1:a);grid on;colorbar;set(gca,'xticklabel','','yticklabel',''); 
DL1 = dsxy2figxy(gca,[3,3,12,12]); 
annotation('rectangle',DL1,'linestyle','--','LineWidth',3,'EdgeColor','m'); 
 
 
subplot(1,2,2); 
contourf(x,y,z2,'linestyle','none'); 
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% xlabel('x axis (2.5cm)');ylabel('y axis (2.5cm)');zlabel('Frequency (Hz)'); 
set(gca,'xtick',1:b,'ytick',1:a);grid on;colorbar;set(gca,'xticklabel','','yticklabel',''); 
DL1 = dsxy2figxy(gca,[3,3,12,12]); 
annotation('rectangle',DL1,'linestyle','--','LineWidth',3,'EdgeColor','m'); 
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 Peak frequency map by MATLAB 
 
clear all;close all;clc;addpath([docroot '/techdoc/creating_plots/examples']); 
 
%% Input 
load('all_tx.mat');a = size(total,1);b=size(total,2);c=size(total,3); 
dt = 1.0e-6;time = 0:dt:(c-1)*dt; 
 
fs=1/dt;Nfft=c;df=fs/Nfft; fc=fs/2;Ncut=floor(fc/df+1);freq=0:df:((Ncut-1)*df); 
%% 
peakFFT  = zeros(a,b); 
 
temp  = abs(fft(total,[],3)); temp2 = temp(:,:,1:Ncut);temp2(:,:,1:3)=0; 
 
for ii=1:1:a 
for jj =1:1:b %<===  
    peakFFT(ii,jj) = find(temp2(ii,jj,:)==max(temp2(ii,jj,:)))*df; 
end 
end 
 
x=1:1:b;y=1:1:a;z= peakFFT; 
 
figure(1) 
style = hgexport('factorystyle');style.Bounds = 'tight';hgexport(gcf,'-clipboard',style,'applystyle', true); 
set(gcf,'Position',[100 100 1200 425]); 
contourf(x,y,z); 
xlabel('x axis (1ft)');ylabel('y axis (1ft)');zlabel('Frequency (Hz)'); 
set(gca,'xtick',0:1:b+1,'ytick',0:1:a+1);axis([0,b+1,0,a+1]); 
caxis([0,10000]);colorbar;grid on; 
 
title('Peak Frequency(Hz)','FontWeight','b'); 
 
DL1 = dsxy2figxy(gca,[6,6,2,2]);DL2 = dsxy2figxy(gca,[6,10,2,2]);DL3 = dsxy2figxy(gca,[10,5,4,4]); 
DL4 = dsxy2figxy(gca,[16,5,4,4]);DL5 = dsxy2figxy(gca,[22,5,4,4]);DL6 = dsxy2figxy(gca,[16,0,4,4]); 
DL7 = dsxy2figxy(gca,[16,10,4,4]);DL8 = dsxy2figxy(gca,[28,6,4,8]);DL9 = dsxy2figxy(gca,[29,8,2,4]); 
 
annotation('rectangle',DL1,'LineWidth',3,'EdgeColor','m');annotation('rectangle',DL2,'LineWidth',3,'EdgeColor','b'); 
annotation('rectangle',DL3,'LineWidth',3,'EdgeColor','m');annotation('rectangle',DL4,'LineWidth',3,'EdgeColor','m'); 
annotation('rectangle',DL5,'LineWidth',3,'EdgeColor','b');annotation('rectangle',DL6,'LineWidth',3,'EdgeColor','b'); 
annotation('rectangle',DL7,'LineWidth',3,'EdgeColor','b');annotation('rectangle',DL8,'LineWidth',3,'EdgeColor','b'); 
annotation('rectangle',DL9,'LineWidth',3,'EdgeColor','m'); 
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4D imaging code by MATLAB 
 
clear all;close all;clc;addpath([docroot '/techdoc/creating_plots/examples']); 
 
load('all_tx.mat');a = size(total,1);b=size(total,2);c=size(total,3); 
dt = 1.0e-6;time = 0:dt:(c-1)*dt; 
 
cutfreq1 = 250; cut1 = 6000;Tp = 0.13; %cutfreq1 = 250; cut1 = 5000;Tp = 0.4;  
 
dt1 = 100; tmin = 1 ;tmax = 2000; 
 
for ii=1:1:a 
for jj=1:1:b 
   total(ii,jj,:)=total(ii,jj,:)/abs(max(total(ii,jj,tmin:tmax))); 
end 
end 
 
fs=1/dt;Nfft=c;df=fs/Nfft; fc=fs/2;Ncut=floor(fc/df+1);freq=0:df:((Ncut-1)*df); 
temp  = abs(fft(total,[],3)); totalFFT = temp(:,:,1:Ncut); totalFFT(:,:,1:floor(cutfreq1/df+1))=0; 
 
%% Cutoff Freq. && Transprency 
 
r1 = floor(cut1/df+1);freq2=0:df:cut1;freq3=0:df/2:cut1; 
 
X = 1:1:1*b; Y= 1:1:a;[x,y,z] = meshgrid(X,Y,freq2); 
v = totalFFT(:,:,1:r1);%.^2; 
X2 = 1:1/4:b; Y2= 1:1/4:1*a;[xi,yi,zi] = meshgrid(X2,Y2,freq3); 
vi = interp3(x,y,z,v,xi,yi,zi,'cubic'); 
xslice =X2;yslice=Y2;zslice=freq3; 
 
figure(1) 
set(gcf,'Position',[100 100 1200 425]); 
style = hgexport('factorystyle'); style.Bounds = 'tight';hgexport(gcf,'-clipboard',style,'applystyle', true); 
h=slice(xi,yi,zi,vi,xslice,yslice,zslice,'cubic');view(2); 
 
set(h,'FaceColor','interp','EdgeColor','none'); 
set(gca,'xtick',0:1:b+1,'ytick',0:1:a+1);grid on;axis([0,b+1,0,a+1]); 
xlabel('x axis (1ft)');ylabel('y axis (1ft)');zlabel('Frequency (Hz)'); 
alpha('color'); 
alphamap('decrease',Tp);  %<====%alphamap('rampup',6.05); %0.15,0.3 'rampdown' 
colorbar;%caxis([0,cut1]) 
 
DL1 = dsxy2figxy(gca,[6,6,2,2]);DL2 = dsxy2figxy(gca,[6,10,2,2]);DL3 = dsxy2figxy(gca,[10,5,4,4]); 
DL4 = dsxy2figxy(gca,[16,5,4,4]);DL5 = dsxy2figxy(gca,[22,5,4,4]);DL6 = dsxy2figxy(gca,[16,0,4,4]); 
DL7 = dsxy2figxy(gca,[16,10,4,4]);DL8 = dsxy2figxy(gca,[28,6,4,8]);DL9 = dsxy2figxy(gca,[29,8,2,4]); 
 
annotation('rectangle',DL1,'LineWidth',3,'EdgeColor','m');annotation('rectangle',DL2,'LineWidth',3,'EdgeColor','b'); 
annotation('rectangle',DL3,'LineWidth',3,'EdgeColor','m');annotation('rectangle',DL4,'LineWidth',3,'EdgeColor','m'); 
annotation('rectangle',DL5,'LineWidth',3,'EdgeColor','b');annotation('rectangle',DL6,'LineWidth',3,'EdgeColor','b'); 
annotation('rectangle',DL7,'LineWidth',3,'EdgeColor','b');annotation('rectangle',DL8,'LineWidth',3,'EdgeColor','b'); 
annotation('rectangle',DL9,'LineWidth',3,'EdgeColor','m'); 
 
title(['4D Plot,',' Freq range=',num2str(cutfreq1),'~',num2str(cut1),'Hz',', Alpha Decrease=',num2str(Tp)],' 
FontWeight','b'); 
