Fitness is a measure of how quickly alleles change in frequency under natural 8 selection. Time is always implicit in evolutionary models but its units are rarely 9 made explicit. When measuring phenotypes such as absolute growth rate, the units of 10 measurement need to be made explicit. By contrasting measures of fitness and growth 11 rate, we uncovered a curious effect, by which evolutionary time runs at different speeds 12 depending on how restricted population growth is. In other words, when the generation 13 time of a population is externally imposed, relative fitness per generation is no longer 14 an accurate measure of differences between genotypes. We explore this effect and 15 describe how it affects selective sweeps, probability of fixation of beneficial mutations 16 and adaptation dynamics. Moreover, we show that different populations cannot be 17 compared unless they share a common reference and that our inference of epistasis 18 can be biased by this temporal effect. Finally, we suggest less biased ways to measure 19 selection in experimental evolution.
diminishing returns epistasis as well as frequency dependent selection. II. THE MODEL 1. Definition of time units 50 We consider a simple growth model with continuous, overlapping generations, analogous 51 to the one described in Crow and Kimura [1] . The overall population is modeled by
where N (t e ) represent the number of individuals at time t e and m represents the 53 Malthusian parameter of the population and is related to fitness (W ) as m = ln W . Equation
Equation 3 can be solved and a linear relationship appears between t e and t, t e = D m * t.
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In the case of a clonal population, this is just a change of the unit in which time is measured. 83 However, the Malthusian parameter of a population composed of different variants will be the average of the Malthusian parameters of the different sub-populationsm. Importantly, 85 by the action of genetic drift or natural selection,m will change with time. In such 86 populations, equation 3 becomes
wherem(t) represents the mean Malthusian parameter at time t. 
Discrete limitation 98 A different form of limitation exists when populations go through cycles of "feast and 99 famine" whereby they receive a boost of nutrients from time to time. In between these boosts there are long periods where most of the population dies off. In this scenario, the 101 population will grow exponentially until it exhausts all the available substrate or space 102 and will wait for the next cycle. One example of this scenario is the widely used batch 103 culture setting in experimental evolution ([14] ). At regular intervals, these populations are 104 subjected to a fixed bottleneck, e.g. are diluted D times, and a fixed amount of substrate 105 is made available. Between the beginning of one cycle and the beginning of the next, the 106 population gains P individuals but looses a fraction D of them. 107 N (t + 1) = N (t) + P D
where D represents the dilution factor between cycles and P the number of individuals 108 produced in each cycle. Similarly to the continuous limitation, after a small number of 109 cycles, population size at the beginning of the cycle reaches an equilibrium of N eq (0) = 110 P D − 1 . In order to estimate the effective time that passes within a cycle, we take equation 111 1 and substitute N (0) = N eq (0). We then compare the amount of growth in both models for 112 one cycle and calculate the effective time necessary for the idealized unrestricted population 113 of equation 1 to grow P :
In the case of a non clonal population, equation 1 becomes:
which cannot be solved analytically for t e . However, an approximation can be derived, 116 as N (t e ) ≈ N (0) * em * te , which allows us to calculate
Equation 10 describes the number of units of t e in one cycle and can be generalized to t 118 cycles by
which can also be expressed in units of the number of generations of the population
where p is the number of passages, G p is the number of generations per passage and 122m (0) is the mean Malthusian parameter of the population at the beginning of each cycle.
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Comparing the results for the two types of populations limitation (equations 12 and 5) we 124 can conclude that, when normalizing time for the number of generations of the population, 125 the relationship between G and t e is the same.
Deterministic simulation of allele dynamics and inference of selection
In order to evaluate the analytic model in the context of competing alleles, we perform 128 stochastic and deterministic simulations. For the case of the continuous restriction model, 129 we make use of Monod's equations applied to the chemostat (described in [15] and used 130 to model evolution in [12] ). For every competition we define the following system of 131 differential equations: 
with C being the concentration of incoming substrate (C = I /D) and m being the 142 maximum growth rate of the population. Competitions start with A(0) + M (0) =X and 143 S(0) =S.
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The number of generations of the population, G pop is given by
Using the system of equations 13 we estimate the allele frequencies of the population 146 as a function of time and infer selection coefficients s using
To simulate allele dynamics in a batch culture experiment (supplementary figure S1) 148 we consider that populations can grow exponentially until the total population size is 149 N (t e ) = N (0) × D and solve equation 9 for t e . The change in frequency is simply given 150 by how much each strain grew during this time and the selection coefficient is estimated 151 with the same equation as the chemostat. We used the deSolve package in "R: A language and environment for statistical computing" to numerically solve the system [17, 18] .
Stochastic simulations -chemostat probability of fixation 154
In order to perform stochastic simulations in continuous growth restriction, we use the 155 system of equations 13 and discretize time in intervals of about one population generation. 156 We consider a model where at each time step one of the sub-populations is allowed to 157 reproduce according to its growth rate and the substrate levels are adjusted accordingly 158 (a pure jump process model [19] 
At the beginning of each passage we sample 10 6 individuals and the population can 167 grow until it reaches 10 8 individuals.
168
Each simulation starts with a clonal ancestral population a, with m a = ln 2 + s a .
169
Mutants can appear at any time during the growth cycle; to simulate the time of appearance of the mutant t m we ask in which new formed individual X m does the mutant appear by drawing from an uniform distribution between 10 6 +1 and 10 8 . Then, t m = ln X m − ln 10 6 m a .
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At that point we define the ancestral population as N a (t m ) = 10 6 * e ma * tm −1 and the mutant 173 population as N m (t m ) = 1. The population can then only grow G = Simulation of a long term evolution experiment 182 We simulate the adaptive process in a batch culture experiment with the same general 183 framework as described above for invasions. To introduce mutations we discretize time by . We assume that individuals with genotype i produce W i × N i number of 194 gametes per generation, such that the total number of gametes produced by the population 195 is n j=1 W j . From these, N e are randomly selected to produce the next generation. The 196 contribution of each strain for the next generation is taken from a multinomial distribution 197 with the probability for each strain i being:
All simulations were performed in R [17] except for the probability of fixation in the 199 chemostat, which was performed in Python, and will be made available upon request. of sub-population i, f i (t e ), is given by:
To estimate frequency changes under continuous growth limitation, we combine equa-214 tions 19 and 5 to obtain the expected change in frequency of a mutant per population 215 generation G:
There is no closed form solution for equation 20.
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In the unlimited growth model the behavior of the allele frequencies can be linearised
[?]. As t e and G do not scale linearly, v(G) should 219 also not be linear and depend on them of the population. In order to test whether that is the 220 case, we simulated a chemostat where two alleles compete under resource limitation using dynamics.
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The same type of analysis can be made for the case of discrete growth limitation ("feast 234 or famine" model) and produce similar results. Solving equation 19, we get the expected 235 mutant frequency at time t e :
In one passage, the number of units of effective time t e that the population experiences 237 is given by solving equation 9 for t e . For small s i we propose the approximation in equation over one passage,
We compared the results of simulated populations under this limitation regime with the 241 unlimited resources model and our effective time model, similarly to figure 1. We obtain 242 the same qualitative results (supplemental figure S1). Note that the number of generations 243 of the populations per passage is constant for constant D . In the previous section we show that selection coefficients based on unlimited growth do not 267 accurately describe allele dynamics in growth-restricted populations. As a consequence, the 268 inference of selection coefficients and other fitness related parameters will be affected. In 269 this section we show that the change is biased, depends on the growth rate of the population 270 and can be accounted for by measuring effective time.
Inference of selection coefficient 272
A common way to measure selection coefficients in time-series data is to use equation One of the current challenges in evolutionary biology is to describe and understand epistasis. mutation is the same regardless of the ancestral genotype, such that
where m i is the Malthusian parameter of genotype i. We numerically simulate competi- of mut2 over mut1 can be calculated as:
By using s mut2 mut1 in equation 21 with T = G we can predict the dynamics of a com-307 petition between mut1 and mut2. 
The number of reference individuals can be given by
N (0) , allowing us to estimate t e : (2)). However, the use of these measurements is not widespread (e.g.
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[?] ). An important consequence of using a reference as a clock for effective time is that 333 populations that do not have any genotype in common can only be compared if we have 334 information on the Malthusian parameters of at least one genotype per competition. In the previous sections we describe how the inference of evolutionary related parameters 337 is affected by the non-linear relationship between effective time and generations of the 338 population. However, this effect is not restricted to a bias in inference. The long term 339 evolutionary dynamics will also be affected, giving rise to non-trivial results. We will now analyse the probability of fixation of single mutations and the rate of fitness increase in populations under restricted growth.
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Probability of fixation 343 We start by investigating whether growth restriction changes the probability that a mutation 344 escapes genetic drift. This is the same as the probability of fixation in populations where 345 the mutation rate is low enough that mutations fix one at a time. The probability of fixation 346 of a single mutation in an haploid population (p f ix ) was subjected to several studies, the 347 most notorious from Kimura (for a review on the subject see [26] ). Using diffusion theory, 348 the probability of fixation can be estimated as [27] :
where s is the selection coefficient and N the population size. One of the assumptions 350 of this model is that time is constant and independent of the population parameters. As
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we have shown before, the effective time spent competing decreases as mean population 352 fitness increases. Given this, a mutation that appears in a fitter population (higher m a ) will 353 experience less effective time compared to a mutation with the same s that occurs in a less 354 adapted population, thus having a smaller increase in frequency. The consequence is that 355 the probability of fixation of a given mutation is dependent not only on the s and N but 356 also on the m a .
357
In the case of discrete growth restriction (batch culture), equation 30 cannot be ap- of fixation. We follow the same methodology (more details in Appendix A) but take into 362 account the reduction in effective time. We find that the probability of fixation becomes
To test whether this result captures the behaviour of growth-restricted populations,
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we use stochastic simulations (details in the Model section above). Succinctly, a single 365 mutation occurs at a random division in the first growth phase and no subsequent mutations 366 are allowed. We simulate growth as a deterministic process where populations grow 367 exponential until N * D is achieved. We then randomly sample N individuals for the next 368 passage and repeat this process until one of the strains becomes extinct. We count how often 369 the mutant takes over the population and that is our probability of fixation. We simulate 370 three different values of s for a wide range of ancestral fitness s a (Figure 3) . As expected 371 for the rationale described above, the probability of fixation decreases as the fitness of the 372 resident population increases, and the analytic approximation presented in 30 accurately 373 approximates the observed behaviour.
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The probability of fixation in populations with continuous, overlapping generations has Figure 3 : Probability of fixation in discrete limited growth.Simulated populations grow from N i = 10 6 to N f = 10 8 individuals every passage and are randomly sampled for the next passage. The resident population has a growth rate of m a = ln 2 + s background and the mutant growth rate is m m = m a + s. We simulated mutations with 3 different s, represented in different colors. The points represent the percentage of mutations that get fixed and the lines represent the result of an analytic approximation.
approximated by (adapted from [29] ):
This result is obtained by defining the rates of reproduction of the ancestral r a = 1 381 and the mutant r m = r. The growth rate of each genotype is then always relative to the In the previous sections we showed that mutations that lead to the same increase in Malthu-388 sian parameter take longer to increase in frequency as the mean Malthusian parameter of 389 the population increases. It follows that, as populations adapt, mutations will take longer to 390 sweep and the adaptation rate itself will slow down, even in the absence of epistasis. The 391 rate of adaptation ( dW dG ) is dependent on several parameters such as mutation rate, popula-392 tion size and mean fitness effect of new mutations,s. Ifs is constant, ln W is expected to 393 increase linearly with time (dashed line in Figure 4 ).
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Given the change in time scale we report here, we expect that the rate of adaptation of 395 the population will not be constant, but decrease as the population increases in fitness. We Term Evolutionary Experiment (LTEE) [14] . However, in the LTEE the rate of adaptation 406 decelerates at a faster pace than predicted by our non-epistatic simulations. This suggests 407 that an epistatic model is necessary to explain the observed rate of adaptation. However, 408 not all of the decrease is due to epistasis. Next, we quantify the contribution of restricted 409 growth in LTEE to the observed deceleration.
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We start by estimating the effective time elapsed between two passages. For every 411 two consecutive fitness measurements, P 1 and P 2 , we approximate population growth rate 412 by the mean of m P 2 and m P 2 . We then use equation 11 with D = 100. The amount of 413 effective time between P 1 and P 2 is then:
The fitness measure used in the LTEE is
In order to obtainm, we define 415 m ref = ln 2. By replacing m in the equation above, we estimate:
416 ∆t e = ln 100 * (P 2 − P 1 ) * 2 Log[2] * (W P 1 + W P 2 ) (33) We apply equation to 33 to each of the time intervals for which there is available data. reduction in speed as a reduction in the effective evolutionary time that these populations 441 experience. We are led to the curious observation that, for the same imposed birth rate b, 442 the larger the intrinsic growth rate of the population, the slower the effective evolutionary 443 time. In other words, the faster a population is, the slower it experiences time, an affect 444 akin to relativity in Physics. As ln λ ≈ m a * t e * s s a + ln 2 , the ultimate probability of extinction (V (t, s)) is then defined as We assume a population composed of two genotypes, a and m, with absolute fitness of mutant is given by 
