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CHAPTER 1 
Introduction 
_,-}p, ':fP!:·:·; 
Essays in cointegration analysis never was the working title qf the w0tkc4n progress for the 
last seven years. I started this project with the aim of doing appli~,\f research in economics and 
econometrics. Hence the last chapter of this thesis, Money derg~9:c! in tlie N;~erlands, was 
the first chapter written. Yet that very first version, written in 'J;f<?,ffl't;i~e t!J 1 ?98, bears little 
resemblance to the present version, included in this thesis. The onl/~uostantial agreement with 
the first version are the data used: the short term interest rates were collected frbm private banks in 
the Netherlands: as they increasingly offered above money-market interest rates to retail investors, 
those official interest rates were not relevant for retail investors and even small firms. 
That interesting problem - the irrelevance of money market rates to money demand - was 
thus solved rather quickly. Yet the other five chapters all evolved from practical problems, I ran 
into, during the cointegration analysis of the Dutch data set. I shall thus very briefly describe the 
cointegrated VAR models and then discuss in turn the problems, these chapters deal with. 
Each chapter is stand-alone, in that it can be read without having to read any of the others 
first: this also means that short general overviews of the methodology are presented in each one 
of them and not repeated here. This introduction just points at the general problems tackled in the 
papers. 
For each of the chapters, Matlab programs are available to replicate the results. These are 
included on a CD, which is part of this thesis. 
Two programs have been developed into stand-alone packages: me2 for maximum likelihood 
estimation of I(2) models and datamine for the automatic identification and restriction of the 
cointegration space. 
Both of them are used in the replication of the results. The replication notes are thus a good 
starter for using these programs. 
1.1. The cointegrated VAR model 
1.1.1. The 1(2) model. One representation of the p-dimensional I(2) model (Johansen, 1992) 
with 2 lags is given by: 
(1.1) 
where Et is distributed normally with mean zero and variance-covariance matrix D and t -
1, ... ,T. 
Define the characteristic polynomial of this process as: 
(1.2) F(>.) = >.21- (II +21- rp- (r- I) 
and let >.1 , ... , A2p be the roots of IF (>.)1 = 0 
The following assumptions apply: 
1(2) a: II = a/3' where a and f3 are p x r matrices of full column rank. r < p 
1(2) b: 2p-2r-s roots>. of the characteristic polynomial (1.2) equal one>.= L The other 
2r + s roots are smaller than one in absolute value 1>-1 < 1. Let { >.;}, i = 1, ... , 2r + s 
indicate the roots of the second group. It then follows that a~ ff3.L = (r/ where (and 
71 are full rank matrices of dimension (p - r) x s. Another equivalent way of stating 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
2 1. INTRODUCTION 
- --~ this result is aj_a~r,ej_,e~ = a 1,6; where a 1 and ,61 are full rank m~trices ofaimension 
p x s, s < p- r. .,,~ . ., 
I(2) c: c/26,62 where 6 = r,6ar +I, a2 = (a: a1h and ,62 = (,6: l'h(;J_ is a matrix of 
full rank (p- r- s). 
1.1.2. The I(l) model. The p-dimensional vector autoregressive model with 2 lags can be 
represented in its reduced form as: 
(1.3) 6.X1 = a,6'Xt-! + f6.Xt-! + fJ.o + fJ.Jt::t- f,t_ r~F' ~~~t'>J 
where Et are distributed N(O, rl) and t = 1, ... , T. · · · ' 
Define the characteristic polynomial of this process as: . /' . 1 1 ,·¥ 
(1.4) F (>..) = ).2 I- (II +I+ r) J~~t/j 
1
, ' • 
and let >-1, ... , A2p be the roots of IF (>-)1 = 0 :r . t" 
The assumptions, which assure that the model is I (I) are: 
I(l) a: p- r roots ). of the characteristic polynomial (1.4) equal one: >.. = 1. The other 
p + r roots are smaller than one in absolute value 1>-1 < 1. Let {>..i}, i = 1, ... ,p + r 
indicate the roots of the second group. 
1(1) b: a and ,6 are full rank p x r matrices, r < p. 
1.2. The chapters 
1.2.1. Chapter 2: Automatic identification of simultaneous equation models. One set of 
frequently applied restrictions on the cointegration space ,6 in equation (1.3) is: 
(1.5) 
Johansen (1995a) proposes a way to maximize the likelihood function, if these restrictions are 
generically identifying. However when the restrictions are not generically identifying, general 
optimization algorithms are available. In chapter 2, I propose an algorithm to add non-binding 
restrictions, which render any set of non-generically identifying restrictions, identifying. 
The method is presented in a simultaneous equation model setting, with within equation re-
strictions, but the application is in terms of the just described cointegration model. On Australian 
money demand data, the algorithm with identification finds a higher maximum than the same 
algorithm without identification. 
1.2.2. Chapter 3: Automatic identification and restriction of the cointegration space. It 
takes a considerable amount of time to test a large number of hypotheses of the kind (1.5). In 
chapter 3 I automate the process of restricting the cointegration space ,6. The applied econome-
trician only has to specify which column vectors could make up the various matrices H. The 
algorithm then combines them and finds the model with the largest number of overidentifying 
restrictions. 
A Monte Carlo study and application to UK money demand data illustrate the use of the 
algorithm. 
1.2.3. Chapter 4: Bootstrapping and Bartlett corrections in the cointegrated VAR. The 
small sample properties of tests on ,6 are known to be poor. Two alternative approaches have been 
proposed in the literature: bootstrapping, for which Gredenhoff and Jacobson (200 I) propose a 
procedure and a Bartlett corrections, derived by Johansen (2000a). In this thesis chapter, which 
is a co-authored article with Stefano Fachin, we compare these two methods and a refinement to 
bootstrapping: the feasible double bootstrap, proposed by Davidson and MacKinnon (2000). 
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1.2. THE CHAPTERS 3 
We find that in our Monte Carlo DGP none of these three procedures has much powe;:"iffuey 
are based on the estimates under the null hypothesis. We thus propose to base all these methods 
on the estimates under the alternative hypothesis. ·· ', ~.· 
1.2.4. Chapter 5: A Bartlett correction in stationary autoregressive models. In the longest 
chapter I derive a Bartlett correction in the following multivariate model: 
Y, = AX, + Tizt 
where 
X,= Q(L)Tit-l = Qo77t-l + QlT/t-2 + Q277t:;'3 +. ·. 
Tit= [ 77;, Tibt ]' ~MIIDN(O,D) / 1 "ff. 
under the assumption that Q( L) is an exponentially decreasing poly~il) (, : 
The hypothesis, for which I derive the Bartlett correction is 'H : A = A0 , !5oth when var (Tit) 
is known and when it is unknown. ' 
Applications of this Bartlett correction include a test for no autocorrelation, a null hypothesis 
in a multivariate autoregressive process and two tests for 'no long-run level feedback' in the I(l) 
model. A Monte Carlo study for each of these examples shows the usefulness of the derived 
correction 
1.2.5. Chapter 6: Impact Factors. In this chapter, which is co-authored with Paolo Paruolo, 
we derive explicit expressions for the long-run effect of a one-time perturbation to a stationary 
VAR, the I(l) model and the I(2) model. 
A one-off perturbation in an I(2) model may have an effect on the growth level of the indi-
vidual variables. 
An application to mark-up on prices in Australia illustrates the use of Impact Factors. 
1.2.6. Chapter 7: Money demand in the Netherlands. In this chapter I model money de-
mand in the twenty years prior to the introduction of the Euro. Applying most of the techniques 
in the previous chapters, I find a stationary money demand equation over the period under study, 
as well as an IS-curve. The data set has been specially compiled for this study. 
1.2.7. The CD with software. All programs used in this thesis have been put on a CD, such 
that the results are replicable in Matlab. Two particular parts of the software have been developed 
further and can be used as applications: 
1.2.7.1. Me2: full maximum likelihood in 1(2) models. The Dutch data in chapter 7 are found 
to be I(2). To determine the rank, transform them to I(l) by means of a so-called nominal-to-real 
transformation and to calculate the impact factors, I wrote a complete package, named, me2. It 
executes a large amount of tests and writes its output straight into latex files. For windows-users 
with Matlab 6.x or higher and the statistics toolbox, it is readily installed by copying the relevant 
directory on the CD to the local hard disk. It is also possible to run it straight from the CD. 
1.2.7.2. Datamine: automated identification and restriction of the cointegration space. This 
program is also includes on the CD. It performs the algorithm in chapter 3 in a relatively user-
friendly way in Matlab. 
Chapters 6 and 7 contain research notes on how to replicate the results in those chapters and 
thus on how to use these two software packages. 
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Part 1 
Automated model selection 
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CHAPTER 2 
I . ,., }' 
;.f;. 
Automatic identification of simultaneous equations models 
2.1. Introduction 
Consider the simultaneous equations model: 
_. /' 
I f I . (•( ~_· :_.f (3 z, = A Yt + B x, = u, t = 1, ... , T iffJ!1· : ~;;· 
r'.' i) ··.• r 'if , ---', 
u, ~ iidN(O, 0), < ' 
(2.1) 
where Yt is a vector of length r with endogenous variables, x, a vector of length q with predeter-
mined variables and (3 =[A', B'J' ap x r matrix of coefficients (p = r + q). Assume that A and 
therefore (3 is of full rank and that x, and u, are independent. 
Likelihood inference on ((3, 0) is possible, but it is readily verified that a parameter point 
((31 , 0 1) is not uniquely identified (which means that there is at least one other parameter point 
((32, 0 2), with whom it shares the same probability measure). For any non-singular matrix C, 
((310, C01C') has an identical probability measure. To uniquely identify a space we need to 
put restrictions on the parameter space. In this article we shall consider only within-equation 
restrictions on (3 without putting restrictions on 0. More precisely, we consider 
(2.2) 
where Hi are p x si matrices of full column rank. Defining Ri = (Hi) .L, an equivalent expression 
of these restrictions is given by: 
(2.3) R;f3i = 0 for i = 1, ... , r 
We repeat the well known fact that the likelihood of the model is invariant under premultiplication 
by a full rank matrix S. 
The Wald condition states a necessary and sufficient condition for identification: 
THEOREM 1. The parameter value ((3, 0) is uniquely identified (up to a nonnalization of one 
of the elements in each vector of (3) if and only if for any i = 1, ... r 
(2.4) 
There are two problems in practice with this theorem: it depends on the a priori unknown 
parameters (3 and it does not give an indication as how to identify a model if (2.4) fails. The first 
problem was tackled by Johansen (l995a) , who proved the following theorem: 
THEOREM 2. If the only restrictions imposed on the parameters are (2.3) a set of necessary 
and sufficient conditions for the parameter value (3 and hence 0 to be uniquely identified (up to a 
nonnalization of one of the elements in each vector (3) is: 
(2.5) 
for n = 1, ... r - 1, 
forallj E {1, ... ,r}, 
and for every set {k1 , ... , kn} not containing j, 
7 
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8 2. AUTOMATIC IDENTIFICATION OF SIMULTANEOUS EQUATIONS MODELS 
This theorem gives conditions which only depend on the restrictions, not Ol) the p~ar'lfueters. 
If all the conditions (2.5) are satisfied, then there are 2:::~= 1 (p - r - s; + 1) degrees 6f freedom 
for testing the hypothesis (2.2). ', {;;. 
However if one of the rank conditions (2.5) fails, serious problems arise not just in the in-
terpretation of potential estimates, but in the maximization of the likelihood function and testing 
process itself. To my knowledge no analytical method exists to determine the number of restric-
tions imposed by (2.3) on the model. 
This paper provides a simple algorithm to determine identifying restrictions, when (2.5) fails. 
There are four main applications of this algorithm: 
( 1) A device for counting the number of restrictions in a particular model (if the restrictions 
are not identifying). 
(2) An instrument to be used for estimation algorithms, which require identification. For 
instance the algorithms of Johansen and Juselius (1994) and Johansen (1995a) require 
identification. Without identification, they seem to work more than 99% of the time: 
for automated model selection, this is however not sufficient. Other algorithms for esti-
mation based on general optimization methods, do not require identification (Doomik, 
1995) . 
(3) Only for identified models can (asymptotic) standard errors be given for all estimated pa-
rameters. The algorithm finds an identification scheme, which is not necessarily unique. 
One can thus employ the algorithm to find standard errors of the estimated parameters. 
If there are multiple identification schemes, we can scan them all (usually there are only 
a few) and use the standard errors of all schemes to decide where to put additional re-
strictions. 
(4) In the cointegrated VAR model Davidson (1998a) provides an algorithm to find all pos-
sible restricted cointegration vectors (using Wald testing). However he only considers 
one restricted vector at the time, but not a combination of them. Using the results in this 
paper and likelihood ratio tests, Omtzigt (2001) tests not only one restricted vector at the 
time, but also all possible combinations of them. The switching algorithm never breaks 
down, once the model has been generically identified and the automated model selec-
tion procedure results in one preferred restricted model only (with possibly equivalent 
formulations). 
For further discussions on the (restricted) simultaneous equations models, we refer to Koop-
mans et al. (1950), Fisher (1966), Hsiao (1983) and Sargan (1988) and references therein. For 
potential applications to the I(!) model we refer to Johansen (1995a) and for the I(2) model to 
Johansen (2000b) . 
The outline of the paper is as follows. Section 2.2 contains the main theoretical result. In sec-
tion 2.3 the algorithm is presented and illustrated by means of an example. Section 2.4 provides 
an empirical illustration of its use in cointegrated VAR models and section 2.5 concludes. The 
appendices contain all proofs and a Matlab program implementing the algorithm. 
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2.2. Results 
In this paper we shall refer to (2.5) as rank conditions of order n. They can b,e. given the 
following logical ordering (from order 1 to order r ): '· f;. 
(2.6) 
(2.7) 
(2.8) 
rank (~Hk,) ;;; 1, 
rank (R~ [Hh, Hk2 l) ;;; 2, 
,' / ,, ~· 
j!'j/ __ ;( - -\ ;'1 
(2.9) rank (R~ [Hk, ... , Hkr_,]) ;;; r- 1, j =J k1 ~~1:~<-=J ~£-1' 
There are r rank conditions of order 1, r (r- 1) /2 rank conditions of orcter two and r rank 
conditions of order r. In case the rank conditions do not hold, many different ones may fail at the 
same time. Let m be the lowest order for which at least one rank condition breaks down: 
(2.10) 
The rank deficiency in (2.10) must be exactly one as all the lower rank conditions (2.6)-(2.8) hold 
and in particular 
rank (R~ [Hk, .. , Hkm-l]) =m- 1, j =J k1 =J ... =J km-1 
Let the columns of H1 be h11 , ... , hJs; and let HJ,-i = [hn, ... h1i-1• h1i+1• ... h1.], that is H1 
without column hJi· Furthermore let k1i = hiJ - HJ,-i ( H),-iHJ,-i) -
1 H),-ihJi· 
The following theorem shows that we can always 'repair' this rank condition by deleting one 
column from matrix H1 and adjusting R1 accordingly. Not any column can be deleted, but at least 
one of the columns repairs the rank condition. 
THEOREM 3. Jf(2.6)-(2.8) and (2.10) hold, then for at least one of the columns h1i of H1, 
(2.11) 
Without loss of generality, we shall assume that a condition involving R 1 is the first one for 
which the rank condition fails to hold and that h 1d is the column in Theorem 3. 
The next theorem shows that we can rotate the columns of any matrix (3 which is restricted as 
in (2.2) to find a matrix (3* which obeys all the previous restrictions implied by (2.2) and the new 
restriction, caused by shifting h'1d from H 1 to R 1. 
THEOREM 4. lf(2.6)-(2.8) and (2.10) hold and h~d satisfies (2.11) then for any (3 = [H, <p1, ... , Hr'Pr] 
there exists almost surely (3* = [Hl,-d'Pi, H2<p2 , ... , Hr'Pr] such that sp ((3) = sp ((3*). 
The result has been split into two parts on purpose: theorem 3 only involves the restrictions, 
whereas theorem 4 shows that whatever the parameter value, the additional restriction can be 
satisfied. This means that we are only putting an extra identifying constraint on the model and do 
not put additional binding restrictions on it. 
The idea of the proof is that if the rank condition of order m fails (and all the lower ones 
hold), then we can find exactly one linear combination of (f3k, .. , (3km), say 'Y which lies in the 
space of f3J· Let (31 = HJ'PJ and 'Y = H1'1j!. To distinguish (3J from 'Y we put one additional 
restriction on the (3J. 
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10 2. AUTOMATIC IDENTIFICATION OF SIMULTANEOUS EQUATIONS MODELS 
2.3. Algorithm 
Together these last two theorems give rise to an operational algorithm to identi~y _th~ space, 
given by any set of restrictions. Each time the rank condition is not satisfied by Cih, ... ,Hr), 
we are able to take away a column of one of the H' s without imposing further restrictions. We 
repeat the operation until we have identifying restrictions (the algorithm is guaranteed to end as 
the number of columns of the matrices His finite). 
Formally we propose the following algorithm: 
ALGORITHM 1. 
(1) Check the rank conditions (2.6)-(2.9), for identificatiori,_S,tarting with. the lowest one, 
I .· I .• (2.6). ;/',, f " tf. 
(2) If all rank conditions are satisfied, go to 4. 'Jil (ft( 1 , ' • 
(3) When the first rank condition is broken, as in (2.10), find a•column/hij such that (2.11) 
is satisfied. Cancel this column from Hi and then go to I. · 
( 4) The space is generically identified 
An implementation of this algorithm in Matlab is available in the appendix of the chapter. 
Note the loop structure in which all the rank conditions are checked, starting from the lowest one. 
If a rank condition does not hold, we see which of the columns hij we can eliminate from Hi to 
satisfy it. The checking of all the rank conditions then starts again. 
2.3.1. An example. A detailed example of how the algorithm works in practice clarifies the 
exact functioning of the algorithm. Among other things it shows that if a rank condition of order 
m is repaired at step t, then at time t + 1 it may be necessary to repair a lower order rank condition. 
It is thus absolutely vital that all conditions are checked in each round. The example is also just 
simple enough to be done by hand, but a computer will just do it quite a bit faster. 
Consider the following matrix f3 with 5 rows and 3 columns, on which we impose within-
equation restrictions (2.2) by means of the following matrices Hi: (Note that of each of the three 
matrices H1 the columns are mutually orthogonal, such that hfi = k1;.): 
1 0 0 0 0 0 1 0 0 
0 0 0 1 0 0 0 1 0 
(2.12) HI= 0 1 0 ,H2= 0 1 0 ,H3= 0 0 0 
0 0 1 0 0 1 0 0 1 
1 0 0 0 0 0 1 0 0 
H1 = [hn, h12, hd, H2 = [hn, h22, hd, H3 = [h3b h32, h33] 
As bases of orthogonal complements to these matrices we choose: 
1 0 1 0 1 0 
0 1 0 0 0 0 
RI= 0 0 ,R2= 0 0 ,R3= 0 1 
0 0 0 0 0 0 
-1 0 0 1 -1 0 
R1 = [rn, r12J, R2 = h1, r22J, R3 = [r31o r32J 
The algorithm now runs as follows: 
FIRST ROUND 
Check the first-order rank conditions 
rank(R~H2 ) =rank ( ~ ~ ~ ) = 1 
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rank(R~H3 ) =rank ( ~ ~ ~ ) = 1 
rank(R;Hl) = rank ( i ~ ~ ) = 1 
rank(R;H3) =rank ( i ~ ~ ) = 1 
rank(R~H1 ) =rank ( ~ ~ ~ ) = 1 
rank(R~H2 ) =rank ( ~ ~ ~ ) = 1 l . , 
Check the second-order rank conditions ·,)'vI 1 , .'( 
As all first-order rank conditions are satisfied, we check the se~~~~der1vank conditions: 
1 ( 0 0 0 0 0 0 ) < ' 11 
rank(R1 [H2 , H3]) =rank 1 0 0 0 1 0 = 1 ' 
This rank condition fails, which means that we must apply step 3 of the algorithm. 
Find a column of H 1 that satisfies (2.11) 
I I 
We add one of the columns of H 1 to R1 and see whether this particular rank condition is 
repaired. Try Hi= [h1z, hd and Ri = [ru, r 12 , hu]. The rank condition becomes: 
rank(Ri' [Hz, H3]) = rank ( ~ ~ ~ ~ ~ ~ ) = 2 
0 0 0 2 0 0 
The rank condition is now satisfied and we take H1 = Hi and Ri = R1 (leaving the other 
matrices as they were before) and start the algorithm at point 1: 
SECOND ROUND 
~=:~ ~~:~rst ::::r (rar rnf)tio:s 1 
0 0 0 
rank(R~H3 ) =rank ( ~ ~ ~ ) = 2 
2 0 0 
rank(R;H1) =rank ( ~ ~ ) = 0 
This rank condition fails. 
Find a column of H2 that satisfies (2.11) 
When we move the first column of H2 to R2 we obtain the following candidates H; 
[h22, h23] and Ri = [rz1 , rzz, h21]. The rank condition then reads: 
rank(R2' H1 ) = rank ( ~ ~ ) = 0 
It is still not satisfied, so we try shifting the second column of H2 : H?. - [h21 , h23] and 
R2 = [r21 , r 22 , h22]. This results in the following rank condition: 
rank(R2' H1) =rank ( ~ ~ ) = 1 
The rank condition now holds and we take H2 = H; and R2 = R2 to go back to step 1 of the 
algorithm: 
THIRD ROUND 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
12 2. AUTOMATIC IDENTIFICATION OF SIMULTANEOUS EQUATIONS MODELS 
Check the first-order rank conditions . 
It is easily verified that of all the first-order rank conditions are satisfied, with the exception 
of 
rank(R~H2) =rank ( ~ ~ ) = 0 
Find a column of H3 that satisfies (2.11) 
Shifting the first column of H3 to R3 would clearly not work, as that would imply sp( H 2 ) = 
sp(H3). (In this case even H2 = H3). We therefore shift the second column of H3 : H(l = 
[h31 , hss] and R3 = [r31 , r 32 , h32). The rank condition is now satisfied:f4·"· 
rank(R3' H 2 ) = rank ( ~ ~ ) = 1 
For the next round take H3 = H!J and R3 = R3. 
FOURTH ROUND 
Check the first and second-order rank conditions 
All 6 first order and 3 second order rank conditions are satisfied, such that we conclude that 
the restrictions identify the model: The conditions of Theorem 3 in Johansen ( !995a) now hold 
for this example 
For completeness we shall also give the matrices S from Theorem 4. If we have the matrices 
(2.12), then we can write the matrix f3 as: 
'Pll 0 'P31 
0 'P21 'P32 
f3= 'P12 'P22 0 
'P13 'P23 'P33 
'Pll 0 'P31 
The combination <p32 f32 - <p21{33 ='YE sp (H1). Post-multiplying f3 by the full-rank matrix 
[ 1 0 0] S= "'" 10 1 4'31 
_'£11 0 1 
'P31 
gives way to 
0 0 'P31 
0 'P21 'P32 
(2.13) (3* = 
'Pi2 'P22 0 
'Pi3 'P32 'P33 
0 0 'P31 
which satisfies the restrictions after the first round of the algorithm. Note that this transformation 
is not defined if <p22 = 0 or <p31 = 0. 
Taking away the stars in the last expression, we can post-multiply again by 
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to obtain a matrix, satisfying the restrictions at the end of the second round. 
zero in place of 'P22 in (2.13). In the last step, the matrix 83 is given by: 
"oo__. ·~::w' 
This step inserts a 
(" 
[ 
1 0 0 ] 
s = 0 1 = 3 IP21 
0 0 1 
Post-multiplication leads to the following general matrix: 
(2.14) (3= 
0 
0 
'P12 
0 
'P21 
0 
'P31 
0 
0 
'/ I 
'Pl3 'P32 'P33 ;/{r~ _( 
0 0 'P31 . 1!(1?1; ;i 
which satisfies all the rank conditions and is therefore generically idehtified. 1: 
2.3.2. Discussion. Making a change in a broken rank condition can cause a previously satis-
fied rank condition to fail. In the example above, all rank conditions of first order are satisfied in 
the first round, but the change made causes first-order rank conditions to fail subsequently. This 
demonstrates that in every round we have to start checking the lowest order rank conditions. 
In the second round, we note that not any column can be eliminated from H, but we can 
still choose between deleting the second and the third column. This implies that the restrictions 
imposed by the algorithm are in general not unique. We thus find but only one of many ways to 
identify this space. It may be hard to attach an economic meaning to a particular identification 
in any one application. In some way this is the only weak point of the algorithm: in automatic 
search algorithms and other applications, the researcher may look for an different identification 
scheme to make economic sense of it. This however can easily be achieved by making available 
all equivalent identification schemes. 
2.4. An application 
As a practical application we consider the p-dimensional cointegrated VAR-model with k 
lags: 
(2.15) t:,X, = af3' ( x~-1 ) + ~ f;/::,Xt-i + lJ!d, + p. + Ct 
where (3' are the cointegration vectors, t is a time trend and d, are dummy variables. 
We note that the likelihood function depends on II = af3'. This means that we can take 
a* = aK and (3*' = K-1(3', where K is any invertible matrix. The likelihood is unchanged after 
this transformation as II* = IT. We thus have exactly the same identification problem for f3 in this 
model as in the simultaneous equations model (2.1 ). 
For tests of the kind (2.2), a number of computer packages have implemented the switching 
algorithm of Johansen and Juselius (1994), henceforth JJ. CATS 1 by Hansen and Juselius (1994) 
performed better than PcFiml version 9.32 by Doornik and Hen dry ( 1997) and my own implemen-
tation of the switching algorithm (which does not put identifying restrictions): The maximum in 
the likelihood function CATS found was the highest in all the examples considered below. 
We compare the CATS implementation of the switching algorithm of JJ (which does not put 
identifying restrictions on the cointegration space) and the implementation of a Matlab program, 
1We use version 1 of this CATS in RATS 4.3 
2Version 10.1 of PcGive does not give the user the option to use beta switching. We thus used the latest version 
of the program that did. 
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14 2. AUTOMATIC IDENTIFICATION OF SIMULTANEOUS EQUATIONS MODELS 
.. " ''if: 
Hypothesis tested CATS New .4\.lgorithm 
m y p i3 ilO t LR-test # iterations LR-test. '# ii<mttions 
H.l : I -I -I 0 0 * 11.30 36 11.28 49!::· 
H.2 : H.l + 0 0 0 * * * 12.63 93 12.61 80 
H.3 : H.l + 0 0 0 I -I * 15.88 200 13.44 53 
H.4 : H.l + 0 0 0 I -I 0 16.62 2 16.10 158 
H.s : H.1 + 0 0 0 I * 0 15.20 195 15.15 87 
H.6 : H.l + 0 0 0 0 I * 17.28 200 t' \~.13 200 H.7 : H.l + 0 0 0 I 0 * 16.37 197 :, f6.3'1 !52 
H.s : H.1 + I 0 * 0 * 0 11.40 89 -· /' 11162 >.-200 
. ,/'' 
' '" rr ,, r, " , ! 
Table 2.1: Comparison between optimization in CATS (witho~6f~f{\Hicatio~) and optimization 
with identification ' · ': 
which executes the switching algorithm after having imposed identifying restrictions by means 
of algorithm I. We consider an Australian data set, first analyzed by JJ and also used by Doornik 
( 1995) to illustrate his alternative numerical method. It consists of the log of nominal money (m), 
the log of real national income (y), the log of the GDP deflator (p), a three month interest rate 
(i3) and the 10 year government bond rate (ilO). d, contains centered seasonal dummies and a 
dummy which takes value 0 until 1982, 2nd quarter and 1 afterwards. 
JJ fit a VAR with 21ags for the period 1976-1 until 1991-1 (61 effective observations). The 
trace and rank test point to a rank of at most one, but JJ choose three as their preferred rank. They 
test a a number of hypotheses, which we have tested in PcGive 9.3, PcFiml 10.1, CATS and 
our own program. All of them give identical answers. We then considered testing a number 
of hypothesis, where restrictions were put on only one or two of the cointegration vectors. By 
definition these restrictions are not identifying. In the table 2.1 we report the results of testing that 
the inverse velocity of money (m-y-p) is trend stationary on its own and in combination with all 
possible cointegration relations between the interest rates and an unrelated hypothesis H.8. Both 
algorithms have the same convergence criterium and number of maximum iterations (200). 
For hypothesis H.1 - H.7 the new algorithm in Matlab does remarkably better. It needs less 
iterations and finds a higher maximum in the likelihood, resulting in a lower Likelihood Ratio 
test statistic. Unlike CATS it also reports the degrees of freedom of the likelihood ratio test. Just 
to show that there is no mathematical guarantee, we also report H.8 , where CATS does better 
than the new method.3 We have checked these LR-tests against all other methods implemented in 
PcGive 9.3, namely linear switching (Boswijk, 1995) and the Broyden-Fletcher-Goldfarb-Shanno 
method (Doornik, 1995) . Neither of them found better maxima. (and the first one did notably 
worse in cases H.6 - H.7 ). Both these methods have the advantage that they are able to cope with 
more general restrictions on both a and (3. 
A partial explanation for the result is the difficulty of the the optimization problem at hand. 
We impose three cointegration relationship, where the evidence of the second and third is weak, 
such that those relationships are hard to find in the data. Prices and money are often modelled 
as 1(2) and this would probably be better in the current data set as well. And the hypotheses 
tested are all soundly rejected at the 5% level by any method. The likelihood in the region we 
are searching is extremely flat. Yet this is the ideal situation to put algorithms to the test. In easy 
situations all of them find the same maximum, which in all likelihood is the global one. 
3If the maximum number of iterations is lifted, it does find a maximum after 725 iterations for an LR-test statistic 
of11.35 
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2.5. Conclusions 
' We have presented a way of identifying an under-identified parameter space in, simultane-
ous equations models and hence rendered estimation by the means of the switchirt!{:•methods 
of Johansen (1995a) possible. In over 106 test executed so far in simulations Omtzigt (2002b), 
the method has not broken down once, such that it is ideal in automated model selection. It is 
reasonably fast, calculates the degree of freedoms for the likelihood ratio test automatically and 
analytically (no separate procedure is needed) and allows for calculating standard errors on all the 
·estimated parameters. The procedure is very easy to implement and a Mlltl\),l:).version is attached 
to this chapter. • . :. :1·: .,, . 
2.A. Proofs 
The following lemma is needed for the proof of Theorem 3: 
LEMMA 1. If the rank conditions (2.6)-(2.8) hold 
(2.16) rank ([Hk,· .. ,Hk;]) ~ j,j = 1, .. . ,m -1,m 
PROOF. For j = 1, ... , m- 1 the result follows directly from (2.6)-(2.8): for instance (2.8) 
implies that 
such that 
m- 1 :S: rank(H1, ... , Hm-1) 
For j = m let us assume that the lemma does not hold, i.e. that rank( Ht, ... , Hm) :S: m- 1. 
We find 
(2.17) m- 1 :S: rank(H1, ... , Hm-1) :S: rank(H1, ... , Hm) :S: m- 1 
such that equality holds throughout and rank(H1, ... , Hm) =m- 1 This leads to the existence 
of h1, ... , hm-1 E sp(H1, ... , Hm) so that Hi= (h1, ... , hm_1)Mi. From (2.17) we see that 
m- 1 = rank(H1, ... , Hm-1) = rank(h1, ... , hm-tl 
such that (H1, ... , Hm-1h = sp(h1, ... , hm-1)1., and hence (H1, ... , Hm-tl~Hm = 0, which 
contradicts (2.8), since Hm is a non-null matrix. 0 
PROOF OF THEOREM 3. By lemma 1 we know that 
(2.18) rank ([Hk1 , •. , Hkm]) ~m 
rank ([Rj, Hj]' [Hk1 , •• , Hkml) ~m 
as (RJ, HJ) is a matrix of full rank. As HJ is of full column rank, [kJ1, ... , kJs;, RJ] is a square, 
full rank matrix, which together with (2.18) implies that 
rank ([kj1, ... ,kjs;,Rj]' (HkwHkm)) ~m 
This combined with (2.1 0) means that 
rank ([Rj, kji]' [Hk1 , •• , Hkml) =m 
for at least one column of Hj. 
We note that 
(2.19) 
0 
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16 2. AUTOMATIC IDENTIFICATION OF SIMULTANEOUS EQUATIONS MODELS 
PROOF OF THEOREM 4. rank( R~ [f3k1 , ••• , !3km]) = m -1, (2.1 0), implies that th.6?e exists an 
m x 1 vector a.L, such that Ri [!3k, ... , !3km] a.L = 0. Without loss of generality we assume that 
k1 = 2, ... , km = m+ 1. :;;, 
Therefore [/32 , ... , f3m+ 1] a.L = 7 E sp(H1 ) 
As rank([R1, h1d]' [/32, ... , /3m+1Jl = m, h~d'Y =f. 0. This implies that we can take /3i fJ1 -
7 (h~d'Y)- 1 h~d/31 . This transformation is of the kind /3* = f3S, where 
S = [ -a.L (h~d~)- 1 h~d/31 I~ ~f' ·~]·>': .. 
0 0 1 •. . . ")'•. -- ,r-m-1 
This matrix does not exist if ( h~d'Y) = 0, but this only happen~ on a sefgf Lebesgue measure 
zero. When it exists it is clearly of full rank, which means thf(ft0fl 
11 
s~ (/3*) 0 
:r ' ;o"" 
2.B. Matlab program 
function [Hblockout,Rblock] ~ identify(Hblock) 
% For a given set of linear restrictions of the kind 
%beta ~[Hblclock{l}*phil, ... ,Hblock{r}*phir] 
% (without normalizations) , this function provides an equivalent 
% identifying set of restrictions Hblockout 
r ~ size(Hblock,2); 
p ~size(Hblock{l},l); 
%Get the orthogonal complements (see equation (2.3)) 
for f~l:r 
Rblock{f}~ null(Hblock{f}'); 
end 
% The main loop of the program 
identification = 0; 
% As long as there is no identification run the following loop 
while identification == 0 
[Hblock,Rblock,identification] ~ mainloop(Hblock,Rblock,r); 
end 
%******************************************** 
% Internal function: 
%******************************************** 
function [Hblock,Rblock,identification] ~ mainloop(Hblock,Rblock,r) 
identification = 1; 
% Set identification flag to one. If one the rank conditions fails 
% we repair it and set it to zero (no identification} 
% Start with rank condition of order 1 (for which k=2} 
M ~ nchoosek(l:r,k); 
% one of the indices,j, on the left (R) others (in C) on the right (H's) 
for j~l:size(M,l) 
for m~l:k 
C ~ setdiff(M(j, :) ,M(j,m)); 
right~ zeros(size(Hblock{l},l),O); 
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2.8. MATLAB PROGRAM 
for m2=1:k-1 
right = [right,Hblock{C(m2)}J; 
end 
% Check whether rank condition is satisfied. 
if rank(Rblock{M(j,m)}'*right, 0.00001)< k-1 
% if not, check which column of H can be shifted 
sizeH = size (Hblock{M (j, m)}, 2) ; 
H = Hblock{M(j,m)}; 
for s2 = l:sizeH 
H(: ,1:s2-1); 
H(: ,s2+1:sizeH); 
testblockH = [H(:,1:s2-1) ,H(:,S2+1:sizeH)]; 
testblockR = null(testblockH'); 
if rank(testblockR'*right, 0.00001) == k-1 
%this column can be shifted! 
Hblock{M(j,m)}=testblockH; 
Rblock{M(j,m)}=testblockR; 
identification = 0; % no identification 
%model has been changed, such that there is 
%no guarantee all rank conditions are satisfied 
break, end 
end 
end 
end 
end 
end 
"I 
·-I ,, ;. 
•'· (.r, 
'·' 
17 
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CHAPTER 3 
Automatic identification and restriction of the cointegration space 
3.1. Introduction 
The _introduction of cointegration ~Engle and Granger, I 987) ha~· le? to tl).e de~Iopment of a 
wide vanety of methods to analyze comtegrated systems. The met,h'gp.6f,Johanseit:(l988, 1991) 
is frequently applied as part of a wider General-to-Specific ModeiiinfWthtgy!Which is advocated 
by the LSE-school in econometrics. " · ': 
The process of arriving at the specific model is often long and arduous, especially in a VAR 
with more than 3 variables. Many sequential decisions are taken in the modelling process: which 
dummy should be included? which accepted restrictions on the cointegration parameters should 
be tested jointly? Criticism against the LSE methodology often targets these procedures as leaving 
too many options for the individual researcher and turning the process into an art form instead 
of science. From the LSE practitioner point of view, the process is tedious and indeed difficult 
to replicate. Starting with a particular data set once analyzed, one does not necessarily take the 
same decisions again and it is quite hard to exactly replicate the analysis. 
After the article by Lovell (1983 ), data mining and automated model selection were seen in a 
bad light. Recently Hoover and Perez (1999) and Hendry and Krolzig (2003) re-ran the original 
experiment, changed the decision rules and found that it was possible to recover the original DGP 
with a very high probability. The last article also contains an exhaustive justification of automated 
modelling and the LSE-framework. 
Whereas the three cited articles in the last paragraph are concerned with selecting the right 
variables in a single equation regression, Briiggeman and Liitkepohl (2001) consider Jag length se-
lection in a vector autoregressive model. Davidson (1998a) automates finding the zero-restrictions1 
in the cointegration space. His aim is very close to the one pursued in this paper. Yet his method 
differs from ours in a number of key elements, which will be fully discussed in section 3.5.4. 
In this chapter we will consider the cointegrated VAR-model and automate the search for 
some within-equation restrictions in the cointegration space. 
In the next section we will outline the model, show how identification and restriction are 
intimately connected and describe the standard modelling strategy employed. In section 3.3 the 
algorithm is stated. A worked-out example, a Monte Carlo simulation and an application to 
UK money demand data then amply illustrate its use. Extensive comments on the uses of the 
procedure are given before the concluding remarks in the last section. Proofs follow in the only 
appendix to this chapter, section 3.A. 
3.2. The cointegrated VAR model 
The p-dimensional cointegrated VAR model is given by: 
k-1 
(3.1) t:.Xt = a(J' ( x}y~ 1 ) + ~ r; ( ~~:=: ) + i!>dt +et 
Ct ~ iidN(O, fJ), t = 1, ... 'T 
1That is he finds overidentifying restrictions in the cointegration space, but only exclusion-restrictions. 
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., .,.. -~~~·~ 
where a is of dimension p x r and (3 is of dimension q x r and Dt a vector with deterministic 
variables, which are included in the cointegration space. The lagged differenced variables inside 
the cointegration space are explicitly included outside the cointegration space. Some, ~thors and 
computer packages take this convention (CATS in RATS, Hansen and Juselius 1994), whereas 
others do not include 6.Dt-i• the lagged differenced deterministic variables, outside the coin-
tegration space (like PcFiml, Doornik and Hendry 1997). The dt contains other dummies like 
seasonal and blip2 dummies. 
Neither a nor (3 is identified, but only their product II = a(31 is. The likelihood does not 
.,, .. ""'• 
change if we take a* = aK and (3*1 = K- 1 (31 for an arbitrary invertrbie"rii<ttrix K. We assume 
that all the identifying restrictions are put on (3 and that there ate' either no restrictions on a or 
'I' - ' 
only restrictions of the kind a = Ha. The last kind of restrictioi},B,)Yhich tor~tWponds to weak 
exogeneity of H~ ~t for a and (3, does. not bring ~ny identificationi~tre ~yst~m. 
For (3 we cons1der only the followmg restnctwns: < · · ,, 
(3.2) 
or 
(3.3) 
where Hi are q x si matrices, si ::; q + 1 - r. 
3.2.1. Identification and restriction. Identification and restriction are so intimately related, 
that it is impossible to separate them out completely. Let's take the following cointegration space 
in a DGP as an example: 
(31 - [ 1 3.2 0 ] DGP- 0 0 1 
If we decide to identify the space by putting an identity matrix in the top of (3: 
(31 [lOa] Ml = 0 1 C 
then by successive testing whether a = 0 and or c = 0 we are unable to recover the DGP, as the 
statistical model does not contain the DGP as a special case. If we had started with the following 
identification scheme however: 
(31 [ldO] M 2 = 0 e 1 
we would have been able to recover the DGP. As it is impossible to know the DGP before hand, 
we shall have to treat the problem of identification and restriction contemporaneous! y in the 
algorithm. 
The algorithm we propose shall mimic the strategy which Juselius (2002) explicitly employs 
in her papers. First she finds which restrictions of the kind (3.2) are accepted. She then combines 
the accepted restrictions to (over)-identify the whole parameter space (3.3) and reports the final 
combination which is supported by the data. Usually she will test a great many of these combi-
nations, but for lack of space it is normally only possible to report one or two final models. We 
shall systematically search for such combinations. 
3.2.2. Modelling Strategy. This paragraph gives a short overview as how a small cointe-
grated VAR is often modelled in an LSE-type fashion. This is no definite guide, but more an 
attempt to describe current practice. We refer once again to the work of Juselius as an example. 
The modelling process can graphically be represented as in figure 3.1. 
2They take value 1 in one (or two) periods and are zero elsewhere. 
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I Theory ) 11 f; 
I Data(quality) ) Selection of variables and deterministics 
t 
( outlier/misspecification l 
/;~;>., gt/': 
if, I Economics ) •. 
I History ) Dummy variables -'/' I ,If ·:l/::~:.f" ; . 
t . ,, ~'/"""' I' ' 
( misspecific~tion an'd IC l 
Select VAR Jag length 
t I trace test I 
I Theory ) Select rank 
(LR test ) 
I Theory ) Restrictions on fJ 
(LR test ) 
Restrictions on a, r and structural form 
Figure 3.1: Modelling a cointegrated VAR 
(1) The selection of variables is based on the theories to be tested or the part of the economy 
to be modelled. If money demand and monetary transmission mechanisms are the object 
of study, then logically money, an interest rate, income and prices/inflation should be part 
of the data vector to get a meaningful model: these variables are dictated by the standard 
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.• ""' '')1~;,' 
textbook theories on money. Money demand can for instance dependgn inflation, total 
income and the relevant opportunity cost, which is measured by meahs of an interest 
rate. Often many measures of money (and income) are available. When ab*act theories 
do not offer a convincing choice, data quality often does. Series may contain breaks in 
the form of changes of definition, changes of bank concerned etcetera. Long series of 
high quality are often hard to find. 
An additional problem is possible I(2)-ness in the data. If an I(l) model is to be preferred, 
then some pretesting is warranted. This can take the form of 1,1nit,root tests on series. The 
'/<jh,. ·"'.;{·',: 
augmented Dickey Fuller test and the Phillips-Perron test ate C'lft~ used. Alternatively 
one can do a full I(2)-rank test. If at least one I(2)-trend is foupd, a test for a so-called 
nominal-to-real transformation (Kongsted, 1998, 2002),~6Ailtbe extcu,i~ to transform the 
model into an I(l) model. 'J/1 ki( 1 • • 
In choosing the deterministics of the model, preference ~~often given to so-called star-
models, which allow for the same kind of trend in both the stationary and the non-
stationary direction. This means either a constant in the cointegration space or a trend 
in the cointegration space D, and a constant ( differenced trend) outside. This fits in 
naturally with our formulation of the problem. For these specifications, the rank test is 
asymptotically similar with respect to the actual trends in the data, such that rank and 
deterministics determination can be separated (Nielsen and Rahbek, 2000). Restrictions 
on the trend/constant can be tested in 5 and 6. 
(2) The procedure we are using is based on a Gaussian likelihood function. If there are 
large outliers, then these have to be modelled explicitly. Tests on the residuals will 
reveal whether any misspecification is present. Outliers often have a meaning and several 
solutions to outlier problems can be employed. If the outliers are caused by the say the 
oil shocks, then the economic and historical knowledge can lead either to the inclusion of 
one or two dummies for these shocks or to the inclusion of the oil price as an exogenous 
variable in the model. 
The dotted arrow between dummy variables and selection of variables on the one hand 
and deterministics on the other indicates the idea that it is possible to go back one stage 
in the modelling process and rethink which variables should be included. In fact at any 
stage in the modelling process the researcher can go back to previous stages. 
(3) If the model is well-specified, the lag length of the process is set: in the model the lag 
length is equal on all variables (though this can be changed later). This can be done 
either on the basis of an information criterion like Aikaike's Information Criterion or by 
testing successively that the coefficients to the last lag present in the model are zero. 
(4) The rank of the matrix II is selected using the trace test Johansen (1995b). The maxi-
mum eigenvalue is not frequently used. If there are strong theoretical priors they can be 
included in the procedure, see Paruolo (2001). 
(5) Restrictions on the cointegration space are tested by means of likelihood ratio test. 
These restrictions are usually motivated by economic theory. If real money and real 
income are the first two variables in our data vector and we want to consider whether 
velocity of money is stationary, we test an hypothesis of the kind (3.2) with H 1 = 
[ 1 -1 0 0 p. Consequently accepted hypotheses are combined to restrict the whole 
cointegration space. 
( 6) Restrictions on the short run parameters a, r or on the so-called structural form, can 
be tested for known (3, as the last are estimated in a superconsistent way and the for-
mer are not. If interest only lies in testing theories which involve just the cointegration 
parameters, then this step can be omitted. 
3For convenience we have assumed 4 variables and at least a constant outside the cointegration space 
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The various parts of the modelling process do not take up equal amounts of tiwe. I~~a;~lied 
work especially number 5, the testing of restrictions often requires a large amouriFof tirrte. This 
part will be object of study in the next paragraph and then be automated. ', · ~-
3.3. Identification and restriction of j3 
Current practice is to find sets of individual restrictions, based on economic theory. One 
vector is restricted and the other vectors are left to vary freely. We thus have a test of the kind 
(3.2). Hypotheses, which are accepted at a set significance level (often 5;%tj!fe,.then tested jointly. 
To my knowledge, few authors, if any, actually report which combinations they have tested and 
why and how they have selected the final model. Usually one repoft,'s op.ly the fi}l:~ combination 
ofrestrictions accepted and the p-value associated with it. /;h'j,:~;;· . ; ' 
The following algorithm mimics and automates this process. I{f~,~raphi~1llly represented in 
figure 3.2. 
(1) Let the user specify q x 1 restriction columns of the kind fi = [ 1 -1 0 0 ]', i = 
1, ... , F. These can be interpreted as new variables, that might be stationary themselves 
or enter into a stationary relationship. Examples include the real rate of interest, velocity 
and interest rate spread. 
(2) Letting ej = [ 1 0 0 0 ]', j = 1, ... , q denote the unit vector with 1 in the jth po-
sition, we take all possible matrices Hk, k = 1, ... , K whose columns are combinations 
of j;, i = 1, ... , F and ej, j = 1, ... , q such that: 
(a) The number of columns of Hk is smaller than or equal to q+ 1- r (this ensures that 
each of these matrices will put at least one over-identifying restriction). 
(b) Hk is of full column rank 
(c) sp (Hk) # sp (H1) fork # l (because they would represent the same restriction). 
(d) If the system contains both stochastic and deterministic variables, then that part 
of Hk. which premultiplies the stochastic variables contains at least one non-null 
element. We thereby avoid testing whether there exists a stationary combination 
among the deterministic variables only. 
(3) Fork = 1, ... , K test whether j3 = (Hk<p1, 'ljJ) is accepted or not. Reject if the p-value 
p(k) is smaller than 1%. Define C1 = {1, ... , i, j, ... c1} as the ordered set of accepted 
restrictions, that is p ( i) > p (j) if i < j. If r = 1, go to step 7 
(4) For every combination ({i,j},i < j,i E C1,j E C1) test whether /3 = (Hi<p1 ,Hj'P2,'1/J) 
is accepted or not at the 1% level. Define C2 = { { i, j}z, l = 1, ... , c2} as the set of 
restrictions accepted. If r = 2, go to step 7 
(5) For every combination of three restrictions ( { i, j, k}, { i, j} E C2 , k E C1, i < j < k) 
test whether j3 = (Hi<p1 ,Hj<p2,Hk<p3 ,'1jJ) is accepted or not at the 1% level. Define 
C3 = { { i, j, k h, l = 1, ... , c3} as the set of restrictions accepted. 
(6) Repeat step 5 until Cr or until one of the C's is an empty set. 
(7) Select the final model in the following way 
(a) Among the families of sets B = {C1, C2 ..• Cr} select all the models, which are 
accepted at the 5% level, which defines the set B2 • 
(b) Order all the models in B 2 according to the number of accepted restrictions, starting 
with the one with the highest number of accepted restrictions. In case of parity, rank 
the one with the highest p-value first. 
3.3.1. Remarks on the algorithm. A number of comments on the algorithm will clarify 
certain choices inside the procedure and replication of the experiment. 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
24 3. AUTOMATIC IDENTIFICATION AND RESTRICTION OF THE COINTEGRATION SPACE 
m-p 
6.p 
i 
y 
trend 
User Program 
Take all combinations of vectors {h, h, e1, ... , es} to obtain.H1, . :·. , ifi: ';..-' 
'·i 
•Maxp-r+1vectors ·;· .· .1 > 
• No overlap, such that if sp (H,) = sp (H1 ), then only incluct;-Al,q~.6f them: .,if. 
here include only one of[e1, e4], [h, e1] and [h, e4] ;IJ {!; q{; 1 , 
• Exclude possibility that deterministic term is cointegration relat(ilhs: ·excl~de [es] 
• H, must have full column rank: exclude for instance [e1, e4, h] 
t 
Test!),= [H,<p, 1/1] fori= 1, ... , k 
Accept if p-value 2: 0.01 
Create ordered (highest p-value first) set of accepted restrictions C1 = {1, ... , cl} 
t 
Test!), = [H,<p, H1<p, 1/1] fori E C1, j E C1, i < j and only if {H,, H1} 
generically identify a hi-dimensional space (use test Johansen 1995a) 
Accept if p-value 2: 0.01 
Create ordered (highest p-value first) set of accepted restrictions C2 = { { i, j}, l = 1, ... , Cz} 
Test iJ, = [H,<p, H1<p, Hk<p, 1/1] for {i,j} E Cz, k E C1, k > max(i,j) and only if {H,, H1, Hk} 
generically identify a tridimensional space (use test Johansen 1995a) 
Accept if p-value 2: 0.01 
Create ordered (highest p-value first) set of accepted restrictions C, = { { i, j}, l = 1, ... , c3} 
I 
t 
Test!), = [H,<p, Hr-l'P, ... , Hr'P] for {i,j, ... , r- 1} E Cr-1, rE C1, r > max(i,j, ... , r- 1) 
and only if { H,, H1, ... , Hr} generically identify an r-dimensional space 
Accept if p-value 2: 0.01 
Create ordered (highest p-value first) set of accepted restrictions Cr = { { i, j, ... , r}, l = 1, ... , Cr} 
Combine family of sets B1 = { C1, ... , Cr} select all models, which are accepted at 5% level: Bs 
Rank models in B 5 according to the following criteria: 
• highest number of overidentifying restrictions 
• in case of parity highest p-value first 
Figure 3.2: Algorithm for automatically restricting the cointegration space 
• Every time we take a combination of restrictions (as in step 4, 5 and 6), we have to 
check whether the restrictions are generically identifying. This is done by checking the 
condition in Johansen (1995a). If the restrictions implied by say H1 and H2 are not 
generically identifying, then we can eliminate one column of H 1 or H2 and still have 
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the same model, see Omtzigt (2002b). As an example consider that in st~p 3,·~~'bave 
acceptedbothH1 = [e1 ,e2] andH2 = [e2]. Then testing f)= (H1'PI,H2<P;·) is equivalent 
to testing !3 = (H3cp1 , H 2cp2), where H3 = [e1]. In the algorithm above, this.qc);J;hbination 
is only tested if both H 1 or H 3 are accepted in step 3. ·· 
• There is often more than one way to impose the same restrictions. If we define h = 
[ 1 -1 0 0 ] and in the DGP the fist two variables are stationary and the other 
two are not (and not cointegrated), then we may accept three different combinations 
of H's:{[h], [e1]},{[h], [e2]} and {[e1], [e2]}. In the final step one should check whether 
models are equivalent. 
Furthermore if one of the restrictions is rejected at an intermediate stage (say [e1]), then 
the other restrictions could still be accepted (say both [/,jiJ' aod [e.2)) su~ that it is still 
possible to recover at least one equiv~lent model. Thus tlteJ'~J~~nce ,o{ equivalent mod-
els can mcrease the chance of acceptmg the DGP as the prl(&fetl rrt;odel. 
It is possible to prove the following theorem on the asymptotic size and power of the complete 
procedure 
THEOREM 5. The asymptotic size of the algorithm is smaller than or equal to 0.03 + 0.02r, 
while the asymptotic power is 1. 
The last theorem sets an upper limit to the size of the test procedure. It is very likely that the 
true size is considerably lower for a number of reasons: 
(1) The results of the individual tests in the procedure are most likely positively correlated. 
(2) There may be more than one set of H's which identifies the model, as was seen in one 
of the previous comments: just one of them needs to be accepted. 
(3) In 5, we took ({i,j, k}, {i,j} E C2 , k E C1 , i < j < k) on purpose. If i,j and k are the 
three are the three restrictions of the DGP, which we want to recover, then we really 
want to arrive at the last step, where we test them jointly. To maximize this chance and 
minimize the number of calculations (taking all possible triples would take too much 
time, as would testing all couples and then adding any restriction k, not just i < j < k ), 
we test the combination of i and j, the two restrictions, which were most easily accepted 
by the data, first. Conditional on that combination being accepted, we add restriction k, 
the restriction with the lowest p-value of the three when tested individually. 
We can in fact prove the following theorem, which is not operational, as the number 
of restrictions is not known a priori, but shows that in special cases the asymptotic size 
of the algorithm is in fact 5% 
THEOREM 6. In the special case that only one relation contains over-identifying restrictions 
and in the special case that only two relations contain only I over-identifying restriction each, 
the asymptotic size of the algorithm equals 0.05 
In fact it is possible to lower the intermediate rejection probability, such that the asymptotic 
size of the test procedure becomes 5%: 
THEOREM 7. If at the intermediate steps ( 3) and ( 5) of the algorithm the critical value is set 
at K. = x6.95 (qr- r 2 ), the asymptotic size of the algorithm is 0.05, while the asymptotic power is 
1. 
In the following we shall not use theorem 7, because the critical value K. can become so large 
in practice, that virtually none of the tested restrictions are rejected at the intermediate levels. 
Consequently the computational costs explodes and only a small benefit is obtained in size if is it 
used. 
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3.3.2. An example. Let us consider a trivariate DGP with a trend insiqe the ~oi~tegration 
space. We have rightly determined the cointegration rank to be two and try to'fdentify the param-
eter space. In the DGP we have that the first variable is trend-stationary, where;:(s($he second one 
is stationary and the third one non-stationary, as in 
(3' = [ 1 0 0 0.023 ] 
0 1 0 0 
(1) Based on economic theory, the following two vectors are indi~ated as possible combina-
_,;..,,, " ~ ,- ':'''-; 
tions in a stationary relationship: : 1r(•r;,·, 
J; = [ 1 
if= [ 0 
1 0 0 l 
1 -1 0 l 
. )' f /'J:c·_ ·; lJ l/ii t~J'1'r ;• 
(2) As possible matrices H we take all matrices consisting of om( column, choosing from 
tbe set {h, h, et, e2, e3, e4} and any combination of two columns with the following 
exceptions: 
(a) We do not test e4 on its own, because then we would test whether a linear trend is 
stationary by itself. 
(b) We test only one out of the combinations {[et, e2], [h, et], [ft, e2]} as they are 
equivalent restrictions. We choose the first combination. Similarly we only take 
one of the following set {[e2, e3], [h, e2], [h. e3]}. 
In total we tbus have 16 matrices H which we test individually in tbe next step. 
(3) We find that the following restrictions are accepted. The p-values are between brackets: 
Ct,t Ht := t et e2 j (0.80) Ct,4 H4 := t et h ] (0.25) 
Ct,2 H2 := e2 e3 (0.40) Ct,s Hs := e2 ] (0.06) 
Ct,3 H3 := e2 e4 (0.35) Ct,6 H6 := h e4 ] (0.04) 
We note that H4 has erroneously been accepted, whereas the hypothesis Hx := [ e1 e4 J 
has been wrongly rejected. Its p-value was lower than 0.01. 
(4) There are 15 potential combinations to be tested. However we do not test {H1 , H5 } as 
this combination does not satisfy tbe conditions for generic identification in Johansen 
(1995a): it is easily seen that an equivalent identified model would be {[et], H 5}. The 
same comment applies to the combinations {H2, H5} and {H3, H5}. 
We find that the following combinations are accepted: 
C2,1 { H~r H3} (0.52) C2,s { H2, H4} (0.23) 
C2,2 {Ht, H6} (0.52) C2,6 {Hs, H6} (0.05) 
C2,3 { H3, H6} (0.52) C2,7 { H2, H4} (0.03) 
C2,4 {H2,H6} (0.36) C2,s {Ht,H4} (0.03) 
We note that the last two have been erroneously accepted, but that no error of type I was 
made in this round. 
(7) We take Ct, ... , C5 and C2,t, ... , C2,6 as they were accepted at 5% or more. First we 
note that C2,t, C2,2 and C2,3 share the same p-value. It turns out that the models are 
equivalent, such that they are the same model. We give tbe first five models according to 
our selection criteria: 
Model d.o.f. p - value 
C2,6 3 (0.05) 
C2,t, C2,2, C2,3 2 (0.52) 
C2,4 2 (0.36) 
C2,s 2 (0.23) 
Ct,s 2 (0.06) 
Closer inspection shows that model C2,6 is an equivalent model to the DGP: even though 
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· .. ,..,.. 4:::'<.-. 
Hx was rejected at step 3, we find an equivalent representation. The next,four accepted 
-r ·1· 
models all impose 2 out of the 3 restrictions we should have found. This is" also a'relative 
success as the restrictions we found actually hold. We just failed to get the 1ast one in 
those cases. 
3.4. Monte Carlo evidence 
We used the following 5-variable DGP with k lags and a trend in the cointegration relation to 
test the algorithm: 
i=l 
fl.X2t = C2t 
fl.X4t = C4t 
fl.Xst =est 
where 
k 
an = a32 = IT (1 - c/Ji) 
i=l 
Et~ iidN (0, fs X 10-4) 
There are two cointegration relations in the DGP and the roots of each stationary equations are 
equal to c/J1 to cfJk. The main reason for proposing this DGP is that when adding a Jag, all the 
existent roots can be kept constant. 
The cointegration space is equal for any number of lags: 
fJ' = [ 1 1 1 0 0 0.02 ] 
001110 
In the experiments that follow we vary three parts of the procedure: 
(3.4) 
( 1) The series of roots { c/Ji} 7=1. In all but one case we model the right number of lags, but in 
one case we model only 2 lags, whereas the DGP contains three lags. 
(2) The economic theory input: either we do not specify any fi vectors, in which case we 
should be able to find the 5 zeros in the DGP, which is equivalent to 3 restrictions or we 
specify only one, namely: 
J; = [ 1 1 1 0 0 0 l 
In the last case recovering the DGP is equivalent to finding five over-identifying restric-
tions. 
(3) The length of the time series: we take T = 100 as our bench mark case, but have one 
experiment with T = 1000 to check the asymptotic behaviour of the procedure. 
The success of the procedure is measured in two different ways: 
(I) Taking the first model, we look whether 
(a) the restrictions of the model exactly identify the DGP 
(b) the model found is a submodel of the DGP (that it all the restrictions of the model 
are present in the DGP), but the model misses one restriction 
(c) the model found is a submodel of the DGP, but it misses two restrictions 
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••vc<• 'HJ,.,, 
(d) the model found has all the over-identifying restrictions of the.DGP phis' one re-
. . ~ 
stnctwn too many. · · • 
(e) the model found has all the over-identifying restrictions plus two. ~ ~. 
(f) a completely different model is selected 
(g) no model at all is selected (as all of them are rejected) 
(a) is an outright success, but especially (b) can also be classified as a success as the 
DGP is nearly recovered. (f) is complete failure. 
(2) As in the example above, it is possible to give five selected model to the researcher and 
let her make the choice. We thus measure how often the n}lld~t·~hich exactly identifies 
the DGP is among the those first five. . 
.· /' . 'I > 
The degree of identification is conditional on the f -vect<;>f~.>sp~dfied. •I!( our particular ex-
ample three overidentifying restrictions can be found, if no ,Arfl<;>rs are specified, whereas 5 
restrictions can be found if the !-vector (3.4) is given as input. In tfie first case recovering 
the DGP is equivalent to accepting {[e1, e2, e3, e6] , [e3, e4, e5]}, whereas' in the second case it is 
{[!I, e5], [e3, e4, e5]}. 
In the last column of the table we report one minus the rejection probability of a straight test 
of these last models, when testing at the nominal 5% level. These numbers give an indication of 
the small sample performance of these tests and also provide an upper bound to how often the 
DGP can be among the first five models or indeed how often the DGP can be the first selected 
model. 
The results of the Monte Carlo simulations are based on 500 replications. For each replication 
the first 100 observations were discarded. The results are reported in table 3 .1. 
In our benchmark case, number 1, the systems contains two residual roots of 0.6 and two 
roots of 0.2. We model the right number of lags, namely two and do not provide any input in 
the form of an !-vector. In 53.6% of the cases the proposed algorithm is able to recover the 
restrictions in the cointegration space, whereas in 7.8% it only misses one. If we consider the 
first five selected model, then the DGP is among them in fully 72.8% of the cases. This is a high 
success rate when one considers than the estimated size of testing just all the right restrictions is 
19.2% (see the last column of the table) for a nominal 5% test. 80.8% is an upper limit to how 
often the selected model can be recovered (column a) or how often it can be among the first five. 
The second and third DGP show that increasing the roots of the process leads to a complete 
breakdown of the algorithm. On the other hand DGP's with one Jag (number 4 and 5) have a 
relatively good performance. In the case of number 4, in fully 98% of cases do we either recoup 
the original DGP or miss just one restriction. 
It is fair! y common to select a low Jag length even if it is believed that the true Jag length of 
the DGP is longer, possibly even infinite: to our knowledge no asymptotic results are known for 
the consistency of the estimated cointegration parameters in this case. (obviously the short run 
parameters are not estimated unbiased any more in that case). In experiment 6 and 7 we check the 
effect the effect of underselecting the true Jag length and remarkably the algorithm does better by 
all measures, when the Jag length is underestimated. This lends support to the view that a short 
model should be fitted to the data. 
In experiment 8 we give some quasi-economic input in that we specify the vector J; = 
[ 1 1 1 0 0 0 ]. 
The results should be compared to those of experiment 1: even though the size distortion of 
this test is large (23.8%!), the true restrictions (5 in this case) or all but one of them are recovered 
in fully 80% of all cases. Furthermore the model with the true restrictions is among the first five 
selected in 7 4.6% of cases and thus almost reaches its upper bound. 
Experiment 9 shows that the procedure works asymptotically. The fact that the true model 
is among the first five in only 93.8% of cases, compared to an upper bound of 94.2% is caused 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
DGP 
{</>;} 
1 {0.6, 0.2} 
2 {0.8, 0.2} 
3 {0.8, 0.6} 
4 {0.6} 
5 {0.8} 
6 {0.6, 0.2, 0.2} 
7 {0.6, 0.2, 0.2} 
8 {0.6, 0.2} 
9 {0.6, 0.2} 
3.4. MONTE CARLO EVIDENCE 
Lags T f ? The first model 
Mod a b c d e 
2 100 no 53.6 7.8 0.6 11.2 2.0 
2 100 no 5.8 0.8 0.2 9.4 10.2 
2 100 no 0.4 0 0 1.4 6.6 
1 100 no 91.0 7.0 1.2 0.4 0 
1 100 no 44.8 4.2 0.2 13.4 3.4 
3 100 no 27.4 6.4 0.6 9.0 4.6 
2 100 no 37.8 5.2 0.2 13.4 5.2 
2 100 yes 65.0 15.0 1.4 3.2 o:6 
29 
f 
DGP 1-Sde 
g 1rl5? 
24.6 
73.6 
91.6 
0.4 
34.0 
51.8 
::~8:~rcv. 
14.&. 
72.8 (:. 80.8 
19.6 72.2 
2.4 56.4 
91.6 91.6 
66.4 83.0 
42.6 68.0 
61.4 82.0 
74.6 76.2 
!' 2 1000 no 93.8 5.4 0.8 0 0,~ 10 1 0 \.)3.8 94.2 
by the fact that one of the two vectors individually can be rejected at the 1% level, whereas the 
combination of the two restrictions can still be accepted at the 5% level. This happened in our 
example above, but in that case there were equivalent models. Unfortunately there are none in the 
Monte Carlo study. 
3.4.1. An empirical example. We take the data on money demand in the UK as analyzed 
by Hendry and Doomik (1994) and many others. The data consist of log of real output (TFE), 
money (M1), inflation and an interest rate differential. Furthermore there are two dummies: one 
for output shocks (Dout) and one for oil shocks (Doil). For full details of the variables and the 
data the reader is referred to the original paper. The documented data and the programs to run 
the original analysis are available at the web site of David Hendrl. The cointegration space they 
find is the first one reported in table 3.2. 
After formal testing the authors decide that the model should have 2 lags and 2 cointegration 
relations. They then decide that the oil dummy is outside the cointegration space and the output 
dummy inside. We shall put them both inside the space and thereby test their possible exclusion. 
Their reported test is a combined restriction of the short run matrix (four zero restrictions), a 
restriction that the second vector is completely specified and the following H -matrix on the first 
vector: 
[ 
1 -1 0 0 0 0] H; = 0 0 1 1 0 0 
0 0 0001 
We leave the second vector completely unrestricted throughout and in our first run of the 
algorithm we impose no f- vectors, that is we ran the algorithm without any theory input. The 
first model, the algorithm selects, is reported in table 3.2. 
In the second run we use the theory input from Hendry and Doornik by specifying the fol-
lowing two vectors: 
J; = [ 1 -1 0 0 0 0 0 l 
ff=[0011000] 
and feeding them into the algorithm. In the table we report only the fifth model. The first four 
models all have p-values of between 5% and 6%. They have different second cointegration vec-
tors, which consists of changing combinations of inflation, output dummy and trend. In view 
of the outcome of the previous run of the algorithm (and the next run), the considerably higher 
4http://www.nuff.ox.ac.uk/userslhendry/ 
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••v~ 
H&D Ex!, M! Ex 2, MS Ex 3,Ml 
'. 
output -1 1 -1 1 -1 1 -1 1. 
f ,., 
money 1 0 0.89 0 1 0 1 r::o 
inflation 6.91 -3.4 7.23 -1.98 6.90 -1.86 7.12 -1.90 
Rnet 6.91 1.8 6.39 1.34 6.90 1.36 7.12 1.31 
trend/lOO 0 -0.63 0 -0.65 0 -0.66 0 -0.67 
Do ut 1.46 -0.40 0 -0.26 0 -0.27 0 -0.18 
Doil n/a n/a 0 0 0 9 0 0 
p-value 0.38° 0.65 0,48 :. ji•i·•l .. 0.14 
Table 3.2: Automated model selection in Ui(I)lpney ilem~d 
p ,j'i. __ , , I 
:i!ll I!/' 
11 ~1""' ( j ' 
.,. ' _f 
' •. 
p-value and the economic interpretability of the vector as an demand equation, we report model 
5. 
In the third run we still have the two !-vectors, two cointegration vectors, but choose only 
one Jag, as the previously reported simulation suggested this may help. We report the first model 
selected by the algorithm. 
We thus found a model with one more over-identifying restriction, namely that the output 
dummy should be zero in first cointegration vector. The total analysis has only taken a few 
minutes on a Pentium-11 computer. 
3.5. Use of the algorithm 
3.5.1. Practical advantages. The algorithm can be used to simply check whether the final 
result obtained by the traditional way of finding an identified cointegration space is good. There 
are however more promising uses: the procedure can be directly applied by the practitioner or 
referee to select the final model. 
But the speed of the algorithm (in most cases the answer is given in a few minutes) allows for 
more possibilities. Sometimes the outcome of the Jag length selection procedure or the rank -test 
is unclear and a choice has to be made. With the new procedure it is possible to find an identified 
model for both possibilities. Sensitivity check procedures of all kinds are now possible: if the 
inclusion of an extra dummy leads to a completely different model, then a problem of stability 
certainly exists in the data. 
3.5.2. Methodological advantages. The presently used procedure to find identifying restric-
tions is long and cumbersome and many rules of the thumb have to be applied: not every combi-
nation of two vectors, which are accepted can possibly be tested in a reasonable time. Replication, 
even by the very same researcher who did the original study, is often difficult. With a standard, 
thorough procedure, like the here proposed algorithm, replication becomes possible. 
The LSE-methodology itself is often attacked for being partially 'art' or worse, 'alchemy'. 
By clearly spelling out the modelling process, formalizing and automating it, the methodology 
itself is being strengthened. The number of key decisions in the identifying/restriction process is 
brought down to three: 
(1) What economic theory should be tested in the form of !-vectors? 
(2) Which of the top models should be chosen as the preferred model? 
(3) Which sensitivity checks should be done? 
All three decisions can be discussed and reported in a paper, whereas it is currently often 
impossible to report all tests on the cointegrated space done in the modelling process. 
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... .,. -~.,,. 
Once more the dichotomy between on the one hand selecting the right variables,)Jeing explicit 
in each step which economic theory is being used and selecting the final model and on the other 
hand the testing procedures is stressed. The second part can be automated (and sti~A,lld be) to 
leave more time and space to do the first carefully. 
3.5.3. Improving the methods themselves. The present algorithm is but a first proposal on 
how to automate a part of the modelling process. It can no doubt be \!Tiproved, both in terms 
"'·r·- ·vff~.· 
of computational speed and - far more importantly - in terms of intefnali'd~ision rules. One 
possibility is to use sub-samples and sub-sets of the variables in the a!goritb!TI to find the building 
blocks for the total cointegration space. ,/,". t ., /4, 
The small Monte Carlo study has already pointed to two possio)i'Jm:provejllents in the meth-
ods: keeping in restrictions, which are accepted at the I% level,' bpt rejec~ed at the 5% level 
and selecting fewer lags than are believed present in the DGP. The first rule can be applied in 
automated modelling only, but the second is certainly relevant for traditional modelling. 
The very poor actual size performance of the applied tests is of great concern in the develop-
ment of these methods. The only theorem underlying the algorithm relies on the asymptotic size. 
Omtzigt and Fachin (2002) clearly show that the currently available methods Bartlett corrections 
and bootstrapping, do not offer satisfactory solutions, so new ones will have to improve the algo-
rithm. The size of this problem had been somewhat hidden in the literature due to the reliance on 
small DGPs, whose parameters can easily be controlled. The large number of parameters in the 
Monte Carlo DGP used here means that no effective exploration of the size in the whole param-
eter space could be executed. Yet this particular example shows that at least in some cases size 
distortion is an extremely serious problem. 
Finally no evidence is yet available on how likely the modelling procedure is able to recover 
the original DGP. We show it only for part of the process (disregarding rank and Jag selection 
for instance). Of course it is unlikely that the DGP falls within the class of models considered, 
but still measures on how well the modelling process performs, when the DGP is in the class of 
models considered, should be available. 
3.5.4. Comparison with Minimal. Minimal by Davidson (1998a) follows a different ap-
proach: it tries to find all the smallest subsets of variables which are cointegrating. It does so by 
using the Wald test statistics for (3.2) as developed by Davidson (1998b) . His procedure is cer-
tainly faster, as the Wald test does not require restricted optimization. Yet the method proposed 
carries the following advantages: 
(1) It allows for theory input in the form of !-vectors. 
(2) The combinations of restrictions are tested in the algorithm presented, whereas in mini-
mal the accepted cointegration vectors are just combined 
(3) In minimal, the combination of accepted vectors can and does lead to conflicting evi-
dence: it is perfectly possibly for minimal to accept [eb e2] and [e1, e3] but reject [e2, e3]. 
Thus the space spanned by the cointegration vectors is not unambiguous! y defined. 
The speed of the algorithm remains a cause for concern. With 2 cointegration vectors and 5 
variables minimal or step 3 will consists of doing (a maximum of) W = 2::;=1 (:) = 25 tests. 
With 8 variables (either because variables are added or !-vectors defined), there are up to 246 
tests. If many of them are accepted, the number of calculations explodes in the step 4 of the 
algorithm: with r = 2, there could be up to W (W - 1) /2 combinations in that step. This will 
be a m~ or concern in future development of the algorithm. 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
32 3. AUTOMATIC IDENTIFICATION AND RESTRICTION OF THE COINTEGRATION SPACE 
3.6. Conclusions 
' We have presented an algorithm for the automatic identification and restrictio)l,.of the param-
eter space of a cointegrated VAR. Its used was demonstrated both by means ofi;.Monte Carlo 
study and an empirical example. One remarkable solution of tbe former is that underselection 
of the VAR Jag length may lead to a higher probability of recovering the original cointegration 
space. 
Throughout we have argued the methodological advantages of automation: separation of eco-
nomic theory decision, which will have to be performed by the resejWGQ<fF and search procedures, 
• > ' ~~· _.,_ ·);,-~ 
wh1ch can be automated. . . · · ·· · 
,· /' ' .. , :: 
3 A P ., ,;·, . I , If 
. . roo.s • JJi 1v ' · 
1 we test all possible restJd~~ris (E;}'. They fall in three PROOF OF THEOREM 5. If r = 
categories: 
(1) { H;h The true DGP (there could be more equivalent reprentations) This is accepted at 
the asymptotic 5% leveL It has the maximum (true) number of overidentifying restric-
tions 
(2) { H;} s The restrictions hold true, but are less in number than in { H; h· This means that 
if the model is accepted, it is classified below { H;} t (if that last one is accepted) 
(3) { H;} 1 The restrictions do not hold true. The asymptotic power of the test is 1 (Johansen 
199l):L ( { H;} 1) --+ oo as t --+ oo such that this test in always rejected asymptotically. 
The result for r = 1 follows. 
For r > 1 consider what happens to { H1, ... , Hr} the DGP combination. 
In step 3, we test all possible restrictions of the kind (3.2) and so each of the DGP restrictions 
is tested individually at the 1% level, that is accepted if L (H;) :::; eo.99 where c,. is the 99%th 
percentile of the x2 distribution. In step 4, we test whether L (H1 , H2) :::; c0.99 whereas in 
step 5 we test L (H1, H2,, H3) :::; c 0.99 until L (H1, H2,, ... , Hr-!) :::; c0.99 . In step 7, we then 
test whether L ( H1 , H 2,, ... , Hr) :::; eo.95 . To find the asymptotic size of this procedure, we use 
Bonferroni inequality: 
P (n;~ 1 (L (H;):::; co.99) n n;~i (L (H~o ... , H;):::; co.99) n L (H1, H2,, ... , Hr):::; co95) 
r r-l 
2:1- ~P(L(H;) 2: co.99)- ~P(L(HJ, ... ,H;) 2: Co.99)- P(L(H1,H2,, ... ,Hr) 2: Cog5) 
i=l i=2 
= 1- 0.01r- O.Ol(r- 2)- 0.05 
= 1 - 0.02r + 0.03 
The comments of point 2 and 3 still hold true in this case. D 
PROOF OF THEOREM 6. If only one relation contains overidentifying restrictions, the DGP 
can be written as 
(3 = (Hx</J, '1/J) 
and this is tested at round 3 and included in set C1 if accepted. Then in step 7 it is tested again, 
such that we have: 
p ((L (Hx):::; Co.99) n (L (Hx):::; Co.95 )) 
= P (L (Hx) :S Co95) 
= 0.95 
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If two relations contain exactly overidentifying relations, then we have the follo~ing DG~~ 
Ii' 
and we find 
f3 = (Hx(/JI, Hycf;z, '1/J) , ..... 
: (.;. 
p ((L (Hx)::; CQ.99) n (L (Hy)::; Co.99) n (L (Hx, Hy)::; Co.99) n (L (Hx, Hy)::; Co.95 )) 
= P ((L (Hx)::; 6.63) n (L (Hy)::; 6.63) n (L (Hx, Hy)::; 5.99)) 
= P (L (Hx, Hy) ::; 5.99) 
= 0.95 
where we have used that L (Hy) ::; L (Hx, Hy) and L (Hx) ::; L (H;,Jiy). . . , 0 
PROOF OF THEOREM 7. The proof proceeds as the proof of theil~~t~' uniil ')1, 
P (n~=1 (L(Hi)::; K) nn~,;;i (L(H1, ... ,Hi)::; K) nL(H1,1'If!,:.·. ,if;):!; cog5) 
= P (L (H1, Hz,, ... , Hr)::; Co.95) 
= 0.95 
where in the second line we have used the fact that all hypotheses {Hi}, i = 1, ... , r and 
{(Hl>···,Hi)},i = 1, ... ,r are subhypotheses of {(H1,H2,, ••. ,Hr)} such that L(Hi) ::; 
L(H1,Hz,, . .. ,Hr) ,i = 1, ... ,rand L(H1, ... ,Hi)::; L(H1,Hz,, . .. ,Hr) ,i = 1, ... ,r. Fur-
thermore the maximum number of overidentifying restrictions on the space is qr - r 2 (at which 
point each matrix Hi has only one column), such that K 2: c0.95 . 0 
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CHAPTER 4 
Bootstrapping and Bartlett corrections in the cointegrated VAR model 
4.1. Introduction 
The small sample properties of tests on long-run coefficients i; Cf'lintegratpd S')l§tems are still 
a matter of concern to applied econometricians. Since the asymptl'l!icfpr,ocedure~proposed by 
Johansen (1991) have been shown to suffer from severe size distort&I(;d{wong others, see Gon-
zalo, 1994; Bewley et al., 1994; Li and Maddala, 1997) two natural and compU!mentary solutions 
have been proposed: (i) applying Bartlett corrections to the test statistics, in the hope that the 
corrected statistic will follow a small sample distribution closer to the asymptotic one, and thus 
bring actual sizes closer to the nominal sizes (Johansen, 2000a); (ii), trying to estimate the actual 
small sample distribution by the bootstrap, a computer-intensive technique strictly linked with 
the Edgeworth expansion and indeed defined by Cribari-Neto and Cordeiro (1996) 'a simulation 
based alternative to Bartlett and Bartlett-type corrections' (Li and Maddala, 1996, 1997; Fachin, 
2000; Gredenhoff and Jacobson, 2001). 
For the time being, no definite solution has however appeared. Although the only aim of 
both the Bootstrap and the Bartlett correction is to get the actual size closer to the nominal size, 
the final aim of any testing procedure must be that of distinguishing between valid and invalid 
hypotheses: the proportion of Type II errors of corrected tests is therefore crucial. To the best of 
our knowledge no evidence on the power properties of Bartlett corrected tests in the cointegrated 
VAR model has appeared in the literature; the only available evidence on power for bootstrapped 
test statistics is in Fachin (2000) and shows that the type of bootstrap test examined may have 
a rather high Type II error. The aim of this paper is thus examining both the size and power 
properties of Bartlett-corrected and bootstrap tests. With respect to the latter, we also evaluate 
the feasible double bootstrap, recently proposed by Davidson and MacKinnon (2000). In either 
cases, a key result of the paper is that the Bartlett correction and the bootstrap tests should both 
be based on the unrestricted estimate of the cointegration vectors. 
The chapter is organised as follows: in section 4.2 we shall briefly review the model, the 
structure of Bartlett-corrected and bootstrap tests, as well as a theoretical result, motivating us to 
base both procedures on unrestricted estimates. In section 4.3 we shall discuss the design of the 
Monte Carlo experiment and in section 4.4 present the results of the simulations. 
Some conclusions, as well as tentative recommendations for applied work, are finally drawn 
in section 4.5. 
4.2. Bartlett-corrected and bootstrap tests on cointegrating coefficients 
4.2.1. The model. The cointegrated p-dimensional VAR model with k lags in its autoregres-
sive form is defined as: 
(4.1) 
In this paper a linear trend is constrained to lie in the cointegration space and an unrestricted 
constant is included outside that space: Dt = t and dt = 1. We define 'Y and p by (3' = (r', p'), 
37 
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38 4. BOOTSTRAPPING AND BARTLETT CORRECTIONS IN THE COINTEGRATED VAR MODEL 
where 1 includes the coefficients linking the stochastic variables of the system and .p. ~7fi the 
coefficients of the deterministic part. '·' 
Three assumptions are made to make sure this is a stable I(l) model: · ~ ~. 
Assumption (Rank): a and 1 are two full rank matrices of dimension p x r, p > r; 
Assumption (No 1(2)): The matrix a't_ (I - 2:~~11 ri) l.i is of full rank; 
Assumption (No other roots): The roots z of the characteristic polynomial are either 1: 
z = 1 (p- r roots are equal to unity) or larger than 1 in absolute value: izl > 1. 
The first two assumptions assure that the process is an I( 1) process ,ahd~%'ot,integrated of lower 
or higher order, while the third assumption excludes explosive benaviour and seasonal unit roots 
The stationary, stochastic part of (4.1) can be written in a corr{j;~nJon farm~~¥ 
'X I ' 'r 'r 'r 'AJ'if1~x· 11 ; • I t r +I a I 1 · · · I k-2 I k-1 < I t-1' 
6.X, a f1 rk-2 rk-1 6.X,_1. 
6.XH _ 0 I 0 0 6.Xt-2 
0 0 I 0 
or 
(4.2) 
+ 
I' 
I 
0 
0 
The Bartlett correction, which shall be discussed in the next section, depends crucially on the 
matrix P. 
4.2.2. The Bartlett correction. The idea behind the Bartlett correction Bartlett (1937) is 
both simple and appealing. Suppose the aim is testing the following null hypothesis on the pa-
rameters 8, 1{.0 : 8 0 c 8. In regular cases, the LR test statistic s = -2ln(LR (80 18)) has an 
expected value of 
(4.3) E00 [-2ln(LR(8ol8))] = E00 [l0 -l00 ] = 
h ( 1 + ~g (eo)) + 0 ( ; 2 ) 
where h denotes the number of restrictions tested. Then dividing the test statistics by (1 + ~g (eo)) 
we may obtain the modified test statistic s B and expect the resulting distribution to be closer to a 
x2 distribution. This division is called a Bartlett correction and ~g (eo) will be referred to as the 
Bartlett factor. 
We obviously do not know e0, the true value of the parameters, e, and thus we substitute a 
consistent estimate of e, B, in expression ( 4.3) and thus get the Bartlett factor g (e). 
The arguments in the following pages will revolve around which consistent estimate should 
substitute e0 : B0 the maximum likelihood estimate under the null hypothesis or {j the uncon-
strained maximum likelihood estimate. We shall argue that we need to substitute {j and not B0 in 
the problem at hand. Even though the size correction works better with B0 w~ich is more efficient 
under the null, we find the power of the Bartlett corrected test-statistic with e extremely poor. We 
demonstrate this both by means of a theory and simulations in section 4.3. To see the differences 
in practice between using these two estimates, we refer to page 49, where in figure 4.3 we have 
plotted power curves for both estimates. (the DGP-value is 1 and the curves are drawn for the 5% 
significance level). 
1The deterministic part can be taken account of by adding an extra term in dt and Dt. 
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.. ""' '"'~'· 
The problems of the Bartlett section and their solutions, carry over to the boots trap section as 
c('i' 
well. • 
Lawley (1956) and Bamdorff-Nielsen and Hall (1988) proved that under certain .~egularity 
conditions (which exclude cointegrated VAR models and thus the problem at hand) for any real 
number x 
(4.4) 
So the whole x2 distribution is better approximated after the correction.,•>'· %':':· 
Jensen and Wood (1997) showed that for the Dickey Fuller dtstriblition'c4:4) does not hold. 
This however does not mean that the size correction is not useful• jn prattire. ~fact Nielsen 
(1997) showed that a Bartlett correction in an AR(l) process witlt';w.\1~\1 root, Cl5'es provide an 
improvement to the size of the test. /If ~t··· · r • • 
!r ' ._f 
Under the assumption: ' 
Assumption (Deterministics): there exist matrices K and M such that d, = M d,_ 1 and 
t:>.D, = K d, where all the eigenvalues of the matrix M equal 1 in absolute value 
Johansen (2000a) derived the Bartlett correction for three different kind of hypotheses on /3 
in (4.1), namely: 
(1) /3 = /3°, a simple hypothesis on all the cointegration vectors; 
(2) /31 = !3P where !3P are the first r 1 relations (1 :S r 1 < r) and the other cointegration 
relations are unrestricted; 
(3) --y = H <p where His a (p x r) matrix of full rank and s < r. This hypothesis implies the 
same restriction on all relations in --y. 
Corrections for other kinds of hypotheses, like restrictions of the kind /31 = H1 rp1 do not yet 
exist. 
We therefore limit ourselves to confronting the corrections 1 and 2 with the bootstrap in this 
paper and do not put any dummy variables in our DGP. 
The correction term itself, for which we refer to the aforementioned article, depends crucially 
on the total number of parameters, the variance of Yi in (4.2) and a number of times on I:::'.o pi_ 
We do not have the true value of the parameters, so we substitute estimates. Now under the null 
the matrix P only contains eigenvalues strictly smaller than unity in absolute value as Yi in (4.2) 
is a stationary process. Yet under the alternative, the restricted estimate will contain at least one 
additional unit root, because one of the relations --y' X, is no longer stationary. Consequently the 
Bartlett correction is no longer defined as the sum 2:::::'.0 pi diverges. We prove this fact in the 
following theorem: 
THEOREM 8. Under the false null hypothesis /3 = b = (h, b2) where b1 E sp (!3°) , b2 f/c 
sp (/3°) ( /3° is the true value of /3 ), & the restricted maximum likelihood estimate of a, will have 
reduced rank s < r in the limit. Consequently the matrix P contains additional unit roots in the 
limit 
PROOF. Partition the maximum likelihood estimate of a, & = ( &1, &2) conformably with b. 
It is found by ordinary least squares: 
_ _ 8 (b b) ( b~Snb1 b~S11b2 )-1 
a- 01 1 ' 2 b' S b b' S b 2ll1 2ll2 
where S01 and S11 are defined in standard fashion (see Johansen 1995b, page 90-91). From 
Chan and Wei (1988) we find that S01 b1, b~Snb1 E 0 (1), S01 b2, b;S11b1 E 0 (T) and b;Snb2 E 
0 (T2). Using standard inverse matrix formula, we find that &2 = (S01 b2 - S01 b1 (b~ Snb1r 1 b~ Snb2) x 
((b;Snb2r1 - (b;Snb1) (b~Snb1r 1 (b~Snb2)r 1 E 0 (T-1) which implies &2 .!'.., 0 D 
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A "•or' -~~;~ 
This means that if we use the restricted estimate (!0 and the null hypotpysis is false, the 
Bartlett correction is not defined. We shall see that in practice the absolute vafue Of the roots is 
underestimated, such that the additional root is estimated to be close to I. Thi~'dreans that the 
estimated Bartlett factor can be calculated, but becomes extremely large and the null hypothesis 
is then easily accepted. 
We thus seek an estimator which 
• Whenever the null hypothesis is true is consistent. 
• Whenever the null hypothesis is false, the matrix P should,h<J;:v.e stable roots, such that 
I . . '1'-i-"' 
the Bartlett correction is defined. If possible these roots'· shchili'f'in some sense be as 
stable as possible, for when they are very close to unity,;.the Bart}ett tactor explodes and 
a false hypothesis is accepted. /":h• / ~;;···· . • ,1{ 
' ;JJ/:t·;. ,, ; 
SOLUTION 1. Use the unrestricted estimates (3 of (3 in ( 4.1) ltndnot ;the restricted estimates 
in the Bartlett correction factor. The Bartlett correction factor for (3 = '(3° and 'Y = H <p only 
depends on /3 , such that this defines the solution in these cases. 
In case 2 ( (31 = f3?, only some of the cointegration relations are restricted) we need estimates 
for both the restricted and the unrestricted vectors. In this case f3? and the associated restricted 
estimate (32 ((3?) should not be used, as this will lead to instability of the P matrix when 7-{0 is 
false. Instead, we find a matrix bdor which sp(b1) C sp(/J) and as close to f3? as possible. This 
means that we find a matrix ~ such that 
(4.5) 
Then the estimators b1 = /3~ and b2 = /3~1_ are consistent when the null hypothesis is true and 
the companion matrix P is stable when it is false. 
4.2.3. Bootstrap methods. In principle, the great advantage of the bootstrap2 is that it can 
offer immediate solutions to new problems. However, in practice its ability to deliver good alter-
natives when reliable small sample parametric procedures are lacking must be accurately tested 
before its use may be recommended. This is especially true for the problem we are trying to solve, 
as the asymptotics of the boots trap applied to integrated data is still largely unexplored: Horowitz 
(2002) summarises his survey stating that 'at present( ... ) there are no theoretical results on the 
ability of the bootstrap to provide asymptotic refinements for tests or confidence intervals when 
the data are integrated or cointegrated'. Recent developments in this direction covering specific 
cases are Chang et al. (2001), Davidson (2002), Paparoditis and Politis (2001) and Inoue and 
Kilian (2002). At the opposite, a striking example of how blind implementations of the bootstrap 
can deliver entirely wrong results is given by Phillips (2001) for the case of spurious regression 
with integrated variables. 
The general idea underlying bootstrap tests is to assess the value of the test statistic s obtained 
from the empirical analysis on the basis of the distribution of a large number of statistics s* 
computed from suitably constructed pseudodata, with the null hypothesis of the former consistent 
with the data generating process (DGP) of the latter. To this end, 7-{0 may be imposed when 
generating the pseudodata (as in some examples in Efron and Tibshirani, 1993), or, vice versa, 
the chosen DGP taken as the null hypothesis (as recommended by Hall, 1992). In both cases, 7-{0 
is true for the pseudodata, and thus, assuming for simplicity a one-sided test, the proportion of s* 
more extreme than s in the relevant direction is a natural estimate of the p-value of the test. 
2General introductions to the bootstrap are provided, inter alia, by Efron and Tibshirani (1993), Hall (1995) 
and Horowitz (2002), while a recent review especially addressed at time series applications is Berkowitz and Kilian 
(2000). 
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•.v,_, "TI>, 
With cointegrated VARs and a simple hypothesis on the long-run coefficients 'H.o : (3 =· ~0 , 
the two approaches entail respectively: 11 
(a) estimating a VAR constrained under Ho : (3 = (3°, generating the pseudodata ~n !be basis 
of the estimated constrained estimates B0 and a set of random noises (we will discuss 
the choice of these below), and testing Ho : (3 = {3° both on the original data and on the 
pseudodata; 
(b) estimating an unconstrained VAR, generating the pseudodata on the basis of the esti-
mated unconstrained estimatres iJ and a set of random noises, t~,~tb,)g Ho : (3 = (3° on 
_...._ _....... I (<Jf., 
the original data and H~ : (3 = (3 (where (3 are the unconstrainedesfimlltes of (3) on the 
pseudodata. · . /' · · . · , 
So far, approach (a) has been favoured with no exception in theipj;lfs~tio~s oi,terest here. 
However, a point of crucial importance for testing in the maximum li~l(,t'ibod e;;timation of coin-
:r ' ;/ 
tegrated VARs seems to have gone unnoticed: although both approaches are val\d and asymptoti-
cally equivalent under H0, this is not true any more when it is false. To see this, consider the case 
of a test Ho : (3 = (3° in a model without lags and just one cointegration vector. If this vector is 
misspecified, then (3°'X1_ 1 is clearly an I(l) process, whereas 6.X1 is I(O). The only congruent 
values for the loading factors a are therefore zero. Hence all the element of the matrix fr = &{3°' 
equal zero (asymptotically) and the rank of such a matrix is 0 not 1. If one were to use this 
matrix for the Bootstrap DGP, one would generate just random walks without any cointegration 
(this is essentially a different version of exactly the same issue already discussed in the previous 
subsection with respect to the computation of the Bartlett factor when Ho is false). Thus, we will 
consider bootstrap tests of type (b). 
With respect to the noise, there are again essentially two alternatives: either generating it un-
der some parametric hypothesis (typically, M I ID N) or by resampling from the set of residuals 
of a VAR. In the latter case the natural choice are the residuals of the unconstrained VAR, empir-
ically MilD N. Gredenhoff and Jacobson (2001) favoured the parametric option, while Fachin 
(2000) and Li and Maddala (1997) the non-parametric one3. Here we will consider both alterna-
tives. Block-resampling methods, such as the "Continuous-Path Block Bootstrap" proposed by 
Paparoditis and Politis (2001), which may be potentially powerful in dealing with the stochastic 
trends present in the system, will be the subject of future research. 
Defining 8 the entire parameter set of the VAR and assuming we are interested in the test Ho : 
(3 = (3° we thus implement the following bootstrap procedure, which is graphically represented 
in figure 4.1 
• Bootstrap test 
(1) Estimate VAR on data X; for given cointegrating rank obtain unrestricted estimates e, 
unrestricted residuals f, restricted estimates B0 , restricted residuals fo and test statistic s 
for the hypothesis H0 : (3 = (3°; 
(2) Construct pseudodata: X* = if;(B, c:*), c:* drawn at random with replacement from for 
NID. 
(3) Estimate VAR on pseudodata X*; obtain B*' f*' e;;, EO and test statistics* for the hy-
pothesis H0: (3 = /3; 
Repeat (2)-(3) a large number of times 
(4) Compute bootstrap p-value: p* = prop(s* > s). 
3Note that there is a possible source of confusion here, as the terms 'parametric' and 'non-parametric' have been 
used in the bootstrap literature with different meanings. We define procedures based on resampling from estimated 
residuals as 'non parametric', and that involving drawings from a theoretical distribution as 'parametric'. 
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• f .. 
' (.;. 
Observations X 
Restricted Estimation Unrestricted Estimation 
Ho : f3 = f3o t~·-. x:~y-~-- . ___ 
Estimates: Bo, Eo Estima1es: 8, t (e'gt{3) 
L ~ . . 'I ,ff LR-test i l i' s = 2 (z8 - l8,) ,; ___ , f' i 
Restricted Estimation 
1io:f3=fj 
E . "* "* Stlmates: 9o 1 Eo 
I 
I 500 bootstraps I 
Generate bootstrap sample 
X*= !(O,t:*) 
I I LR-test I. s* = 2 (z8• -z8,) 
Calculate bootstrap p-value 
p* =prop(s• > s) 
> . j; 
s* 
Either draw from €: 
or M.I.I.D.N(O, fl) 
Unrestricted Estimation 
Estimates: {J•, t* (e.g. /j*) 
I 
Figure 4.1: Boots trap procedure for tests on the cointegration parameters 
The test statistic is the likelihood ratio test (which is the only one allowing a Bartlett correc-
tion). 
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... "' ~~;,;:. 
If we have a simple hypothesis on only part of the cointegration space, fh = !3~ .. we take the 
following null hypothesis in step 3: r:r 
(4.6) 
which is easily seen to converge to {3~ if Ho is true. 
As mentioned in the introduction, Davidson and MacKinnon (2000) recently put forth a com-
putationally cheap double bootstrap procedure which may deliver results superior to the standard 
bootstrap just outlined4. The idea behind the double bootstrap, proposed by Beran (1988) is that 
of correcting the possible bias in the bootstrap procedure implemented;15y ;~~S~<;:ond application 
of the bootstrap. For instance, in the case of a test the aim of the second-level application of the 
boots trap would be to estimate, and thus correct for, the bias (Pi - t)~ Vl)here Pi i~ 1Pe p-value of 
the i-level bootstrap test. Although the principle is certainly attraccl!f~jVs als? v'efy expensive, 
as it involves the construction of a bootstrap pseudo-population for ~~ boo\strap redraw. It is 
thus practically impossible to evaluate by means of Monte Carlo experiments with the currently 
available computing power. On the contrary, in Davidson and MacKinnon's method there is only 
one second level bootstrap redraw for each first level one, so that the computing time is of the 
same order of magnitude of the standard bootstrap. Monte Carlo experiments are thus feasible. 
Going into the details of the method is clearly beyond the scope of this paper. However, the basic 
intuition is very simple: if the boots trap estimate p* = prop( 3* > 8) of true p-value of the test is 
distorted, we may get a better estimate by replacing 8 with some s chosen so to counterbalance 
the distortion. Now, 8 is by definition the p* - th quantile of the distribution of the 3*; hence, an 
obvious candidate fors is the same quantile of the distribution of a second-level bootstrap distri-
bution. If p* is distorted downwards, such a quantile will tend to be larger than the true quantile 
s, and viceversa, thus delivering the desired effect. 
The general structure of the fast double bootstrap test we shall implement is the following: 
(see figure 4.2 for a graphical representation) 
• Fast Double Bootstrap test 
( 1) Estimate VAR on data X; for given cointegrating rank obtain estimates {j, f, e0 , f 0 and 
test statistic 8 for the hypothesis Ho : {3 = (3°; 
(2) Construct pseudodata: X* = rjJ(e, c:*), c:* drawn at random with replacement from for 
NID; 
(3) Estimate VAR on pseudodata X*; obtain {j•, f*, ei), EO and test statistic 8* for the hy-
pothesis H0: f3 = /3; 
(4) Construct second-level pseudodata X**= cp(e*, c:**), c:** drawn at random with replace-
ment from E* or NI D; 
(5) Estimate VAR on second-level pseudodata X**; obtain {j••, f**, e0*, €(;* and test statistic 3** 
for the hypothesis H0*: {3 = /3*; 
Repeat (2)-(5) a large number of times 
(6) Compute bootstrap p-value: p* = prop(8* > 8). 
(7) Compute fast double bootstrap p-value type 1: pr* = prop(8* > Q;:),where Q;: is the 
p* quantile of the 3**' s. 
A ( costless) further step is advisable: 
(8) Compute fast double boots trap p-value type 2: p2* = 2p* - prop( 3** > 8). 
4Although Davidson and MacKinnon's analytical results are valid only for one-sided tests with asymptotic 
N(O, l) distributions, some simulation evidence suggests that the properties may extend to the asymptotic x2 of 
interest here. 
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I Observations X i ''.'· : f:. 
Restricted Estimation Unrestricted Estimation 
Ho : f3 = f3o 
Estimates: 80 , Eo Estimates: B, € (e.g. (3) 
L ~;'~"~ <' '!if' LR-test . ·'' 
s = 2 (t9 - t9,) ' . ,ff )' ' ' ~ /" f;,; ; / /hiM' i 
I I 
,. # 500 double bootstraps 
Either draw from € 
or M.I.I.D.N(O, ?!) 
Generate bootstrap sample 
x• = t (e,e•) 
Restricted Estimation Unrestricted Estimation 
Ho : f3 = /3 
Estimates: 8Q, £;) Estimates: 8• ,€* (e.g. /3*) 
1 LR-test 
s* = 2 (t0• -le;) e** 
Either draw from €* 
Generate 2nd level bootstrap or M.I.I.D.N(O, ?!*) 
sample 
X'*= 1 (e•,e**) 
Restricted Estimation Unrestricted Estimation 
Ho : {3 = (3• 
Estimates: BQ*, EO* Estimates: 8**, §** (e.g. /3**) 
I I 
·I 
LR-test 
I· s** = 2 (t9 •• - le;·) 
Calculate fast double bootstrap p-values 
Pi* =prop( s• > Q;:) 
P2* = 2p* - prop( s** > s) 
Figure 4.2: Fast Double Bootstrap procedure for tests on the cointegration parameters 
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Again, the intuition here is that if for instance p* > p, we can expect prop( s•: > ;r ·}1p*, 
so that p2* will be closer to p than p*. However, p2* may not be greater than 2fl and •it may 
be negative, two undesirable features that suggest limiting its use to a reliability ctreg}c if the 
. ·~· difference between the two p-values is sizebale neither of them should be trusted. · 
4.3. Design of the Monte Carlo experiment 
On the basis of the simulation results reported by Gredenhoff and Jacobson (2001) and 
Fachin (2000), the key characteristics of the DGP to be controlled in .,ti(e,2,Y,i'Periments are the 
dimension of the system, i.e. number of variables and lags, and its lqng-iun structure, i.e. number 
of the cointegrating relationships and the speed at which the systefr\.a,djusts.to thY,m. Estimation 
of systems of higher dimension (both in terms of number of vari<;l'i\!fsiand fagsJ,~emand more 
from the data, and thus it is (ex-post) not surprising to see that bot~Jt(sy~pto}ic test and the 
bootstrap test proposed by Gredenhoff and Jacobson (200 1) perfo~'b~tier in smaller systems. 
A crucial remark here is that the simple bivariate DGPs employed in virtwilly all simulation 
studies do suffer from loss of generality, a fact not suspected so far. The experimental design 
adopted here will thus generalize to a multivariate system the classical DGP used by a number 
of studies starting with Engle and Granger (1987), which allows an easy control of the speed of 
adjustment. We shall consider systems including p = 5 random variables and with r = 1 or 2 
cointegrating relationships. Let Xt = [x1t ... Xst]' be the column vector of the realizations of the 
random variables of interest at timet = 1, ... , T, Ut = [ult ... u5t]' the errors, Et = [Elt ... Estl' 
the noise, whose stochastic structure will be discussed in detail below, and t a time trend. Our 
DGP is then given by 
[ 
13; ] 
(4.7) ;~ [ ~t ] =Ut 
( 4.8) <Put = Et 
with 
<I>= diag(cp), cp = [ <Pt(L) c/J2(L) cjJ3(L) cjJ4(L) c/Js(L) ]. 
Although the Bartlett corrections do depend on the parameters of the system, in order to keep 
the size of the experiment within manageable dimensions in the size simulations the cointegrating 
coefficients will be kept fixed across trials to either zero or 1, with the vectors resembling quite 
closely those used by Haug (1996), while in the power simulations we shall consider a few values 
in the range [0.5, 1.5]. Given that we are using a full-information method we do not need to worry 
about endogeneity; we shall thus consider a very simple structure, with one stochastic trend (Xp) 
transmitted to the first r variables of the system, while the remaining p- r- 1 follow independent 
random walks. The details in the two cases are as follows: 
(a) r = 1 
.61 = [ 1 0 0 0 13ts 0.01 ] is the cointegration vector. 
All the other relations are non-stationary: 
132=[0 10 0 0 0];/33=[0 010 0 0]; 
/34 = [ 0 0 0 1 0 0 ] ; /35 = [ 0 0 0 0 1 0 ] ; 
<Pt(L) = (1, 'PtL, ... , 'PkLk); 
c/J2(L) = cjJ3(L) = cjJ4(L) = c/J5 (L) = (1, -L). 
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(b) r = 2 
(32 = [ 0 1 0 0 1 0.01 ] becomes a cointegration vector. 
All the other (3' s are as in case (a). 
</J1 (L) = </J2(L) = (1, <.p1L, ... , 'PkLk); 
<P3(L) = <f;4(L) = <f;5 (L) = (1, -L). 
' (;. 
Some simple considerations will allow great simplification of the design as far as the c's 
are concerned. First of all, in previous work on the related topic of ~ati<>nary VARs Fachin 
) -\'/ -"' 
and Bravetti (1996) found that the shape of the distribution of the, shbcks 'does not appear to 
have a significant impact on the performances of asymptotic proced,ures. Fufhe~, the expecta-
tion that with a full-information method, their covariance structure,<S~quld,. not m~er either has 
been confirmed in the case of a simple bivariate DGP by Fachin (200f!')~:,'W'e,sha!l thus assume 
E= [c1 ... cp] ~ MIIDN(O,I). > · ': 
Finally, the number of both Monte Carlo replications and bootstrap redrawings has been fixed 
to 500: on the basis of previous work and some pilot experiments we concluded that the gain in 
precision deliver by higher numbers of either was not worth the higher computing costs and longer 
calendar time required. At 0.05 the Monte Carlo standard error will thus be about 0.010. 
In table 4.1 we give an overview of the parameter values in the various experiments. In 
the benchmark case we have 1 cointegration vector and test that the cointegration parameters is 
known. Furthermore the model has (case (a)), 21ags, and fairly slow adjustment (rp 1 = <.p2 = -0.35) 
We have 100 observations (T = 100), and for the bootstrap algorithm, we resample with replace-
ment from the estimated errors t (and in the second level bootstrap from t* ). 
Furthermore (315 = 1 and we thus test 1{0 : f3P = (31 = [ 1 0 0 0 1 0.01 ]. For the 
benchmark case and each of the other cases we also execute a power experiment in which we set 
(315 = 0.5 and test f3P = (31 = [ 1 0 0 0 1 0.01 ]. 
The complexity of the DGP is such that we are unable to execute a full factorial design over 
all variations, we consider relevant. We thus provide 
Each time we only deviate in one respect from our benchmark DGP, which is the first exper-
iment. In the second we test case (b), that is two cointegration vectors and test that either one 
or both vectors are known. Next we increase the sample size to find out whether the corrections 
are working with 400 observations: we do not regularly find such large samples in time series 
analysis, but find that even with that many observations, the asymptotic tests do not work well. In 
the fourth experiment we increase the Jag length of the VAR to four. The sum of the adjustment 
coefficients is kept constant at 0. 7. Subsequently we test the effect of an increase in the speed of 
adjustment to equilibrium. This increases the signal to noise ratio and the performance of the as-
ymptotic test (remember that the Bartlett correction depends on I::o Pi). In the last experiment 
we try the parametric bootstrap. 
Finally we compute a power curve for the benchmark case and (315 in (0.5, 1.50), with f3P5 = 1 
as usual, both for the bootstrap and Bartlett correction we propose, that is those based on the 
estimates under the alternative and one based on estimates under the null. 
4.4. Results 
Although the results of the simulations amount to a considerable mass, their essence is quite 
simple, and summarised in Table 4.2; in the following tables a few details are highlighted, with 
baseline results repeated in different tables in order to facilitate comparisons. In all the cases 
reported and discussed in this section the nominal significance level of the tests is always 5%, 
with results for different values available on request. 
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.• ..,. '1:;,'12' 
First of all, in the sample sizes we typically encounter in applied econometriij work (100 
observations) the asymptotic tests deliver disastrous performance as far as type I errors are con-
cerned: at times they exceed 50% at the nominal5% level. All the alternative procedures((Bartlett 
correction, simple and fast double bootstrap) are able to reduce substantially the size distortion 
in all our experiments, but are unable to eliminate it: in the case of rank= I the minimum rejec-
tion rate, delivered by the fast double bootstrap type I, is 26%, while in the case of rank==2 and 
test on one vector the rejection rate of all bootstrap procedures and the Bartlett corrected test is 
15%. The two types of fast double bootstrap p-values are always very clq~e,Aconfirming that the 
procedure is reliable in our context. The power loss from using the protedfites.with lower size 
distortion is acceptable, with the rejection rates always over 70%. This finding will be confirmed 
by the power curve reported in table 4.7. To understand the point ofbA~ng botil th((l<footstrap and 
Bartlett correction on the unrestricted estii_Dates, a glance at ~he powerl\Jltye,s in
1 
~able 4.8 suffices: 
whereas the s1ze performance 1s mdeed slightly better than m table 4:7 /the levy! of type II errors 
is unacceptably high, such that the power curves are almost flat. In the last row we report the 
number of cases where the highest estimated root is explosive: when the discrepancy between 
DGP and model becomes large, this percentage rises rapidly and corroborates theorem I of this 
pape2. 
Another key point from Table 4.2, is that the size performance of all test procedures of 1{0 : 
(31 = f3P in a model with 2 vectors is markedly better than the hypothesis 1{0 : f3 = (3° in a model 
with one cointegrating vector. 
For T = 400 all corrected tests achieve correct size and I 00% power while the Type I error 
of the asymptotic test is still higher than the nominal size (cf. Table 4.3). 
Increasing the length of the VAR also has large adverse effects on the test (cf. Table 4.4): 
thus, contrary to somehow common wisdom and in accord with Abadir et al. (1999), parsimony 
in the estimation of the VAR seems to be a rather important virtue. 
How sensitive are the performances of the tests to the speed of adjustment to equilibrium? 
Unsurprisingly, the answer is, a lot. Cutting cj; (the sum of the coefficients of the autoregressive 
polynomial describing the dynamics of the errors in the cointegrating relationships) from 0.7 to 
5tr(L::o Pi) does not converge if P contains an explosive root. However computationally we use the standard 
formula (L::o >.') = 1~, to calculate the Bartlett correction both in the convergent case (when it is valid) and the 
non-convergent case. 
There is nothing, which prevents the Bartlett correction factor from being smaller than -I: this is a known 
problem in the literature. We assign a p-value of I to these cases. In all the published and unpublished simulations 
we did, this only happened in those of table 4.8. 
Benchmark Variation Table Page 
Cointegration rank r=l r=2 4.2 50 
Number of vectors tested s=l 8 = 1,2 4.2 50 
Sample size T= 100 T= 400 4.3 50 
VAR lag length k=2 k=4 4.4 50 
'PI = 'P2 = - 0;/ 'PI = - 0;/' 'P2 = - OS7, 
'P3 = 'P4 = _0.7 
Speed of adjustment 'PI = 'P2 = - Oz7 d~ 4.5 51 'PI= 'P2 = -2 
Resampling of errors parametric resample from f and f* 4.6 51 
Power curve based one 4.7 52 
Power curve based on 80 4.8 52 
Table 4.1: Design of Monte Carlo experiment for small sample corrections 
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., ~., "11).'. 
0.4 causes generally a more than proportional fall of the Type I error (for instan~f· that of'the fast 
double bootstrap type I falls from 26% to 10%, see table 4.5). · · 
Given the good results delivered by the bootstrapped tests, it is of some intete§t to check if 
using resampled or parametrically generated errors makes any difference. The results reported in 
Table 4.6 suggest that it does not, and thus the parametric bootstrap (easier to implement) may 
be adopted in practice. However, some caution is needed here, as in our experiments the same 
parametric hypothesis (normality) is used both in the generation of the Monte Carlo and bootstrap 
errors. Further research with different error processes for the MonteCarlo and bootstrap DGPs 
(for instance a leptokurtic error distribution in the DPG and resamplfffg foqt normal distribution) 
is needed. 
Finally, a noteworthy finding is that the power curves of all ~Ji~ 11ariants of')f>otstrap tests are 
rather steep (table 4.7 and figure 3(b)). Although these results af~~P,~xific ~9 a ~fngle signal/noise 
ratio, they do suggest that the risk of unacceptable power losses fro&f using ~om'e type of boots trap 
test rather than the asymptotic or Bartlett corrected tests is likely to be remote. 
4.5. Conclusions 
We have compared different variants of boots trap and Bartlett -corrected tests in a DGP which 
is relatively unfavourable, but reproduces some features of real life empirical applications: a 
relatively large system (5 variables and 2 or 4 lags), and rather slow adjustment to long-run 
equilibrium. With such a complex DGP the caveats common to all simulation studies are even 
more important than usual. Our design depends on over 120 parameters, the vast majority of 
which had to be kept fixed across all experiments, and thus we must be extremely cautious in 
reaching any conclusion. 
Further, the type of tests examined assumes full knowledge of the tested cointegrating vec-
tors, a rare event in practice: however, they are the only tests for which the Bartlett correction 
is available. Indeed, the Bartlett correction has not been derived yet for many cases of strong 
empirical interest (e.g., hypotheses of the kind (3i = H;<p; and in general models with impulse 
dummies) and hence the bootstrap may in fact be the only alternative to the asymptotic p-values. 
With all these caveats, our recommendations are the following: 
(i) Asymptotic tests should be used in no circumstance; 
(ii) Bartlett-corrected tests may be used provided considerable caution is exercised, as their 
Type I error is often much larger than the nominal size; 
( iii) Bootstrap tests, with a somehow lower size distortion than the Bartlett corrected tests 
accompanied by limited power losses, may also be used; the fast double bootstrap of 
Davidson and MacKinnon (2000) delivers the best performance, and thus it appears to 
be a powerful tool for applied work, especially in the many cases when the Bartlett 
correction is not available. 
We stress that both the Bartlett correction and the bootstrap should always be based on the 
unrestricted estimate of (3. 
Among the many points that remain open, two are especially important: (a) the development 
of equivalent hypothesis, like ( 4.6) for 'Ho : (31 = rJi for more general restrictions on (3, like 
(3; = Hi'Pi with an accurate Monte Carlo study of their properties and (b) theoretical results on 
the asymptotics of the (fast double) bootstrap in cointegrated systems. 
I 
I 
I 
I 
_..!. 
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Figure 4.3: Power curves for test on cointegration coefficients 
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I to 2 cointegration vectors, test on I to 2 vectors 
cjJ = 0.7, T = 100, k = 2 
rank, tested vectors I, I 2, I 2,2 f;. 
Test size power size power size power 
Asymptotic 66.0 99.0 39.2 97.6 68.6 98.2 
Bartlett 35.8 92.2 15.8 79.2 33.2 82.2 
Bootstrap 32.0 86.0 15.2 77.2 28.2 74.6 
FDB 1 26.2 76.0 13.4 68.0 t·Q,O 62.2 
FDB2 27.8 81.8 14.2 71.4. 23.&. 68.2 
nomina/significance level: 5%; FDBi: Fast Double Boot~.trap typ7 i :. 
power s1mulatzons: ,;;·, .. ' , .If, 
case (I, 1) Ho : f3f = [ 1 0 0 0 1 J, DGP: fJ1 = [ Lf~(tq 0,, 0.~ ] 
case(2,I): ascase(l,l)withDGP:{32 = [ 0 1 0 0 1<J · •' 
case (2,2): as case (2,1) with Ho : {Jg = [ 0 1 0 0 1 ) 
Table 4.2: Benchmark case small sample correction for tests on cointegration vectors 
I cointegrating vector, test on I vector 
cjJ = 0.7, T = 100 and 400, k = 2 
T 100 400 
Test 
Asymptotic 
Bartlett 
Bootstrap 
FDB1 
FDB2 
size power 
66.0 99.0 
35.8 92.2 
32.0 86.0 
26.2 76.0 
27.8 81.8 
nominal significance level: 5% 
power simulations: see Table 4.2 
size power 
11.0 100.0 
5.6 100.0 
6.2 100.0 
5.6 100.0 
5.8 100.0 
Table 4.3: Sample size and small sample corrections 
1 cointegrating vector, test on I vector 
cjJ = 0.7, T = 100,k = 2 and4 
lags 
Test 
Asymptotic 
Bartlett 
Bootstrap 
FDB1 
FDB2 
2 4 
size power 
66.0 99.0 
35.8 92.2 
32.0 86.0 
26.2 76.0 
27.8 81.8 
nominal significance level: 5% 
power simulations: see Table 4.2 
size power 
85.4 99.4 
53.2 91.0 
39.2 82.0 
32.4 68.8 
35.6 74.4 
Table 4.4: Lag length and small sample corrections 
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1 cointegrating vector, test on 1 vector 
cjJ = 0.7 and 0.4, T = 100, k = 2 
cjJ 0.7 0.4 
Test size power size power 
Asymptotic 66.0 99.0 33.0 99.6 
Bartlett 35.8 92.2 17.0 97.6 
Bootstrap 32.0 86.0 14.2 96.8 
FDB1 26.2 76.0 10.8 94.4 
FDB2 27.8 81.8 11.8 95 .. 6 
nominal significance level: 5% , !' "I 
power simulations: see Table 4.2 ,,/,'{< ,._ . 
~ //'J-;:,--{ 1 i 
Table 4.5: Speed of adjustment and small sample corrections': 
1 cointegrating vector, test on 1 vector 
cjJ = 0.7, T = 100, k = 2 
Type of bootstrap Non-Parametric 
Test size power 
Asymptotic 66.0 99.0 
Bartlett 35.8 92.2 
Bootstrap 32.0 86.0 
FDB 1 26.2 76.0 
FDB 2 27.8 81.8 
nominal significance level: 5% 
power simulations: see Table 4.2 
Parametric 
size power 
66.0 99.0 
35.8 92.2 
32.0 86.4 
25.0 76.2 
27.0 80.2 
Table 4.6: Non-parametric bootstrap and small sample corrections 
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CHAPTER 5 
A Bartlett correction in stationary auto regressive models 
5.1. Introduction 
Vector Autoregressive Models (VAR) are widely applied both in'rtlacroecqnom,Ws and econo-
metrics. Estimation of these models is often done by means of maxitfi~:g{ }jkelihooct'methods. For 
almost every test statistics only asymptotic results are available reg{i.d'frrg·the !listribution of the 
statistic under the null hypothesis. In small samples, the size distortion can be particularly large if 
large models (in terms of number of variables and lags) are used for relatively short spans of data 
series. A Bartlett correction (Bartlett, 1937) to a likelihood ratio test is one method to correct for 
the size distortion. 
In this paper we consider the following multivariate model: 
where 
Y, = AX, + 1J2t 
X,= Q(L)1Jt-1 = Qo7Jt-1 + Q11Jt-2 + Q21)t-3 + · · · 
17t = ( 17;, 17;, ]' ~ M 11 DN(O, fl) 
under the assumption that Q(L) is an exponentially decreasing polynomial and we derive the 
Bartlett correction for a simple hypothesis on A 11. : A = A0 both when var (17,) is known 
(theorem 10) and when it is unknown (theorem 9). 
After a short introduction into Bartlett corrections and the two main theorems, we consider 
three specific applications. In section 5.4 we consider likelihood ratio tests for the absence of 
autocorrelation in a VAR model and in section 5.5 we consider a more general hypothesis on 
the autoregressive parameters of the VAR. Section 5.6 contains the Bartlett correction for two 
different tests of no long-run feedback in the cointegrated VAR model. These last three sections 
all contain Monte Carlo studies of the derived results. 
Conclusions are drawn in section 5.7. The longest section, the proof of the two main theorems 
and two other theorems, is given in the only appendix of this chapter, section 5.A. 
5.2. Bartlett corrections 
Let lr (11), 11 = (111 , 112 ) denote the log likelihood function ofT observations. Then the log 
likelihood ratio (Wr) test statistic for the null hypothesis 11.0 : 111 = 11~ equals 
-2lnLR [111 = 11~111] = Wr = -2 (maxlr(ll~ ,112)- maxlr(111 ,112)) 02 Bdh 
Under a number of regularity conditions, this test statistic converges in distribution. In many 
cases this is the x2-distribution, but it can also also be a different distribution; The rank test in 
cointegration analysis (Johansen, 1988, 1991) for instance, converges to an expression involving 
stochastic integrals. 
In small samples, the asymptotic distribution does not necessarily provide a good approx-
imation to the actual one. The idea of the Bartlett correction (Bartlett, 1937) is to expand the 
55 
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56 5. A BARTLETT CORRECTION IN STATIONARY AUTOREGRESSIVE MODELS ·· .,. 
expectation of the LR-statistic: 
E [Wr] = f ( 1 + B Je) + o (r-2)) 
where f = limr~oo Ee [Wr] and then to define the Bartlett adjusted likelihood ratio statistic wpc 
as: 
Wj:C = Wr/ (1 + B (e) /T) .·.·· , 
The term B (e) /T shall be referred to as the Bartlett Factor,(Bt): ft'gWJ.erally depends on the 
parameters of the model. When substituting values, it will sometimes make a difference whether 
we take the true values from the data generating process, t~i.relitrictdd eiji1rnates (that is the 
maximum likelihood estimates under the null hypothesis), or th~if~frii.stripted,estimates. 
Lawley (1956) proves that for stationary series and under a number of stochastic order con-
ditions that the Bartlett Correction (BC) not only corrects the first moment up to 0 (T-2 ), but 
also all higher moments. Barndorff-Nielsen and Hall (1988) prove the same result elegantly and 
demonstrate that is holds when B (B) replaces B (e), where iJ is a yn-consistent estimator of 
e. Often small sample corrections are referred to as Bartlett correction only if the result of Law-
ley holds. We shall however also refer to any division of the likelihood ratio test statistic by its 
expectation as a Bartlett correction. 
Nielsen (1997) and Johansen (2000a, 2002a,b) show that a Bartlett correction can be useful 
in models with unit roots. Jensen and Wood (1997) show by means of calculation of the first 
two moments that the result of Lawley does not hold for the Dickey-Fuller distribution. More 
precisely they show that E [Wr] = f (1 + ~) + 0 (T-2 ) and E [Wj] = 2/ (1 + 2~') + 0 (T-2 ), 
but that h ol b2. 
General overviews of Bartlett and related corrections can be found in Jensen (1993) and 
Cribari-Neto and Cordeiro (1996). 
A large number of Bartlett correction concern univariate models, but Attfield (1995, 1998) 
derives a number of Bartlett corrections for simultaneous systems with fixed exogenous regres-
sors. In this paper we consider multivariate models with lagged endogenous regressors. 
5.3. The model and main results 
Let us consider the following statistical model JC1: 
(5.1) Y, = AX, + 172t 
where 
X,= Q(L)1Jt-1 = Qo1Jt-1 + Q11Jt-2 + Q21Jt-3 + · · · 
1Jt= [ 17;, ry;, ]' ~MIIDN(O,O) 
A E Rqxn, 0 E Spxp 
and the null hypothesis 
Ho: A= Ao 
R is the space of real numbers Spxp the space of positive definite matrices of dimension p x p. 
The process 1Jt is of dimension p and ry2, is of dimension q(:S p ). The independent variable X, 
(1 x n) is a moving average process. The innovations ry2, of the dependent variable Y, are a subset 
of the innovations ry,, which constitute the moving average process X,. This model allows for the 
possibility that X, contains not only past values of Y,, but also past value of exogenous variables, 
but not present values of exogenous variables. The model does not contain any deterministic 
terms. 
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Define 
(5.2) i = 0, 1, 2, ... 
such thatXt = C(L)ct-1 and et= o-~77t is distributed MIIDN(O,Ip) 
Define the jth autocovariance matrix of Xt as rj = E [XtX;_J I:~=o Qa+jOQ~ 
I:~=o Ca+iC~ and its variance iP = r 0. 
In the examples, it will be clarified how seemingly more general situations, like multiple 
lags, are in fact special cases of the following theorem, which concerns a[S!n}~l~,hypothesis on 
the parameter A : . · . · · 
,• /' ·' ' . ' 
THEOREM 9. For the statistical model!C1, the expected value ofiftclikelilf.ood/atio test of 
the null hypothesis that Ho : A = A 0 equals: '1/ (7 (!/. 11 , 
:r . /' 
1 1 (5.3) E[Wr]=nq+T(:J(n,q)+1(n,q,{Ci})) 
where: 
(5.4) 
(tl) 
(t2) 
(t3) 
(t4) 
(t5) 
(t6) 
(t7) 
(t8) 
(t9) 
(tlO) 
1 
.J = 2 ( -4q + qn + q2n + qn2 ) 
1 = I:oo tr{[C~iP-1f~+liP-1 f!l+liP- 1 C!llz2 } (3,~=0 
+ 2 l::oo _ tr { [C~iP-1 f~+liP- 1C13] 22 } tr {r~+1iP- 1 } !3.~-0 
+ l::oo _ tr {[C~ii:>- 1C13lz2 } tr {r~+1 il:>- 1 } tr {r~+lil:>- 1 } {3,K.-0 
+ I:;~=o tr { [C~<I>- 1 r~+l<I>- 1 r13+1<I>- 1 C~J 22 } 
+ 2 I:oo _ tr { [C~<I>- 1r~+1 iP- 1 f~+liP- 1 C~] 22 } {3,K-0 
+ l::oo _ tr { [C~ii:>- 1 C~] 22 } tr {r13+1<I>- 1 r~+lil:>- 1 } j3,t<;,-O 
- 2 I:;~=o tr { [C~ii:>- 1 C13] 22 } tr {r~+il+2 il:>- 1 } 
- 2 I:;~=O tr { [ C~il:>- 1 r~+i3+2ii:>- 1 Cil]22} 
- 2 I:;~=o tr { [ C~il:>- 1 r il+l iP- 1 c!l+~+lL2 } 
- 2 I:;~=o tr { [ C~il:>- 1 r~+1 iP- 1 c!l+~+lL2 } 
PROOF. See the appendix 0 
With [Mlzz we indicate the lower right hand block of dimension q x q in the matrix M, which 
itself is of dimension p xp. Thus tr {[Mlzz} is the sum of the last q elements on the main diagonal 
ofthe matrix M. 
The expression 1 (n, q, C(L)) looks complicated, but it should be borne it mind that it needs 
to be programmed only once and is programmed and computed relatively quickly. Furthermore it 
simplifies considerably in most cases. The version in the theorem has been written down with an 
eye on programming: it contains only two loops. The loops in the theorem go to infinity, but in 
all the examples and corollaries contained in this paper, the expression for 1 simplifies, such that 
only finite loops remain. The following expression for 1 (n, q, C(L)) is useful in the corollaries 
and examples that will follow (we just substitute I:~=o Ca+~C~ for r a): 
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(tl ') 
(t2') 
(t3') 
(t4') 
(t5') 
(t6') 
(t7') 
(t8') 
(t9') 
(tlO') 
5. A BARTLETT CORRECTION IN STATIONARY AUTOREGRESSIVE MODELS 
In most applications the variance of 7Jt is unknown. There is however little difference in 
deriving the main result for known and unknown variance. In section 5.5 we shall encounter one 
instance of a result in the literature which deals with known variance. We thus include the version 
of the main theorem with known variance in this paper to make results comparable. Consider the 
following statistical model/(2 : 
(5.5) 
where 
Yi = AX, +c21 
X,= C(L)ct-l = Coct-1 + C1ct-2 + C2ct-3 + ... 
Et= [ c~, c~t ]' ~ MIIDN(O,Ip) 
A E Rqxn 
and the null hypothesis 
Ho:A=Ao 
THEOREM 10. For the statistical model!C2, the expected value of the likelihood ratio test of 
the null hypothesis that Ho : A = A0 equals: 
1 1 (5.6) E [Wr] = nq + T (:12 (n, q) + 1 (n, q, {C;} )) 
where: 
00 
:::12 = -2 L tr { [C~<I>- 1 Cd 22 } 
(=0 
and 1 (n, q, { Ci}) is given in theorem 9. 
PROOF. See the appendix, section 5.A.ll. 0 
All corollaries that follow will be of theorem 9. The only exceptions is corollary 5, which 
follows from theorem 10. 
The following three sections carry examples of increasing complexity, of the main result. 
Each section contains at least one simulation study to see how useful the correction is in practice. 
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5.4. Autocorrelation 
5.4.1. First order autocorrelation. A first illustration of the theory is the test that a certain 
f.• 
p-dimensional process u, is white noise versus the alternative that it contains first order iutocor-
relation. The model is 
(5.7) u, = BlUt-1 + T/t 
ry, ~ MIIDN(O,rl) 
and the hypothesis: Ho : B1 = 0. Note that Maximum Likelihood and ~xd~f;!,ary Least Squares 
coincide in this case (see also lemma 2 in the appendix) and that q. = n'.:_ p: 'fhe last equality 
implies that tr { M22} = tr {M}. Under the null hypothesis (5. 7) coll<t<pses td ¥t-l~7, T/t-1> such 
that we find that Qo = Ip and C; = f; = 0 for all i 2: 1. This imp~f(s Cp = 0,~' 'a"nd <I>o = n. 
. I !/. 
Now each of the terms t1-t!O in 1 has at least one term, whose su · rbn sraits•at t = 1, for 
instance r~+l or C13+~+l· Therefore each term in all 10 summations is' zero ana thus 1 = 0. So 
we obtain: 
COROLLARY 1. The likelihood ratio test that B 1 = 0 in model (5.7) has the following ex-
pected value 
E [W T J ~ p2 + 2~ (p2 + 2p3 - 4p) 
The Bartlett correction here does not depend on the parameters of the model, that is B (B) = 
B. The correction only depends on p, the dimension of the system. In this simple example we 
therefore do not encounter any problem as to which estimate for the parameters we should take. 
By means of a Monte Carlo Study we investigate how well the Bartlett correction performs. 
As parameters of choice we take 0, = In, n E {1, 2, ... , 8} and T E {25, 50, 100}. The results 
are reported by means of QQ-plots for half of the experiments, that is for n E {1, 3, 5, 7}, T E 
{25, 50, 100} whereas all the results are reported in table 5.1 and are based on 106 Monte Carlo 
replications each. 
For each experiment we report E [Wr], E [W/0 ], the Bartlett Factor and the empirical re-
jection probabilities at the nominal 10%, 5% and 1% level of both the asymptotic and Bartlett 
adjusted test statistic. We note that the Bartlett corrections brings the rejection probability close 
to the nominal one, except for the area T E {25}, n E {5, 6, 7, 8} where at the 5% nominal 
rejection probability the empirical rejection probability is still above 8% after the correction. Yet 
it does come down from values as high as 81% to at most 25%. 
The QQ-plots show that Wr is a straight line, which makes it ideally suited for the Bartlett 
correction. A Bartlett correction, which does not depend on the estimated parameters, rotates the 
QQ-plot around the origin. If it is negative (as it is for p = 1) it rotates the line anti-clockwise and 
if it is positive it rotates it clockwise. Success is measured in how well the rotated line coincides 
with the 45-degree line. In the QQ-plots in figure 5.1, we see that with the possible exceptions 
of subfigures 5.1(j),5.l(g) and 5.1(h) the rotated line is virtually indistinguishable from the 45-
degree line. 
5.4.2. Fourth order autocorrelation. A second illustration is a test that fourth order auto-
correlation is absent 
(5.8) Ut = B4Ut-4 + 7Jt 
7Jt ~ MIIDN(O,rl) 
Now our null hypothesis is Ho : B4 = 0. We find that Q 3 = I and Q; = 0 fori E { 0, 1, 2, 4, 5, ... } . 
As a consequence <I> = rl. Let us now define Fa/3 = (C~<I>- 1 Cil) = ( ri~Q~<I>- 1Q13r!~ ). It is 
immediately clear that in this example Fa,!J = Ip iff a = (3 = 3 and Fa,!J = 0 otherwise. Now 
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.. ,, 
T 25 50 100 
Wr w,BC T Wr w,BC T Wr w,BC T . 
p-1 f.;, 
E[LR] 0.9836 1.0036 0.9906 1.0006 0.9938 0.9988 
BF -0.0200 -0.0100 -0.0050 
10% 9.70 10.04 9.85 10.02 9.92 10.00 
5% 4.78 5.01 4.90 5.02 4.94 4.99 
1% 0.95 1.02 0.96 1.02 0.99 1.00 
p-2 ;-cfi/" :r~? ·"~ 
E[LR] 4.2749 4.0329 4.1322 4.0118 4.0652 •. 4.0051' 
BF 0.0600 0.0300 Q.0150 ' I , 
10% 12.20 10.26 11.03 10.09 1Q~ ' 10.01 < ,4, 
5% 6.44 5.18 5.65 5.06 5 .. il{[ 5.pJ ' 
1% 1.44 1.05 1.19 1.01 1.0g UIO 
p-3 
E[LR] 10.2294 9.1881 9.5609 9.0482 9.2612 9.0060 
BF 0.1133 0.0567 0.0283 
10% 16.64 10.98 12.90 10.28 11.30 10.05 
5% 9.45 5.65 6.86 5.16 5.83 5.02 
1% 2.50 1.20 1.37 1.05 1.24 1.00 
p-4 
E[LR] 19.2543 16.5986 17.4245 16.1338 16.6750 16.0336 
BF 0.1600 0.0800 0.0400 
10% 24.10 12.28 15.65 10.53 12.55 10.16 
5% 14.87 6.47 8.67 5.31 6.60 5.09 
1% 4.69 1.44 2.16 1.09 1.48 1.02 
p-5 
E[LR] 31.8993 26.4944 27.9155 25.3317 26.3618 25.0826 
BF 0.2040 0.1020 0.0510 
10% 35.88 14.66 19.61 10.94 14.12 10.23 
5% 24.40 8.02 11.40 5.59 7.63 5.14 
1% 9.44 1.96 3.15 1.17 1.81 1.06 
p-6 
E[LR] 48.9253 39.2449 41.2386 36.7109 38.4106 36.1796 
BF 0.2467 0.1223 0.0617 
10% 52.68 19.46 25.41 11.73 16.29 10.44 
5% 39.88 10.96 15.67 6.07 9.06 5.26 
1% 19.46 3.00 4.88 1.30 2.27 1.07 
p=7 
E[LR] 71.1650 55.2278 57.5895 50.3279 52.8800 49.3218 
BF 0.2886 0.1443 0.0721 
10% 71.97 25.92 33.05 12.78 19.00 10.66 
5% 60.51 16.14 21.74 6.72 10.92 5.41 
1% 37.35 5.16 7.69 1.50 2.92 1.11 
p-8 
E[LRJ 100.0981 75.2617 77.2226 66.2855 69.8832 64.5572 
BF 0.3300 0.1650 0.0825 
10% 88.69 37.26 42.92 14.31 22.48 10.97 
5% 81.58 25.49 30.18 7.72 13.38 5.59 
1% 62.77 9.95 12.42 1.83 3.86 1.17 
Table 5.1: Bartlett corrections for the test of absence of first order autocorrelation 
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Figure 5.1: QQ-plots of LR-tests (asymptotic and Bartlett corrected) for residual autocorrelation 
rewrite t~ = I:;;:'~.~.(=O tr { F~.,F~+(+l,/3+~+1F~.!3}· For any of the terms in this summation to be 
different from zero, we need K = ( = K + ( + 1 = 3, such that we conclude that t~ = 0. In 
similar fashion we see that all other nine terms t2' - t 10' equal zero as well, such 1 = 0 and we 
obtain the same expression as in the last parapraph: 
COROLLARY 2. The likelihood ratio test that B 4 = 0 in model (5.8) has the following ex-
pected value 
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which once again does not depend on the parameters of the modeL 
5.4.3. First to kth order autocorrelation. Third we test whether there is no ;(irst up to kth 
order autocorrelation: .:,· 
(5.9) Ut = BlUt-l + ''' + BkUt-k + 'T/t 
'T/t ~ MIIDN(O,rt) 
The null hypothesis is thus Ho : B 1 = ... = Bk = 0. We see that the regressors in the model 
Ut-l are all independently identically distributed with mean 0 and ylih6~t~~covariance matrix D. 
The polynomial matrices Q are of dimension pk x p and read:·· 
Qo = [Ip : 0 : 0 : · · · : 0 : 0]' 
Ql = [o : Ip : o : ... : o : o]' 
Qk-l = [0 : 0 : 0 : · · · : 0 : Ip]' 
Qj = [0 : 0 : 0 : ... : 0 : o]' for j 2: k 
I 
This implies if> = (Ik @D). Realizing that Q;Qi = Ip iff i = j, i :S k- 1 and 0 otherwise, we 
check each of the ten terms in turn to find out which ones are non-zero. As in the last paragraph 
we define Fa,{3 = (C~if>- 1 Cf3) = ( rt1Q~<P- 1 Qf3D~) and see that Fa,f3 = Ip if Q;Qj =JP and 
equals zero when Q;Qi = 0. 
For the first term t~ = I:;~ry.~,(~o tr {F~.(F~+(+!,f3+ry+!Fry,!3} we see that each time K = 
(, K + ( + 1 = f3 + ry + 1 :S k - 1 and f3 = ry simultaneously, this term equals p. In all other 
cases it equals zero. Thus we look for how many combination there are for which K = ( 2: 0 and 
K + ( + 1 :S k- 1 hold true. There are l~J such that this term equals p l~J. 
The second term is t; = I:;::,ry,~,(~o tr { F~,(F~+(+l,a} tr { Fa+ry+1,ry}· By definition a+ ry + 
1 of ry, leading to the conclusion that this term is zero. Similarly we see that t;, t~, t~, t~, t~ and 
t~0 are zero. 
For any of the terms in the summation t~ = I:;~ry.~,(~o tr {Ff3,ryF~+ry+!,f3+(+!F(,f3} to be 
different from zero we need K = ( and ry = f3 and K + ry + 1 = f3 + ( + 1 :S k - 1. 
There are I:;~,;:-11 i such combination, giving a contribution of ~pk ( k - 1). Similarly t~0 = 
- I::::,'(,a~o tr { ( c~+~+l c(+a+1) ( C(C~)} equals -p iffK = (and a+K+ 1 = ( +a+l :S k-1 
which is possible in ~k (k- 1) ways. 
For the problem at hand we see that q = p and n = pk. Substituting all these terms in the 
expression in theorem 9 we obtain the following result: 
COROLLARY 3. The likelihood ratio test that Ho : B1 = ... = Bk = 0 in model (5.9) has 
the following expected value 
E[Wr] ~ kp2 + 2~ (p2k+p3k2 +p3 k-4p) + ~ (P l~J- ~pk(k-1)) 
Once more we notice that the Bartlett factor does not depend on any of the parameters. 
5.5. Multivariate AR(l) process 
Let us once more consider the p-dimensional AR(l) model and denote it by £ 1: 
(5. 10) Xt = BXt-1 +'Tit 
'T/t ~ MIIDN(O, D) 
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··-,.,. '"'*:'· 
The parameters of this model are e = (B, !1) E (RPXP, Spxp) and we test the hYl)'?thesis H~ : 
B = p0 I, where IPol < 1. Under Ho the dependent variable Xt-l has the following moving 
average representation: 
Xt-1 = "'"" p~I 77t-1-i L-it=O 
from which we see directly that Qi = I Ph fori 2: 0. Then Ci = !1~ (I ph) and 1> = I::o (I P5i) !1 = (1 1!Pg) !1. Now take the first term 
t~ =Loo tr { C~iP- 1C,C~+(+ 1 1>- 1C13+ry+lC~iP- 1C11 } 'e'. {3,ry,K,(=0 ' 
- "'"" { k (1 2) ( ~+(+! (1 2) ../3+ry+l 1~ (iJ. . 12) .JJA' } 
- ~/3,ry,K,(~o tr Po - Po PoPo - Po flo /}1,'1;/-: Po 
1 
fJoi'J,p 
_ "'OO { 2 ( 2)3 2( 2~ 2/3 2ryJ} ~(7' ·.•'. 1 , ' 
- ~ tr Po 1 - Po Po Po Po Po p • '' {3,ry,K,(,=0 ' 
= tr {P6 (1- P6r1 Ip} 
P5 
COROLLARY 4. The likelihood ratio test that Ho : B = p0 l in model £ 1 (5.10) has the 
following expected value 
(5.11) 1 1 ( 2 ) E [WT] _: p2 + 2T (p2 + 2p3- 4p) + T (p3 + p2- 2p) (1 ~oP6) 
The expected value of the likelihood depends on the parameters e1 (Bin this case) but not on 
the parameters e2 (!1). This means that when using this correction, no estimated parameters have 
to be substituted in the Bartlett correction. 
Now consider model £ 2 : 
(5.12) Xt = BXt-1 + E:t 
E:t ~ MIIDN(O,lp) 
with the parameters e =BE RPXP. 
Taniguchi (1988, 1991) derives Bartlett corrections for univariate ARMA-processes and in 
the special case of an AR( 1) process with known variance, finds that the expected value of the 
likelihood ratio equals 1 - ~. We thus also state the corollary for model £ 2 which is based on 
theorem 10: 
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.. _, .,~:¥· 
COROLLARY 5. The likelihood ratio test that Ho : B = p0l in model C2 (5.12) has the 
·f ( following expected value · ' 
'''• f:. 
(5.13) 
and conclude that the result of Taniguchi is a special case of (5.13) with p = 1. 
Both expectations, (5.11) and (5.13) have a pole for IPol = 1. Even though the Bartlett 
correction is only valid when IPol < 1, it is of interest how close to the,poJ~,the Bartlett correction 
is still of practical use. We thus perform a Monte Carlo study for botfi cot6Hary 4 and 5. 
TheDGP is 
'/ I 
,t; (5.14) x, = (pip) Xt-1 +Et rJ'. r J;.i, i ' 
Et~ MIIDN(O,lp) ill (( I; ,. 
i ' 
and the parameters of choice are T ={lOO}, p = { -0.9, -0.6, -0.3, 0, 0.3,'0.6, 0.9} ,p = {1, 5} 
and we test the hypothesis Ho : B = p0I both when n is unknown and when it is known. The 
results are reported in table 5.2 and are based on 105 replications. The Bartlett factor for the 
case of a one-dimensional process does not depend on any of the parameters and is thus constant 
over the choice of p. For the 5-dimensional VAR, we see that when IPI approaches unity, the 
uncorrected test becomes severely oversized. The Bartlett correction does however somewhat 
overcorrect, which is what we expected with the pole in the expression. Overall the Bartlett 
corrected test is closer to the nominal size of the test than the uncorrected one in 69 out of 84 
cases. 
5.6. No level feedback in the cointegrated VAR 
Let us consider the cointegrated VAR model in the Equilibrium Correction form: 
k-1 
(5.15) t:..x, = rrx,_1 + L rit:..x,_i + TJt 
i=l 
TJt ~ MIIDN(O, fl) 
with the following assumptions: 
(1) Every root z of the characteristic polynomial of X, satisfies z = 1 or lzl > 1. 
(2) IT:= -A(1) = a(3', where a and (3 are p x r matrices of full rank r < p. 
(3) a~f/3.1 has full rankp- r, where r :=I- 2:7,:;} ri· 
We consider maximum likelihood estimation as proposed by Johansen (1988). 
Divide the variable-vector X, in two, Xu of dimensionp-s and X 2, of dimensions(::; p- r) 
and the parameters a and ri conformably, that is a = [a~, a~]'. We then obtain the following 
system of equations: 
(5.16) 
(5.17) 
k-1 
6.Xu = a1f3'Xt-1 + L rlit:..X,_i + 'f)u 
k-1 
t:..x2, = a2f3' x,_1 +I: r2it:..x,_i + TJ2, 
i=l 
T}t = [ TJu ] ~ MIIDN(O, fl), 
TJ2t 
Conditioning on 6.X2, in equation (5.16) we obtain the following system. 
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T -100 n unknown (corollary 4) n known (corollary 5) 
p=1 p=5 p=1 p=5 
Wr w,Jlv Wr wsc Wr wsv Wr wsv T T T 
p- -0.9 .~,' 
E[LR] 0.997 1.002 31.31 24.28 0.983 1.003 29.33 23.75 
BF -0.005 0.290 -0.020 0.235 
10% 9.95 10.03 32.85 6.96 9.61 9.96 24.23 5.72 
5% 4.95 5.00 21.04 3.06 4.76 4.99 14.21 2.36 
1% 1.00 1.02 7.00 0.43 0.98 1.05 3A~8r< 0.33 
I '-'~ 
p- -0.6 '· ,, - \ ;,;~ ' 
E[LR] 0.996 1.001 27.10 25.04 0.981 1.001' ;·25,57. ,24.88 
BF -0.005 0.083 -0.020 ;/';. i 0.028 ,,If 
10% 9.95 10.03 16.61 10.15 9.65 10.o1lf {pl€\.2 t-9.64 
5% 5.00 5.06 9.32 5.16 4.80 5.02 ,. 5.95 ':4.76 
1% 1.00 1.01 2.34 1.03 0.94 1.01 1.22 0.87 
p = -0.3 
E[LR] 0.992 0.997 26.47 25.05 0.977 0.997 25.00 24.96 
BF -0.005 0.057 -0.020 0.002 
10% 9.86 9.94 14.51 10.15 9.62 9.97 10.04 9.3 
5% 4.93 5.00 7.96 5.16 4.77 4.99 4.95 4.88 
1% 0.97 0.99 1.88 1.03 0.93 0.99 0.99 0.97 
p=O 
E[LR] 0.990 0.995 26.33 25.05 0.975 0.995 24.88 24.98 
BF -0.005 0.051 -0.020 -0.004 
10% 9.90 10.00 14.19 10.29 9.64 9.99 9.64 9.93 
5% 4.87 4.92 7.58 5.12 4.73 4.97 4.76 4.92 
1% 0.96 0.97 1.79 1.04 0.90 0.98 0.93 0.99 
p = 0.3 
E[LR] 0.990 0.995 26.48 25.06 0.976 0.996 25.01 24.97 
BF -0.005 0.057 -0.020 0.002 
10% 9.91 9.98 14.54 10.15 9.66 10.03 9.95 9.85 
5% 4.90 4.95 7.83 5.11 4.72 4.94 4.99 4.92 
1% 0.94 0.96 1.88 1.03 0.88 0.94 0.96 0.94 
p = 0.6 
E[LR] 0.993 0.998 27.13 25.06 0.978 0.998 25.60 24.91 
BF -0.005 0.083 -0.020 0.028 
10% 10.04 10.13 16.71 10.08 9.78 10.09 11.64 9.58 
5% 5.00 5.05 9.26 4.97 4.83 5.06 5.91 4.65 
1% 0.98 1.00 2.34 1.02 0.92 0.99 1.21 0.91 
p- 0.9 
E[LR] 0.999 1.004 31.34 24.30 0.984 1.004 29.37 23.79 
BF -0.005 0.290 -0.020 0.235 
10% 9.93 10.02 33.01 6.94 9.67 9.99 24.35 5.74 
5% 5.00 5.06 21.09 3.06 4.83 5.04 14.40 2.47 
1% 1.05 1.07 6.99 0.44 0.99 1.06 3.98 0.34 
Table 5.2: Bartlett corrections of tests on the autoregressive parameters in the multivariate AR(l) 
model with unknown and known variance 
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k-t 
(5.18) b.Xlt = wb.X2t +(at -wa2)(3'Xt-t + L (r!i -wr2i)b.Xt-i +tf,it 
i=l 
k-t 
(5.19) b.X2t = a2f31 Xt-t + L r 2ib.Xt-i + 'l/2t 
i=l 
iit= [ii1t] ~MIIDN(O,D), 
'l/2t 
where we have defined w = rlt2rl22t. Furthermore define \l!i ~~·Gfn - u;f2t,, .. , f lk-t - wf2k-t 
and \1!2 = (f2t, ... , r2k-t). The parameters in the condi?9n.ai. equ'atioQ1(5.18) are Bean = 
(at - wa2, (3, \l!i, w, On - wrl2t) and those in the marginal mof~€5.:19) reap Bmar = (a2, (3, \1!2, 
Bean and Bmar do not vary in a product space, such that for inference the wtfole system (5.15) needs 
to be analyzed. · 
The following concept will offer a way to analyze partial systems: 
DEFINITION 1. There is No Level Feedback (NLF) from the cointegration relations (3' Xt-t 
to b.X2t, when b.X2, does not react to a disequilibrium in the cointegration relations (3' Xt-t 
that is when a 2 = 0. 
This means that the differences b.X2, do not react directly to a disequilibrium in the cointe-
gration relation. Of course they may still react to past changes in the differences as under NLF 
\1!2 does not necessarily equal zero. 
If NLF holds, then the parameters in the marginal equation become B;;,ar = (\1!2, 0 22 ). Jo-
hansen(1996, theorem 8.1) proves that if a 2 = 0, that is NLF from (3'X,_ 1 to b.X2, then the 
maximum likelihood estimates of (3 (and at) are obtained from the conditional equation (5.18) 
only, as B;;,ar and Bean do vary in a product space. 
There are two moments, one can test for NLF: before and after determination of the coin-
tegration space. Even though both tests have the same asymptotic distribution under the null, 
namely x;(p-r) they do not have the same small sample properties. 
The first test is the one proposed by Harbo et al. (1998) as an ex-post misspecification test 
after analyzing a conditional system. The second one is a test on the adjustment parameters a 
before inference on (3 is made. If the test does not reject conditional inference can be made 
afterwards. First we shall outline each of these tests in turn and their Bartlett correction. A Monte 
Carlo simulation study will illustrate the use of the Bartlett correction in each case and show 
remarkable differences between the two tests. 
5.6.1. Testing NLF after determination of the cointegration space. Harbo et al. (1998) 
propose to use economic arguments to determine which s (:S r) variables b.X2, do not react to 
disequilibria in the cointegration relations. Having assumed NLF from (3' Xt-t to b.X2, they 
suggest estimating the rank from the conditional model (5.18), as this is maximum likelihood 
estimator if NLF holds. They then go on and and restrict the cointegration space, still using only 
the conditional model. 
After this they propose to do a misspecification test to check whether the initial assumption 
of NLF was correct. Defining z, = (3' X, this is done by testing Ho : a 2 = 0 in 
k-t 
(5.20) b.X2t = a2Zt-t + L r2ib.Xt-i + 'l/2t 
i=l 
by means of a likelihood ratio test. The parameter space in this model is B;;,ar = (a2, \1!2, 022). 
The null hypothesis only concerns a 2 and not \1!2 such that we cannot apply theorem 9 directly. 
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••. , ''1~>,­
':'if: 
We can however write the expectation of the desired test as the difference between t"i? tests, that 
are each special cases of theorem 9. · . · 
Define the following three models, which successively restrict the parameter spa'c~. in the 
marginal model (5.20): 
(I) M 1 :unrestricted parameters a 2, <1!2 and D22. 
(2) M 2 : a 2 = 0, but <1!2 and D22 unrestricted. 
(3) M3 : a2 = 0, <!! 2 = <!! 20 and D22 unrestricted. 
Let ( &2, >ir2) be the maximum likelihood estimators of M1 and ~2 ~flo~'9J Mz. Then the 
test that a 2 = 0 in M 1, that is M 2 in M 1 can be written as: · 
'I' 
rJ/ <,· :i 
')J,b ?!, 'I 
,. 
L ( a2 = 0, ~) x L (a2 = 0, W = W0 ) 
L(az = 0, W = Wo) L (a2 , ~) 
This means that the log-likelihood ratio test can be written as the difference between two log-
likelihood ratio tests: 
-21nLR (M2IM1) = -21nLR (M3IM1) + 21nLR (M3IM2) 
such that to get the Bartlett correction, we just have to take the difference between the two expec-
tations. To see how these tests are both special cases of theorem 9, rewrite the stationary part of 
the cointegrated VAR model (5.15) in the following error correction form: 
(5.21) 
Ll.X, r1 r2 rk-1 a Ll.Xt-1 Ip 
Ll.Xt-1 JP 0 0 Ll.Xt-2 0 
0 
+ 
Ll.Xt-k+3 Ll.Xt-k+2 
T/t 
Ll.Xt-k+2 0 0 Ip 0 0 Ll.Xt-k+I 0 
z, 
,6'r 1 ,6'rk-1 ,6'a + Ir Zt-1 ,6' 
(5.22) Y, = DYt-1 + ETJt 
(5.23) T/t ~ MIIDN(O, D) 
The regressors in M 1 are Y,_ 1. These can be written in terms of the M II DN(O, D) process T/t as 
Yt-1 = I::o GiT/t-1-i where 
(5.24) 
(5.25) 
Gi =DiE 
Hi= DiED~= DiF 
fori = 0, 1, .. . 
fori = 0, 1, .. . 
In the last line we defined {Hi} by postmultiplying { Gi}by D~, just as we postmultiplied 
{Qi} to obtain {Ci} and then expressed the theorems in terms of {Ci}· Next define the matrix 
S which selects the first differences and the lagged first differences, but not the cointegration 
relationships from Y,_1 as: 
(5.26) 
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··-,., "';;,· 
such that S'Yi-1 are the regressors in M 2 and we obtain the following expressionsfor its poT~no-
• .f+ mm! ., 
(5.27) 
(5.28) 
Ni = S'DiE 
Oi = S'DiEfJ~ = S'DiF 
fori= 0, 1, .. . 
fori= 0, 1, .. . 
For future reference we also define the variance of the process Y aJ1~!i¥:i 
"·. '"':;· .,M~-, 
(5.29) Z:yy = var (Yi) , 
1 1 
, 
rPi. _'i '>·.If 
In M 1 the dimension of the coefficient matrix is s x ((k- '1)/~1-1f'r), )lihereas in M 2 it is 
s x ( k - 1) p. The null hypothesis is 'Ho : a 2 = 0. Consequently the'Baitlett factor can be used 
and the expectation of the likelihood ratio is given in the following corollary:' 
COROLLARY 6. The likelihood ratio for 'Ho: a 2 = 0 in (5.19) has the following expected 
value: 
E [-2lnLR (M2 IM1 )] ~ sr + 2~ (sr + s2r + sr2 + 2rsp(k- 1)) 
1 1 
+T 1((k-1)p+r,s,{Hi})-T 1((k-1)p,s,{Oi}) 
where Hi and Oi are defined in (5.25) and (5.28) respectively and 1 is defined in theorem 9. 
The two expression for 1 in corollary 6 contain infinite loops, but due to their structure 
{ H;} and { Oi} in equations (5.25) and (5.28) can be simplified, such that the expressions can be 
computed exactly. 
Let 
(5.30) 
be the (possibly complex) eigenvalues of D and w 1, ... , Wn the corresponding eigenvectors. Then 
define: 
(5.31) V= [ Wl Wn] 
(5.32) A= [ v1 VJ 
(5.33) Aro = [ vl ... Vn ] 
(5.34) Aco = [ ~J 
(5.35) lnxl = [ 1 ... 1 ]' 
A number of terms, which are expressed in terms of vi,V,A,N°and A eo are given in table 5.3. 
They are used in the following two theorems. 
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W = "eo Di F F' Di' L....t=O 
P = S' (SiVS't 1 Sw 
A1 = v-1 F I 22F'V- 11 
Az = V'PV- 1'A 
A3 = V'S'<P- 1SVA 
A4 = v-1 P'V 
A5 = V'S'iP- 1SV 
A6 = V'<P- 1V 
A1 = (I- A2)-1 
As= (ll'- N°Aro) 
Ag; = (In - v;A) - 1 
Agj = (In- VjA)-1 
Table 5.3: Definition of a number of terms for theorems 11 and 12 
69 
-.. "' 
j o\ 
!} 
THEOREM 11. If C; = S' Di F fori 2': 0 then the expression for·1 in theorem 9 simplifies to: 
'!' . 'I >~: 
r// 1:,.. f i .--'1 
1 = tr {AI(Az 0 As) A3(A4 0 As)} ';iJ(,;~( 
1
, ' • 
+ 2 L~=1 (Az)ii tr { A1 (Az 0 As) A5A9;} ,., .. ,-
+ L:J=
1 
(Az);; (Az)Ji tr { A1A9;A5A9i} 
+ Ln. (A1)ij (Az)jk (A3)km (A4)mi 
•,J,k,m=1 (1- VjVm)(1- v;vk) 
+ 2 Ln. (A1)ij (A2)jk (Azhm (A5)mi 
•,J,k,m=1 (1 - VjVm)(1 - Vivk) 
+ Ln (Az)Ji (Az);j tr {A1Ag;A5A9J} 
t,J=l 
- 2 L~=1 (A4)ii vftr {A1Ag;A5Ag;} 
- 2tr { A1 (A~ 0 As) A 2 (A5 0 As)} 
- 2tr{(A10As)A3 (~ 0As)A} 
- 2tr { (A1 0 As) A (A3 0 As) A4} 
where relevant definitions are given in equations (5.30)-(5.34) and in table 5.3. 0 denotes 
Hadamard division. For three matrices A, B and C of equal dimension C = A 0 B is the 
matrix with entries C;j = aii /bii· 
PROOF. see section 5.A.12 
THEOREM 12. !fCi = Di F fori 2': 0 then the expression for l in theorem 9 simplifies to: 
1 = tr{A1AA7 A5AA1} 
+ 2 L~=1 vitr { A1AA1A6Agi} 
+ '\'n V;Vjtr {A1Ag;A5A9j} 
L-t,;=l 
- tr {((AA1A) 0 As) (A6 0 As)} 
- 2tr { A1A7A2 (A6 0 As)} 
- L~=1 vftr { A1A9i~Ag;} 
where relevant definitions are given in equations (5.30)-(5.34) and and in table 5.3. 
PROOF. see section 5.A.13. 
0 
0 
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Both expressions are quickly programmed and as they contain only finite Joop;i: t!fe first 
order expansion of the expectation of the likelihood ratio test statistic can be calcblated·exactly . 
. 
!J, 
5.6.2. Testing NLF before determination of the cointegration space. Under ·the assump-
tion of NLF from {3' X,_1 to .6.X2, the parameters of the conditional model (5.18) Bean and those 
in the marginal model (5.19) e;,ar vary in a product space, such that .6.X2, is weakly exogenous 
for {3. The aim of the test for NLF is thus to be able to do inference on f3 in the conditional model 
only. 
We can find the Bartlett correction for that test, but once again '!le J'fli'\g to take differences 
between likelihood ratio tests to be able to find a first order approximatioido the expectation of 
the test of interest. Define the following models: · i' . ·1 ··'4 
th' !, ' -~ '\ --'1 
(I) N_1 : matrix IT is of full rank p. '}/f.~~ . ' ' 
(2) No :unrestricted parameters in the cointegrated VAR, eqh;l'ion (s;i5)' 
(3) N1 : f3 = f3or/J 
(4) N1a : a = ao'I/J 
(5) Nz: f3 = f3o,a = ao 
where rjJ and 'ljJ are (r x r) matrices of full rank. 
The difference between N 2 and M 2 is that in M 2 s (::; p- r) rows equal zero and the others 
are estimated freely. In N 2 the whole column space of a is fixed. This implies that LR (N2IN1 ) 
is a special case of LR (M2IM1). 
Our interest focuses on LR (N1aiNo) which can be written as: 
L (N1a) L (Nz) L (N1) 
(5.36) LR (N1aiNo) = L (Nz) x L (N1) x L (No) 
such that we find: 
-21nLR(N1aiNo) = +21nLR(NziN1a)- 2lnLR(MI.Ni)- 2lnLR(N11No) 
In this section we have already derived the first order approximation to the expectation of -2ln LR (N2IN1 
whereas Johansen (2000a) derives that of -2ln LR (N11No) and Johansen (2002a) contains the 
one for - 2ln LR (N2IN1a). We can simply add up the three expectations of these terms to find 
the Bartlett correction of the test for - 2ln LR (N1a !No). 
All three tests concern the whole system of equations, namely (5.15), but - 2ln LR (N2IN1) 
is done in the marginal equation only, as we saw in the last paragraph. Adding up the three 
expressions we obtain: 
COROLLARY 7. For unknown cointegration parameter f3 the likelihood ratio for 'Ho : a 2 = 0 
in (5.19) has the following expected value: 
E [-2lnLR(N1aiN0 )] ~ r (p- r) + 2~ (r2 + 2r3 + 2r2p(k -1)) 
1 1 
+ T 1 ((k- 1) p + r, r, {Hi})- T 1 ((k- 1) p, r, {Oi}) 
1 2 { ( ' -1 )-1 ' -1 } + Tr tr aSl a S.J.L.yyS.l. 
where Hi, Oi, Sand L.yy are defined in (5.25)- (5.29) and 1 is defined in theorem 9. 
For completeness we state that Johansen (2002b) derives the Bartlett correction for the rank 
test, that is for LR (NoiN_1) and graphically represent this information in figure 5.2. 
1Note that'¥ = V ( (V- 1 F F'V- 1') 0 (ll' - A eo Aro)) V' such that only finite loops remain for the expression 
in table 5.3. 
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@ 
'I J-oh_a_n-se_n_(-20_0_2_b )-,~ 
I Johansen (2002a) ~ 
I Johansen (2000a) ~ 
Figure 5.2: Overview of Bartlett corrections in the cointegrated VAR 
Equation (5.36) shows that we are able to Bartlett correct the one test in the diagram, for 
which the Bartlett correction has not been derived explicitly. We do stress that whereas the Bartlett 
corrections in Johansen (2000a, 2002a,b) allow for certain deterministic terms, the one in this 
paper does not and is therefore somewhat less general. 
5.6.3. A Monte Carlo study of the test for NLF. We perform a Monte Carlo study of the 
two tests for no long-run feedback and use the following 5-dimensional Data Generating Process: 
where 
rPl (L) Xlt = Clt 
rP2 (L)X2t = C2t 
g ( L) xit = Cit for i = 3, 4, 5 
rP1 (L) = IJ~=l (1 - rPliL) 
rP2 (L) = IJ~=l (1 - rP2;L) 
g (L) = IJ~=l (1- g;L) 
Et~ MIIDN(O,ln) 
'P1 = [ rPn · · · rPlk ] 
'P2 = [ rP21 " . rP2k l 
I= [ 91 · · · 9k ] 
max (lrPHI) < 1 
max (I rP2; I) < 1 
max(lg;l) = 1 
The first two variables are stationary, whereas the last three each contain exactly one unit root. As 
the calculation of the Bartlett correction is computer-intensive (in a simulation framework) and in 
order to keep the size of this experiment under control, we have opted for a benchmark case and 
then varied one or two aspects of the benchmark DGP. 
When we rewrite the model in the equilibrium correction form (5.15), then a and (3 take the 
following values: 
a'= [an 0 
0 a22 
k 
an = L rP1; - 1 
i=l 
k 
a22 = L rP2; - 1 
i=l 
0 0 0] 0 0 0 , !3'=[1 0 0 0 0] 0 1 0 0 0 
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.. ".~ "'n, 
(3 known (corollary 6) (3 unknown ( cp,rollary 7) 
Wr w,BC W W,BC' T T T . .. 
e er Bu e &/:· Bu 
Experiment 1 E[LR] 6.71 6.07 6.08 6.10 11.49 7.68 8.65 9.21 
'Pl = [0.8, 0.6] BF 0.106 0.496 
'P2 = [0.8, 0.6] 10% 14.8 10.4 10.4 10.5 51.0 19.8 27.9 32.6 
"f = [1,E] 5% 8.0 5.2 5.2 5.2 37.6 10.5 16.4 21.0 
T= 100 1% 1.8 0.7 0.7 0.8 16.5;: 1'l.8 4.2 6.7 
Experiment 2 E[LR] 6.28 5.96 5.97 5.97 -.8.53 6:g3· 7.08 7.28 
'Pl = [0.8, 0.6] BF 0.053 . /' 0.248. . 
'P2 = [0.8, 0.6] 10% 11.7 9.8 9.8 9.8 <lT!9. 1J. 7 ';W.35 17.9 
"f = [1,E] 5% 6.3 5.3 5.3 5.3 ~1Pl;.Z\ .. &-.6 i 9.5 10.8 
•I ._ 
T= 200 1% 2.0 1.4 1.4 1.5 '7.2 2'.4 2.8 3.3 
Experiment 3 E[LR] 6.09 5.93 5.93 5.93 6.91 6.15 6.21 6.27 
'Pl = [0.8, 0.6] BF 0.026 0.124 
'P2 = [0.8, 0.6] 10% 11.0 10.0 10.0 10.0 16.2 11.0 11.4 11.8 
"f = [1, Ej 5% 5.4 4.8 4.8 4.8 8.7 5.6 5.6 6.1 
T=400 1% 1.0 0.8 0.8 0.8 2.6 1.3 1.4 1.6 
Experiment 4 E[LR] 7.46 6.11 6.25 6.31 12.59 7.82 9.08 9.72 
'Pl = [0.8, 0.6] BF 0.221 0.611 
'P2 = [0.8, 0.6] 10% 21.2 11.6 11.6 12.2 59.0 20.1 31.6 36.6 
'Y = [1, 0.6] 5% 12.0 5.8 5.8 6.3 45.3 10.0 18.4 24.4 
T = 100 1% 3.1 0.9 0.9 1.0 21.6 2.3 5.5 7.7 
Experiment 5 E[LR] 6.74 6.06 6.07 6.09 13.03 7.19 9.54 10.29 
'Pl = [0.8, 0.8] BF 0.112 0.812 
'P2 = [0.8, 0.8] 10% 14.8 10.3 10.3 10.4 61.7 15.0 35.6 42.1 
"f = [1,E] 5% 8.2 5.4 5.4 5.6 47.3 6.7 23.1 28.2 
T= 100 1% 1.8 0.9 0.9 0.9 24.8 0.9 5.9 10.2 
Experiment 6 E[LR] 6.48 6.08 6.06 6.06 9.78 7.28 7.80 8.13 
'Pl = [0.8, -0.6] BF 0.066 0.343 
'P2 = [0.8, -0.6] 10% 13.1 10.2 10.2 10.2 37.9 17.0 21.7 24.0 
"f = [1, E] 5% 6.8 5.3 5.3 5.3 25.2 9.3 12.2 14.9 
T = 100 1% 1.8 1.3 1.3 1.3 9.6 2.0 2.9 4.3 
Experiment 7 E[LR] 6.45 6.02 6.01 6.01 7.22 6.28 6.34 6.39 
'Pl = [0.6, -0.6] BF 0.072 0.150 
'P2 = [0.6i, -0.6i] 10% 13.4 10.7 10.7 10.7 18.8 12.4 12.9 13.6 
"f = [1,E] 5% 7.4 5.4 5.4 5.3 11.2 6.0 6.2 6.4 
T= 100 1% 1.2 0.8 0.8 0.8 2.5 1.2 1.3 1.4 
Experiment 8 E[LR] 7.92 6.34 6.41 6.45 14.37 8.53 9.87 10.65 
'Pl = [0.8, 0.6, 0.2, 0.2] BF 0.250 0.684 
'P2 = [0.8, 0.6, 0.2, 0.2] 10% 23.5 12.5 12.5 12.7 67.6 27.2 38.1 43.8 
"f = [1, E, E,E] 5% 14.7 6.7 6.7 7.0 54.7 16.2 25.6 31.2 
T = 100 1% 4.7 1.2 1.2 1.2 31.8 4.1 8.45 12.6 
Table 5.4: Bartlett corrections for two tests of no level feedback in the cointegrated VAR. The 
variations with respect to Experiment 1 are given in bold face. E = 10-4 (If E were equal to zero, 
iJ.> would be of reduced rank in the DGP) 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
5.6. NO LEVEL FEEDBACK IN THE COINTEGRATED VAR 73 
We vary the following aspects of the DGP: T (the number of observations), k (the m.lmtl'er 
of lags) and <.p 1 , <.p2 and 'Y· For each experiment we report two tests (in their uncorrected and 
corrected versions): the test that the last three rows of the adjustment parameters a are zero for ( 
known cointegration space (3 and for unknown (3. Under 11.0 both tests asymptoticall)t" have a 
x2-distribution with six degrees of freedom and the Bartlett correction for the first test is given in 
corollary 6.Corrollary 7 provides the expression for the second test. 
Each of these Bartlett corrections depends on the parameters of the model. We calculate the 
Bartlett correction based on 
(1) The true (DGP) value of the parameters, e. 
(2) The maximum likelihood estimates of the parameters under 1-1.0 , Br, . 
(3) The maximum likelihood estimates of the parameters unde~i\Je,a!terrlath;e,fBu. 
Omtzigt and Fachin (2002) argue that for the test of corolla;;f~tci'6e need~ ~o use Bu as 
limr~ootr { (a'0-1a)-1 S~ r;;;v1S1.} is not defined under the altema{ive. Th(ir point does not 
apply to the test in corollary 6. 
The simulation is based on 2000 replications and for each test we report the expected value of 
the likelihood ratio test, as well as the expected value of the Bartlett corrected test based on e, Br 
and Bu.We also give the Bartlett factor based on e. As before we report the empirical rejection 
probabilities at the nominal 10%, 5% and 1% level. 
In the benchmark model (experiment 1 ), both stationary variables, X lt and X 21 have relatively 
large residual roots at 0.6 and 0.8. The other three series are pure random walks2 and we have 
100 observations. The first block-row of table 5.4 shows that the Bartlett correction in the test 
for known (3 performs well: at the 5% nominal level, it corrects from 8.0% to 5.2% for all three 
Bartlett corrected tests. For unknown (3 the results are different. The original size distortion is 
considerably larger, as the empirical size of the asymptotic test at the nominal5% level is 37.6%. 
The Bartlett correction based on the true value brings this down to 10.5%, but those based on the 
restricted and unrestricted estimates only bring it down to I 6.4% and 21.0% respectively. Even 
for T=200 (experiment 2) the corrected test remains size distorted. Four hundred observations 
(experiment 3) are needed for the corrected test to reach a rejection probability close to 5%. 
In experiments 4 and 5, the smallest residual roots in the non-stationary and stationary variables 
respectively are raised. The Bartlett correction for the test based on known (3 continues to perform 
well, but the one based on unknown (3 does even worse than in the benchmark case. If the 
roots are more scattered on the real line (experiment 6) or inside the unit circle (experiment 7), 
the performance of the Bartlett corrected test with unknown (3 is more acceptable. The size 
corrections perform worse with a longer Jag length (experiment 8), which is in line with the 
findings in Omtzigt and Fachin (2002) . 
Overall the Bartlett correction performs better when (3 is known than when it is unknown, 
though this may be specific to the Monte Carlo design chosen and the larger size distortion of the 
non-corrected test. 
In figure 5.3 we give the QQ-plots of the uncorrected and corrected test in experiment 1, 
based on 20000 replications. We observe that the plots on the left hand side, which correspond to 
corollary 6 are straight and that all three corrected test virtually coincide with the 45 degree line, 
showing the effectiveness of the Bartlett correction. The plots on the right hand side correspond 
to the case where (3 is unknown and in none of the four plots does the empirical QQ-plot coincide 
with the 45 degree line. However all four plots are almost straight lines. (In the bottom two rows, 
the Bartlett correction depends on the estimated parameters, such that the Bartlett correction does 
2There are one or three very small extra small roots in the polynomial, which are E = 10-4 They serve no other 
purpose than to ensure invertibility of the matrix 1>. 
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Figure 5.3: QQ-plots of LR-tests (asymptotic and Bartlett corrected) for 'no level feedback' m 
the cointegrated VAR model 
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not just rotate the QQ-plot. Potentially it can also change the curvature). The relatively ~traight 
line and the fact that the correction functions with 400 observations are consistent with th:b view 
that a higher order expansion of the expectation of the likelihood ratio test is needed in this c*.$e. 
Nielsen (1997) and Johansen (2002b) provide examples of Bartlett corrections in which higher 
order terms are needed to make the Bartlett correction function. 
5. 7. Conclusions 
We have derived the Bartlett correction for a simple hypothesis on the regte's~0n,parameters 
in a multivariate stationary autoregressive process. Three applications .illustrate th;· use of the 
correction: the test for absence of autocorrelation of any order, a simple' f\ylj'othesis OIJ.fhe au-
toregressive parameters and two tests f~r no long-run fee?back in t~e co~'l!;Jyted \{Alfmodel. 
In the first of these last two tests, the comtegratwn space 1s known, m the ~eednd 1t'(s rrot. In all 
' ' sections explicit expressions for the Bartlett correction are given. 
The Bartlett correction performs well in all simulation studies, except in the one of the last 
test, that is a test for weak exogeneity in the cointegrated VAR with an unknown cointegration 
space. In that particular case a second order expansion might improve the Bartlett correction. 
S.A. Derivation of the main results 
In this appendix we prove theorem 9 and 10. In the first subsection we derive a number of 
useful lemma's, which will be applied over and again in the theorems. Then theorem 9 is derived. 
Theorem 10 is derived in subsection 5.A.ll: the short proof is in some way a special case of 
theorem 9. Theorems 12 and 11 are derived in subsections 5 .A.l3 and 5 .A.12 respectively. 
S.A.l. Lemma's. To prove the two theorems and their corollaries, we shall state a few useful 
lemma's. The first one states that in all the estimation problems we consider in this paper, the 
Ordinary Least Squares (OLS) estimator and Maximum Likelihood (ML) estimators coincide: 
LEMMA 2. If A varies unrestricted in a product space, that is A E Rnx (q+r) in the model: 
(5.37) [ ~: ] = [ ~~ ] Xt + [ ~ ] 
f1t ~ MIIDN(O, 0) 
then the maximum likelihood estimator of A, A and the OLS-estimator of A, A coincide. 
Furthermore A2 = A2 
PROOF. In the first sub model Ylt = A1Xt + f1t, A1 = (X'X)-1 X'Y1 whereas in the full 
model (5.37) A = (X'Xf1 X'Y which implies AI = (I, 0) (X' Xf1 X'Y = (X'Xf1 X'Yj. 
Therefore the OLS estimators in the two small submodels coincide with the OLS estimator of the 
large model (5.37) 
The variance-covariance matrix of [ f1t 0 ]'is trivially block-diagonal with nand 0 as diagonal 
elements. Therefore maximization of the likelihood function of (5.37) is the same as the separate 
maximization of the likelihood functions of the two submodels. 
In the second sub model Y2t = A2Xt,A.2 = (X' Xf1 X'Y2 = A2 as we are estimating an identity. 
This estimator trivially equals the maximum likelihood estimator. The ML-estimator of the first 
submodel equals the OLS-estimator as A1 E Rnxq D 
Next we state two standard result on the products of the errors in the multivariate normal 
distribution: 
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., ~..- .,..,.,_ 
LEMMA 3. Let E:i = [c~i• c;;]', i = 1, ... , T be (n x 1) vectors, distributed i.i.d.~;(O,In) a~a 
let E:zi be of dimension q :S n. Further let M be an ( n x n) matrix. ' · 
Then: ' ~. 
E[ 'M ·] _ { tr{M} E:i E:J - 0 ifi = j otherwise 
M22 + M~2 + lqtr {M} 
lqtr {M} 
M~2 
Mz2 
0 
ifi=j=k=l 
ifi=l=fj=k 
if i J#t.k.,J j = l 
. if i ~~ j'lp'k = l 
ofherwise.
1 
, 
t//._,1 >\'t/ 
PROOF. First let E:i = [ c} cf · · · Ej ]', E:zi = [ E~-q+l · · :4' IJ'fJ: agq d~~ote the ele-
ment in row a and column b of matrix M as m"b. Then let Lqxn = [0, l;j']: Throughout we use the 
fact that the first and third moment of this normal distribution are zero and that' E [ EfcJ] = 1 iff 
a= bandi = j. 
• E [c;M c;] = E [2:::~1 2::~~ 1 Efm"bcfl = E [2:::~1 Efm""cf] = tr {M} 
• Ifi = j =f k = l, then E [cziE:jME:kE:;1] = E lczic;] ME hc;k] = LML' = Mzz 
• If i = l =f j = k, then E [ E:ziE:jM E:kE:;1] = E [czic;i] tr {M} = lqtr {M} 
• Ifi = k =f j = l, then E [czicjMckc;1] = E[c2ic;] M'E [eA;]= LM'L' = M~2 
• If i = j = k = l, Consider D* = L' DL. Then only the entries in the lower right 
hand part of the matrix are non zero.Let 6 be the Kronecker delta, such that 6af3 = 1 iff 
a = (3 and zero otherwise to find: [ d*"b] = (1 - 6ab) E [ ( cf) 2 ( m"b + mb") ( c1) 2] + 
6abE [(ci)2 (c1) 2 Lb~l mbb + (cf)4 m""] b;fa 
= (1- 6ab) (m"b + mb") + 6ab Lb~l mbb + 6ab3m"" for a, b 2: n- q + 1 b;fa 
otherwise E [ d*"b] = 0 
We thus find that E [D*J = L'ML + L' M'L + L'L x tr {M}. 
E [DJ = M+ M'+ Iq x tr {M} . 
• If we have a E:-vector, whose index does not coincide with the index of another E:-vector, 
then by independence the expectation of the whole expression becomes zero. 
0 
LEMMA 4. Let E:i = hi, c2i], i = 1, ... , T be (n x 1) vectors, distributed i.i.d.N (0, In) and 
let E:zi be of dimension q :S n. Further letS be an (q x q) matrix and Lqxn = [0, Iq]· Define 
S* = L'SL. Then: 
S* + S*' + Intr {S} 
Intr {S} 
S*' 
S* 
0 
ifi=j=k=l 
ifi=l=fj=k 
ifi=k=fj=l 
ifi=j=fk=l 
otherwise 
PROOF. First let c:; = [ et EI · · · Ej ] , c:;i = [ E~-q+l Ej ] and denote the ele-
ment in row a and column b of matrix S as s"b. 
• Ifi = j =f k = l, then E [c:ic;jSc2kc;] = E [cic:;i] ME [c:zkc:U = L'SL = S* 
• Ifi = l =f j = k,then E [c:2ic:jMc:kE:;1] = E [c2ic;i] tr {S} = Intr {S} 
• Ifi = k =f j = l,then E [c:21c:jMckc:;1] = E [c:2ic;] M'E [c:jc:;j] = LS'L' = S*' 
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• Fori = j = k = l, et 52 = 1 iff a, (3 2: n- 1 + 1 and 0 otherwise then 
E [ f;f;j&2kt:;] 
= 5ab52E [(cf) 2 (cD 2 2:%=1 sbb + (crl4 s""] + (1- 5ab) 52 [(cf)2 (s"b + sb") (:1f2] b-fa 
+5ab (1- 52) E [(ci)2 (c1} 2 l:Z=1 sbb] + (1- 5ab) (1- 52) 0 
such that we find E [t:2;t:;&;t:;1] = S* + S*' + Intr { S} 
77 
• If we have a t:-vector, whose index does not coincide with the index of another t:-vector, 
then by independence the expectation of the whole expression betl6tf~s,J~:ero. 
' •. '\ ,'li, 
D 
'/' -' .. , 'I .: 
LEMMA 5. Lett:;,i = 1, ... ,T be (n x 1) vectors, distributed i.i.'tlf(N(_._O,In) aifa M and N 
(n x n) matrices. fllf(~~.. t 1 ' 
.(' ._1'" 
Then: ', 
tr{MN} + tr {MN'} + tr {M} tr {N} 
tr{M}tr {N} 
tr {MN'} 
tr{MN} 
0 
ifi=j=k=l 
ifi=jlk=l 
ifi=klj=l 
ifi=llj=k 
otherwise 
PROOF. We proceed as in the last two lemma's and refer to them for notation: 
• Ifi = j I k = l, then E[t:;Mt:jE~Nt:l] = E[t:;Mt:i] E[t:~Nt:l] = tr{M }tr{N} 
• Ifi = ll j = k, then E [t:;Mt:ANt:l] = tr {MN} 
• If i = k I j = l, then E [t:;M EjE~N t:1] = E [t:;M Ejt:;N't:k] = tr {M N'} 
• If i = j = k = l, then E [t:;M EjEkN t:1] = E [t:;Mt:;t:;Nt:;] 
= E [2:n E~m"bcbc'incdcd] 
a,b,c,d=l ~ ~ 1. t 
= E [2::=1 ( ci)4 m""n""] + E [2:~.c=1 ( ci)2 ( cf)2 m""ncc] 
a-fc 
+E [2:~,b=1 (cf)2 (cD2 (m"bnab + m"bnb")] 
a-,'b 
= tr {MN} + tr {MN'} + tr {M} tr {N} 
• If we have a c:-vector, whose index does not coincide with the index of another c:-vector, 
then by independence the expectation of the whole expression becomes zero. Through-
out we have used the fact that the first and third moments of the normal distribution is 
zero. 
D 
5.A.2. Proof of Theorem 9. We first consider the model of theorem 9, which concerns a 
simple hypothesis Ho : A = A 0 
(5.39) Y, = AX, + 'TJ2t 
where 
X,= Q(L)TJt-1 
'T/t = [ 'TJ~t TJb, ]'~M II DN(O, 0) 
where 'T/t is of dimension n, whereas 'T}2t is of dimension q. Furthermore under H 0 , H = Y -
XA, where with capitals we denote the stacked vectors. For instance Y = [y1 , ... , YT]',U = 
' ' _l 1 [c21, ... , f2T] , H = [TJ21, ... , 'T/2T]· Also C2t = r;J222 'T/2t and Et= o-:;'TJt· 
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It is well-known that the ordinary least squares estimator and the maximum likelihood es" 
.(1' 
timator coincide in this model, such that the maximum likelihood estimator can be written as: 
A= A+ (X'X)-1 (X' H). We substitute this in the likelihood ratio test for 'H0 : A= ~and 
expand it, keeping only first order terms: 
-21nLR (A= A0 ) = -Tlog I(Y- XA')'(Y- XA')I[(H'H)[-1 '#'··· 
' -4<-f .. ,,,,_ 
= -Tlog [rq- (n~2u'un~2f 1 (n~2u'x) (X~fl~ 1 ( ~;un~) [ 
(~}/ ·. t "',I 
= -Tlog lrq- n;i (U'Ur1 (U'X) (X'x)-1 (~(f)!,Qi2 ~, :. • 
' ' 
= -Tlog !n;}iirq- n;2~ (U'u)- 1 (U'X) (x'xr 1 (X'u) n1211n12i 
= -Tlog IIq- (U'U)-1 (U'X) (X'X)-1 (X'U)I 
=-T[Iq-K[ 
_!_ tr(K) + 2~tr(K2) 
where we have defined K _ T (U'Ur1 (U'X) (X' X)-1 (X'U). 
The probability limits of the two matrices, whose inverses enter K, are: 
G U'U) !:_, Iq 
(~X' x) !:_,<I>= f CryC~ = Var(Xt) 
ry=O 
and their first order expansions are: 
Gu'u) -1 = (rq- (rq- ~u'u)) -1 
(5.40) ~ Iq + (Iq- ~U'U) + (rq- ~U'U) 2 
Gx' X r1 = (<I> - (<I>- ~X' X) r1 
(5.41) _!:_ <I>- 1 + <I>- 1 (<I>- ~X' X) <I>-1 + <I>-1 (<I>- ~X' X) <I>-1 (<I>- ~X' X) <I>- 1 
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"c"'' ""',.% 
Using (5.40) and (5.41) we can write the first order expansion of the expected v~)ue of K'~'s: 
·f •( 
E [tr(K)] ~ tr { E ( Jru'x) q;- 1 ( Jrx'u)} .. f.:. . 
+ tr { E (1q- ~u'u) ( Jru'x) q;-1 ( JrX'u)} 
+ tr { E ( Jru'X) q;-1 ( <P- ~X' X) q;-1 ( Jrx'u)} 09 ·;,··· 
+tr {E (1 - }:_u'u) (-1 u'x) q;-1 (w- }:_x'x) q;.:.·1 .(: .. ·1 'i'iS)J ..
q r n r ·;· n , . 
+ tr { E (1q- ~U'U r ( Jru'x) q;-1 ( JrX'u)} :~f;V ~: ': ~ 
+ tr { E ( Jru'x) q;-1 ( <P- ~X' X) q;-1 ( <P- ~X' X) q;-1 ( Jrx'u)} 
The names of these terms shall be D1 to D6 • Together with 2~E [tr(K2 )] these terms form the 
expansion of the expectation of the likelihood ratio test. Their expectations are worked out one 
by one in the following pages. 
5.A.3. Derivation of D1• 
tr {E ( Jru'x) q;-1 ( Jrx'u)} 
= tr {E [~ t f E2tEt-1-(C(<P-1Crycs-1-ryE;s]} 
t,s=1 (,ry=O 
There is only one way in which this terms gives a non-zero expectation: t = s, 77 = (.We then 
get: 
tr { ~E [t c;8 E2s] E [~ c~-1-ryC(<P- 1 C(Es-H]} 
= q x tr {f c.;w-1c,} 
ry=O 
= q X tr{In} 
= qn 
5.A.4. Derivation of D 2• 
tr { E (1q- ~U'U) ( Jru'X) q;-1 ( JrX'u)} 
= -tr { ; 2 E t f k2rE;r - Iq) E2tE;_1_,C(<P-1CryEs-1-ryc;8 } 
t,s,r=l (,'f/=0 
There are two ways in which this combination gives has an expectation of at least 0(~): Either 
t = s = r and 77 = ( or t = s and s - 1 - 77 = t - 1 - ( = r. 
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5.A.4.1. The first combination. t = s = r and 77 = ( 
I find 
- tr { ; 2E [tc2Asc2sc;s- tcsc~J E [;c~_1_ryC~<I>- 1 Crycs-1-ry] r f;. 
= -tr{;2 (T(q+ 1) X Iq) x tr{In}} 
q2n+ nq 
- T 
where we applied lemma 3 in the second line. 'I' 'I ,If r,l/ '. { I'Jl. ; ' ';jt ~~! : ... 
11 D21=-¥ 11 • 
5.A.4.2. The second combination. t = s and s - 1 - 77 = t - 1 - ( = r. 
Here the reasoning goes as follows: 
- tr {;2E t f (czrc~r- Ig)cztc;_ 1_(C(<I>-1 Crycs-1-ryc~8 } 
t,s,r=l (;ry=O 
; . 
;i 
;;"" 
= -tr { ; 2 E [;c2s-14~-1-P~<I>- 1 Crycs-1-ryc;s-H] E [tc2s0;s]} 
+ tr { ; 2E [;c~_1_ryC~<I>- 1 Crycs-1-ry] E [tc2sc;s]} 
= -tr { ; 2 ((n + 2) x Iq) x (T X lq)} + i 
2q 
T 
where we have applied lemma 4 in the third passage. We thus conclude that 
Jl D22 = -¥ 11 
S.A.S. Derivation of D3• 
There are five ways in which this expression gives an expectation of at least 0( j;) : 
(1) s = t = v- 1- .\ = v- 1- K and t- 1- ( = s- 1- 77 and.\= K 
ms=tmdt-1-(=s-1-ry=v-1-.\=v-1-K 
(3) v - 1 - K = s - 1 - 77 i v - 1 - .\ = t - 1 - ( and s = t (also change K and .\ to get 
two combinations in total) 
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(4) s = v- 1- r;, and t = s- 1 -17 and v- 1- A= t- 1- ((also change both r;, ifndi?,(-
and ( and 17 for four combinations) 
(5) t = v - 1 - r;, and s = v - 1 - A and t - 1 - ( = s - 1 - 17 (also change, r;, and A, 
deriving two expressions) !;. 
These five combinations, some of them consisting of subcombinations, shall now be dealt 
with one by one: 
5 .A.5 .1. Derivation of D31 . s = t = v - 1 - A = v - 1 - r;, and ( = 17 and A = r;, 
where we defined the ( n x n) matrix I; as: 
I;=[~ JJ 
5.A.5.2. Derivation of D32. s = t and t- 1- ( = s- 1 -17 = v- 1- A= v- 1- r;, 
- tr {;2 E ~ f _ EztE;_1-(C(1>-1C< (Ev-1-<E~-1--\- 8"-\In) C~ q,- 1C~Es-HE;s} 
t,s,v-1 (,T),K;,>.-0 
= - ;2 E [t E;sEzs] E [~ ~ E~C~<I>- 1 CK (EuE~- In) C~<I>- 1 C~Eu] 
=-~E [~ ~ E~C~<I>- 1 C<EuE~C~<I>- 1 C~Eu] + ~E [~ ~ E~C~<I>- 1 C"C~<I>- 1 C~Eu] 
00 00 00 00 
= - ~ L L tr { ( C~<I>-1 C") 2 } - ~ L L tr { ( C~<I>- 1 C.C~<I>- 1 C~)} 
K=D ry=O t;;=O 1]=0 
00 00 00 CO 
~ L L tr2 { ( C~<I>- 1C~)} + ~ L L tr { ( C~<I>- 1 C"C~<I>- 1 C~)} 
K=O 1]=0 1';=0 1]=0 
where we have applied lemma 5 in the third passage, such that we conclude that the total contri-
bution of D32 is equal to: 
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5.A.5.3. Derivation of D33. 
First combination. This is the way to derive the first combination of D33 
v - 1 - A = s - 1 - 17 =f. v - 1 - K = t - 1 - ( and s = t , K =f. A 
which means that: 
:j.. L tr { C(<P-1CK} tr { c~ q;- 1 c~} 
<+~=A+( 
""'A 
So the total contribution of the first part of the D33 term is: 
:j.. L tr { C(<P-1C"} tr { c~ q;- 1 c~} 
"+~=A+( 
Ki'A 
' f.;. 
Second combination. v - 1 - K = s - 1 - 17 =f. v - 1 - A = t - 1 - ( and s = t , K =f. A 
Stated alternatively: 
/(+K=1]+A,K=f.A/ 
- tr {;2E [ t f C2tC;_HC(<P-1CK (c:v-1-KC~-1-A- OnAin) C~<P- 1C~cs-1-~C;s]} 
t,s,v=l (,ry,K,A=O 
(5.42) 
= -;.. tr { E [ L c:;_1_,C(<P- 1 CKcv-1-nC~-1-A c~ q;- 1 C~cs-1-~] } 
A+~=<+( 
Kf'A 
(5.43) 
q "'"' tr {C' q;-1c c' q;-1c } T~ ("~A
.\+~=K+( 
Kf'A 
Total 
The total summation of D33 is equal to: 
5.A.5.4. Derivation of D 34. 
r 
I 
I 
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First combination. s = v - 1 - tr, and t = s - 1 - ry and v - 1 - A = t - 1 - ( 
Note that tr, f A and 
The second combination. s = v - 1 - A and t = s - 1 - ry and v - 1 - tr, = t - 1 - ( 
Note that tr, # A and 
The third combination. t = v - 1 - tr, and s = t - 1 - ( and v - 1 - A = s - 1 - ry 
Note that tr, # A and 
83 
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The fourth combination. t = v - 1 - A and s = t - 1 - ( and v - 1 - K = s~ .. - 1 - 71 
·( '/' 
Note that r;, =f A and r;, = A + ( + 71 + 2 ·· ' 
' ' 
-<'· 
Total. The total contribution of D34 is therefore: 
5.A.5.5. Derivation of D35· 
First combination. t = v - 1 - r;, and s = v - 1 - A and t - 1 - ( = s - 1 - 71 and K =f A 
- tr {;2E [ ~ f_ c2tc;_1_,C(1>-1CK (cv-1-Kc~- 1->.- 8K>.In) C~1>- 1C~cs-1-~c;8]} 
t,s,v-1 (,1J,Ii,.\-O 
= -tr { ; 2 t L E [cztc~_ 1_K] C~1>- 1 C(E [ct-1-(C~-~-~J C~1>- 1 C>.E [cv-1->.c;8]} 
t=1 A+~=K+( 
K#A 
2 00 00 00 
- T L L L tr { [C~1>-1CA+~-KC~1>-1C>.lzz} 
K=O .\=~~:+11]=0 
2 00 
=-T L tr { [C~1>- 1 Ca+~-~C~1>- 1 Ca+K+llz2 } 
K,1],et=0 
Second combination. t = v - 1 - A and s = v - 1 - K and t - 1 - ( = s - 1 - 71 and r;, =f A 
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- tr {;2E [ t f E2tE;_1_,C(<I>-1C, (Ev-1-,E~-1-i-- <\.>-In) C~<I>- 1 C,Es-1-,;}} 
t,s,v=l (,7j,~~:,A=O J 
= -tr { ;2 t L E [E2tE~-1-.>-] c~ q,-1C,E [Es-1-ryE:-1-d C(<I>-1C,E [Ev-1-KE;s]) 
t=l .'1:+71=( +A 
""' 2000000 
= -Tl: L l:tr{[c~q,-1 c,+>--•C(<I>-1 C,J,2 } 
K:=O A=K+l (=0 
00 
= -~ L tr{[c~+•+1 <I>- 1 C(+a+1C(<I>-1 C,] 22 } 
~~:,o:,(=O 
The total contribution of D35 is therefore: 
D3s = -~ I;;::',,a=o tr _{ [ C~<I>- 1 Ca+ry-1 C~ <I>- 1 Ca+•+~L2 } -~ l:;::'a,(=O tr { [ C~+•+1 <I>-1C(+a+l C(<I>-1C,] 22 r 
5.A.6. Derivation of D4 • 
tr { E (I,- ~U'U) ( Jru'X) q,-1 (<I>- ~X' X) q,-1 ( JrX'u)} 
., 
= tr { ;3 E t f (E2rE;r- Iq) 02tE;_1_,c(<I>-1C, (Ev-1-KE~-1-.>-- o.,In) c~ q,- 1C,Es-1-ryE;s Jl 
t,s,r,v=l (,1],K,>.=O 
I only find one combination in this case: 
t - 1 - ( = s - 1 - 7) and v - 1 - A = v - 1 - K = r which implies that A = K. 
Take the four separate terms one by one, starting with the case in which we take both identity 
matrices: 
Then 
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'. (._;, 
and the most complicated one: 
The total expression then becomes equal to: 
5.A. 7. Derivation of D 5• 
tr { E (rq- ~U'U r ( Jru'X) w- 1 ( Jrx'U)} 
= tr {;3E t f (c2yc:;Y- Iq) (E2rc:;r- lq) C:2tc:;_ 1 _(C(w- 1 C~Es-1-~c;8 } 
t,s,y,r=l (,7]=0 
Here I find only one combination: 
y = r, s- 1- 7] = t- 1- (, t = s 
tr { ; 3 E tt
1 
~ (E2rE;r- Iq) (c:2rc:;r- lq) E2tE;_1_(C(w-1C' C:t-1-(c:;t} 
= ~tr {In} tr {E [(E2rE;r- lq) (E2rE;r- lq)]} 
1 
= T (nq+nq2) 
Therefore: 
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S.A.S. Derivation of D6• 
tr { E ( Jru' X) ~- 1 ( ~- ~X' X) ~- 1 ( ~- ~X' X) ~-1 ( Jrx'U)} 
1 { T 00 
= T3 Etr L L E2tE;_1-(C~~- 1 Cv-1-< ( Ev-1-<E~-1-A- 5,.>Jn)C~_ 1 _>. ~- 1 
t,s,v,w=l (,,Tf,K-,A,a.,f3=0 
xC" (Ew-1-aE~-1-(3- 5af3In) C/J~- 1C~Es-1-~E~} 
•,Jf\ jf"-,, 
The combinations, which give non-zero expectations of order ~can bt; logicaily"1'subdivided in 
three groups: · , r 
(1) The (Ev-1-<E~_ 1_>.- r5,Ain) and (Ew-1-aE~_ 1_f3- r5af3In) al'kc,d~pcid~. Afthe same 
time s = t and t - 1 - ( = s - 1 - 7]. 1'1/;; ·,' . 1' 
(2) One of Ev- 1_, and c:~_ 1 _>. coincides with one of Ew-1-a /c:~_ 1'_~. The'rwo remaining 
ones then also coincide. Obviously we have two different combinations and s = t and 
t- 1 - ( = s- 1 - 7]. 
(3) c:~ coincides with one of fv_1_, and c:~_ 1 _>.· Es- 1-~ then coincides with the other. 
Similarly Et and c:;_ 1_( each coincide with one of Ew-1-a lc:~_ 1 _f3· Note that there are 
eight of such combinations, which are listed one by one below in the derivation of C63 
Each of these possibilities shall now be dealt with in turn. 
5.A.8.1. Derivation of D61. 
; 3Etr { t_ f E2tf;_1-(C~~- 1 C, (cv-1-,E~_ 1_>.- r5,>.In) C~~-1 
t,s,v,w-l (,TJ,K,..\,o:,(3=0 
xC" (cw-1-aC~-1-(3- r5a(3In) C/J~- 1C~Es-1-~C;s} 
For the first combination, we have t - 1 - ( = s - 1 - 7], s 
w-1-a=w-1-(J=y 
which can be rephrased as: 
[ s = t, ( = 7], a = (3, K = .\ [ 
w can also vary. 
For simplicity we shall just use the I: for now. 
L tr { C2tE;_1-(c~~- 1C, (EyE~ - In) c~ ~-1 
xC" (eyE~- In) c~~-1C(Et-l-(E;t} 
t, V - 1 - K = V - 1 - A = 
= ~tr {2::: C~~- 1 C, (c:yc:~- In) C~~-1Ca (eyE~- In)} 
"·" 
= ~ I:tr2 { c~~- 1 C,} + ~tr L { (C~~- 1 C,) 2 } 
a,K a,K 
So we have that the total is equal to: 
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5.A.8.2. Derivation of D62• 
~3 Etr { t._ f _ E2tc;_l_(C(<I>-1C, (c:v-1-<c:~-1->.- 5,>.ln) ~rip-l 
t,s,v,w-1 (,'IJ,K,A,o:,f3-0 
xC" (c:w-1-"c:~-l-1'1- 5"/'lln) C~<I>- 1 Crycs-1-ryc:;s} 
There are two combinations: 
(I) t=S,7J=(, 
v-1-ti;=w-1-a 
v-1-A=w-1-,6' 
"=fA 
(2) t = s' 7J = (, 
v-1-A=w-1-a 
v-1-ti;=w-1-,6' 
"=fA 
First combination. This combination implies that: 
I ,6' + " = a + A, " =f A I 
'I 
,f! 
i • 
~3 Etr { t. f L C2tC;_l_,c(<I>- 1 C,c:v-1-KC~-1->. c~ i[>-l 
t,v,w=l (=0 f3+K;=o:+..\ 
<¥>. 
x C"c:w-1-"c:~-l-l'lc~+>--• <I> -lc,c:,_l_,c:;,} 
= ~Etr { L <I>-lc.c:v-1-KC~-1->. c~ <I>-lcC<c:w-1-aC~-1-/'Ic~} 
/3+K=a+.\ 
<¥>. 
= ~tr { I; C~<I>- 1 C,C~ <I>-1c>.} 
!'I+<=C<+>. 
<¥>. 
Note that this expression is exactly the opposite of expression D33. So we conclude that the 
expectation of this combination is equal to: 
Second combination. Combining the conditions, we obtain: 
r 
I 
I 
I 
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1 { T 00 
= T3 Etr L L C2tE;_1-(C(1>- 1 C~Ev-1-~C~-1->. c~ 1>-1 
t,v,w=l (,/'\.),,a,(3=0 
x C o.Ew-1-o.E~-!-flC~->.+~ 1>-1 C(Et-1-(c:;,} 
= ~ L tr{C~1>-1C~}tr{C~<I>- 1 Co.} 
fl+>.=o.+~ 
~of>. 
Total. The total expectation of this term is therefore equal to: 
5.A.8.3. Derivation of D 63. 
There are eight possible constellations, which give rise to first order terms: 
I. s=w-1-(3 s-1-ry=w-1-a t=v-1-K t-1-(=v-1-.\ 
2. s-w-1-a s-1-ry=w-1-(3 t=v-1-K t-1-(-v-1-.\ 
3 s-w-1-(3 s-1-ry=w-1-a t=v-1-.\ t-1-(-v-1-;;: 
4 s-w-1-a s-1-ry=w-1-(3 t-v-1-.\ t-1-(-v-1-K 
5 s-v-1-;;: s-1-ry=v-1-.\ t-w-1-(3 t-1-(-w-1-a 
6 s-v-1-.\ s-1-ry=v-1-;;: t-w-1-(3 t-1-(-w-1-a 
7 s-v-1-K s-1-ry-v-1-.\ t-w-1-a t-1-(-w-1-(3 
8 s-v-1-.\ s-1-ry-v-1-;;: t-w-1-a t-1-(-w-1-(3 
89 
In all of these eight constellatiOns we have that K f .\,a f (3. We shall now take them one 
by one: 
First combination. This combination implies that: 
I a - (3 + 17 + 1 and.\ - K + ( + 1 I 
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~3 Etr {L E2t€;_ 1 _,C(<I>- 1 CK€v-1-~€~_ 1 _, C~ <I>-1 
X C,Ew-t-a€~_ 1 _flC~<I> -le~€ s-1-~~::;,} 
1 
= T3 Etr L { €2t€~-1-Kc~ <I>- 1 C<;€t-1-<;€~-1->. c~ <I>-1Ca€w-1-a 
Second combination. 
I (3 = a + 7J + 1 and A = K + ( + 1 I 
~3 Etr {2.:::: €2t€;_1_,C(<I>- 1 CK€v-1-K€~-1->. c~ <I>-1 
X Ca€w-1-a€~-1-{JC~<I>- 1 C~Es-1-~€;,} 
1 
= T3 EL tr { €2t€~-1-Kc~ <I>- 1 C<;€t-1-<;€~-1->. c~ <I>-1Ca€w-1-a€;,} X 
tr { €~_ 1 _flC~<I>- 1 C~Es-1-~} 
00 
- ~ L tr{[c~<I>- 1 C,c~+<:+l<I>- 1 Ca] 22 }tr{C~+~+l<I>- 1 C~} 
a,7J,K,S"=0 
Third combination. 
I a - (3 + 7J + 1 and K - A + ( + 1 I 
~3 Etr {2.:::: €2t€;_1_,C(<I>- 1 CK€v-[-K€~-1->. c~ <I>-1 
X CaEw-t-a€~-1-flC~<J?-lC~€8-1-ry€;,} 
= ~3 EL tr { €2t€~-1->. c~ <I>- 1 Ca€w-1-a€:_1-ryc~ ;p- 1 Cfl€~-1-fl€;,} X 
tr { ~::;_HC(<i>- 1CK€v-1-K} 
00 ~ L tr { [ c~ <I>-1cfl+ry+1 c~ ;p-tcfl]22} tr { C(<I>-1C>.+<;+1} 
{J,ry,>.,(=O 
which incidentally is equal to the second combination 
Fourth combination. 
I (3 = a + 7J + 1 and K = A + ( + 1 I 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
S.A. DERIVATION OF THE MAIN RESULTS 
;3 Etr {I: C2tC;_1-(C~<I>- 1 CKcv-1-KC~-1-.\ c~ q,-1 
X Cacw-1-ac~-1-/lC~<I>- 1 C~cs-1-ryc:;,} 
= ;3 EL tr { C2tC~-1-.\ c~ <I>-1Cacw-1-ac;,} 
X tr { c;_l-(C~<I>- 1 C<cv-1-K} tr { c~_ 1 _/lC~<l>- 1 Crycs-1-ry} 
Fifth combination. 
I A = K + 1) + 1 and a = (3 + ( + 1 I 
;3 Etr {I: C2tC;_1-(C~<I>- 1 CKcv-1-KC~-1-.\ c~ q,-1 
X C,cw-1-ac~_ 1_!lC~<I>- 1 CryEs-1-ryc;,} 
= ;3 Etr {I: C2tC~-1-I,P~<I>- 1 CryEs-1-ryC~-1-.\ c~ q,-1Cacw-1-a 
1 0 1 q,-1c I } Xct-1-( ( <cv-1-Kc2s 
00 
L tr { [ c~ <I> - 1 Cry c~+ry+ 1 <I> - 1 c fl+< + 1 c~ <I> - 1 c K ] 22 } 
(3,ry,K-,(.=0 
Sixth combination. 
I K = A+ 1) + 1 and a = (3 + ( + 1 I 
Etr {L C2tc;_ 1 _,c~<I>- 1 C<cv-h.:c~_ 1_-"C~ <I>-1 
C ocw-1-ac~-1-/lC~<I> - 1 Cryc s-1-ryc;,} 
e 
' 
'' f:, 
91 
1 
T 3 EL tr { C2tE~-1-13 C~<I>- 1 Crycs-1-ryc:~_ 1 _KC~ <I>- 1 C(ct-1-(c:~_ 1_"C~ <I>-1C>-cv-1->-c;,} 
{ c:~_ 1 _ 1,P~<I>- 1Crycs- 1 -ry} 
00 L tr { [ C~<I>- 1 CryC~+ry+l <I>- 1c,c~+w <I>-1c>-] 22 } tr { C~<I>- 1 Cry} 
{3,ry,A,(,=0 
Seventh combination. 
I A = K + 17 + 1 and (3 = a+ ( + 1 I 
;3 Etr {I: C2tc;_1-(C~<I>- 1 C"cv-1-KC~-1-A c~ <I>-1 
X Cacw-1-aE~-1-/lC~<I>- 1 Crycs-1-ryc:;,} 
1 
= T 3 EL tr { c2tc:~_ 1_"C~ <I>- 1 C.>,Ev-1->-c:~_ 1 _~C~ <I>-1Cflcw-HJ 
1 0~ "'-1c 1 } Xft-1-( ('±' t~:E'v-1-t~:£2s 
00 ~ L tr { [C~<I>- 1 C"+ry+lC~<I>- 1 C,H+lC~<I>- 1CK] 22 } 
0,1],K.,(=0 
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Eighth combination. 
I K - .A + 17 + 1 and ,6 - a + ( + 1 I 
~3 EiT {I: C2tC;_1_,C(<I>- 1 CKEv-1-KC~-1->. c~ q,-1 
X CaEw-1-aE~-1-flCf<l>-1 CryEs-1-ryE;,} 
-~E"i { ~' C'"'-1c '} 
- T3 L...,.,t r E2tC.w-1-a 0: '±' >.Ev-1-A£28 
iT { Ew-l-fJE;_ 1 _,C(<l>-lCKcv-1-KE~_ 1_~C~<l>-lC!l} • i . I 
00 rJ' 1"- :J 
= ~ L iT { [C~<I>- 1 C>.L2 } iT { C(<I>- 1 C>.+ry+IC~<I>- 1&'~Ad ~; 
U,1j',..\,(=0 , 
which is seen to equal the sixth combination 
Total. The total of the D 63 term then becomes: 
D63 =~iT { I:fl,ry,"·' [c~<I>- 1c,c:+<+ 1 <I>- 1 Cfl+ry+lc~<I>- 1 Cfl] 22 } 
+¥ I:~ry·"·<=o ir { [ c~ q,-lc,c~+<+1 q,-1ca] 22 } iT { c~+ry+l q,-1Cry} 
+~ I:~~.>..<=o iT {[C~ q,-1ca]22} ir { C(<I>-1C>.+w} iT { c~+ry+l q,-1cry} 
+~ I:~ry,K,(=o ir { [ C~<I>- 1 CryC~+ry+l q,-1cfl+<+l C(<I>-1CK] 22 } 
+¥ I:~ry,>.,(=o ir { [ q<t>- 1 CryC~+ry+l q,-~c,c~+(+l q,-1C>.] 22 } 
+~ I:~n.>..H iT {[C~ <I>-1C>.b} ir { C(<I>-1C>.+ry+l C~<I>- 1Ca+(+ 1 } 
'' f:> 
,tf 
i ' 
5.A.9. The second term: E [ 2~iT(K2 ) ]. This term is already of the order~. so we just have 
to take the nullth order expansion of F = E [ir(K2 )] 
iT { E [K2]} 
=iT { E [ Gu'U rl ( )ru'x) Gx'x r1 ( Jrxu) Gu'U rl 
X ( Jru'x) Gx'x rl ( Jrx'U)]} 
~iT {E [ ( Jru'x) q,-1 ( Jrx'u) ( )ru'x) q,-1 ( Jrxu)]} 
= ir {E [~ t f E2tE;_ 1 _,C(<I>-1 CryEs-1-ryE;,c:2mE;,_ 1 _.p~<I>- 1 CxEn-1-xE;n]} 
t,s,m,n=l (,1J,/,x=O 
There are three possible combinations: 
(1) i=s,(=17,m=n,/=X 
(2) i =m, ( = /, s = n, 17 =X 
(3) i=n,(=x,s=m,/=17 
l 
I ( 
I 
I 
l 
I 
[ 
I 
I 
1. 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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5.A.9.1. First combination. 
'. f;. 
tr {E [;2 t _ f _ E2tc;_ 1 _(C(i!>- 1 C~cs-t-~c;/':2mc;,_l--yC~i!>- 1 Cxcn-l-xc;n]} 
t,s,m,n-l (,ry,f,x-0 
T oo 
= ; 2E L L tr {[c:2tc;8c2mc;n]} tr { c;_ 1 _,C(i!>- 1 C(cs-t-~} tr { "t'-'tt:r~?- 1 C-ycn-t-x} 
t,m~l (,-y~o :. · 
5.A.9.2. Second combination. 
., 
;I 
' 
' 
tr {E [;2 t _ f _ E2tc;_ 1_,C(i!>- 1 C~cs-l-~c;8c2mc;,_l--yC~i!>-lCxcn-l-xc;n]} 
t,s,m,n-1 (;f],f,x-0 
T oo 
= ; 2 E L L tr { c2tc;mc28c;n} tr { cn-t--yc;_HC(i!>- 1 C~c:s-t-~c;,_ 1_xC~ i!>-1C(} 
t,s~l (,~~o 
= qn 
5.A.9.3. Third combination. 
tr {E [;2 t _ f _ c2tc;_ 1 _,C(i!>- 1 C~cs-l-~c;8c2mc;,_ 1_'YC~i!>- 1 Cxcn-l-xc;n]} 
t,s,m,n-1 (,7'],/,X-0 
T oo 
= ;2 E L L tr { c;nC2tC;sC2m} tr { C(Cn-t-xc;_HC(i!>- 1 C~cs-l-~C;,_l--yC~i!>- 1 } 
t,s=l (,77=0 
So the total contribution of this term is: 
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S.A.lO. Total. Adding up all the terms, we find: 
' ' (5.44) 1 E [LR] = qn + 2T ( -4q + qn + q
2
n + qn2 ) f.;. 
substituting rj = E [Xtx;_j] = 2::::;'=0 C<>+jC~ where possible gives the expression in 
theorem 9 which is hereby proven. 
S.A.ll. Proof of Theorem 10. For theorem 10 we note that the log-likelihood equals: 
lr = -~Tq1og21T- ~log ll122l- ~tr {I122(Y- XA')'(Y- XA')} 
Thus for a known variance-covariance matrix 1122 = I , the likelihood ratio statistic equals 
-2lnLR (A= A0 ) = tr {(Y- XA~)'(Y- XA~)}- tr { (Y- XA')'(Y- XA')} 
= tr {U'U}- tr { (Y- XA~ +X ( A0 - A.) )'(Y- X A~+ X ( A0 - A.))} 
= tr {U'U}- tr { (Y- X (X' X)-1 X'U)'(Y- X (X'X)- 1 X'U)} 
= tr { (U'X) (X'X)-1 (X'U)} 
where we have used that A = (X' Xf 1 (X'Y) = Ao + (X' Xf1 (X'U) and defined u = y -
XA0 • We thus obtain: 
-2ln LR (A= A0 ) = tr { (U'X) (X'Xf1 (X'U)} 
-~f 
I 
I 
I 
I 
: 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1. 
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A first order expansion of this expression (using equation (5.40)) delivers 
I' 
E [tr { (U' X) (X' Xf 1 (X'U)}] (.;. 
~ tr {E (Jru'x) 1?-1 (JrX'u)} 
"'':If' 
or stated differently 
E [tr { (U'X) (X'Xf1 (X'U)}] ~ D1 + D3 + D6 
Adding up the expressions for all these terms, which were calculated in the last paragraph, deliver 
the result in theorem I 0. 
S.A.12. Proof of theorem 11. We take the terms of theorem 9 one by one, substute C13 = 
SDf3 F and D = VAV-1 and then simplify. In this proof all ten terms turn out to be different. 
tl' = I::oo _ tr { C~1?- 1C(C~+(+l1?- 1C13+ry+!C~1?- 1 Cf3Izz} {3,1],K,(,-0 
= I::;~=o tr {F'D~'S' (S\IIS'f1 S\IID~+Jts' (S\IIS')-1 SD13+1\IIS' (S\IIS')-1 SD13FI2z} 
= I::;~=o tr { F I 22F' D~' S' (S\II S') - 1 S\II D~+l' S' (S\II S'f1 SDf3+ 1\II S' (S\II S')-1 SDf3} 
= I::;~=o tr { (V-1 FhzF'v-]f) A~ (V' pv-]f A) A~ (V'S'1?- 1SVA) Af3 (V-1 P'V) Af3} 
= tr { A1 (Az 0 As) A3 (A4 0 As)} 
t2' =Loo tr { C~1?- 1C(C~+(+l1?- 1 Cah2} tr { c~+ry+l1?- 1 C~} 
a;ry,!'i.,(,=O 
= L=~=o tr { F' D~' S'1?-1S\II D~ws'1?- 1SD" F h 2 } tr { 5'1?- 1 S\IID"+V} 
= L=~=o tr {(V' pv-]f A) A"} tr {(v-1 F h 2F'V-1') A~ (V' pv-]f A) A" (V' S'1?- 1SV) A"} 
= L=~=o tr {(V' pv-1' A) A'"® (V-1FI22F'v-]l) A" (V' pv-]f A) A" (V' S'1?-1SV) A'"} 
= tr { (A2 ® A1) (I® (A2 0 (ll'- No Aro)) A5) (In' -A® Af1 } 
= 2::::;=
1 
(Az)ii tr {A1 (Az 0 As) A5A9i} 
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'' (.;, 
t4' = I:oo _ tr { C~ii>- 1 CryC~+ry+ 1 ii'>- 1 Cil+(+1C(ii>- 1 C,Jzz} {3,rpv,(-O 
= I:oo tr { F' Dil' P D~+l' S'i!>-1SDil+l P' D~ Fh2} 
{3;f/,f'i..,(=O 
= L;"=o tr { (V-1 Fh2F'V-1') Ail (V' PV- 11 A) A" (V' S'i!>-1 SVA) Ail (V- 1 P'V) A~} 
= L;"=o tr { A1Ail A2A~ A 3Ail A4A~} 
= L~ (A1)ij (Az)jk (A3hm (A4)mi 
•,J,k,m=1 (1- VjVm)(1- V;Vk) 
t5' = Loo - tr { C~ii>- 1 CryC~+ry+l q;- 1c,c~+(+l q;-1C>.h2} il,ry,>.,(-0 
= "'oo tr {F'Dil'pD>-+llpDil+llS'i!>-1 SD>.FI } L.,. il,>.=O 22 
= L;>.=o tr { (V- 1 F hzF'V-1') A" (V' PV- 11A) A>. (V' PV- 1' A) A" (V' S'i!>-1 SV) A>.} 
= "'oo tr {A1A"A2A>.A2A~A5A>.} L..il,A=O 
= Ln. (A1)ij (A2)jk (Azhm (A5)mi 
,,J,k,m=l (1- VjVm)(1- v;vk) 
t6' =Loo tr { C~<I>- 1 CAI22} tr { C(<I>- 1 CA+~+1C~<l>- 1Ca+(+l} 
0:,77,.\,(=0 
= L=A=O tr { D"+l P' DA+l P'} tr { F' D"' S'<l>-1 SDA F hz} 
= L=A=O tr { (AV-1 P'V) A" (AV-1 P'V) AA} tr { (v-1 Fh2F'V-1') A" (V' S'q>-1 SV) AA} 
= "'oo tr {A' A" A' AA} tr {A A" A AA} L_., o:,A=O 2 2 1 5 
= tr {(A~ 0 A1) (I- A 0 A)-1 (A~ 0 A 5) (I- A 0 A)-1} 
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t7' = ~:~.~=o tr { C~iP- 1 C,I22 } tr { C~H+~+2iP- 1 Cry} , (;. 
= ~oo tr { D~+(+Z P} tr { F' DK' S'iP-1SD' Fhz} (,K=O 
= ~oo tr { (V-1 PV) A ~A2A'} tr { (V-1F J22F'v-v) A~ (V' S'iP- 1SV) A'} (,~~:=0 
= ~:,=0 tr{A4A~A2A'}tr{A1A"A5A'} i''' 
00 ' v. =~'·"=0 tr{(A40Al)(J-A®Ar1 (A2 ®A5)(J-A0Af} , ,,. 
"'n ( ) 2 { } ,j'' ' '/~ 
= .L..i=l A4 iivitr A1AgiA5A9i 'J/f(lf ... 
11 
.r ,/ 
t8' = ~00 tr { C~iP- 1C~C~+(+~+2iP- 1C(hz} (,ry,.\=0 
= "'oo tr {FI F'D''PD>.+(+2'S'iP- 1SD'} 
.L.. ( ,!.=0 22 
= "'oo tr {V- 1FI F'V- 1'A~V'PV- 1'A~A2A''V'S'iP- 1SVA'} 
.L.,(,!.=O 22 
= ~:,=o tr { (v-1 F I22 F'v-v) A" (V' pv-v) A~ (A2) A'' (V' S'iP- 1SV) A'} 
= "'oo tr {A A~ A' AK (A2) A'' A A'} 
.L.. (,!.=0 1 4 5 
= tr { A1 (A~ 0 (ll'- N° Ar0 )) W) (A5 0 (ll'- A eo Ar0 ))} 
= tr { A1 (A~ 0 As) (A2) (A5 0 As)} 
t9' = ~:~.a=o tr { C~iP- 1Ca+~+lC~iP- 1 Ca+oo+lJ22} 
= ~:a=o tr { F h2F' D'' SiP- 1SD"+l P' D"+K+l} 
= ~:a=o tr {A~ (V-1Fh2F'V-1') A' (V'SiP-1SVA) A" (V-1 P'V) A"A} 
= ~:a=o tr {A" A1A' A3A" A4A"A} 
= tr {(A1 0 As) A3 (A4 0 As) A} 
tlO' = "'"" tr { C~+K+l;p-lC(+a+1C(iP- 1 CKJ22} 
L-tl'i:,(,a=O 
= ~:a=o tr { F lz2F' D"+K+li SiP- 1SD"+l P' D~} 
= ~:a=O tr { AK (v-l F I22F'V-li) A'AA" (V' s<P-1SVA) A" (v-l P'V)} 
= ~:a=o tr {A'A1A'AA" A3A"A4} 
= tr {(A1 0 As) A (A3 0 As) A4} 
Adding the ten terms up, we obtain the expression in theorem 11: 
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l = tr {A1 (A2 0 As) A3 (A4 0 As)} 
+ 2 L~=l (A2)ii tr {AI (A2 0 As) AsA9i} 
+ L:J=l (A2)ii (A2)JJ tr {AIA9iAsA9J} 
+ L~. (AI)ij (A2)jk (A3)km (A4)mi 
•,J,k,m=I (1- VjVm)(1- Vivk) · 
+ 2 Ln. (AI)ij (A2)jk (A2)km (A)>)";i · · 1 , 
•,J,k,m=I (1- VjVm)(l- viv{;J:, . ,)1_ )ljli!' 
+ Ln _
1 
(A2)Ji (A2)iJtr{AIA9iAsAg/}'~'"· .. ~: 
Z,J-
- 2 L~=I (A4)ii vftr { AIA9iA5A9i} 
- 2tr {AI (A~ 0 As) W) (As 0 As)} 
- 2tr {(AI 0 As) A3 (A4 0 As) A} 
- 2tr {(AI 0 As) A (A3 0 As) A4} 
··~ 
', (.;. 
5.A.13. Proof of theorem 12. Theorem 12 is a special case of 11 with S = I. Inserting this 
in the expressions in table 5.3 we see that P = I and furthermore that A2 = A, A3 = A6A, A4 = 
I, A5 = A6 and for any diagonal matrix G, G 0 As= GA7 . We substitute this in the ten terms of 
l in the last expression: 
tl' = tr {AI (A2 0 As) A3 (A4 0 As)} 
= tr{AIAA1A6AA1} 
t4' = Loo tr {AI Ail A2A K A3A13 A4A K} 
(3,K=0 
= Loo tr { AIAil+K+l A6Ail+K+I} 
/3,i<i:=0 
= tr {((AAIA) 0 As) (A6 0 As)} 
''1 
I 
I 
I 
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t6' = "'n. (A2)1i (A2) . tr {A,AgiA5A9i} L--'!.,J=l t) 
= 1::;~, vftr {A,A9iA6A9i} 
t7' = L;~, (A4)ii vztr {A,AgiA5A9i} 
= 1:::, vztr {A1A9;A6A9;} 
t8' = tr { A1 (A~ 0 As) (A2) (A5 0 As)} 
= tr { A1A7A2 (A6 0 As)} 
t9' = L=a~o tr {A~ A1A ~ A3A" A4A" A} 
= l:==a~o tr {A,A~ A6A~+2"+2 } 
= tr { AK+2"+2 ~A~ A,} 
= tr { A1A7A2 (A6 0 As)} 
tlO' = tr { (A1 0 As) A (A3 0 As) A4} 
= tr {(AA1A 0 As) (A6 0 As)} 
I i' 'I 
tl"t { 
')iJ'(? ~( ,·. 1 ; 
~~ t~'" 
99 
Noting that in this case t~ = t~ = t~, t~ = t~0 and t~ = t~ and adding up we find the result in 
theorem 12: 
1 = tr{A,AA7A6AA7} 
+ 2 1::;~1 vitr {A,AA7A6A9i} 
+ "'~. vivjtr { A,A9iA6A9j} L--t,J=l 
- tr {( (AA1A) 0 As) (A6 0 As)} 
- 2tr { A1A7A2 (A6 0 As)} 
- 1::;~, vitr{A,A9iA6A9;} 
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CHAPTER 6 
Impact factors 
6.1. Introduction 
Forecasting is one of the major enterprizes in time-series econometr,ics,. see Pemgnts and 
Hendry (2002) and references therein. In this chapter we consider moG!"6J,tg~~ed long•fun fore-
casts and their sensitivity with respect to information variables. We defin!l.f~~hsitivjty indicator, 
called impact factors, IF. It is shown how this indicator allows to formulate questiqns on policy 
effectiveness and on the forecast uncertainty due to data revisions. 
Sensitivity indicators have long been advocated in econometrics; see Banerjee and Magnus 
(1999, 2000) for recent references. By definition, they describe the sensitivity of a given proce-
dure with respect e.g. to some possible source of model mis-specification. In the present case 
we apply this concept to mis-measurement of the information variables that are used in long-run 
forecasts. 
Variations in the information variables can be caused by data revisions. Data revisions may 
alter the long-run forecasts of key macroeconomic indicators. Given that many economic de-
cisions are based on forecasts made using preliminary data, it would be of interest to measure 
forecast uncertainty due to this source of data errors. Improving the quality of preliminary fig-
ures for variables to which forecasts are most sensitive would greatly improve the quality of the 
associated economic decisions. Conversely if data revisions on some variables do not have any 
impact on long run forecast, then there would be no need to obtain more timely or precise data. 
Variations in the information variables may also be associated with the effects of policy inter-
ventions. In this perspective, it is of interest to find how long-run forecasts of key indicators are 
affected by possible policy actions. Absence of sensitivity would indicate long-run ineffective-
ness of the policy measure. Although policy analysis and data revisions are the main economic 
areas of applications of this concept, the notion of IF can be defined and discussed in general for 
any dynamic system and forecast function. 
The IF is not calculated on actual forecasts, but it is defined as a function of the model 
parameters and possibly of sample data. It measures long-run properties of the system; it is hence 
suggested as a tool of model interpretation, rather than of forecast performance. Quite obvious! y, 
the concept of IF does not account for the possible occurrence of model breaks between the past 
and the future. 
The concept of IF is related to many standard econometric notions, like dynamic multipliers 
and impulse responses. Like a dynamic multiplier, the IF measures the sensitivity of a function. 
However, a dynamic multiplier is defined only between some endogenous variable y and some ex-
ogenous variable x; impact factors, instead, are well defined for any dynamic systems, including 
VARs. 
Moreover long-run multipliers are usually defined in terms of the static relation implied by a 
dynamic model for y and x, see e.g. Hendry (1995, page 339), Gourerioux and Monfort (1995, 
pages 34-35), whereas the IF measures the accumulated effects on forecasts of perturbations in 
past information. 
Impact factors turn out to be the limit of cumulated impulse responses (IR) in case of VARs. 
The definition of (economically meaningful) shocks is the subject of a vast debate in the literature, 
103 
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to which the present paper chapter does not contribute. We note here insteadr,that, whiie IFs 
are defined in term of input variables, they are part of all limit cumulated IR "'of current use. 
Hence the analysis of the IF can be coupled with many possible definitions of struclural shocks 
to obtain long-run sensitivity measures of forecast with respect to any particular shock definition. 
Moreover, the explicit expressions of the IF we derive in this chapter may be used to impose 
long-run restrictions on cumulated IR. 
While the definition of IF is based on stationary processes, the concept is motivated and 
applied to non-stationary integrated systems. We consider I( I) and IQ.) processes and compute 
IFs for these processes. For I(l) systems, the present chapter builds OI:CidJ:is·,iutroduced in Bedini 
and Mosconi (2000). They defined the concept of 'long-run adjus61,1ent coefficients' with respect 
to the disequilibrium associated with an error correction term. /v ' 1 /4, 
We here offer different insights on the I (I) case and extend ~ ~p,!tcep5 ,to ~(2) systems. For 
the I( I) case we show how the long-run adjustment coefficients is reJated to the forecast function, 
and more in general to the concept of IF. This concept is linked to the choice of state vector and 
the timing of variables, and we discuss the relation among different choices. 
Explicit expressions of the IF for the I( I) and I(2) case are given. These formulae do not 
involve infinite summations, and reveal the prominent role of the moving average impact matri-
ces both in the I(l) and I(2) cases. Inference on these matrices has been considered in Paruolo 
(1997a,b, 2002a). These matrices and other parameters enter the expressions of the IF; this ob-
servation motivates the present extensions. 
The explicit expressions of the IF allow to simplify and reduce the amount of computations 
needed to evaluate long-run effects. More importantly, the explicit expressions reveal the different 
contribution of various VAR parameters to the long-run effect. Several parameters are indeed 
shown to have no effect in the long run. Finally one can ascertain if there are any zero long run 
effects by analyzing the rank of specific blocks of the explicit form of the IF. 
This chapter also analyzes the influence of timing in variable definitions on the long run 
effects. It is found that some IF are invariant to timing, while others are not. 
Inference on the IF is presented in a compact and unified fashion for stationary, I( I) and 
I(2) systems. Wald tests on the IF are presented. Standard arguments imply that Wald tests on 
any smooth function of the IF are easily derived from the ones in this chapter through the delta 
method. We show how this analysis can be coupled with any definition of simultaneity structure 
to define sensitivity measures with respect to 'structural' perturbations. 
The rest of the chapter is organized as follows. Section 6.2 reports relevant definitions and 
section 6.3 reports basic properties. Section 6.4 discusses impact factors in I( I) and I(2) processes. 
Section 6.5 discusses applications of this concept to policy analysis and data revisions. Section 
6.6 discusses the estimation of IF, while section 6.7 reports as illustration an empirical analysis 
of a price system for Australia. Finally section 6.8 reports conclusions. All proofs are placed in 3 
final appendices. 
In the following a := b and b =: a indicate that a is defined by b; (a : b) indicates the 
matrix obtained by horizontally concatenating a and b. diag(A) is a matrix with elements on 
the main diagonal equal to the ones of A. For any full column rank matrices H, A, B, sp(H) 
is the linear span of the columns of H, H indicates H(H' H)- 1 and HJ. indicates a basis of 
sp(H)1., the orthogonal complement of sp(H). 11·11 indicates a matrix norm and its associated 
vector norm. Moreover PH:= HH', HAB :=A' HE, HAB.c := HAB- HAcH0bHcB while 
HA := H(A'H)- 1. Finally (·);j indicates the ij-th element of the argument matrix, vec is the 
column stacking operator, ®is the Kronecker product (i.e. A® B is the matrix with generic block 
a;jB, where A:= [a;j]) and~ indicates weak convergence. 
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6.2. Definition 
Let {X,}:,_00 be a stationary p-variate time series, which contains the relevant inforffiJJ:tion 
for the forecasting exercise. Let yt be a n x 1 vector of variables of interest, which are to be 
forecasted. Let Yi+ilt be the optimal forecast of Yi+i based on available information up and 
including time t, indicated by x:_oo := (X,, X,_1 , ... ), deemed to be the relevant information 
set. 
The forecast rt+ilt is a function, gf(-) say, of x:_00 , rt+ilt = gf(X:_00 ). Under quadratic loss, 
for instance, one has Yi+ilt = E(Yi+iiX:_00 ), the conditional expectation. 1 W~"W\s,b.$.<;> summarize 
the sensitivity of the forecast function with respect to its inputs. Let X; be a vector containing 
the relevant part of the information set retained in the forecast function, ~!e. Y,+ilt '= Q{'/(/X:_oo) = 
gi(X,) for som::_ function gi(- ). X, is thus a 'sufficient statistic' for the 'if6'~{9:1!-ltio11} cqn'tained in 
x:_oo; we call X, the FS statistic ('Forecast Sufficient'), and indicate its diniensiorrwith q. 
Let v := X[- X, be a perturbation in the FS statistic which induces a change ei(v, X,) := 
gi(Xf) - gi(X,) in the forecast function at forecast horizons i = 1, ... , e. We consider the 
cumulated changes 2:::;=1 ei(v, X,) up to some finite horizon e. If the sum converges fore__. oo 
we define the total effect, TE, of the perturbation as 
00 
TE(v,x,) := l:ei(v,X,). 
i=l 
The quantity TE depends on v and possibly _on X,; we wish to find a sensitivity measure of TE 
with respect to (~mall) changes v, for fixed X,. This reflects the fact that the actual foreca~ takes 
place for given X, and the sensitivity is measured locally, i.e. around a specific value for X,. 
As a functio_E of the perturbation v, TE may be approximated by Taylor expansion around 
v = 0 for fixed X,. This gives 
(6.1) TE(v, x) = TE(O, x) + F(x)v + R(v, x) 
where R is a remainder term, which is of order llvll 2 if TE is continuously differentiable up to 
order 2. Next note that, by definition, TE(O, x) = 0 because ei(O, X,)= 0. Hence 
We call 
TE(v, x) = F(x)v + R(v, x). 
F := F(x,) = aTE(v, x,) 
8v' 
the Impact Factor, IF. It represents the coefficient of the linear approximation of TE(v, x) as a 
function of the perturbation v close to v = 0. Under the usual regularity conditions, differentiation 
and summation within TE may be interchanged; in this case F(X,) = :L:1 oei(v, X,)j8v'. 
F is a p x q_matrix, where each e~try gives a particular IF. Specifically FiJ gives the IF of a 
perturbation in XJt• the j-th entry of X,, o~o the long-run forecast of yt,, the i-th element in yt. 
When Yt and x, are subvectors of yt and X, respectively, we use the notation Fy,x := Fy,,x, to 
indicate the corresponding submatrix of the IF matrix F; see also the following subsection 6.3.2. 
Note that when F := F(X1) does not depend on X, it represents a global sensitivity measure. 
This is the case in linear systems, see subsection 6.3.3. 
1Conditional expectations are defined up to a set of measure zero. In the following we will treat equalities 
concerning conditional expectations as a.s. equalities. 
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6.3. Basic properties 
In this section we derive basic properties of the IF defined in the previous sectiof!: As ex-
pressed in the definition, IFs are defined for stationary variables. Some of these properties are 
general, like the ones described in subsections 6.3.1, 6.3.2; others are specific for linear sys-
tems, which are discussed in subsections 6.3.3, 6.3.4, 6.3.5. The explicit derivation of IF in 
non-stationary systems of order I and 2 is considered in section 6.4. The reader mainly interested 
in the non-stationary applications may thus skip this section and go directly to section 6.4. 
t~\ ~tr':l, 
6.3.1. Linear transformations. Under quite unrestrictive assumptions on the forecast func-
ti?n, the IF matrix F ob~ys a simp~ transformation rule under linea~"~rapsformati~ of Y, and/or 
X,. Let 1';* := Ny Y,, x; := NxXt be linear transformations oftheJ~,rjnal variables, where the 
N matrices are square and non-singular. Let F* be the IF for the stalt;etl 'varia1}les; we here show 
that 
(6.2) F* = NyFN)/ 
when the forecast function is equivariant with respect to linear combinations of the forecasts, i.e. 
when the prediction ofY';"j.i is equal to Nygi(X,) where gi(X,) is the forecastofY,+i· Conditional 
expectations e.g. possess this equivariant property. It is simple to see that the total effect of 
a change v to the input vari~les X, on the forecast of 1';";.; at all horizons is hence given by 
TE* = Ny TE, where TE(v, X,) is the total effect on the forecast of Y,. 
The perturbations of the input variables are simply related by v* := x;c- .X; = Nx(Xi-
X,)= Nxv. Since Nx is nonsingular, v = N;/v*, and v = 0 iffv* = 0. Hence one can express 
the input (v, X,) = (NJ( 1v*, N;/ X;) in terms of (v*, X;), giving 
TE*(v* X*)- N TE(N- 1v* N-1X*) 
,t-Y x,xt· 
Thus, applying the definition of IF and the chain rule of differentiation, 
F* ·- oTE*(v*,X;) 
ov*' 
= Ny oTE(v, x,) av 
Ov' Ov*' = 
V*=O 
N oTE(v,X,) 
y ov' 
V=O 
Hence from the IF matrix F one can derive all the IF implied by linear combinations of inputs 
and outputs applying the transformation (6.2). 
6.3.2. Subsets of variables. Interest may be ~nter~d on some linear combinations y, = b'Y, 
of Y, and/or on some linear combination x, := a' X, of X,. We can apply (6.2) to show that 
Fy, Xt = b' Fv X- a. 
, .l t, t 
Consider the transformations x; = Nx X,, Y';* = Ny Y, and choose Nx := (a : a1.)', 
Ny := (b : h)'. This gives y, as the first subvector of 1';* and x, as the first sub vector of .X;; 
the other variables have been chosen so that N x and Ny are of full rank. Applying (6.2), the IF 
Fy,,x, is the leading block in F* = NyFN)/, where NJ(1 =(a: aJ.) by the choice of Nx. This 
shows that Fy, Xt = b' Fv X- a. 
) .l t, t 
We next specialize the notion of IF to the case of a linear forecast function. 
1. 
1, 
I 
I 
1. 
t 
1. 
1, 
I 
I 
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6.3.3. Linear forecast function. When the forecast function is linear 
~ ~ 
(6.3) 9i(X,) = ai + BiXto , %. 
it is simple to note that ei(v, X,) := 9i(Xt) - 9i(X,) = Bi(Xf- X,) = Biv, which depends on 
(X,, v) only through v? Hence in this case, if {Bi} is summable, one finds TE(v, X,) =TE(V) = 
(2:::1 Bi)v, and F = 2:::1 Bi. Observe that the remainder term R is zero because TE is a linear 
function of the perturb~tion v only. Here IF is a global sensitivity measure, since it is constant for 
all possible values of X,. 
6.3.4. Stationary VARs. Let X, be generated by a VAR A(L)X,- J.L'D; +Et, with de-
terministic component J.L' D;, and i.i.d. N(O, D) errors E,. Here and i9~tht; followi1,1~e take 
D; := (t: 1: d;)', where d, := (d1,,: ··~u-I,t)_' isa vectorofde-meanec!'~;,p~1al d~,mrhi'es of the 
form di,t = 1 (t mod u = ~l - 1/u, 1(-) 1s the md1cator functiOn and u 1s thpnutnbe;r of seasons.3 
The associated state space representation is X, = AX,_1 + u, with state vectot X, := (X; : 
x;_l : ... : x;_k+l)', companion matrix 
and Ut := J(J.L' D; +Et), J := (Ip : Opxp(k-1))1, X,= J'X,. 
Let the variables to be forecasted yt coincide with X,; in this case the forecast function is 
Yi+ilt = E(Yi+i IX:_00 ) = J' Ai X, + 2:;~:;:~ J' AJ J J.L' D;+H. Note that X, is the FS statistic, and 
that Yi+ilt = 9i (X,) is a linear function of it, as in (6.3), with a; := 2:;~:;:~ J' AJ J J.L' D;+H and 
Bi = J' Ai. Hence e; = Biv. 
Assume also that the VAR process X, is stationary, which implies that all eigenvalues of A 
are less than I in modulus. Then 
TE= g;Biv= J' (tAi) v= J'((I-A)-1-I)v 
where the series is convergent because of the stationarity assumption. In this case the IF is equal 
to F := J'( (I- A)-1 -I), a simple function of the companion matrix. 
If the variables to be forecasted are all the ones contained in the state vector, Yi = X,, then 
the previous calculations reveal that TE =((I- A)-1 - I)vand the IF is 
(6.4) F = (I- At1 - I. 
In the present case of stationary VARs the possibility to consider all of the state vector as Yi is 
not very interesting, because Yi contains the same variables X, at different Jags. This possibility 
is instead of interest for non-stationary systems of order 1 and 2, co~idered in section 6.4 below. 
We here observe that some selection of subvectors of Yi and X, may include terms in TE, 
and hence in F, which are not associated with proper forecasting. To illustrate the point consider 
a VAR(2) process, Yi = X, = (X; : x;_1)' and the selection y, := J~ Yi := (0 : I)Y, = Xt-1• 
x, := J' X, = (I : O)X, = X,. Consider 1 step ahead forecasts Yt+I := X, given x, := X,. 
Obviously E(X,IX1) =X,, and there is no forecast to be made, and no forecast error. 
2Here the coefficients a, and B, may depend also on t; this is not included explicitly in the notation for simplicity. 
3 As noted by one of the referees, the vector dt may be assumed to contain other dummies dit which are bounded 
when cumulated once, I I::~, dit I < c. This would not change the asymptotics in the stationary, !(I) and !(2) cases. 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
108 6. IMPACT FACTORS 
'"><~ 
Hence changes in Xt are identically transmitted to e1 (V) = V which is thelj-;1Summed along 
with other e; ( v) into TE. The IF thus contains one term not associated with actual forecasting. 
; . 
In order to discount the presence of this term, one could simply subtract the identity 'inatrix after 
calculating the IF. 
This phenomenon is also present in I (I) and I(2) systems;_!? the following we will call this 
the lag-lead effect. It can be eliminated by re-defining Yi and X, through linear transformations 
as in section 6.3.1 or, more simply, by subtracting the extra terms not associated with forecasting 
after the calculation of the IF. This subtraction does not influence estimatioJl and inference on the Y•>''' -.-,.--.,, 
IF I, l-'.'{-,,• . ' ~ .• p. 
6.3.5. Impulse responses. Pesaran and Shin ( 1998) and Koop et aJ. (19f)6) d,Y,fined the scaled 
generalized impulse responses (GIR) for stationary VARs as . /~~; fi. 
1
, ': ~ 
J'A'JO(diag(0))- 112 =: J'A'JH* ."' .. , 
where A is the companion matrix and H* := 0( diag(O) J-112. This definitio~ of impulse response 
does not depend on orthogonalization of shocks. Taking the whole state vector as dependent 
variable, the GIR can be defined as 'lj!9( i) := Ai J H*. The cumulated GIR is 
00 00 
i=l i=l 
which is proportional to the IF matrix Fin eq. (6.4). A similar derivation applies to the cumulated 
impulse responses, which converge to an expression similar to ((I -AJ-1 - I)J H* with a different 
definition of the matrix H*, which is usually a square root of 0. 
In the case of structural IR, a model of the form BEt = Cry1 is postulated, where 'f/t, with 
covariance equal to the identity, are called the "structural shocks". The matrices B and C are 
identified through restrictions, which ensure that B is non-singular, see Amisano and Giannini 
(1997). In this case H* is taken as B-1C, and the cumulated IRs with respect to 'f/t are of the 
form F J H*, where F is the IF. 
Despite being defined as a sensitivity measure of forecasts w.r.t. the FS variables, the IF thus 
present a central role also in the analysis of the cumulated effects of shocks in IR analysis, for any 
definition of shocks, whether structural, reduced form, generalized or standard. In section 6.6.3 
we show how to extend the econometric tools to IR analysis. 
We also note here that explicit expressions for F derived in section 6.4 and the relation with 
the cumulated IR allow to impose long-run constraint on the IR by imposing them on the IF. See 
also Phillips (1998) on impulse responses in I(1) VARs. 
6.3.6. Linearity and superposition. When the forecast function g is linear, the principle of 
superposition applies, see Kailath (1980); this property is reviewed in this subsection. If one 
considers various perturbations v0, ... , v1, their cumulated effect is equal to F Li=o v;. This 
equals the effect Fv of a single perturbation v defined as the sum of the individual perturbations, 
v := Li=o v;, with the same IF F. 
Consider next this equivalence specifically for VARs. Let perturbation V; involve only the 
variables X,+i at lead i = 0, 1, ... j. In other words, at timet+ i only Xt+i is perturbed. Then the 
superposition principle states that the IF of all these perturbations equals the IF of Li=o V; . In 
this sense, therefore, impact factors are insensitive to the timing of the perturbations. Obviously 
this does not need to be the case for non-linear forecast functions. 
6.4. Cointegrated systems 
In this section we apply the definition of IF to VARs integrated of order one and two, I(l) and 
I(2), and possibly cointegrated, CL We refer to Johansen (1995b) for notation and definitions of 
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I( I) and 1(2) VAR systems. In the rest of the chapter we assume that the forecast fun<;;tion is th~· 
conditional expectation and that X, is generated by a (possibly non stationary) VAR. .,,, 
': 
6.4.1. Cointegrated I(l) VAR. Consider the following equilibrium correction (EC) f8rm of 
theVAR: 
(6.5) 6.X, = a(J'Xt-2 + fi6.X,_1 + <I>Ut-1 + t.L1t + p,D, +Et· 
where fi := (f1 + II), <'P1 := f2, <'P2 := (f3: ... : fk-1), iP := (<P1: <'P2) and Ut-1 := (6.X;_2 : 
... : 6.X;_k+l)' is m x 1, m:= p(k- 2), and p, := (p,0 : /.Ld). D, := (1 : d;)~ :(f;r 
This EC form presents the level term measured in t - 2; this can al»'ays be'aecomplished by 
adding and subtracting appropriate terms, even in the case of k = 1, se7.Johansen 0?95b). This 
representation is chosen in order to simplify calculations in the follo,Wfp.g', and1 it is,/€'ompletely 
general, because results for any other EC formulation can be deduced ~~!'li!it, s~e the following 
section 6.4.3. • , ,. 
We assume that the VAR process satisfies the following condition: 
1(1) Assumption 
l(l)_a: Every root z of the characteristic polynomial of X, satisfies z = 1 or lzl > 1. 
I(l)_b: II := -A(1) = a/3', where a and (3 are p x r matrices of full rank r < p. 
1(1 )_c : p,1 = af3b with f3b a r x 1 vector. 
I(l)_d: a~ff3.L has full rankp- r, where r :=-I+ 2.::7:11 ri. 
These assumptions guarantee that 6.X, and (3' X, + f3bt are stationary processes, apart from 
the influence of initial values, and that X, has at most a linear trend in all directions, see Johansen 
(1995b ). In the following all results do not depend on how (3 is identified. Hence we do not 
explicitly describe any normalizing restriction on (3, but simply assume that some (possibly over-
)identifying restriction is imposed in estimation. 
The associated state space representation is X, = AX,_1 + u, with u, := J(p,* D; + Et). 
J := (Ip : 0)', and 
X, ( (3~~1) ~ 
U, m 
p r p m-p 
p 
(6.6) r 
p 
A , = ( ~~: ~~~ ) := ( f r <P1 <P2 ) 
Im-p m- p 
where we have reported dimensions alongside blocks of the the state vector and of the companion 
matrix. Note that for brevity the A22 block in (6.6) is partitioned in blocks of p and m-prows 
times m - p and p columns, unlike the other blocks. Zero entries are not reported unless when 
needed for clarity. 
Let ii denote a j x 1 vector of ones. The following proposition applies. 
PROPOSITION I (IF in I( I) systems). Consider state space form (6.6) under the 1(1) assump-
tion; then all eigenvalues of A are within the unit circle and the impact factor F := (I- A)-1 - I 
has the following form: let 
·-( C (Cro-I)!J ) 
B.- &'(roe- I) a'(rocro- ro)!J 
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(ero- J)jj 
a'(roero- ro)jj 
ik-2 ® ( ero - I)jj 
From this expression one can read the impact factors; in particulatfFy1,x, 'eq11alsy, rJ r _ · , { .--1, 
(1) e-/for Y!: = x, :=!:::.X, 
1 
'J//'1~~. 14 ' (2) (er - 1)(3 for Yt := !:::.X,, x, := (3 Xt-1 , ,' 
(3) &'(roe- I)fory, := (3'X,_1, x, :=!:::.X, 
(4) a'(roero- ro)jjfory, = x, := (3'Xt-1· 
A special interpretation applies to the 1(1) case. Consider Fy,x for Yt := !:::.X, x, := X,. The 
cumulated forecasts of the differences l:i=1 !:::.Xt+ilt = XtHit- X, give the forecast on the levels 
minus the initial value. Hence the total effect of a change in x:_ is given by TE = X~1, - X colt• 
where X~1, indicates the forecast on the level of X eo based on X[. Thus TE measures the change 
in the long-run forecast on the levels, and IF is a sensitivity measure of the level forecast with 
respect to changes in the FS variables. 
This interpretation has been emphasized in Bedini and Mosconi (2000). In particular they 
focus on Ft;.x,,(3'x,_ 1 = (ero - 1),6, which they call the long-run adjustment coefficients to 
disequilibrium errors. The approach of the present chapter gives a forecasting interpretation of 
the long-run adjustment coefficients, as well as of other IF. 
Note also that case 3 involves Jag-lead effects, because y, is chosen as (3' X,_1 while x, is 
!:::.X,. The Jag-lead effect was introduced in section 6.3.4. The problem can be solved subtracting 
(3' from the corresponding IF. 
6.4.2. Cointegrated 1(2) VAR. Consider the equilibrium correction (EC) representation of 
the VAR suggested in Paruolo and Rahbek (1999) for 1(2) systems: 
(6.7) !:::.2X, = a((3'Xt-1 +8(3;t::.xt-1) + ((1: (2)((3: (31)'/:::.Xt-1 + 
+Y1!:::.2x;_1 + ww,_1 + JL*D; +Et 
where Wt-1 := (!:::. 2X;_2: ... : !:::.2X;_k+2)', of dimension m X l,m := p(k- 3), <I>:= (Y2: ... : 
Yk-2)- f.L* := (f.L1: f.Lo: f.Ld), D; := (t: 1: d;)'. 
We first list some assumptions. Let q, :=I- 2:~~} Yi. 
1(2) Assumption 
I(2)_a : Assumptions I(l)_a, l(l)_b, I(l)_c hold. 
l(2)_b : P"J. r ?131. = a1 (3~ where a 1 and (31 are p x s matrices of full rank s < p - r, or, 
equivalently, a~r(3J. = ~71' where~= a~a1 and 71 = (3~(31 are p- r x s matrices of 
full rank s < p - r. 
I(2)_c: a;(Jf32 has full rank p2 := p- r- s, where a 2 = (a : a 1)J., (32 = ((3 : (31)1. and (J is 
defined as 
(6.8) e := rjja'r + q,. 
I(2)_d: a~f.Lo = ~71b +a~ rf3(3b, with 71b as X 1 vector. 
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symbol definition dim symbol definition dim 
:-f,6 pxr (2 :=f,61 pxs 
:=-I+ I:~;:-11 ri P x P <I>1 := T2 P x P 
= a8,6~ + (1,6' + (2,6; 1>2 := (T3 : ... : Tk-2) p x p(k- 4) 
:=(1+2a pxr Ti :=(T1+f+a,6') pxp 
: = I - I:~;;-; T i p X p rj;* : = rj; - r - a,6' p X p 
:= (1a'r + q; p x p e* := Ga'r+ rf;* p x p 
:= ,62 (a;e,e2)-1 a; p x p T := (,6: ,61) ,.,1 .JJ,X (r + s) 
:=I- e•c2 p x p e := a'(I- C2~DH 1 1ii '*·P 
:= "k_:::} T;· p X p 1/J := (1/;2 : ... : 1/Jk-2) . p X p(k - 3) Wz t ., , 
rJ",.I/ • -~li 
Table 6.1: Symbol definitions for the expression of the IF in i.~~~~). sy~t,em;s: 
.r ,. /'" 
Johansen's 1(2) representation theorem, see Johansen (1992) or Johansen (1995b, theorem 
4.6), establishes that, under l(l)_a, necessary and sufficient conditions for 
(6.9) 6.2 x~> ,6' x, + s,e;6.x, + P'bt, ,e; 6.X, 
to be stationary, apart from initial values, and for X, to have at most a linear trend in all directions 
are the conditions l(2)_a to d. This result is reported in Rahbek et al. (1999).4 In the following 
'1(2) assumption' and '1(2) conditions' are used as synonyms. 
The EC formulation in (6.7) imposes some of the 1(2) restrictions; we refer to Paruolo and 
Rahbek (1999) for complete definitions of coefficients and background. As for the I( 1) case, we 
choose a specific timing of the EC terms in order to simplify calculations. Again this is done 
without loss of generality, .since results for any other EC formulation can be deduced from it, see 
again section 6.4.3. 
Proposition 5 in section 6.A shows that one of the many possible equivalent EC formulation 
of this system is 
(6.10) 6.2X, = a(,6'Xt-3+8,6;6.Xt-2+,6bt)+(({:(2)(,6:,61)'6X,_2+ 
+ T* 6.2 x;_1 + <I>w,_l + ~tD, + E,, 
where we have imposed ~t 1 = a,6b, condition l(l)_c. The timing of the EC terms (,6' X,_3 + 
8,6~6X,_2), (,6 : ,61)' 6.X,_2 is different from the one in (6.7) and G := (1 + 2a and Ti := 
(T 1 + r + IT). Note that this affects the definition only of G and Tj and not of the remaining 
coefficients. This timing can always be achieved, also for k = 2.5 We summarize notation in 
table 6.1. 
The present derivations do not depend on how ,6, ,61 and 8 are identified; see Paruolo and 
Rahbek (1999) for a discussion of identification in (6.7). Thus we do not explicitly describe 
any normalizing restriction on the Cl parameters, but we will simply assume that some (possibly 
over-)identifying restriction is imposed in estimation. 
The system can be cast in the state space form X, = AX,_1 + Ut with Ut : = J (~t * D; + Et) 
and 
6_2X, p 
,6' 6.Xt-1 r 
Xt := ,e; 6.Xt-I s 
,6' xt-2 + s,e;t::,.xt-1 'I" 
w, m 
4Note that the stationarity of the variables in (6.9) implies that also (3' l'iX, is stationary. 
5Following the literature, we do not consider k = 1 in the 1(2) case. 
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p r s r p m-p 
1'* G (2 a 'h <I>2 p 1 
'' 
A:= (An A12) = 
(3' Ir r f.;. 
(6.11) f3i Is s A21 A22 5(3; Ir Ir r 
Ip p 
Im-p m-p 
where we have reported dimensions. As in (6.6), the A22 block in (6.11) ~S''p?llit~i.oned in blocks 
of p and m - p rows times m - p and p columns, differently from the re!T\aining blocks. The 
following proposition applies. / , I , if 
)J;'·' ·.• ·. I ' ' ' '!)I PROPOSITION 2 (IF in 1(2) systems). Consider the state space i/~~'(6.11) under the I(2) 
assumption; then all eigenvalues of A are within the unit circle and'the impact factor F := 
(I- A)-1 -I has the following form: let 
p r+s r 
( c, (C2,P*- I)f -C,(, ) p 
B:= -5f3;c2 -8f3;C2,P*f 5f3;C2(1- I r 
-1 h 
-aih,P*f aihG -a1 s 
-e - e,P*f eG r 
where symbols are defined in table 6.1 and c1 := c2 0 Ip, where c2 is a lower triangular matrix 
with ones on and below the main diagonal; then F + I equals 
4.12) B \ h-2 0 I: O)B 
c2 
-8(3;C2 
-aih 
-e 
c1 :i~2~)c2~) 
(C2,P*- I)f 
-8{3~C2,P*f 
-aih,P*f 
-e,P*f 
-C2(1 
-I+ 8!3;C2(1 
aih(1 
eG 
From this expression one can read the impact factors; in particular Fy,,x, equals 
(1) C2- I fory, = x, := 1::!.2 X,; 
(2) -5(3~C2for Yt := {3' b.X,, x, := N X, 
(3) ai(B*C2- I)fory, := f3ib.X,, x, := b.2X, 
(4) a' (I- (2ai)(B*C2 - I) for y, := f3'Xt-2 + 5f3;l:!.xt-1, x, := 1::!.2 X,. 
c2~ 
-5f3;c2~ 
-aih~ 
-e~ 
Again we note that IF of the type Fb' c,x,x present the level interpretation given for I (I) sys-
tems: they measure the change in the long-run forecast of b' X, induced by a change in x,. We 
observe that there are several long-run adjustment coefficients to various disequilibrium errors; 
they appear in the second and third column in formula (6.12). One can note that timing of the 
EC terms used in (6.10) is perhaps not the most natural. The following subsection discusses the 
relation among IF obtained for the various choices of timing of the EC terms, both for the I (I) 
and the 1(2) cases. 
Finally we note that Case 4 presents Jag-lead effects, because y, := f3'X,_ 2 + 5{3~b.X,_ 1 and 
x, := b.2X,. The IF (6.12) is calculated in the empirical application in section 6.7, where the 
Jag-lead effect is also illustrated. 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
6.4. COINTEGRATED SYSTEMS 113 
6.4.3. Timing of the EC terms. The choice of timing of the EC terms in an EC formulat1&n 
like (6.10) is arbitrary. It is well known that in the I(l) case the level term {3'Xt-J can be shifted 
to any Jag j, 1 :::; j :::; k, by changing the definition of the coefficients to the variables ~X,_1 , ..• , ~Xt-k+l· The same applies to the EC terms ({3, {31)' ~X,_ 1 and ({3' X,_1 + o{3~~X,_I) in, the I(2) 
systems: the level term X,_J can be shifted to any Jag j, 1 :::; j :::; k and the differences ~Xt-J 
to any Jag j, 1 :::; j :::; k - 1. The choices made in the previous sections were only motivated by 
ease of calculations. 
Let z, and V, be two possible choices of the state vector X, corre~ponding to a specific 
timings of the EC terms. It is simple to see that they are connected by &':iinil',at1.,map z, = NV,, 
where N is square and non-singular, see examples in section 6.B. The two state vectors satisfy 
recursions z, = Az z,_1 + u, and v; = Av V,_ 1 + u,. Substituting z,;f= ~v; i!il the;tfst equation 
one sees that NV, = AzNV,_1 +u, or V,= N- 1 AzNV,_1 + N-1u,/W!!;~tne comp~ion matrices 
are related by Av = N- 1 AzN, or N Av N- 1 = Az. This implies a sr~\Hrr rer'¥tion between the 
corresponding IF, which is a special case of the basic property (6.2), with Nx = Ny =N. 
Let Fz and Fv indicate the IF calculated for state vectors z, and V,. The following proposi-
tion applies. 
PROPOSITION 3 (Timing and IF). One has Fz = NFvN- 1 for Z, := NV,. 
The previous proposition shows that one can transform IFs just as easily as one can redefine 
the timing of EC terms. A few leading examples of transformation N are described in section 
6.B, which collects also proofs ofthis subsection. Two remarks emerge from the analysis ofthese 
cases. 
• The choice of timing of the EC term involves a transformation matrix N that contains 
either known elements (0 and 1s) or cointegrating parameters, {3 in the I(l) case and {3, 
{31, {32 and o in the I(2) case. 
• The inverse N-1 of N is easily calculated, and often corresponds to a matrix with the 
same entries of N with same sign on the main diagonal and opposite sign in the rest of 
the matrix. 
It is thus possible to calculate a single set of IF and deduce other possible choices from this 
set. The following proposition states which of the IF are invariant with respect to the choice of 
Jag of the EC terms. 
PROPOSITION 4 (Invariance of some IF w.r.t timing of EC terms). 
for any state space vector of the form 
j = 1, ... ,k 
(l) In the I(1) case, 
the IF Fy,,x, are invariant for y, = ~X,, U, and x, = ~X,, {3' Xt-j· 
(2) In the I(2) case for any state space vector of the form 
(~2 x;: ~x;_;f3: ~x;_Jf31 : x;_1{3 + ~x;_mf32o' : w;)', 
i,j,m=1, ... ,k-2, l=1, ... ,k-1 
the IF Fy,,x, are invariant for Yt = ~ 2 X,, W, and x, = ~ 2 X, {3; ~Xt-j• {3' Xt-l + 
of3&~Xt-m· 
This shows that some IFs are invariant w.r.t choice of lags. Other IFs are not. Note that in the 
I(l) case the long-run adjustment coefficient Fl!.x, 13x,_1 is invariant. In the I(2) case the long-run 
adjustment coefficient for the multicointegration relation F !:!.' x,13, x,_,+OIJ\l!.X,_m is also invariant. 
Note that one other long-run adjustment coefficient F !:!.' x,13; l!.x,_1 is invariant, whereas the last 
one F !:!.' x,13, l!.x,_1 is not. 
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6.5. Selected areas of application 
This section reports two possible areas of application of the notion of IF. They rf!gard the 
effectiveness of economic policy in the long run and the impact of data revisions on fonfcasts. 
6.5.1. Policy effect!Yeness. The analysis of IF can be used in the context of policy analysis, 
when the FS statistic Xt includes variables that may be influenced, directly or indirectly, by 
economic policy. 
Sometimes the policy maker (PM) may be able to set the value of sol4'!e7tnstrument variable, 
as in the case of government expenditure or tax rates. This case may be dalle1Jitffe one of an ideal 
instrument. More often, the PM may be in the position to influence t~e value pf so,rp.e economic 
variable, at the margin. In the case of short-term interest rates, for instHp<;6 •. open marKet operation 
on the market of short-term bills by the PM marginally influence theJ<I~{.pf the market interest 
rate. In this case one may think that the PM cannot set the value 6i the variable, but it can 
add a small positive or negative perturbation to its value. We call this case the one of a partial 
instrument. 
If perturbations of the FS statistic Xt can be hypothetically induced by policy interventions, 
both in the case of ideal and partial instruments, the IF captures the long-run response of the 
forecasted variables to this type of intervention. If some perturbation induced by policy action 
does not affect the cumulated forecast on some 'target' variable included in the forecast variables 
Yi.+h• this means that the policy is ineffective in the long run. 
Therefore it appears of importance to test if some IF are significantly different from zero. In 
this interpretation, insignificant IF correspond to ineffectiveness of policies. If the system is I( I) 
and the target variable is the growth rate of some non-stationary variable, policy ineffectiveness 
is measured with respect to the long-run forecast of the level of the target variable, see section 
6.4.1. 
The superposition principle for linear forecast functions applied here implies that one can 
restrict attention to single perturbations v. We observe that the perturbations v may involve vari-
ables at different points in time: for the policy intervention interpretation to apply, one needs to 
restrict attention to perturbations v that regard the most recent time subscript, i.e. of the form 
v = Jv, where J := (Ip : 0)'. This type of perturbation corresponds to a factual experiment, in 
which some variables (instruments) are affected by policy. We hence call this type of perturbation 
factual. 
On the contrary all perturbations v that are not of the form J v are counterfactual, in the 
sense that they cannot possibly be obtained by single policy actions, which affect variables at a 
single point in time. The counterfactual perturbations correspond to a thought experiment where 
variables at different lags are perturbed simultaneously. Given the superposition property, see 
section 6.3.6, these counterfactual experiments correspond to multi-period policy actions. 
Some economists may question the possibility to choose any perturbation v, and in particular 
the ones that just select one input variable at the time, without perturbing the other input variables 
with the same time subscript. This question regards the ceteris paribus condition, and prompts an 
analysis of the simultaneity structure of the system. 
In some cases it is possible that, except for the instrument, all other variables have a delayed 
response, so that the PM may assume the ceteris paribus condition, and simply consider a pertur-
bation to the instrument variable. This may be the case, for instance, in monthly money demand 
systems which include one interest rate and quantity variables like money, prices and GDP, if the 
re-balance in the money demand schedule and in the other quantity variables induced by marginal 
changes in the interest rate take longer than one month to materialize. 
In some other instances, the simultaneity structure of the economy may be non-trivial, and 
must be taken into proper account for policy analysis. Consider e.g. a factual perturbation v = Jv. 
~· :
\ 
I 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
6.5. SELECTED AREAS OF APPLICATION 115 
eo~, 
Assume that the simultaneity in the system can be represented by v = H*u, where. u are the 
perturbations for which the ceteris paribus condition is satisfied, and H* reflects the sirrt\.J!taneous 
reaction of the variables in the system. Then the effectiveness of the associated policy actiOJJ. may 
be measured through Fv = F J H*u. Hence failure to reject that an appropriate entry in F J H* is 
zero is an indication of ineffectiveness of the associated policy in the long run. Note that F J H* is 
a simple function of the IF F. Similar remarks apply to the case of counterfactual perturbations. 
Summarizing, the significance analysis of the IF, or of simple transformations of the IF, can 
serve to evaluate the effectiveness of policy interventions. Inference on the IF is treated in section 
6.6, where we also cover the case of simultaneity coefficients as in F J H*. ;~fi· ~ption 6.7 we also 
report a discussion of the policy interpretation of the empirical results. · .. 
6.5.2. Data revisions. In this section we discuss two different interi{~e.d.ttions1 of thi IF in case 
of data revision. The first one is of numerical type, and regards the nulfltrc'll,l variation of long-
run forecasts due to data revisions. The second one is probabilistic, and' iegards'~he distribution 
of long-run forecasts induced by uncertainty on the data used in forecasting.6 We present them in 
turn. 
Several macroeconomic indicators are first published in preliminary form, and next adjusted, 
e.g. on the basis of national accounts available at the end of the year. _The perturbations v may 
be interpreted as induced by data revisions. Because the FS statistic X, containing preliminary 
data is used in the forecast function as input in order to produce preliminary forecasts of ma-
jor macroeconomic aggregates, IF can be interpreted as a sensitivity measure of the cumulated 
forecast profile to revisions in the data. 
In this interpretation, the value of the IF is the multiplier applied to data changes to obtain 
changes in the long run forecasts. When a single IF is greater (respectively less) than one in 
absolute value, data revisions have amplified (respectively damped) effects on the long-run fore-
casts. This interpretation may be combined with the fact that, when y, consists of variables in 
first differences, IFs measure the sensitivity of the long-run forecast of the corresponding levels. 
A similar comment applies to growth rates in I(2) systems. 
We next discuss how the IF can be used to evaluate long-run forecast uncertainty induced 
by data revisions. We start from a simple example, which is then generalized. Assume that 
the econometrician is interested in the forecast of the growth rate of GDP, Yt+i := 6.DG Pt+i 
= b'Y,+i· Let the forecast be based on a VAR specification, which has been estimated on the final 
data for the previous years, while the forecast is based on preliminary data of the curren_! year. 
For simplicity assume that a single variable x, is affected by data revisions, x, := a' X, where 
a is a selection vector. The relevant entry of the TE, indicated as c := b'TE( a'v) = b'TE(V)a, is 
equal to DG P~1,- DG P ooit. the change in the long-run forecast of DG P due to the data revision 
process. Before the actual data revision, h := a'v is a random variable, and so is c, the induced 
long-run forecast uncertainty. From (6.1) one finds c = b'TE(a'V) = b' Fa· a'v = Fy,,x, · h, which 
is a linear function of h : = a'v. 
Since the data revision process is systematic, the econometrician may assume that h := a'v 
follows some distribution, like N(O, cr2 ). It then follows that c ~ N(O, Fff,,x,cr2 ). Note that Fy,,x, 
is the relevant entry of the IF, which acts as a multiplier of the standard deviation: the standard 
deviation of data-revision uncertainty is multiplied by Fy,,x, to obtain the standard deviation of 
long-run forecast uncertainty about the level of DGP. 
This illustrates how the IF also conveys information on the impact of data revisions on the 
long-run forecast uncertainty associated with the data revision process. This example can be 
generalized as shown below, where we do not strive for maximal generality, but rather wish to 
illustrate some of the possible extensions. 
6The latter topic was suggested by one of the referees. 
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Let b'Y; and h = a'v be vectors of the same dimensions, and assume a normal ~jstribution for 
data revisions, h ~ N(O, L:h)· Following the same steps as above, one finds a normal distribution 
I I 
for forecast uncertainty c = Fh ~ N(O, FL:hF'), where F is the IF. r;. 
More generally let h present density fh(v), v E D, w.r.t. Lebesque measure, not necessarily 
Gaussian. Let also c := H(h) = b'TE(h) be an injective function of h, such that the absolute 
Jacobian of H, denoted JH(v) := jdet(F(v))j, is positive for all v. Note that JH(v) is a function 
of the IF F. In the case of constant IF, like in the VAR case, the condition of non-singular Jacobian 
for all v reduces to a rank condition on the IF F. ., .,. 
Let fc indicate the induced density of c. Standard change of J;fid'6le.vformula, see e.g. 
Hoffmann-Jprgensen (1994) eq. (8.2.2), yields ) I' ' 
fh(H- 1(u)) /"i/. .,11, 
fc(u) = JH(H-l(u)) l(u E H(D)). ;1/ft~'. 11 
~~ /'" 
When H is not injective over all D but it is so over a partition of D, a similar formula ap-
plies with summation over the partition. The discussion can be extended to the case of transfor-
mations H with different number of elements in h and c, with countable numbers of points of 
non-differentiability and/or of singularity ofF( v), along the lines of chapter 8.6 in Hoffmann-
Jprgensen (1994). We do not report details here for space constraints. 
Hence the IF summarizes the relevant information to describe the relation between the data 
uncertainty distribution fh and the forecast uncertainty distribution fc· Overall, there appears to 
be a vast potential for applications of IF to the field of forecast uncertainty evaluation. 
6.6. Inference on the IF 
In this section we consider inference on IF in a unified framework for stationary, I(l) and 
I(2) systems. The approach is based on the observation that Cl parameters are estimated super-
consistently. This implies that the inclusion of estimated Cl parameters in the definition of regres-
sors does not affect the limit distribution of the IF. Inference on the IF is associated with the one 
on the companion matrix A. This matrix is estimated below through a specific regression system, 
which is specified in the next subsection for the I(O), I (I) and I(2) cases. In subsection 6.6.2, we 
then address the issue of inference on the IF F, which is calculated as (I- A}- 1 - I. 
6.6.1. Regression setup. In order to estimate the IF, one needs to estimate the companion 
matrix A. We define G* := J' A and L := J~ A, where J := (JP : 0)' and h = (0 : I). The 
matrix G* contains the adjustment coefficients, while L contains only known values, 0 or I, and 
Cl parameters in the integrated cases. T~e matrix A is then reconstructed as A = ( G*' : L')'. 
In the stationary case let X 0, := J' X, = X, be the regression dependent variable and Xlt := 
(X;_ 1 : ... : x;_k)' be the matrix of stochastic regressors. For homogeneity with the integrated 
cases we assume that J.1. 1 = 0, so that the system equations can be written as 
(6. 13) Xot = GXlt + J.!.Dt + E,, 
where G := (A1 : .•. : Ak)· The likelihood analysis of the stationa~ VAR in (6.13) is simply 
performed by OLS. For later reference we also set H :=I, G* := G, Xlt := Xlt. 
Consider now the integrated cases. The I(l) cointegration analysis with the deterministic 
specification used above is described in Johansen (1995b ), while the corresponding one for the 
1(2) model is described in Rahbek et al. (I 9_2W. 
Consider the I(l) case. Let X 0, := J' X, = b.X, be the regression dependent variable. The 
I (I) analysis permits to determine the Cl rank r and to estimate {3* := ({3' : f3b)'. These estimates 
7The estimation of the cointegrating coefficients can be accomplished via likelihood techniques in !(1) and !(2) 
systems or via the 2SI2 procedure in !(2) systems, see Johansen (1995c), Paruolo (1996), Rahbek et al. (1999). 
I 
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are (at least) T-consistent, see Johansen (1995b). The estimate of {3' permits to calculate the 
regressor vector X{, := (L'.XL1 : (fJ' X1_ 2 + fJbt)' : u;_1), and eq. (6.5) can be rewritten .. as 
(6.14) Xot = G* X{, + J.LDt + E; .. ~·. 
where G' = (fi : a : <I>) and E", := <'t- a( ({j- {3)' X,_2 + ({J0 - {30 )'t)' is the error term. Here and 
in the following we indicate with - quantities where the Cl coefficients have been substituted 
with their estimators. 
In the special case k = 1 listed in section 6.C, G* has reduced rank because of the reduced 
rank of A = AH', G* := J' A = J' AH'. In this case define X lt := it' X{,, q'""'-'J']',j\.; otherwise 
........ "" ~ . •\ ,//, 
we let H =I and define G := G*, Xlt :=X{,. Eq (6.14) then reads 
'/" 
(6.15) X Gx- + D +- <A" •. ,' 'f! Ot = 1t J.L t <'t· 'Jj· ; • 
- i&V I' . 
Consider the I(2) case. We define G* := J' A and let X 0, := J' X, = b. x; be the regression 
dependent variable. The I(2) analysis permits to determine the integration indices r and s and 
to estimate {3' := ({3' : f3b)' and 5, {31, {32 . These estimates are (at least) T-consistent, see 
Johansen (1997) and Paruolo (2000). Substituting these estimates, one obtains the regressor 
vector X{, := (6.2 XL1 : L'.X;_2 (fJ: {J!) : (fJ' X,_3 + fJbt + 5{J;L'.X,_2)' : WL1), and eq. (6.10) 
can be rewritten as (6.14) where G* = err : G : (2 : a : <'f>) and the error term E; depends on Et 
and on the estimation error of the Cl parameters. 
In the special case k = 2 listed in section 6.C, G* has reduced rank because of the reduced 
rank of A = AH', G* := J' A = J' AH'. In this case define X lt := H' X{,, G := J' A; otherwise 
we let H =I and define G := G*, xlt :=X{,. Eq (6.14) can then be transformed in (6.15) as in 
the I (I) case. 
In all cases the matrix A is then reconstructed as 
= ( G* ) _ ( GH' ) A L - L . 
6.6.2. Inference. Equation (6.15) is the regression equation on which we base inference on 
the IF. For fixed Cl coefficients, the ML estimates of G and 11 are computed by OLS, 
- - - - --1-11 = Soo.1 := Soo - S01 Sn S10, 
h S ·- r- 1 "'T R R' 0 · ·- X M M-1 D M ·- T-1 "'T X D' M ·-w ere ij .- Ut=l it jt' .L'-'it .- it - iD DD t' iD .- Wt=l it t' DD .-
T-1 2::'{'=1 D,D;, and - indicates quantities where the Cl coefficients have been substituted with 
their estimators. Similarly fi and L indicate the Hand L matrices with Cl coefficients have been 
substituted with their estimators. 
The expressions ofthe regression estimators for the stationary case in (6.13) are identical, but 
obviously do not involve moments with pre-estimated Cl coefficients. An analogous comment 
applies to the H and L matrices. 
The corresponding estimate of A is 
and F - (I - A)-1 - I. We next introduce some notation. Let Zlt := H' X{, and I; := 
E((Z~t- E(ZH))((Zlt- E(Z~t))' 
The following theorem states the relevant limit distributions for inference on the impact fac-
tors. 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
118 6. IMPACT FACTORS 
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THEOREM 13 (limit distribution of IF). In the I(l) and I(2) cases the estimaF<;r Hand L are 
superconsistent, i.e. fi- H, L- LE Op(T-1 ). In the I(O), I(l) and I(2) cases thr; rstimator of 
the adjustment coefficients G is T 112 -consistent and has a Gaussian limit distributioJ· 
(6.16) 
Moreover 
with 
(6.17) 
T 112vec(F'- F') ~ N (0, \li) 
•' I' 
r)'._. { 
\li := K J!lJ' K' 0 K' m~-1 H' i,JJ/;(Y. 
' 
where K := (I- A)-1. The asymptotic covariance matrix of the impact factors can be estimated 
consistently by substituting parameter matrices with their regression-based consistent estimators, 
I;:= Sn, R = F +I, fl = S00.1 within (6.17). 
We observe that the asymptotic covariance matrix ofF is singular. This singularity is due to 
several factors. The first source of singularity is due to the fact that L is known in the I(O) case and 
it is estimated superconsistently in the integrated cases. This singularity is reflected in the matrix 
J := (I : 0)' in the expression of the asymptotic covariance matrix. A similar phenomenon 
appears in connection with H for the special cases where H is not the identity matrix. 
Other singularities are associated with the singularities of the matrix C in the I (I) case and of 
C2 in the 1(2) cases. Instead of focusing on these cases we refer to Paruolo (1997a,b) for inference 
on C and to Paruolo (2002a) for inference on C2 . 
The results in the theorem allow to define Wald-type statistics for individual IF. For simple 
hypotheses of the type F;J = c, for instance, if the corresponding asymptotic variance o-2 is 
non-zero, one can define an asymptotically x2 (1) statistic (F;J - c) 2 /Ci2 , or the corresponding 
asymptotic N(O, 1) statistic (F;J- c)jCi. These statistics are illustrated with an application in the 
section 6.7. 
6.63. Modification for IR. In this subsection we briefly sketch how the present results can 
be modified and applied to the case of cumulated IR with IF F J H*, see section 6.3.5. We assume 
that H* is a function of the unrestricted variance estimator fl := Mu, which is used to decompose 
shocks. Let 2:. be its asymptotic variance, T 112(H*- H*) ~ N(O, :E.). 
As noted e.g. in Paruolo (1997b), one has 
T 112(F J H* - F J H*) - T 112(F- F)J H* + T 112 F J(H* - H') + Op(1) 
- a+b+op(1),say 
where a and b are asymptotically independent. It is simple to see that the asymptotic variance of 
the r.h.s. equals Q~ \liQ1 + Q;:E.Q2 where Q~ := (H*' J' 0 I), Q; := (I 0 F J), which can be 
consistent! y estimated substituting consistent estimators for the parameters. 
Hence the asymptotic standard error of a cumulated IR depends on the asymptotic variance 
of the IF, which can be calculated as detailed in theorem 13. The second term depends on :E., 
which varies according to the definition of H* i.e. the type of JR. This is not treated further here, 
but we refer to Pesaran and Shin (1998), Koop et al. (1996), Amisano and Giannini (1997). 
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Figure 6.1: Australian data in levels and differences 
6.7. An illustration: price mark-up in Australia 
II9 
. '""'· 
As an illustrative example of IFs, we consider the data set analyzed by Banerjee et al. (2001). 8 
It consists of three Australian macroeconomic data series: the consumer price deflator at factor 
cost (lpfc), unit labor costs in the non-farm sector (lulc) and import prices (!pm). All three vari-
ables are quarterly data measured in natural logs, and run from 1970Q 1 to 1995Q2 for a total 
of 102 observations. The variables are graphed in levels and first differences in Fig. 6.1. The 
levels of the variables appear non-stationary, and also the differences show signs of possible non-
stationarity. No apparent break in the deterministic terms is visible in Fig. 6.1. 
We include dummy variables to take account of a number of shocks to the economy, like the 
oil shocks. The dummies take value I in one quarter and zero otherwise; the quarters are 1974Q2, 
1974Q3, 1975Q2, 1982QI, 1983Q2, 1985Q2 and 1986Q3.9 We fit an unrestricted VAR in levels 
with k = 2 lags, centered seasonal dummies, a constant and a trend. We employ the package 
Me2, enclosed with this thesis, which performs maximum likelihood (ML) analysis for the 1(2) 
models. 
We next perform some mis-specification tests for normality and autocorrelation of the errors 
proposed by Doomik and Hansen (1994) and Doornik (1996). The normality test statistic is equal 
to 8.25 with a p-value of 0.22; the AR1 and AR4 test statistics are equal to 2.72 and 35.99, with p-
values equal to 0.97 and 0.47. ARCH tests on residuals do not reject the null ofhomoskedasticity. 
These results indicate that the model appears to be well specified. We next test for the degree of 
integration of the system, allowing for the possibility of 1(2). The resulting cointegration analysis 
is presented in subsection 6. 7 .1. 
8The data set is available at the data archive of the Journal of Applied Econometrics: 
http://qed.econ.queensu.ca/jae. 
9Banerjee et al. (200 l) conditioned on a number of stationary variables we do not consider here. Their se-
lection of integration indices is the same as the one reached here; moreover we do not reject the nominal-to-real 
transformation, as in their paper. 
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Figure 6.2: Cointegration and multicointegration relationships 
During the period under study, the Australian economy moved from a fixed to a floating ex-
change rate regime and from a national-award-based wage system to a localized system. In order 
to check for the possible breaks in the model, we perform the Andrews (1993) tests imposing the 
estimated error correction terms from the Cl analysis. Results are reported at the end of subsec-
tion 6.7 .I; they imply the non-rejection of the hypothesis of no breaks. The IF are then calculated. 
The estimates are reported in subsection 6.7.2. 
6.7.1. Cointegration analysis. Since I( I) behavior of the growth rates implies that the levels 
are 1(2), see Fig. 6.1, we leave open the possibility to select an 1(2) model for the data. We first 
test for the number of unit roots allowing both 1(1) and 1(2) behavior, by selecting the integration 
indices of the system. This analysis considers all I(l) and 1(2) submodels of the unrestricted VAR. 
The selection of the integration indices is based on the 2S12 estimator (Johansen, 1995c; 
Paruolo, 1996; Rahbek et al., 1999); the test statistics for the specification Ill = af3b of Rah-
bek et al. (1999) are reported in table 6.2. Below each entry we report the 95% quantile of the 
asymptotic distribution, taken from Rahbek et al. (1999). We select (r, s) = (1, 1), which cor-
responds to one I(l) trend and one 1(2) trend. The roots of the characteristics polynomial are 1, 
1, 1, 0.38, -0.21 and 0.11; there is no evidence of additional non-stationary trends. 10 The same 
integration indices were selected by Banerjee et al. (2001). 
We test the nominal-to-real transformation (Kongsted, 1998, 2002), i.e that lpfc-lulc (the 
markup of internal prices on unit labor cost) and lpfc-lpm (the markup of price over import 
prices) are at most 1(1). We use the likelihood ratio statistic; under the null the test has an as-
ymptotic x2(2)-distribution, see Johansen (2002c). The test statistic takes the value 0.935, with 
a p-value of 0.63, giving ample support to the transformation. This implies that (3 = bp, and 
10The roots of the unrestricted polynomial are 1.00, 0.89 ± 0.02i, 0.41, -0.22 and 0.14. 
~ 
' 
' 
! 
I 
I 
I 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
6.7. AN ILLUSTRATION: PRICE MARK-UP IN AUSTRALIA 121 
·~ ~-
p-r r 
3 0 279.3 158.6 74.7 53.0 
(87.6) (68.2) (53.2) (42.7) 
2 1 117.8 31.8 23.7 
(47.6) (34.4) (25.4) 
1 2 17.5 10.8 
(19.9) (12.5) 
P2 3 2 1 0 
Table 6.2: 2SI2 inference on the integration indices r, s. p2 := p- r - s. JfM~~uence of tests 
starts from the upper left corner to the lower right corner, proceeding row-.;;,is~ from left to right. 
The first unrejected model is shown in boldface. · /" · 4 /'~~/- -. _{' ... .- ~ 
;iJ;t;f!, ,, 
-------,l-p7fc---,l'u_p_c----.lp_m ___ t.,-- ; 1 . ' 
' 
p 0.7423 
0.2577 
b' 
[J 2.6760 f3b 
1 -1 0 0.0013 
1 0 -1 -0.0029 
1 1 1 
Table 6.3: Estimates of the cointegration parameters under the nominal to real transformation; b 
is a basis of sp(T), (3 =bp. 
/J2 = h = (1 : 1 : 1)', where 
b := ( ~1 ~ ) 
0 -1 
The maximum likelihood estimates of the cointegration parameters are reported in table 6.3. 
The CI(2, 1) relations, that is the cointegration relations from !(2) to !(1), are the two markups, 
pictured in figure 6.2; they appear I(l). The combined mark-up on price (3, obtained as a linear 
combination of the two, 73 =bP, is also !(1): 
73'Xt-2 + 73ot = lpfc,_2 - 0.74lulc,_2- 0.26lpm,_2 + 0.0013t. 
The remaining CI(2, 1) relationship 731 = b{h is also I(1), where 
73; Xt-2 = -0.28lpfc1_ 2 - 0. 72lulc,_2 + lpm,_2. 
The fact that the combined mark-up, 73' X,, is still I(l) by itself is consistent with imperfect com-
petition theories, which predict that a high mark-up is associated with low inflation. 11 The com-
bined markup 73' X, next cointegrates with the I (I) trend in the first differences, represented by 
73~6.X, = (1 : 1 : 1)6.X,, proportional to the average inflation in the 3 series. This gives the 
following stationary multicointegration relationship 
(6.18) mec, = 73'X,_2 + 87fb6.Xt-1 + 73bt = lpfc,_2 -0.74lulct-2- 0.26lpm,_2 
+ 2.68 ( 6.lpfct-1 + 6.lulct-1 + 6.lpmt-1) + 0.0013t. 
This multicointegration relation represents a compensated markup relation, where the markup 
of internal prices over labor cost and imports depends negatively on the average inflation in the 
three series: high average inflation is associated with low markups and vice versa. 
11For a full overview of the economic theory, we refer to Banerjee et al. (2001). 
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~21pfc, ~21ulc, ~2Jpm, (3' ~Xt-1 f3i~Xt-1 ffie,D;t 
~ lpfc, 0.00 0.08 0.02 -0.77 0.15 
-0.11'' (0.10} (13.02} (3.57} ( -29.57} (17.58} ( -28.08} f.;. 
~21ulc, 0.00 0.08 0.02 0.31 0.43 -0.11 (0.10} (13.02} (3.57} (11.92} (50.42} ( -28.08} 
~2Jpm, 0.00 0.08 0.02 0.01 -0.65 -0.11 (0.10} (13.02} (3.57} (0.38} ( -77.02} ( -28.08} 
(3' ~Xt-1 -0.03 -0.65 -0.15 1.20 0.20 -0.10 ( -0.11} (-13.02} ( -3.57} (5.75} (3.01} ( -3.21} 
f3i~Xt-1 -0.18 -0.57 1.06 0.02 ~£@5.11;"/ 0.04 ( -0.26} ( -4.50} (9.93} (0.04} (1-1.26)1 ··.~·. (0.46} 
mec, 14.56 2.67 1.19 9.88 -2.99 3.29 (5.02} (5.12} (2.73} ( 4.52} . r I (9! } " h4.20} 
I I>(' '- 1 
Table 6.4: K := F + /: Impact factors(+/) in the Australian ~~fLJ~·mo4el~ F is calculated 
< I 
using the restricted estimates in eq. (6.18) and in the preceding two displays. t-values are reported 
in brackets. 
We check for the possible presence of model breaks. We test whether the structural changes 
(exchange rate, labor market) have changed the speed of adjustment to equilibrium. We calculate 
the estimated error correction terms mec,, 73' X,_2, 7§;x,_2 using the estimates of the cointegration 
parameters; we then perform Andrews (1993) stability test on the adjustment coefficients (a: (). 
The unknown sample-fraction break-point was chosen in the range [n0, 1 - n0] = [0.20, 0.80]. 
The sup-LR test for breaks gives a test statistics of 23.36. The 5% critical value in table 1 in 
Estrella (2003)12 for n0 = 0.2 and dimension 9 is 25.16, which implies a non-rejection. We thus 
conclude that there is no evidence of breaks in the model. 
6.7.2. Impact Factors. This subsection presents the IF calculated in the model specified in 
the previous subsection. We first present the interpretation of the IF as a sensitivity measure 
of long-run forecasts of the stationary variables in the system. This discussion also illustrates 
the Jag-lead effects. We then present the relation of IFs with the impulse responses, and finally 
conclude with comments on policy effectiveness and the influence of data revisions in the present 
example. In the following we omit ~ over estimated Cl coefficients. 
table 6.4 reports the impact factors in the 1(2) model. The first three columns in table 6.4 are 
the impact factors which correspond to a factual experiment. The last three columns correspond 
to counterfactual experiments. The lower left panel contains Jag-lead effects. 
The consequences of a perturbation to the lpfc, can be read off from the first column in table 
6.4. Such a perturbation does not lead to significant changes in the forecast of the growth rates of 
all three price series. The effect on the long run forecast of the level of the markups (3' X,_1 and 
f3iX,_1 is also insignificant. 
Note however that the latter two IFs contain a Jag-lead effect. In this case it can be shown 
that the Jag-lead effects have zero sum, because the forecasted variables (3' ~X,_1 and f3i ~X,_ 1 
are in first differences. As an illustration consider y, := (3' ~X,_1 and x, := ~2lpfc,, and note 
that Yt+I := (3' ~X,. The forecast E(Yt+IIX,) is a.s. equal to (3' ~X, itself, so that e1 contains 
a contribution equal to 1 not associated with forecasting, due to the coefficient of 1 of ~lpfc, in 
(3' ~X,. At forecast horizon 2, Yt+2 := (3' ~Xt+I includes a negative effect of the same magnitude 
through the presence of -(3'X, in Yt+2. Hence the net Jag-lead effects is zero. 
The IF of ~2lpfc, on the compensated markup (6.18) is positive and significant, in line with 
economic expectations. Also in this case one can discount Jag-lead effects. Let Yt+I := (3' X,_1 + 
2.68 · i~~X,. At forecast horizon 1, a perturbation to ~2lpfc, induces an equal change within 
12see also Andrews (2003}. 
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Figure 6.3: Effect of perturbation to unit labor cost (lulc): Impulse Response functions (IR:top) 
and Cumulated Impulse Response functions (CIR: bottom) with 95% confidence intervals. Impact 
Factors with 95% confidence interval are given along CIR at horizon oo, indicated as 'inf'. (b) 
(c) (e) (f) present the Jag-lead effect. 
i~!:iX1 , and this gives a direct contribution of +2.68 to e1. At forecast horizon 2 one has Yt+2 := 
(3' X1 + 2.68 · i36.X1+1, the same perturbation induces a change equal to + 1 to lpfc1 within {3' X1 
and a change equal to -2.68 due to the coefficient 2.68 and the -1 change induced through 
i36.Xt+l· 
This gives a contribution of -1.68 to e2 due to Jag-lead effects. Summing one finds +2.68-
1.68 = 1. Subtracting 1 from the relevant IF, one obtains a sensitivity measure of 13.56 net of 
the Jag-lead effects, with a significant t-ratio of 4.68. Hence, also when correcting for Jag-lead 
effects, the sensitivity of forecasts of the compensated mark-up to changes to lpfc1 is marked and 
positive. A unit change to lpfc1 is amplified by 13.56 over all future forecasts of the compensated 
mark-up. 
If the forecast changes are due to data revisions, this high coefficients measures the impact of 
the use of imprecise measurements of lpfc1 in the forecasts of mec1. More accurate input data on 
lpfc1 would thus induce a high improvement in the forecasts of mec1. 
We next comment the impact factors collected in the second and third column in table 6.4, and 
their association with the IR and the Cumulated IR, CIR, graphed in Fig. 6.3 and 6.4. Standard 
errors for IR are calculated as in Liitkephol (1991). IFs appear in these graphs as the limit of the 
CIR at horizon oo, indicated as 'inf'. Note that some of theIR have 0 standard errors for the first 
lead, because of the different timing of the variables in the state vector, i.e. the Jag-lead effect. 
Figure 3(a) shows the effect on the second difference of the price level, that is the acceleration 
rate of inflation. The initial impact is positive and followed by a small decline. The cumulated 
impulse response function shows the effect on the inflation rate. This effect converges rapidly to 
0.08, the impact factor; this corresponds to a permanent increase in the annual inflation rate of 
0.32% (due to a one percent perturbation of unit labor costs). 
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Figure 6.4: Effect of perturbation of import prices (!pm): Impulse Response functions (IR:top) 
and Cumulated Impulse Response functions (CIR: bottom) witb 95% confidence intervals. Impact 
Factors with 95% confidence interval are given along CIR at horizon oo, indicated as 'inf'. (b) 
(c) (e) (f) present Jag-lead effects. 
Graphs (b) and (e) show that an increase in unit labor costs leads a decline in the combined 
mark-up. Note that the combination of an increase in inflation and a decrease in this mark-up is 
completely in the line with the prediction of imperfect competition models. Graphs (c) and (f) 
report effects on the compensated mark-up. 
Figure 6.4 reports the effect of perturbation to import prices. The adjustment to the new 
equilibrium of the multicointegrating relation takes longer than for unit labor costs. Apart from 
the effect on relation f3; ll.X1_ 1, the impact factors have the same sign as the impact factors above, 
but are 2 to 5 times smaller in magnitude. Overall, labor costs have a greater impact on the 
forecast of price inflation than import prices, in line with expectations. 
When reading tbe above findings from the perspective of data-revisions, one concludes that 
more timely and accurate data on labor costs would provide the most dramatic improvement in 
the uncertainty associated with long run forecasts of inflation. 
Finally, we comment on the possible policy interpretation of these findings. Unit labor cost 
may be influenced by the policy maker by collective wage bargaining, the social benefit system 
and the setting of wages in the public sector. Hence lulc1 can be considered a partial instrument. 
If one assumes the caeteris paribus condition, the IF associated with perturbation in lulc1 can be 
interpreted as indicator of policy effectiveness in the long run. The empirical analysis suggests 
that policy actions aimed at influencing labor costs are effective. 
The ceteris paribus condition for this instrument, however, may be questionable. Wage in-
creases may simultaneously affect internal prices, hence violating the ceteris paribus condition. 
No simultaneous effect is expected on import prices. These observations require an analysis of 
the simultaneity structure of the system. 
~ 
T 
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6 2lpfc, 
6 2 lulc1 
,0.2lpm, 
6.8. CONCLUSIONS 
0.005137 
0.39803" 0.013794 
0.2020Jb 0.1107J4C 0.02393 
125 
' (;. 
Table 6.5: Estimates of fl. Diagonal elements are the estimated standard deviations, off-diagonal 
elements report estimated correlations. ": significant at 5% level, b: significant at 1% level, c: 
insignificant at 5% level. 
, I" . I /f 
rl\,-_.1 ->,-~ 
Let us assume that the PM has conducted an institutional investigf#i@;v;<;m iJ~ instruments, 
and expects a unit increase in lulc, to be associated with 0.148 increaseii:i lpfc1 .and no change 
in !pm,. The sensitivity of the policy action aimed at influencing lulc, can then be determined 
by considering IFs with respect to a' X,:= a'(62lpfct= 6 2lulc1: 6 2lpm,: fJ'6X1_ 1: 1J;6X,_1: 
mec,)' where a := (0.148: 1: 0: ... : 0)'. By the results in section 6.3.2, this amounts to 
multiplying F by a= (0.112: 0.758: 0: ... : 0)', i.e. by summing the first two columns of table 
6.4 with weights 0.112 and 0. 758. This example shows that, for any given simultaneity structure, 
an appropriate linear combination of the IFs presents a policy effectiveness interpretation. 
There are many ways to analyze the simultaneity structure of the system. One possible anal-
ysis is based on the historical variance-covariance matrix of the systems innovations, fl, which 
we report in table 6.5. In the present case the estimated correlation between innovations in lpfc, 
and lulc, is equal to 0.398. This correlation is significant on the basis of the asymptotic standard 
errors for fl. Note that the correlation between innovations in !pm, and lulc, is not significant, 
also in line with expectations. 
Multiplying 0.398 by the ratio 0.005137/0.013794 of the standard deviations of the innova-
tions in the two equations, one finds a 0.148 increase in lpfc, associated with a unit increase in 
lulc,. This reasoning follows the idea of GIR of Pesaran and Shin (1998) and Koop et al. (1996). 
We note here that when estimating the standard error of the modified IF one needs to account for 
the fact that S1 is estimated, as shown in section 6.6.3. 
Import prices are denominated in local currency and thus reflect fluctuations in exchange 
rates. Economic policy aimed at influencing the exchange rate may be responsible for fluctuations 
in import prices; hence also lpm, can be considered a partial instrument. When one assumes the 
ceteris paribus condition, one observes significant long-run effects on internal prices and on all 
mark-ups. Exchange-rate policies may thus be effective in influencing internal prices through 
import prices. 
A more detailed analysis of the simultaneity structure is however needed also in this case, as 
for the case of ulc, discussed above. In particular one can postulate a simultaneous effect of !pm, 
on lpfc,, which agrees with the findings in table 6.5. This would lead to a linear combination of 
the first and third column of table 6.4. This analysis is not reported for space constraints. 
6.8. Conclusions 
In this chapter we have defined impact factors as a sensitivity measure of long-run forecasts, 
and discussed their properties. We have applied the definition to vector autoregressive processes, 
in the stationary, l(l) and 1(2) cases. Not surprisingly, the impact factors are functions of the 
moving average total impact matrix of the stationary representation of the systems, which is 
singular in cointegrated processes. 
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-~ 
An application to price mark-up in Australia shows, among other things, ho)rY perturbations 
to labor cost can have a permanent positive effect on inflation and a permanent negative effect on 
the mark-up. This is in line with imperfect competition models. ' i;. 
6.A. Derivation of the IF 
In this appendix we report proofs of the propositions in the sections 6.4.1 and 6.4.2. The first 
lemma gives a well known result on the inversion of a partitioned matrix, see also Faliva and Zoia 
(2000). j~{':,~~' 
LEMMA 6. Given the p x s matrices a, b of full column ranks < p, and Q any square p x p 
matrix, then a necessary and sufficient condition for the matrix ,/; .> , ,'4, 
s == ( ~ ~ ) '11fr?1 ~: 
to be invertible is that a~ Qb1. be of full rank p- s; in this case 
_
1 ·- ( Q a ) - 1 _ ( R (I- RQ)b ) 8 
.- b' o - a' (I- QR) a'(QRQ- Q)b 
where R := b1.(a~ QbJ.)- 1 a~. 
PROOF. We observe that S has the same rank asK := J1S ]2 for Ji invertible square matrices. 
Choose ] 1 and ]2 as follows and calculate the resulting product K := J1SJ2 
J1 := ( (a, al.)' Is ) ' J2 := ( (b, bJ.) Is ) 
K := J1SJ2 = ( Q~:b Qa~b~ ) 
Qab Qab~ Is 
where we have used the notation Qcd := c'Qd, c, d =a, b, aJ., bJ.. J1SJ2 is block triangular and 
it is invertible iff Q a1. b ~, or equivalently if a~ Qb 1. is invertible. If this is the case, the inverse s-1 
can be calculated as s-1 = J 2(J1SJ2)-1J 1 = J 2K-1J 1. By straightforward application of the 
partitioned inverse formula to K, one finds 
K-1 := (J1SJ2t1 = -Q;;~b~ Qa~b Q;;~b~ · ( ~ )
-(Qab- Qab1. Q;;~b~ Qa~b) -Qab~ Q;;~b~ Is 
Finally calculating s-1 = J2K- 1 ] 1 one finds the results in the statement. 0 
PROOF. of proposition 1. We apply partitioned inverses to the matrix (I - A) partitioned 
conformably to the AiJ blocks in (6.6), using lemma 6. Let 
K := ( K11 K12 ) := (I_ A) = ( I- A11 -A12 ) 
K21 K22 -A21 I- A22 
and indicate by KiJ blocks of K-1 conformable with Aij· Note that K 11 = K!/2, where K 11.2 := 
Kn - K12K:;} K21 =I- (A11 + A12(I- A22 )-1 A21 ), where 
A12(I- A22t1 A21 = diag ( ~ fi, 0) , 
so that 
_ 1 ( I- ro + a(J' K11.2 = I- (An + A12(I- A22) A21) = -(3' -a) 0 . 
~ 
I, 
I 
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where ro := - r = I- L:7,:-11 f;. Applying lemma 6 
-1 _ ( C (Cro- 1)/3 ) 
K11 ·2 - a'(roc- I) a'(rocro- ro)/3 ' 
' ' f.:. 
where C := /31_ (a~f0/31_r 1 a~. The remaining blocks of K-1 can be expressed as K 21 -
-K;./K21KJj\, K 12 = -K;/2K12K::;.} and K 22 = K::;.} + K::;.} K21K]j12K12K:):}, where KiJ.12 
has already been calculated and K;;} = c2 ® I. Substituting one obtains the expression in the 
proposition. 0 
''!fi' 
The following EC formulation is convenient in the I(2) case. 
'j' 
PROPOSITION 5. An equivalent EC formulation of ( 6. 7) is :;g~;J;_, 
1
, 
(6.19) !:::.2Xt = a(f3'Xt-3 + 5(3;t::.xt-2) + (G: (2)(/3: !31)'t::.«t-2 + ': 
+ Yi !:::..2 Xt-1 + <l?Wt-1 + p,* D; +Et 
where G := (1 + 2a and Yi := (11 + r + 11). 
PROOF. Adding and subtracting II(Xt_1- Xt_3) = llf:::.Xt-1 + llf:::.Xt-2 on the r.h.s. of (6. 7) 
one obtains 
!:::..2 Xt = IIXt-3 + (f + ll)f:::..Xt-1 + llf:::.Xt-2 + Y1!:::. 2Xt-1 + <l?Wt +Et· 
Further adding and subtracting (r + ll)f:::.Xt_2 on the r.h.s. yields 
!:::.2Xt = IIXt-3 + (f+211)f:::.Xt-2 + (11 +f+ 11)!:::.2Xt-1 + <l?Wt +Et 
(6.20) 
where f* := r + 211, 'YJ: := Y 1 + r + 11. In order to recover the EC terms within (6.20) note that 
f* /32 = (r + 211) /32 = r /32 = a5 and hence 
r* = f*(PT + Pf3,) = (f*f)r' + (r*,62)!3; = (*r' + a5(3;, 
where(* := f*f, r := (/3, /31) and we observe that G := f* /31 = f/31 =: (2. Substituting within 
(6.20) one finds (6.19). 0 
PROOF. of proposition 2. Let m := p(k- 3) be the dimension of Wt. In order to compute 
(I - A)-I, we apply partitioned inverses to the matrix (I - A) partitioned conformably to A;1 
blocks in (6.6), using lemma 6. As in the I( I) case let 
K := ( Kn K12 ) := (I_ A)= ( I- An -A12 ) 
K21 K22 -A21 I- A22 
and indicate by KiJ blocks of K-1 conformable with A;1. Note that Kn = KiJ.12, where Kn.2 := 
Kn- K12Ki21 K21 =I- (An+ A12(1- A22)-1 A21), where 
A12(1- A22t1A21 = diag (~Y;,o), 
so that 
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-~ ~ 
"k 2 1 1 ( ' 1 where if; := I - L-;,::1 1';. In order to calculate K1i.2 we express it as K1i.2 'fj- JsKn.2)- J3 
where 
'-
C' I, I, I,) (.;. Js := 
( -~~~ =}~ -(2 -a ) - t"Qi~:O..) J3Kn.2 = -(3' - \. b' 0 ' (31 '!' l .'/ 
- 1 rJ/i.· .f' ·1// 
where if;* := if;- r- a(J' and Q is (p + r) x (p + r ). We now ~~~d!a,pp~)lle~ma 6, observing 
that bJ. = diag((32 , Ir) and aJ. = diag(a2, Ir), because (2 = aF;iJ, +a{ E sp(a : a 1). Let 
&* :=if;*+ ({a'r, h :=I- e·c2 and recall that if;* =if;- r- a(J', G = (; + 2a, 7 = (/3: /31)-
0ne finds 
where 
Thus B := K1i12 = (J3Ku.2)-1 J3 corresponds to the expression found above for (J3Ku.2)-1 
with the last 2 blocks of columns interchanged. The rest of the calculations are exactly the same 
as in the proof of Proposition 1; this completes the proof. D 
6.B. Timing and IF 
In this appendix we illustrate various possible choices of Jag for the EC terms, and report 
proofs for results in section 6.4.3. In all cases below we adopt the following convention: the 
various subvectors of the state vector z, := NV, or V, are numbered consecutively. Consider 
the i-th subvector of z, and the j-th subvector of V,, of dimension n; and nj respectively; the 
elements of the transformation matrix N corresponding to these subvectors are indicated with the 
subscript ij, N;j, of dimension n; x nj· When not otherwise specified, elements of theN matrix 
are assumed to be zero. 
(I) I(l) case, EC in Jag 1. Let V, be the choice of state vector used above, V, := (V{, : v;, : 
V£,)' = (6-X! : x;_1(3 : u;)', and consider the following possible alternative choice 
of state vector Z, := ( z;, : Z~, : Z~1)' = ( 6-X; : X!(J : u;)'. It is simple to see that 
z, = NV, with N;; =I, i = 1, 2, 3 and N21 = (3'. 
(2) I(l) case, EC in Jag j, where 1 < j ::; k. Let V, be the choice of state vector used above, 
and let Zht := Vh,, h = 1, 3 and Z2, := (J'Xt-j· It is simple to see that z, = NV, with 
N;; = I, i = 1, 2, 3 and N 23 = ( -ij_1 0 (3', 0), where ij is an j x 1 vector of ones. 
(3) I(2) case, level term in Jag 1. Let V, be the choice of state vector used above, V, := (V{, : 
... : v;,)' = (6.2 x; : 6.X!_1(3 : 6.X;_1(31 : x;_2(3 + 6X!_1(32o' : W;)' and consider 
the following possible alternative choice of state vector Z1 := (Zf, : ... : Z£1)' where 
Zht := Vh,, h = 1, 2, 3, 5 and Z4t := (3' X,_ 1 + 8(3~6X,_ 1 • The only term that has been 
---, 
I 
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shifted is x;(3 form s = t - 2 to s = t - 1. It is simple to see that z, = }fV, with · 
Nii = I,i = 1, ... ,5 andN42 = Ir. .. 
(4) I(2) case, level term in lags, where 2 < s ::; k. Let V, be the choice of state vectoi;.used 
above and consider the following possible alternative choice of state vector z, := (z;, : 
... : Z~1 )' where Zht := Vht• h = 1, 2, 3, 5 and Z4t := (3' X,_s + 5(3~LX,_ 1 where the 
only term that has been shifted is (3' Xi form i = t- 2 to i = t- s. It can be checked that 
Z, = NV, with Nii = I, i = 1, ... , 5, N42 = -(s- 2)In N45 = (j' Q9 (3'), j := (s- 3, 
s- 4, ... , 1, 0, ... , 0)'. •' •' 
'''"''· _,<)o"·· (5) I(2) case, differenced term in lag s, where 2 ::; s ::; k. Let V, b:i) tlfi!i e.hoice of state 
vector .used above and consider the following possible alternative cho.ice of state vector 
Z, := ( z;, : ... : Z~,)' where Zht := Vh,, h = 1, 2, 3, 5 and Z44/~ 13' X,l2 -1:; -~~LX,_s 
where the only term that has been shifted is (3fLXi form i = 't,f~l{t? i =: t ':- s. It can 
be checked that z, = NV, with Nii =I, i = 1, ... , 5, N45 = ( -z~~ Q9 5{f~, 0). 
PROOF. of proposition 3. By definition 
Fz := (I- Az)-1 - I= (N(I- As)N-1)-1 - I= N(I- As)-1 N- 1 - I= 
N((I- As)-1 - I)N- 1 =: NF8 N- 1 
0 
PROOF. of Proposition 4. Let z, = NV, indicate the change of state vector, and let Fz and 
F := Fs indicate the corresponding IF. From proposition 3 it follows that Fz = NF N- 1. Hence 
(Fz)y,x = l:i 2:1 NyiFi1Nix, where we .use subscripts to indicate blocks. Blocks of N-1 are 
indicated with NiJ := (N- 1)iJ· Thus if Nyi = 0, Nyy = I, Njx = 0, Nxx =I, fori =f y, j =f x 
one finds that (Fz )y,x = Fy.x• and that the IF are invariant. 
For the first result we take V,:= (LX;: x;_1(3: U;)' and z, := (LX,: x;_1(3: U;)', j = 
1. ... , k - 1 and note that z, = NV, with 
( -ij_l Q9 (3' : 0) ) , 
I m 
(ij_J Q9 (3': 0) ) 
I m 
It is thus immediate to note that Fy,,x, is invariant for y, = LX,, U, and x, = LX,, (3' X,_1. 
When z, includes (3' X,, case j = 0 above, then the transformation matrix has a similar shape, 
but N21 = (3', N23 = 0, N 21 = -(3', N 23 = 0. The same conclusion thus applies. 
For the I(2) results, we take z, = NV, with 
V,:= V,(i,j, l, m) := (L2X;: LX;_i(3: Lx;_1(31 : x;_,(3 + Lx;_mf325': W:)' 
and z, := V,(1, 1, 2, 1). One finds 
I I 
I N2s I -N2s 
N= I N3s N-1 = I -N3s 
N42 I N45 -N42 I Q 
I I 
where Q := - N45 + N42N25, where N45 := N45a + N45b· 
N2s = ( -i;_l ® (3': o), N3s = ( -ij_ 1 ® f3; : o), N4sa = ( -i;,_1 ® 5(3; : o). 
If l = 1, one has N42 = Ir, N4sb = 0 whereas if l 2: 3, N42 = - (l- 2) In N45b = (g Q9 (3': 0), 
g := (l - 3 : l - 4 : ... : 1 : 0 : ... : 0). 
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From the expressions on Nand N-1 we find that Fy,,x, is invariant fo~;Yt = !:12X,, W, and 
Xt = !:12X, (J;x,_j, (J'Xt-t + o(3;!:1Xt-m· We also observe that Ft:;'Xt,/3\Xt-i ,can be simplified 
as follows r.;. 
(C21J*- I)iJ1 = (C21J- IJiJ1- C2riJ1- C2afJ'iJ1 = (C21J- I)i31, 
where we have used that C2ri}1 contains the term a;r(J1, which equals zero by assumption I(2)_b. 
0 
6.C. Inference on the IF .,,. · 
In this appendix we give proofs of section 6.6. We statr'b:x illustratinll how the state space 
.F 1 ~,., 
representations used fork = 1 in the I(1) and k = 2 for the'Tef}SJlSes are iJ.Ot minimal. 
The non-minimality of the state space vectors does not at'fc!<l't"the de,Hvations of IF, although it 
' , is releva~t for inference. We thus show how the companion matrices A can be rank-decomposed 
in A ~ AH'. In cas:_ of no rank reduction of the matrix A, we take H = I in the decomposition 
A= AH, i.e. A = A. 
In the I (I) state space formulation, when k = 1 the companion matrix A reduces to the block 
An in formula (6.6), where, moreover, r 1 = 0, i.e. ri = II = a(J'. It is simple to see that A has 
in this case reduced rank, since 
(6.21) ( a(J' 0! ) ( 0! ) I - I A := (3' I = I ( (3 I ) =: AH , 
where A := (a' : I)', H := ((3' : I)' are p + r x r matrices with full column rank r. 
For the state space representation of I(2) systems, when k = 2 the companion matrix A 
reduces to the block An in formula (6.11) above, where, moreover, Y 1 = 0, i.e. Yi = r + II = 
r + a(J'. It can be checked that, similarly to the I (I) case, A has in this case reduced rank: 
(6.22) 
where 
A:= 
A 
ri3 + 2a 
Ir 
are (p + 2r + s) x (2r + s) matrices with full column rank (2r + s ). 
=:AH', 
PROOF. of theorem 13. fi- H, L- L E Op(T-1) because they are functions of the 
cointegrating coefficients, which are at least T-consistent. Result (6.16) follows by standard 
regression arguments, after observing that, due to superconsistency, one can substitute the esti-
mated cointegration coefficients with their true values, see Paruolo (2002b) for a detailed proof of 
sij-Sij = Op(T-1 ). In fact one has G = So1S!/ = S01S!J1 +0p(T-1) = G+SEIS!i1+0p(T-1 ), 
from which T 112(G- G)= T 112SE1S!/ + Op(l), and T 112vec(G- G)'~ N(O, n 0 z:;-1). 
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In order to show (6.17) note that differentiating F one has dF = K dAK, so that 
(6.23) T 112(F- F)= T 1/ 2 K(A- A)K + Op(l). 
Because fi- H, L- LE Op(T-1) one has 
'' (.j, 
ylf2(A- A)= ( yl/2(8 0- G)H' ) + Op(l) = JT1f2(G- G)H' + Op(l) 
Substituting in (6.23) one finds T 112(F- F)= T 112KJ(G- G)H'K + op(n_:rransposing and 
!'"'~,'~>'- ,,_4',: 
vectorizing one obtains (6.17) from (6.16). . <. ::;:(.,,,, D 
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CHAPTER 7 
Money Demand in the Netherlands 
7 .1. Introduction 
The introduction1 of the Euro in 12 of the 15 members of the European Unipn, l:jas led to 
a large debate, scholarly, political and popular, on the costs and beneqt'~.qf a monet'l~ union. 
Discussion still takes place on the costs and benefits of joining for the ttin~e';'/()Jd ,BU members, 
that have so far stayed out, and the ten new members, who will join the mJ in 2004. The most 
frequently cited cost is probably the inability to react differently to asymmetric shocks. Different 
transmission mechanisms in the different countries are a second source of asymmetry: due to 
institutional differences, like a prevalence of fixed rate mortgages (the Netherlands) or floating 
rate mortgages (the UK) and differences in structural parameters of the economy can cause a 
monetary intervention to have different effects even to economies hit by exact! y the same shock. 
The Netherlands has in the last few years often been praised for its economic successes of the 
last two decades: a rapidly declining unemployment rate, increasing participation rate and a mas-
sive public deficit, which had turned into a small surplus before the latest economic slowdown. 
This success took place, while the Netherlands had a de facto monetary union with Germany, by 
far its most important trade partner. The Dutch central bank had rendered control of its monetary 
polity to the German Bundesbank. Within the Euro-area, countries relinquish virtually all their 
monetary autonomy to the European Central Bank in exchange for a very small say in the actual 
running of monetary policy. 
Studying Dutch money demand and monetary transmission mechanism may therefore pro-
vide a valuable insight in this success story and provide understanding as to how a monetary 
union can work or fail, a question which is still relevant. 
In the next section, the Dutch macro-economic and political situation are described together 
with the monetary policy pursued in the period under study, 1979 1st quarter until 1998, 4th 
quarter, when the Euro was introduced. From 1999 there are no publicly available statistics on 
the money supply in the individual countries inside the Euro area, such that the study cannot be 
extended. 
Then follows section 7.3 with a short overview of the literature and a description of the data. 
Section 7.4 contains an overview of the relevant economic literature. In section 7.5 we discuss 
the I(2) and I(l) methodology, the nominal to real transformation and automated model selection 
as well as small sample properties of the estimators used. The analysis of the Dutch data follows 
in section 7.6 before final conclusions are drawn. 
A technical result concerning bootstrapping linear within equation restrictions in the cointe-
gration space is given in section 7 .A. 
Throughout this paper we shall argue that the boots trap (of tests on the cointegration parame-
ters) should be based on the unrestricted estimate. We then need to find alternative nuJI hypotheses 
1I am grateful to Katarina Juselius for her help and patience in the econometric modelling of the data. She is not 
responsible for any errors or policy statements. 
Gijs de Bruin (postbank), Annelies van Rhenen (spaarbeleg), IJda Geerts (NVM), Dhr. Elferich (De Nederland-
sche Bank) kindly provided data for this paper. 
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for the bootstrap samples. In the appendix to this paper an alternative null hypo)i~esis for linear 
restrictions within each cointegration vector is given. ·· 
I (;, 
7.2. The Netherlands 
In this long section we give an overview of the economic and political situation in the Nether-
lands in the period we study. We then proceed with stating the monetary objectives, the instru-
ments that were used to achieve them and the exchange rate policy follo~efh;Then follows a short 
j (. r{ 
account of the liberalization process. •. ·' ' ·~· · 
7.2.1. Political and Economic situation. During the second.ipd4 war: the,~etherlands had 
undergone extensive economic damage. After the war, a policy 6'(~1tional;reconstruction was 
started, strongly led by the central government, which channelled credit to'.specific sectors, set 
explicit targets for the number of houses to be built each year, and in agreement with the social 
partners, implemented a policy of moderate wage increases until 1963. After that year a wage-
price spiral erupted, which was fuelled by the revenue of newly discovered natural gas reserves 
in the North of the country. The 1960s and 1970s saw a rapid expansion of the Welfare State and 
even the two oil shocks did not immediately hit the Netherlands as hard as it did other countries: 
natural gas income provided a rapidly increasing source of income. In 1979 a housing market 
asset bubble burst and by 1981 the labour share of national income had risen to over 95%. Un-
employment started to rise rapidly as the Netherlands entered its severest post-war depression in 
1982, during which national output fell to 1978 levels, and unemployment tripled. 
From 1977 to 1982, 3 increasingly unstable coalitions governed the Netherlands. Although 
the social democrats were the big winners of the 1982 general election, a coalition between the 
Christian Democrats (center) and Conservative Liberals was formed in November 1982, under 
prime minister Ruud Lubbers, which was to govern until 1989. Under pressure from the govern-
ment and the unfavourable economic situation, the leaders of the Dutch employers, C. van der 
Lede and employees, Wim Kok, agreed on the so-called "Agreement of Wassenaar", which con-
tained wage restraint, a shorter working week and redivision of existing jobs. The government 
itself pledged to reduce the taxation on labour, once the deficit, which was heading for double 
digit figure, would allow so. It also cut nominal wages in the public sector, benefits and minimum 
wages and embraced the market: privatization processes were started, markets were liberalized 
and the public sector was gradually sized down. 
At the same time, the Netherlands entered the hard ERM in 1983, after an unexpected deval-
uation in 1983. All in all, the macroeconomic performance of the Netherlands improved remark-
ably from the second half of the 1980s onwards, when inflation was well below German levels, 
the unemployment rate declined as did the deficit of the government. 
In 1989 a new coalition of the Christian Democrats and Social Democrats, who had decidedly 
moved to the center, took over with a promise of a more social policy. The fall of the German 
wall and German unification provided a positive demand shock, but when the business cycle 
swung down, the government, which was still running a deficit, felt that it was necessary to 
implement a hugely unpopular austerity package of roughly 3% of GDP in the first few months 
of 1991. This was accompanied by a large increase in the current account balance. The package 
was also necessary in the light of the Maastricht treaty, which was being drafted by the Dutch 
government, and contained debt and deficit criteria, to which the Netherlands would not be able 
to stick without the package. Furthermore the high nominal and real interest rates on the capital 
market were aggravating the problem for a country with a debt/GDP ratio of 80%. The treaty was 
approved by parliament, without much discussion and without a popular vote, meaning that the 
Netherlands would be in the first wave entrants to Euroland. 
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7.2. THE NETHERLANDS 137 
During the ERM crisis of 1992-93, the Guilder-DM mark parity was never serious~lf tested 
by the market and when the system collapsed the Dutch and German authorities entered into a 
bilateral agreement to maintain the old parities. As Belgium and France, two other impo(\ant 
trade partners, also recovered to their old parities quite quickly, the crisis probably had less of an 
impact on the Dutch economy than on other European economies. 
A new government of Social Democrats, Conservative Liberals and Liberals superseded the 
old government in 1994 and continued with a socially tinted, neo-liberal economic policy. The 
Dutch economy flourished more than ever, as its official unemployment waj"t]);;lowest in the 
Euro-area, and in 1999 the government was able to record its first surplus in ~5 years. 
7.2.2. Monetary Policy. The Dutch Bank Law2 of 1948 states that: ·· t . · 1 , 
"It shall ~e the task of the ~utch Central ~ank to regulate the vafl~P,~?~ th~ Dutc~ 
currency m such a way as IS most conductive for the prospenty of ffle' rtat16j1 and 
in doing so, to stabilize that value as much as possible."3 ' ' 
Apparently there are three objectives: a welfare objective, internal price stability and external, 
exchange rate stability. In fact the last part of the phrase was added by parliament to interpret the 
first part, see De Jong (1960). The law already curbed the independence of the Central Bank with 
respect to the pre-war law in two important ways: all its shares were bought by the Dutch state 
(probably at a price slightly below market value) and an important new article was added, which 
stated that the Minister of Finance could give binding "directions" to the Bank. They have never 
been given and the article has been removed from the law in 1998 in preparation for the Monetary 
Union, but in the frequent informal meetings between the President of the Bank and the Minister 
of Finance the sheer possibility of them gave considerable leverage to the Minister. So the Dutch 
central bank was somewhat less independent than the German Bundesbank. 
In practice Dutch monetary policy, often referred to as "Moderate Monetarism", aimed at 
exchange rate stability, deemed very important for a trading nation, first in the Bretton Woods 
system, later in the snake, ERM and EMU. A broad liquidity ratio was used as the key indicator 
for monetary policy. Whenever money growth was perceived to be too high, the Dutch monetary 
authorities hit the break with an over time evolving array of policy instruments, which will be 
described below, as will the exchange rate arrangements. A very complete overview is given in 
De Greef et al. (1998). 
The banks own view is that path of moderate monetarism was a fairly constant one. Still in 
the 1970s the Dutch government took recourse to monetary financing of its deficit (1975-1983), 
inflation was high and the Dutch currency was devalued several times, so in fact an expansionary 
Keynesian policy was followed between 1972 and 1983. Before and after that period, moderate 
monetarism is an adequate description of monetary policy. 
In 1998 a new bank law superseded the old one, in preparation for monetary union. Under the 
new Jaw, price stability is the main objective and as long as that is not endangered, contributing 
to reaching the goals of article 2 of the treaty of Rome. The right of the Minister of Finance to 
overrule the Bank was abolished. 
7.2.3. Liquidity ratio and monetary instruments. From the 1970s onwards, the liquidity 
ratio was the key variable watched by the Central Bank in the belief that excess liquidity would 
ultimately lead to inflation. Whenever the Bank felt that M2-growth was excessive, it used its 
instruments to bring it down. Over time we see two broad developments in the instruments used: 
2Bankwet 1948, published in het Staatsblad I-166 on May 14th 1948. Another unofficial translation in English 
can be found in the Annual Report of De Nederlandsche Bank over 1948. 
3 Article 9(1) of De Bank wet 1948: "De Bank heeft tot taak de waarde van de Nederlandse geldeenheid te 
reguleren op zodanige wijze als voor 's lands welvaart het meest dienstig is, en daarbij die waarde zoveel mogelijk 
te stabiliseren." 
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the transition from direct to indirect instruments and a gradual orientation to m9re market ·based 
instruments. Both processes were intrinsically linked to the capital and credit rnarket liberaliza-
tion, which is described below. ' {;. 
From July 1973 until November 1979, the Central Bank imposed a liquidity reserve require-
ment system on banks. As the liquidity ratio increased nonetheless and the aforementioned mea-
sure had undesirable side effects, the Bank decided to apply a net credit restriction between May 
1977 and June 1981. The percentage growth rate allowed varied over time and also differed 
somewhat between banks. Consumptive credit was restricted betweyn {\pril 1979 and March 
""F" "{f_-; 1980. :. ii'{ ., •. 
In 1986 and 1987 there was a gentlemen's agreement with 'commercial banks to limit the 
growth of credit. Especially the limit in 1987, 2%, was tight. r:j;q~e,that <it v~;u)j~ms other times, 
there were discussions between the Central Bank and commercial)~,¥~: D~7 to. the small number 
of banks (four and after a merger three large banks had a market share of we)! over 80% ), a formal 
agreement was not always necessary to limit credit expansion. 
Between 1987 and 1993, the Bank held a small portfolio of government bonds for open 
market operations: it was used only once in March 1989. Between July 1989 and April 1990, a 
monetary cash reserve (non-interest bearing) applied. 
During the 1980s the liquidity ratio was gradually abandoned and during the 1990s the bank 
only targeted exchange rates, not so much as a policy choice, but a necessity after the capital 
market liberalizations of the 1980s. It was simply impossible to continue targeting both a fixed 
exchange rate with Germany and the liquidity ratio, but the bank for a long time paid lip service 
to targeting liquidity (several issues of the annual report of DNB). The liquidity ratio is reported 
in figure 1 G) and illustrates this point. 
7 .2.4. Exchange rate. The Netherlands have a long history of aiming for exchange rate sta-
bility: the gold standard was only abandoned after all other countries had left the gold block in 
1936, even though unemployment was over 20% at the time. The first bank president after the 
war, Holtrop held an almost dogmatic aversion to realignments in the Bretton woods system, in 
which the Guilder was effectively anchored to the dollar: revaluations of the German mark were 
only partially followed. 
When the system broke down, the Dutch government took the initiative and entered into 
an agreement with Belgium and Luxembourg, fixing exchange rates. A few month later these 
countries entered the snake and later the Netherlands became one of the founding members of the 
European Monetary System. In all these arrangements, the Dutch Guilder was restricted to the 
smallest possible band. In the EMS, the Dutch Guilder was devalued with respect to the German 
mark on 18 October 197 6, 16 October 1978, 24 September 1979 and 21 March 1983. At each 
time it was devalued by 2% vis-a-vis the German mark. Especially the last devaluation came as a 
surprise: despite the massive government deficit at the time and consistently higher inflation than 
in Germany, the interest rate differential with Germany had been closed. The surprise devaluation 
of the new center-right government re-opened the interest rate gap with Germany for about five 
years, in which the government ran expensive deficits. 
Cumulative inflation since 1983 has been lower in the Netherlands than in Germany and the 
1983-peg was maintained afterwards without problems. After the signature of the Maastricht 
treaty in 1991, drawn up by the Dutch government, which foresaw the creation of a singly Euro-
pean currency on January 1st 1999 and in which the participation of both Netherlands and Ger-
many was never in doubt, turmoil broke out in the EMS: After two waves of speculative attacks 
in 1992 and 1993 it effectively collapsed: all bands were widened to 15%. Still the Dutch and 
German authorities immediately entered into a bilateral agreement in August 1993 to maintain 
the old bands, which were never challenged by the markets. Just before fixing the Euro-exchange 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
1, 
( 
l 
l 
l 
J 
7.3. MONEY DEMAND, DATA AND THE NETHERLANDS !39 
rates, the Guilder was markedly stronger than the Mark on speculation that it might be rev;¥" 
ued. Wellink, the president of the central bank since 1998, admitted afterwards thilt they had 
considered the idea of a revaluation.4 
7.2.5. Liberalization process. Already in 1961, current account transactions had been fully 
liberalized and foreign direct investment was allowed virtually without restrictions. There never 
was a period of really strict capital controls. Other capital account restrictions remained strict, 
but were considerably simplified in 1977. In 1983 restrictions on capital inflows were abolished. 
On January I 1986, October I 1986 and January I 1988, the domesti.~ ~pital market was 
almost completely deregulated: among other things bullet loans, commercial'p\ijier, floating rate 
notes and bank issues of certificate were allowed, as were deep discouPrt and zero-coupon bonds. 
Foreigners were also allowed to tap the market. In 1991 the prohi~i:t).S:Hfof idde!'~ loans was 
finally abrogated.5 /Jl~!if· ,, 
The abolition of a strict separation between banks and insurance companies on January I 
1990 quickly led to a number of mergers and take-overs, which profoundly changed the market 
structure: by the mid-1990s, three big financial groups, ABN-Amro, ING and the Rabobank 
controlled almost the entire banking market in the Netherlands. The first two are now rapidly 
expanding abroad. On the other hand a few insurance companies entered the banking market, 
offering postal savings account at very competitive rates. Due to the increased competition, banks 
and these insurance companies started offering savings accounts with interest rates well above the 
money market rates. At the time of writing this article, April 2003, large banks are offering 4% 
on instant saving accounts and some smaller ones even 4.8%. Yet the yield curve on the money 
market (to one year) is well below 2,75%, whereas the yield on 10 year government bonds is 
4,2%. Interest rates on saving accounts are thus effectively used to attract and maintain clients 
and to entice them to buy other profitable services from the bank. 
7.3. Money demand, data and the Netherlands 
In this section we shall discuss the literature on money demand in the Netherlands and the 
data used in this paper. 
7.3.1. Money demand in the Netherlands. The central question in the Dutch money de-
mand literature of the last decade has been: what is the cause of the rise in the liquidity ratio over 
the last twenty years. 
From a monetarist point of view, excess money should ultimately lead to inflation, which 
given the fixed exchange rate over the period (and even more now in Euroland) should be a real 
worry to policy makers. 
A number of explanations have been put forward in the empirical literature: profit hoarding 
by firms, who are uncertain about the future (Kuipers and Boertje, 1988), an increased importance 
of the financial transactions motive (Sterken, 1992) and increased wealth in the Dutch economy 
(Fase and Winder, 1990). All of these studies leave large misspecification in their estimated 
equations in the form of extremely low Durbin-Watson statistics, a sign that the non-stationarity 
of the data has not been completely taken care of. 
The Dutch Central Bank decided to do a survey of firms in the late eighties to find out why 
they held more money. Only from the mid 1980s did the central bank record where the liquidity 
increase took place. Large part of it was in the business sector and from the survey they conclude 
4 At the presentation of the annual report of the Dutch Central Bank over 1998, on May 25th 1999, he admitted 
that the Dutch central bank had entertained the idea of a revaluation. They decided not to revalue for fear of turbulence 
on the exchange rate market (see NRC Handelsblad, May 26 1999) 
5Unfortunately no indexed bonds have been issued by the Dutch state so far, which means that real interest rates 
will have to be approximated in the rest of this paper. 
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that this is due to the preference for internal financing over external financing iq.1firms, which 
given the increased profitability of the business sector, became easier in the 1980s. ·· , , 
Jacobs and Van der Horst (1996) are from a methodological point of view closest to t:his paper: 
they consider a small VAR model with the log of real GDP, annual inflation, short and long term 
interest rates (but not money) and find that the real long term interest rate in the Netherlands in 
stationary over the period 1977(1)-1992(4). 
7.3.2. Data vector. The data vector of this study is very similar to.t:i:J*used in a number of ), .!·,;.!-"' 
other studies, namely Juselius (1998, 2001); Juselius and Toro (1999); Beyer (1998). It consists 
of quarterly data on national income, money, a short term interest r;J:te, a lollrg te(~ interest rate 
and the quarterly inflation rate. The last four variables are daily avc;rijge§ (monthlfaverage in the 
Jj~l 11' 
case of money supply) over the whole quarter (and thus not end of 'l"~f!er·data). · 
The log of real gross domestic product( according to ESA 1995 definitions'~nd with base year 
1995) Yt is supplied by the Dutch central statistical agency (CBS, available on-line at statline: 
www.cbs.nl). 
The log of nominal M3, m3t as supplied by the Dutch central bank was chosen, because it 
was not targeted over the period (a special Dutch definition of M2 was in the beginning of the 
period under study) and it is the only broad measure for which data are readily available for the 
whole period, as measurement of M2 stopped a few years earlier. This measure was not targeted, 
but it appears subject to a large number of data revisions. 
The log of the CPI with base year 1975 Pt is supplied by the Dutch central statistical agency 
and has been taken from datastream. Unfortunately no chain weighted price index is available 
and the GDP deflator for the statistical agency suffers from large data problems6. 
Ltit and stit are measures of long and short term interest rates respectively, each divided by 
400 to make them comparable to the quarterly inflation rate Apt= Pt- Pt-l· 
Ltit is the interest rate on liquid7 Dutch government bonds with a remaining time to maturity 
between 5 and 8 years and has been taken from statline. 
Stit is a measure of interest rates available on saving accounts and deposits of less than two 
years: it has been constructed on purpose for this study by taking the daily maximum over all such 
savings products of the postbank/rijkspost-girospaarbank/ING and Spaarbeleg. The first used to 
be the state-owned giro service at the post office, was privatized in the 1980s and became part of 
the ING group in the early 1990s. Throughout the period it had a fairly constant and consistent 
market share. The latter is part of an insurance company and aggressively entered the market 
with a postal savings account in the 1990s. This interest is markedly different from short term 
interest rates on the money markets. It is a good proxy measure for the savings rate available to 
households (and some small companies) over the period. A gradual increase in competition lead 
to banks offering interest rates to private consumers which were well above the money market 
rate towards the end of the period. They did so to attract other more profitable business. Clearly 
not all companies did and do not have access to these saving rates. 
The 5 data series, Yt. m3t, Pt. ltit and stit together with inflation Apt are plotted in figures 
I (a)-! (f). In figures I (g)- I (j) we report 4 derived data series, namely the interest rate differential 
idt = ltit - stit, the real short run interest rate r stit = stit - Apt. the real supply of M3, 
m3Tt = m3t- Pt and the log liquidity ratio lrt = m3Tt - Yt· All these four last variables play an 
important role in the theories, that will be tested in this paper. 
6The GDP deftator supplied by the Central Statistical Office(CBS) fluctuates more than 5% per quarter in the 
early 1980s. In other parts of the series no similar behaviour exists. The CBS explained they were aware of the 
problem, caused by linking series, but had no idea of the causes or indeed how to fix it. 
7Trade has to take place in a certain bond and there is a minimal amount outstanding (source: CBS statline) 
·."'" ;: 
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Figure 7. 1: The data series 
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Graph 1 (g) shows that there is a decline in the interest rate spread over the per~9d and that 
there is one episode in 1993 of an inverted yield curve. The real short term interest rate also 
declined in the last years of the sample. The growth in real M3 has been phenomenal anShas far 
outstripped the growth in real income, such that the liquidity ratio increased considerable over the 
period under study. 
7.4. Economic Theory 
A host of economic theories predict constant relationships between thtt•lib<JI~<i,_,!llentioned vari-
ables. The following discussion also purports to show which ones have found empirical support 
in the empirical literature, which uses cointegrated VAR-models. ·I' .· · · , _, 
M d d d . . If . . b ,J' . . ' 'tt oney eman , m m Its most genera orm IS given y: 'lJ'·';, , ,. ' ' 'lf~i-1t ;1 d ; ( I !, (7.1) mt = b1Yt + b2Pt + b3stit- b4ltit- bst>Pt + b6t +·ut ,. 
where all parameters, with the exception of b6, are assumed to be non-negative and Ut is sta-
tionary. Often unit price b2 and income b1 elasticities are imposed. These are of course testable 
restrictions and will be treated as such. Furthermore b3 = b4 is often believed to be necessary, 
as the differential should give a measure of the opportunity cost of holding money. b6 is a fairly 
crude way of including a long liberalization process or alternatively technological innovation. 
Aggregate income. The standard IS relationship predicts that trend-adjusted real aggregate 
income is negatively related to the real long term interest rate. 
Alternatively trend-adjusted real income may cointegrate with inflation to yield a short-run 
Phillips curve as in Hendry and Mizon (1993) or Juselius (1996). Both alternatives are captured 
in the following relationship 
(7.2) 
where b1 2: 0, , b2 =· b3 and Ut ~ I(O) is consistent with an IS curve and b2 = 0 and b3 > 0 
specifies a short -run Phillips curve. 
Interest rate relations. According to the Fisher parity, the expected real interest rate is a 
stationary process: 
(7.3) 
(Here the yield curve is supposed to be increasing over the first two years, such that M3 yields 
the highest interest rate over 8 quarters). Unfortunately we cannot measure expectations with the 
present data set, so we have to rely on the outcome. If we make the auxiliary assumptions that: 
(7.4) 
and: 
(7.5) 
where Uzt and u31 are stationary, just as UJt is, then we get: 
(7.6) 
(7.7) 
rstit stit - t>pt 
UJt + Uzt + U3t 
which is easily testable, but of course heavily dependent on the two auxiliary assumptions. There-
fore a rejection does not imply a refutation of the Fisher parity. 
The expectations hypothesis, augmented with the two auxiliary assumptions states that the 
interest differential between long and short term interest rates is stationary: 
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(7.8) id, = lti, - sti, = U4t 
where u, is once more a stationary process. 
Central bank policy rules. As the Central Bank targeted the exchange rate in a small open 
economy with already very liberal capital restrictions in the beginning of the period, it was able 
to influence neither the (short term) interest rate (which was set by Germany), nor the money 
supply. We thus do not expect to find a central bank policy rule. 
Policy rules are found to yield stationary relationships by Beyer (199~}a!fp.Juselius (2001), 
but in these two cases, the respective countries executed their independent m9netary policy. 
Monetarist theories Textbook treatment of monetarist theories an\( al?O thel Dutl'}1 moderate 
monetarism. fram~work assume that the liquidity ratio (or altemativel~~~y ~~!o"6iiy, which is 
Its mverse) IS stationary: ;~' · , 
(7.9) lr, = m3, - Pt - Yt = U5t 
Furthermore excess money will lead to inflation in the medium run and the central bank is as-
sumed to be able to control inflation by increasing the short term interest rates. The last two 
statements are testable in the moving average representation of the I(l) model. 
7 .5. The statistical model 
In this section we discuss the statistical models used together with some extra remarks on 
particular outstanding issues. 
7.5.1. The 1(2) model. One representation of the p-dimensional 1(2) model (Johansen, 1992) 
with 21ags is given by: 
(7.10) 
where et is distributed normally with mean zero and variance-covariance matrix n 
Define the characteristic polynomial of this process as: 
(7.11) F(>.) = >.2I- (IT+ 2I- f)>.- (f- I) 
and let >. 1, ... , A2p be the roots of IF (>.)1 = 0 
The following assumptions apply: 
1(2) a: II = ofJ' where a and (3 are p x r matrices of full column rank. r < p 
1(2) b: 2p- 2r- s roots>. of the characteristic polynomial (7.11) equal one >. = 1. 
The other 2r + s roots are smaller than one in absolute value 1>-1 < 1. Let { >.;}, i = 
1, ... , 2r + s indicate the roots of the second group. It then follows that a~ f(3_L = ~r/ 
where~ and 7) are full rank matrices of dimension (p - r) x s. Another equivalent way 
of stating this result is &_La~ rjJif3~ = a 1(3i where a 1 and (31 are full rank matrices of 
dimension p x s, s < p- r. 
1(2) c: a~8(3z where 8 = f/J&'r +I, a 2 = (a : a 1 ) i and (32 = ((3 : (31) i is a matrix of 
full rank (p- r- s). 
On the deterrninistics, we put restrictions to make sure that all variables have a trend in the 
levels, but no quadratic or cubic trend. This implies that all the variables can be decomposed in a 
stochastic part Yi and deterministic part as: 
(7.12) 
The following particular specification for the deterministic part of the 1(2) model was originally 
proposed by (Rahbek et al., 1999) . 
1(2) tl: f.L1 = af3b where (30 is a vector of length r. 
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'/' 
Figure 7.2: Selection of ranks in the I(2) 11)01, et. 
t ) . tJI ~Y;t-i:, ,, 
.f /' 
1(2) t2: a~J.to = ~rJb +a~ f/3(3b, where 7Jo is a vector of length p- r- s. 
No restrictions are placed on d J.to. 
' ' f.;. 
A few comments on these conditions are warranted: If s = p - r we are back at the well 
known I (I) model, which is given below. Furthermore all unit roots are at I and nowhere else: 
seasonal unit roots are not considered in this chapter. 
The number of I(!) trends equals s, whereas the number of I(2) trends is p- r - s. 
The advantage of this representation is that all the restrictions are explicitly introduced in 
the standard VAR-model, one of the main workhorses of modern econometrics. A major disad-
vantage is that the restrictions are very complicated and non-linear. Furthermore the stationary 
relations are not obvious in this representation, so this representation does not offer any direct 
economic interpretation. 
Another problem for the statistician is that no direct methods to explicitly maximize the 
likelihood function have been derived for this representation: it is difficult to maximize a likeli-
hood under these complicated linear restrictions. So following Paruolo and Rahbek (1999) we 
reparametrize the model, such that conditions I(2)a, I(2)tl and I(2)t2 become embedded in the 
parametrization: 
(7.13) 
7.5.1.1. Determination of the rank in the !(2) model. In the 1(2) model, we need to determine 
two ranks, namely r and s. We can maximize the likelihood under the restrictions H 0 : r = 
r0 , s =so to obtain Lmax (H (r, s,p- r- s)) and form the likelihood ratio 
Q (H (r, s,p- r s) IH (p, O, O)) = Lmax (H (r, s,p- r- s)) 
Lmax (H (p, 0, 0)) 
Underthenullr = r0 ,s = s0 theteststatistic -2lnQ (H(r,s,p- r- s) IH(p,O,O)) asymptot-
ically converges to a functional of Brownian motions, which for the deterministic specification in 
this paper has been tabulated by Rahbek et al. (1999). We start by testing H (0, O,p). If rejected 
we test H(O, 1,p -1) to H(O,p,O) and then test H(1,0,p-1) as in figure 7.2. The grey col-
umn coincides with the standard I (I) rank tests. The number of 1(2) trends, p-r-s equals zero in 
that column. 
Paruolo (1996) shows that this procedure has an asymptotic rejection probability of 5% if 
tests performed are 5% tests. 
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7.5.1.2. The two step procedure and maximum likelihood estimation. Two ~pproaches have 
been proposed for the estimation of an I(2) system. Historically the so-called two step proce-
dure (Johansen, 1995c) preceded the full maximum likelihood procedure (Johansen, 1997). Even 
though most applications so far have used the two step procedure, we shall apply the maximum 
likelihood procedure, except for the estimation of the rank, where we use both. Me2 (Omtzigt, 
2003) is a computer package executing the maximum likelihood procedure. 
For the determination of the cointegration ranks, we use the two step estimator as Paruolo 
(1996) proves that the procedure in figure 7 .2, based on the two step estinJ~tor selects the correct 
integration indices with probability 95% (if 5% tests are used). To outkJowledge a similar proof 
for the maximum likelihood estimator is not available. We shall however calculate the statistics 
for both procedures. ,; . . . .(/ 
We shall only need to do inference on the parameters T and';-f}9c,equatipn"(7.13). Johansen 
(2002c) derives conditions under which likelihood ratio tests on ,r are a~ymptotically x2 dis-
tributed8. As little is known about the small sample properties of these tests (and nothing is 
known on the asymptotic distribution of tests on T2), we shall also resort to bootstrapping these 
tests. Small sample properties will be more fully discussed in subsection 7.5.4. 
7.5.2. The 1(1) model. The p-dimensional vector autoregressive model with 2 lags can be 
represented in its reduced form as: 
(7.14) t>X, = a(3' x,_l + r tl>X,_l + f.i.o + f.i.ti +Et 
where Et are distributed N(O, r!). 
Define the characteristic polynomial of this process as: 
(7.15) 
and let A1 , ... , A2p be the roots of IF (A)I = 0 
The assumptions, which assure that the model is I( 1) are: 
1(1) a: p - r roots A of the characteristic polynomial (7.15) equal one: A = 1. The other 
p + r roots are smaller than one in absolute value IAI < 1. Let {A;}, i = 1, ... , p + r 
indicate the roots of the second group. 
1(1) b: a and (3 are full rank p x r matrices, r < p. 
The following assumption is placed on the trend variable to assure that no quadratic trend is 
generated in the data, but that all variables have a trend in their levels is: 
1(1) tl: a~tJ.1 = 0 or equivalently f.i.t = ap'. 
Inference in the I (I) model is thoroughly described in the monograph by Johansen (1995b ). 
7.5.3. The nominal to real transformation (NtRT). The I(2) model is a submodel of the 
I (I) model: it has the extra rank restriction I(2)c imposed on it. Inference in the I(2) model 
involves a number of still unknown distributions and maximum likelihood still has not been im-
plemented for general restrictions. Hence a transformation from the I(2) to the I(l) model is 
highly desirable. Kongsted (2002) proposes a testable transformation, in which no information 
is lost and calls it the nominal to real transformation. The name suggest that the only nominal 
variables exhibit I(2) behaviour and that it can be removed by subtracting an appropriate price 
index. This holds true in many cases, but is not an absolute prerequisite, such that the name is 
slightly misleading. 
The transformation starts from the observation that (T'X,,T~l>X) ~ !(1) or in fact any 
transformation ( T 1 X,, s~ t>X) ~ I ( 1) for which Is~ T .L I # 0. So the proposed transformation is 
8The 1(2) model of Johansen (2002c)does not have any deterministics. We shall assume that the results will 
continue to hold true if these are included. 
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to analyze ( r 1 X,, s~ ll.X), which will be shown to have an autoregressive structury;and a reduced 
rank, such that it is an I( 1) model. ., , , 
We shall now derive the autoregressive representation of the new process after tlie transfor-
mation. Let us first define q and x from the following equality, which we shall apply repeatedly: 
I= s (r1sr1 r 1 + r.L (s~r.L)- 1 s~ 
= (qr1 + xs~) 
If we multiply (7.13) by r 1 and ignore the deterministic part for a momen~l''we obtain 
:, . .{!f '":,,~' 
and pre-multiplying by s~ we get 
s~ .6.2 Xt = s~ ap1 ( r 1 Xt_1) + s~ a8r~ q ( T 1 ll.Xt-1) + s~ a8r~x (s~ ll.Xt-1) 
+ s~ (' ( r 1 ll.X,_l) + s~ Et 
Now collecting terms we get the transformed model, which is I(l) with rank r: 
[ 
T
1 
ll.Xt ] [ T 1 a ] [ 1 8 1 ] [ 7
1 
Xt ] s~.6.2Xt = s~a p r.Lx s~ll.Xt 
+ [ T1a8r~q + r 1( 1 +I 
s~ a8r~ q + s~ ( 1 
+ [;JEt 
0 ] [ T 1 ll.Xt-1 ] 
0 s~ .6.2 Xt-1 
As there is only a trend in the levels of the variables, we see that the new variable s~ ll.Xt 
s~ ll.Y, + s~ m 2 should only contain a level intercept, but no trend, whereas of course r 1 Xt = 
r 1Y, + r 1m 1 + r 1m 2 t should still contain a trend. 
So to keep the model exactly the same after the transformation, we should take account of 
the following two facts: 
(I) The coefficient to the second Jag of s~ .6.2 X,_1 are zero. 
(2) s~ ll.X, should only contain an intercept, but no trend, whereas T 1 X, should contain a 
trend. 
Kongsted and Nielsen (2002) study the effect of ignoring the restrictions I and 2 in a model 
which does not contain dummies, seasonal or otherwise. They do so by means of an application 
on real data and a simulation study, both a 3-dimensional VAR and find that "unrestricted reduced 
rank regression is shown to yield only a minor loss of efficiency compared to imposing the re-
strictions in the simulation experiment." They thus argue to transform the model to an I( I) model, 
ignoring the additional restrictions. They thus transform the I(2) model (7.10) with restrictions 
I(2)a-c, I(2)tl-2 to the the I(!) model (7.10) with restrictions I(l)a-b, I(l)tl. 
7.5.4. Small sample properties of cointegrated VAR models. The small sample properties 
of most, if not all tests in the cointegrated VAR models (7.14) and (7.10) have from the beginning 
given cause for concern. Most attention has focused on the restrictions on the cointegration 
parameters (3 in the I(!) model (7.14) (see Gonzalo (1994)). Two methods to overcome severe 
size distortion in small samples have been proposed and applied in the literature, namely Bartlett 
corrections and bootstrap methods. We shall discuss the implementation of these methods in 
inference on the cointegration parameters in the I (I) model and then give some comments on 
small sample properties of the other tests. 
1 
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Define (3* = ((3, p)' and Jet us consider the general I(l) model (7.14) and tj;\e following 
hypotheses on (3 and p: ·· , , 
t• (1) (3* = ((30,-t/J) that is q ::; rout of the cointegration relationships are known·<bntirely, 
including their trend. The other cointegration relations are unknown. 
(2) (3 = H <p, that is the same restriction on all cointegration vectors (but no restrictions on 
the trend parameters). 
(3) (3* = ( H1 <p, ... , Hr'P) that is generically identifying, linear restrictions on each of the 
vectors (3*. If the restrictions are not generically identifying, thji!i'akgprithm by Omtzigt 
(2002b) can be used to render them identifying. . ·. '· ' ' .,,, · 
Johansen (2000a) derives the Bartlett correction for tests I and 2j,!pdFr ~n assv!)Wtion on the 
dummies, which in the current deterministic set-up implies that seast)lleum~.}eS. can be taken 
account of, but other dummies not. By means of a Monte Carlo study Ji~'sho"'\s that the Bartlett 
corrected test has a size close to 5%. 
Gredenhoff and Jacobson (2001) propose to bootstrap all three kinds of tests and do so in a 
small Monte Carlo study. This method can also be applied if besides seasonal dummies, other 
dummies are present in the model. They base their bootstrap on the estimate of (3* under the null 
hypothesis and show by means of a simulation study that the size properties of the bootstrapped 
test are adequate. 
Omtzigt and Fachin (2002) show that both methods can fail in terms of power. They argue 
that if the null hypothesis is false, then the estimated model under the (false) null hypothesis 
does not contain p - r unit roots, but (at least) p - r + 1 unit roots, as (at least) one of the 
cointegration relations becomes non-stationary. If the estimated (p - r + 1 )th unit root is close 
to unity, the Bartlett correction factor grows without bound (and becomes undefined when it is 
unity). Consequently the Bartlett corrected likelihood ratio test statistic becomes very small and 
the null hypothesis is wrongly accepted. By means of simulations they show that the corrected 
likelihood ratio can well become a biased test, as can the bootstrapped test statistic. 
Let {jr = (Sr, Pr, &r, f' lr. Or) be the estimates under Ho and {ju = (Su, Pu, &u, f' lu, flu) 
the estimates under the alternative. Then Omtzigt and Fachin (2002) propose to base the Bartlett 
correction on {ju· They also suggest resampling from the DGP based on {ju (and not {jr) when 
applying the bootstrap. Ho does not necessarily hold in the bootstrap sample, so propose to take 
a new null hypothesis H~ which holds in the bootstrap sample and equals Ho if Ho were to hold 
true in that sample. They propose H~ for the cases 1 and 2, but not for the more frequently applied 
case 3. In the appendix to this chapter, section 7 .A we give one proposal for H~ in case 3. 
As a general point we shall report I >-;;,ax I, that is the the largest root, that is not restricted 
to be unity by the model. If 1>-;;,axl is substantially larger in the restricted model (and close to 
unity) than in the unrestricted model, then we consider that a sign that Ho should be rejected. 
The points raised by Omtzigt and Fachin (2002) are then amply illustrated, as both the boots trap 
and the Bartlett correction cease to function, when 1>-;;,axl is close to unity. If this is not the case 
there are no substantial differences between basing the Bartlett correction or bootstrap on the 
unrestricted estimates. 
The asymptotic theory for parameters in the I(2) model has only just been developed and not 
even for all the tests on r and r 2 we perform do we know the asymptotic distribution. So the 
small sample properties of the estimators are still very much unknown. We therefore bootstrap 
these tests. The point raised above on the extra unit root(s) is equally valid, but we still bootstrap 
using the restricted parameter estimates, as we do not have any equivalent null hypotheses for 
the bootstrap. We do however report the largest root in both the restricted and unrestricted model 
and note that in the test we perform they are extremely close, such that even with an equivalent 
hypothesis we are confident that we would obtain very much the same results. 
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The Bartlett correction of Johansen (2002b) for the trace test in the I(1) model ifo;not valid 
in the presence of seasonal dummies, which are present in our application. Subseq~~n.tly we 
cannot use the correction. An alternative would be to block-bootstrap the residuals and resample 
under the null as proposed by Van Giersbergen (1996). Yet the length of the block makes a large 
difference and no clear guidance as to how to select the block length is available. 
Two issues are of interest in the rank selection procedure. In the I(2) model the differences 
between rank selection based on maximum likelihood and rank selection based on the 2 step 
method has not been commented upon, so we compare the two. t?f'· Jf'·; 
Secondly if we were to apply a nominal-to-real transformation andimposelh'e·restrictions I, 
2 in subsection 7 .5.4,if no dummies were present and if we were to u·selhe unrestric\ed estimate 
of r, then the trace statistic for the rank in the I(2) model Lz;:~fJ';~,'g,~~,:Y~? th~ tra9( test in the 
I(l) model ~:::iZi;\l would be the same. We shall find that ignoring t ~fe'cond~rions will cause 
them to be quite different: we use a restricted estimate of r, seasonal dummies are present in the 
model and we do not impose the two restrictions in subsection 7.5 .4. 
7 .5.5. Automated Model Selection. The identification and restriction of the cointegration 
space in the I(l) model is a long and fairly arduous process. Following Davidson (1998a) who 
first automates the search for restrictions, Omtzigt (2002a) proposes a procedure for restriction 
and identification, which mimics the way Juselius (2002) searches for cointegration vectors. 
If there is only one cointegration vector, the search procedure is as follows: 
(1) The program creates p+ 1 unit vectors h1o ... , hp+b corresponding to the p variables and 
the trend in (3*. The user can specify additional vectors ei, i = 1, ... , u. If the first two 
variables are money and income, then the user may define e = [1, -1, 0, ... , 0]' which 
can be seen as the 'new' variable m-y. The program takes any possible combination 
of maximal p of the vectors h1 , ... , hp+l, e, ... , eu and forms the matrices H1 through 
to HK all of full column rank. For each i ol j, sp (Hi) ol sp (Hj) and the matrix which 
only consists of column hp+l (and would thus correspond to testing whether the trend is 
a stationary relation) is excluded. 
(2) The programs tests restrictions of the kind (3* = HvcPv· All those accepted at the 5% 
level are listed. First the accepted tests with the highest number of over-identifying 
restrictions (that is with the lowest number of columns in H) are reported. In case of an 
equal number of over-identifying restrictions, the test with the highest p-value is reported 
first. 
If the rank of the cointegration matrix is 2, then the matrices H in step 1 contain at most p- 1 
columns. In step 2, we first test all the individual restrictions of the form (3* = (Hvc/Jv, '1/J). Those 
accepted at the I% level are then combined in a further step. Let C1 = {1, ... c1} denote the set of 
accepted restrictions. We then test each combination i, j E C1, i ol j for which the restrictions are 
generically identifying. We thus test (3* = ( Hir.p, Hj<p) Let C2 = { { i, j }z , l = 1, ... , c2 } define 
the set of combined restrictions that are accepted at the 5% level. Then order all the restrictions 
in C1, which are accepted at the 5% level and those in C2 according to the criteria above. 
A more detailed account of the procedure can be found in Omtzigt (2002a), who also per-
forms a Monte Carlo study to test the effectiveness of the procedure. He argues that the researcher 
should chose between the top-5 models selected and shows that under-selection of the Jag length 
leads to a higher probability of recovering the true model. 
Even though his simulations show that there is a sizeable size distortion in the procedures, 
he does not use any corrections (Bartlett or boots trap) in his Monte Carlo simulations. In this 
paper we combine automated model search with small sample corrections to gauge whether the 
resulting procedure is useful for the data set at hand. 
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Misspecification tests in the unrestricted VAR 
Multiv~riate Univariate 
Variable y99, Pt m3, rsri, id, t:,. 
Normality 1.96(0.38) 2.64(0.27) 0.25(0.88) 4.22(0.12) 1.51(0.47) 11.63(0.31) 
ARl 0.03(0.87) 0.03(0.85) 0.01(0.91) 0.06(0.81) 0.55(0.46) 25.08(0.46) 
skewness 0.36 -0.25 -0.02 0.37 -0.08 
kurtosis 3.18 3.50 2.95 3.79 3.30 
Table 7.1: Misspecification tests of the unrestricted VAR with.(Wcil~ags 
. . . . 
. t 
ri/1 . . i o ~~ 
7 .6. The empirical analysis 'J;;~tft· 
1
, ' • 
Even though data is available from 1977 quarter 1 (the start of the GDP data series), we 
effectively use data from 1979 first quarter onwards, as 1977 and 1978 contain a series of outliers, 
which would require a number of dummies. 
Instead of modelling straight away the five data series, we choose to model the following 
transformation: y,, p,, m3,, rsti, and id,. All these variables are plotted in figure 1. We needed 
exactly two lags and centered seasonal dummies, but no other dummies. The residuals of the 
unrestricted VAR with two lags show no sign of misspecification, see table 7 .1. The normality 
and AR 1 tests have been taken from Doomik and Hansen ( 1994) and Doomik ( 1996) respectively. 
The p-values between brackets indicate that the model is well specified. 
7.6.1. Determination of rank in the 1(2) model. The determination of the ranks in the I(2) 
model is done as described in section 7.5 .1.1. We have calculated the relevant likelihood ratio 
statistics based on the 2 step estimator and those based on the maximum likelihood estimator. 
They are reported in tables 7.2 and 7.3. The 95% percentile of the asymptotic distribution is 
given in brackets below the test statistics: we remark once more that we have no formal proof that 
these percentiles are valid for the maximum likelihood estimator. 
From a theoretical point of view we expect there to be just one I(2) trend, which is the 
nominal trend in m3, and Pt· Using table 7.2 the first accepted rank is ( r, s, p - r - s) = ( 1, 3, 1). 
According to Paruolo (1996) we should now stop and accept this rank. 
We do however continue and find that the next hypothesis accepted is ( r, s, p - r - s) = 
(2, 2, 1): from a theoretical perspective we expect at least two cointegration relations to be present 
in the data set. Furthermore the rank (r, s, p- r- s) = (1, 3, 1) was only just accepted. 
We note that 2 step estimation and maximum likelihood give identical results when r = 0 
and when p - r - s = 0: these are the top row and the right hand column in the rank tables. In 
all other cases the statistic based on maximum likelihood is remarkably lower than the statistic 
based on the two step estimator. 
For two reasons shall we continue to do the rest of the analysis for ( r, s, p - r - s) = ( 1, 3, 1). 
Firstly it is the first rank accepted in both procedures. Secondly and more importantly, it turns out 
that using inference from r = 1 is beneficial for r = 2. 
7.6.2. The nominal to real transformation(s). The aim of this section is to fully determine 
T, for once we have done so, we can apply the nominal to real transformation and continue our 
analysis in the I(l) model. T 1 X, contains all the variables and combinations of variables that are 
at most I(l). The variables are X, = (y,, m,,p,, rsti,, id,): real GDP, m3, the consumer price 
index, the real short term interest rate and the interest rate differential between the nominal long 
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p- r r 
5 0 593.2 
(198.2) 
4 1 
3 2 
2 3 
1 4 
2 Step Inference 
308.0 217.1 151.8 114.8 109.4 
(167.9) (142.2) (119.8) (101.5) (87.2) 
414.9 169.0 103.2 68.8 63.8 
(137.0) (113.0) (92.2) (75.3) (62.8) 
201.7 77.0 42.6 27.1 
(87.6) (68.2) (53.2) (42.7) 
118.3 44.8 . 13.3 
(47.6) (34.4),"'' (l2))!4) 
46. er- '2']'' 
. (19.9) .(12.5) 
• ! 
p-r-s 5 4 3 2 ,;·. 1, IQ ,1/ 
'. !.;. 
I· .J! I 1 
Table 7.2: Test statistics of the rank selection procedure, base~ 6ltwo ~tep' estimation 
Maximum Likelihood Inference 
p-r r 
5 0 593.2 308.0 217.1 151.8 114.8 109.4 
(198.2) (167.9) (142.2) (119.8) (101.5) (87.2) 
4 1 198.2 132.0 90.8 68.1 63.8 
(137.0) (113.0) (92.2) (75.3) (62.8) 
3 2 85.0 59.0 38.4 27.1 
(87.6) (68.2) (53.2) (42.7) 
2 3 36.8 23.1 13.3 
(47.6) (34.4) (25.4) 
1 4 12.3 2.1 
(19.9) (12.5) 
p-r-s 5 4 3 2 1 0 
Table 7.3: Test statistics of the rank selection procedure, based on maximum likelihood estimation 
term interest rate and the nominal short term interest rate. Let h1 be the five-dimensional unit 
vector with 1 as the first element and e1 = [0, 1, -1, 0, 0]. 
In the unrestricted I(2) model with ranks (r, s,p- r- s) = (1, 3, 1) the largest root of the 
characteristic polynomial that is not restricted to 1 equals 0.55 in absolute value, see table 7 .4, 
where we report the outcome of the tests on T. The test that T = [h1, h4 , h5 , 1,1>], where 1,1> varies 
freely. This hypothesis implies that that y,, rsti, and id, are (at most) I(!) variables with a linear 
trend, and that m, and p, share the same I(2) trend, but that this trend does not feed proportionally 
into both variables. It takes a value of 9.82. Since under the null hypothesis this test has a x2 -
distribution with 3 degrees offreedom, its p-value is 0.03 and the test is rejected. We note that the 
maximum root of the characteristic polynomial is 0.63 and thus close to 0.56 and bootstrap the 
test statistic to find that the hypothesis is accepted with a p-value of 0.11. The bootstrap procedure 
has been based on the restricted estimate (and not on the unrestricted estimate as argued before) 
of the parameters. Yet we shall see later, when testing in the I( I) model, that there may not be a 
large difference when I>-:;,"" I does not increase too much. 
The next hypothesis T = [h1 , h4 , h5 , e1], which implies that the I(2)-trend feeds proportionally 
into money and prices, is just rejected with a bootstrapped p-value of 0.03. 
The test that T = [h1, h4 , h5 , e1], T2 = [*, 0, 0, *], which implies that id, and rsti, are at 
most I(!), but do not contain a linear trend is accepted with a p-value of 0.08. Note that Johansen 
(2002c) does not report the asymptotic distribution for this latest test, such that we can only report 
the p-value of the bootstrapped test statistic. 
1 
I 
I 
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(r,s,p-r-s) 
(1,3, 1) 
7.6. THE EMPIRICAL ANALYSIS 
The nominal to real transformation 
I (I) with trend I (I) without trend I >-:;,ax I 
y,, m3, - 0.1p,, id,, rsti, 
Yt. m31 - p,, id, rsti, 
y,, m3,- Pt 
0.55 
0.63 
0.58 
0.60 
.f} 
LR test 
151 
·~ ~-
, .BS p-value 
.... 
9.29 (0.03) 0.11 
16.26 (0.00) 0.03 
17.07 0.08 
(2, 2, 1) 0.76 
y,, m31 - 0.8p,, id,, rsti, 0.79 ,;,c7,€iJ (0.05) 0.18 
Yt. m31 - p,, id,, rsti, 0.80 1· 7:91'{0.09) 0.29 
y,, m3, - Pt id,, rsti, 0.8!) .· 8.8? , " 0.51 
1/J 1f! ~H; 
Table 7.4: Testing the nominal to real transformation for r=l '<~ffil'llnd r;c2 (bottom) 
~ ,. p 
, ' 
After transformation I(2) model 
Trace 95% Lmax 95% Trace Lmax 
r=O 90.3 87.0 39.8 24.8 109.4 45.6 
r=1 50.5 62.2 21.8 20.0 63.8 36.7 
r=2 28.6 42.2 16.1 16.7 27.1 13.8 
r=3 12.6 25.5 10.1 13.1 13.3 11.2 
r=4 2.5 12.4 2.5 12.4 2.1 2.1 
Table 7.5: Comparison of the rank tests in the I(l) and the I(2) model 
For the choice (r, s,p- r- s) = (2, 2, 1) all three hypotheses are accepted with relatively 
large bootstrapped p-values and 1>-:;,axl does not increase much in the restricted models. 
We thus conclude that the nominal to real transformation, where the I(2) trend feeds propor-
tionally into money and prices is accepted for both choices of ranks. 
We accept the transformation for both choices of ranks and proceed with an I(l)-analysis of 
the transformed data vector X,= [y, m3r1, id,, rsti,, ll.pt], where m3r1 = m31 - Pt· 
7.6.3. Rank tables after NtR transformation. After the transformation, where following 
Kongsted and Nielsen (2002) we do not impose the restrictions 1 and 2 on page 146 on the 
transformed systems, we obtain the trace and Lmax statistics in table 7.5.(Note that additional 
differences are caused by the inclusion of seasonal dummies in both the I(2) and I(!) model). For 
comparison we also report the original statistics from the untransformed I(2) model from table 
7.5. We see that if we use the trace statistic, then we accept r = 1, whereas in the I(2) model 
we would have accepted r = 2. Yet is were to use the Lmax statistic, both before and after the 
transformation, the choice would be r = 2. We thus continue with both choices of rank. In 
general the differences between the test statistics are substantial and thus ignoring the additional 
restrictions does make a large difference in this data set. 
7.6.4. Hypothesis testing on individual vectors. 
7.6.4.1. Hypothesis testing for r=l. Under the assumption that r = 1, we test a number of 
hypotheses on the cointegration space ,6. Since the all the restrictions are of the type ,6 = H cjJ and 
only seasonal dummies are present, we can apply the Bartlett correction to these tests. We report 
the uncorrected LR-test statistic (with p-value underneath between brackets) and two Bartlett 
corrected LR-tests: the one based on the unrestricted estimates (only r = 1 is imposed) and the 
Omtzigt, Pieter (2003), Essays on Cointegration Analysis 
European University Institute
 
DOI: 10.2870/52609
!52 7. MONEY DEMAND IN THE NETHERLANDS 
restricted estimates. We shall base our decisions on the Bartlett corrected LR-test, whk)!;is based 
on the unrestricted estimate. , 
" . 
7-{ 1 - 7-i5 are tests whether individual variables are trend-stationary: All these are sollndly 
rejected. In 7-i6 - 7-{9 we test whether respectively the log-velocity (y, - m3r,), the real long 
term interest rate (rlti, = lti, - D.p,), the nominal short term interest rate or the nominal long 
term interest rate are stationary. Once more all these hypotheses are rejected. With 7-i 10 we 
reject that any combination between y, and m3r, is stationary, whereas 7-i11 rejects any stationary 
relationship among the interest rates and inflation. We conclude that the statippa},iY,Jelation is thus 
a combination of Yt and m3r1 on the one hand and interest rates and inl)atil'in drt the other. This 
means either a money demand relation or an aggregate income relation .. fi 12 - 1-i14 ~e different 
forms of money demand. 7-i 13 is the accepted relation with the largest ,n'i.Jmber o/ res~;(ctions (3) 
and is a special case of the money demand equation (7.1) with b1 = b2 #&tb3 =1 bs and b4 = 0. 
In 7-{ 15 - 7-i18 we test different forms of aggregate income relations (7.2)'(in 7-i1g•'the coefficient 
on m3r is estimated freely, but equals zero) and find that 7-{ 17, an IS curve (a relation between real 
income and the real long term interest rate) and 7-i 18, a short run Phillips curve are both accepted. 
We conclude that of the hypotheses considered, we can accept either of 7-i13, 7-{17 and 7-{18 . 
All Bartlett corrections are defined, whether they are based on the unrestricted or the restricted 
estimators, as the maximum unrestricted eigenvalue of the characteristic polynomial (7.15) never 
exceeds one in absolute value. Yet we note that the two hypotheses, that are most strongly re-
jected, 7-i2 and 7-i6 are accepted, when the Bartlett correction is based on the restricted estimators. 
Their I .A;;,"" I is very close to unity, such that the Bartlett factor is extremely large. This further 
corroborates the point on power raised in this paper. 
7 .6.4.2. Hypothesis testing for r==2. For r = 2, we first consider hypotheses of the kind 
(3* = (H1<p, '1/J). No Bartlett correction has yet been derived for them, so we bootstrap the test 
statistics. Once again we have the choice of basing the bootstrap on the unrestricted estimate and 
the restricted estimate. 
To base the bootstrap on the unrestricted estimate, we need to formulate an alternative null 
hypothesis, which is satisfied by the bootstrap sample. The construction of the alternative hy-
pothesis is given in the appendix of this paper. 
We test 37 hypothesis on one of the two vectors (leaving the other unrestricted) and calculate 
the three corresponding p-values. The results are reported in table 7.7. The last row of the table 
contains I .A;;,"" I· The Bartlett correction is not defined, when 1>-:;,axl :C:: 1, but from a computational 
point of view, the bootstrap can be applied. We base our conclusions on the bootstrapped p-value 
that is based on the unrestricted estimate. 
7-i 1 - 7-i9 are tests that exactly one of the variables is stationary, whereas 7-i10 - 7-i18 are the 
corresponding tests for trend-stationarity. 7-i19 is a test for trend-stationarity of velocity without 
imposing equal coefficients on real money and prices. 7-i20 - 7-{27 are tests on the stationarity 
of combinations of interest rates and inflation, 7-{28 - 7-{31 are hypotheses, corresponding to an 
aggregate demand curve and 7-{32 - 7-{37 hypotheses on a money demand relationship. 
The bootstrap based on the restricted estimate accepts all 37 hypotheses, which means the 
procedure does not have any discriminatory power in this context. The uncorrected likelihood 
ratio test accepts 10 hypotheses, whereas the bootstrap based on the unrestricted estimate accepts 
25 hypotheses, among whom five out of 7-{ 10 - 7-i18 . Under the assumption that r = 2, at most 
two of them can hold true as each of these 9 hypothesis concerned test that one variable or a 
predefined linear combination of two or three variables is stationary. 
Combining two hypotheses at a time out of the 25 accepted, we find that 145 out of 228 
possible combinations of restrictions, which are generically identifying, are accepted. The one 
with the largest number of over-identifying restrictions accepted is 7-i5+ 7-i10 . Yet the large number 
l 
I 
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7.6. THE EMPIRICAL ANALYSIS 
Restricted estimates of (3 Unrestricted es 
m3r r sti id tlp 
0 0 0 0 
1000t dof 
-6.67 4 
LR test 
23.72 
(0.00) 
BF LR test 
1.43 16.54 
R%tricted es 
BF LR test 
' . 2.30 1;J.0.30 
(0.04) 
i>-:;,ax I 
0.84 
1 0 0 0 -12.40 4 
rt3 0 0 1 0 0 0.04 4 
rt4 0 0 0 1 0 0.05 4 
'Hs 0 0 0 0 1 0.04 4 
rt6 1 -1 0 0 0 2.85 4 
rt7 0 0 1 1 0 0.08 4 
'Hs 0 0 1 0 1 0.11 4 
rtg 0 0 1 1 1 0.06 4 
rtlO 1 0.05 0 0 0 -7.20 3 
'Hn 0 0 0.12 1 0.83 0.08 2 
-1 0 -50.84 0 2.07 3 
-1 15.06 
-1 17.00 
rt15 1 -0.00 0 
0 3.33 
0 7.12 
0 0 
0 0 5.02 3 
0 4.59 5.38 2 
0.95 -5.71 -6.69 1 
3.33 -3.56 -6.40 2 
7.12 0 -5.94 3 
0 -5.83 -6.77 3 
33.08 
(0.00) 
24.56 
(0.00) 
29.74 
(0.00) 
22.55 
(0.00) 
33.96 
(0.00) 
25.04 
(0.00) 
25.31 
(0.00) 
28.21 
(0.00) 
23.66 
(0.00) 
21.19 
(0.00) 
27.57 
(0.00) 
7.03 
(0.07) 
3.84 
(0.15) 
8.25 
(0.00) 
5.84 
(0.05) 
9.78 
(0.02) 
8.35 
(0.04) 
1.43 
(0.00) 
23.06 3.46 
(0.00) 
9.57 
(0.05) 
1.43 17.12 
(0.00) 
1.96 12.50 
1.43 20.73 2.41 
(0.00) 
1.43 !lgi~~''" 1.88 
1.4:: )~a~T 4.~ 
l.<t::s.h';: ii.J:7.45 f:v9 
f'j fcti(0.00)1 ; . 
1.43 I' 17.65' 1.93 
(0.00) . 
(0.01) 
12.36 
(0.01) 
11.99 
(0.02) 
7.99 
(0.09) 
12.59 
(0.01) 
13.09 
(0.01) 
1.43 19.67 
(0.00) 
2.14 13.20 
1.46 
1.49 
1.46 
1.46 
1.49 
1.51 
1.49 
1.46 
1.46 
16.20 2.40 
(0.00) 
(0.01) 
9.84 
(0.02) 
14.26 
(0.00) 
1.92 11.02 
(0.00) 
18.88 
(0.00) 
2.25 12.26 
4.81 1.54 
(0.19) 
2.58 1.53 
(0.27) 
5.46 1.65 
(0.02) 
3.93 1.57 
(0.14) 
6.70 1.59 
(0.08) 
5.72 1.58 
(0.13) 
(0.01) 
4.58 
(0.21) 
2.51 
(0.29) 
5.00 
(0.03) 
3.72 
(0.16) 
6.14 
(0.10) 
5.28 
(0.15) 
Table 7.6: Tests in model with r=l and 2lags. All tests are Bartlett corrected in two ways: once 
the Bartlett factor is based on the unrestricted estimates and the second time it is based on the 
restricted estimates. For the unrestricted estimate 1>-;;,axl = 0.51. 
of accepted hypotheses indicates that the bootstrapped test has got relatively little discriminatory 
power. 
We have executed a model search as described in section 7.5.5 with one exception: we have 
selected only a handful of hypotheses and certainly not every combination of unit vectors 7i1 -7i5 
and additional vectors 1i6 - 1i9 • Yet the large number of accepted hypotheses in table 7.7 and 
the computer intensity of the bootstrap would make a full bootstrapped search costly in terms of 
computing time. Furthermore even in this limited search large numbers of mutually exclusive 
models were accepted, leading to the conclusion that for the data set at hand, basing the final 
specification on a bootstrapped automated model search is not the way to proceed. 
0.96 
0.73 
0.78 
0.77 
0.95 
0.74 
0.72 
0.86 
0.84 
0.71 
0.74 
0.50 
0.49 
0.57 
0.55 
0.52 
0.57 
7.6.5. Automated Model Selection. Bearing in mind the apparent failure of (semi-)automated 
model selection, based on the bootstrapped test statistics, we proceed with a full automatic model 
search, based on 7i1 - 1i9 (four user specified variables). That is with the data vector X, = 
[y,, m3r,, id,, rsti,, t.p,], we define the following search directions e1 = [1, -1, 0, 0, 0], e2 = 
[0, 0, 1, 1, 0], e3 = [0, 0, 1, 1, 1] and e4 = [0, 0, 1, 0, 1], which correspond to the log-velocity, the 
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··~ ~-
Restricted estimates of {3 P-values .f} 
y m3r rsi id t:.p !OOOt dof LR test LR BS(un) BS(res), J.A:;,axl 
7-{1 1 0 0 0 0 0 4 19.24 0.00 0.01 0.46 t,J..009 
1-iz 0 1 0 0 0 0 4 18.27 0.00 0.02 0.41 1.000 
7-{3 0 0 1 0 0 0 4 16.65 0.00 0.02 0.26 0.903 
1-{4 0 0 0 1 0 0 4 14.92 0.00 0.05 0.36 0.824 
1-{5 0 0 0 0 1 0 4 7.30 0.12 0.48 0.72 0.870 
1-{6 1 -1 0 0 0 0 4 17.12 0.00 0.02 0.38 0.983 
1-{7 0 0 1 1 0 0 4 19.62 0.00 .6'ocv· 0.20 0.930 > • ~ ·.~/ '"lt 
1-is 0 0 1 1 1 0 4 11.64 0.02· 0.15' .. 0.57 0.941 
1-{g 0 0 1 0 1 0 4 11.55 0.02 'f Q.2'6 1 0~3 0.929 
1-iw 1 0 0 0 0 -6.73 3 8.23 0.04'):;,' '0.22 u. 4 0.898 
Hn 0 1 0 0 0 -12.34 3 15.23 o.oo ;g #r<¥.04 , , 0.23 0.954 
7-{12 0 0 1 0 0 0.11 3 13.21 0.00 ' 0.03 ,. 0.29 0.918 
7-{13 0 0 0 1 0 0.05 3 12.46 0.01 0.07 0.29 0.760 
7-{14 0 0 0 0 1 0.02 3 7.13 0.07 0.39 0.59 0.849 
1-{ 15 1 -1 0 0 0 1.69 3 17.05 0.00 0.02 0.18 0.972 
7-{16 0 0 1 1 0 0.14 3 12.57 0.01 0.03 0.29 0.916 
1-{!7 0 0 1 1 1 0.12 3 7.46 0.06 0.24 0.49 0.722 
1-iJs 0 0 1 0 1 0.06 3 10.63 0.01 0.21 0.41 0.865 
7-{19 1 0.12 0 0 0 -8.01 2 7.95 0.02 0.11 0.32 0.899 
1-izo 0 0 1 -2.59 0 0 3 13.54 0.00 0.02 0.23 0.826 I 
Hz1 0 0 1 3.52 0 0.25 2 11.77 0.00 0.01 0.12 0.828 I 1-izz 0 0 1 0 23.03 0 3 7.27 0.06 0.38 0.56 0.872 
7-{23 0 0 1 0 4.31 0.15 2 6.91 0.03 0.24 0.33 0.845 I 
7-{24 0 0 0 1 3.35 0 3 7.20 0.07 0.32 0.56 0.872 I 
1-izs 0 0 0 1 1.01 0.07 2 6.42 0.04 0.24 0.40 0.798 I 
1-iz6 0 0 1 3.55 12.21 0 2 7.18 0.03 0.24 0.34 0.875 I Hz7 0 0 1 2.30 1.65 0.20 1 4.87 0.03 0.19 0.21 0.704 
1-izs 1 0 1.15 1.15 -5.18 -6.65 1 0.30 0.59 0.70 0.66 0.662 I 
1-izg 1 0 4.75 4.75 0 -6.20 2 6.51 0.04 0.14 0.29 0.858 I 
7-{30 1 0 0 0 -6.06 -6.79 2 0.49 0.78 0.89 0.89 0.676 I 
7-{31 1 0.02 0 0 -6.10 -7.00 1 0.46 0.50 0.68 0.63 0.674 I 7-{32 1 -1 0 0 -60.83 2.18 2 7.16 0.03 0.24 0.34 0.839 
7-{33 1 -0.49 8.58 0 0 -0.78 1 0.80 0.37 0.51 0.48 0.651 I 
7-{34 1 -1 15.24 0 0 5.18 2 5.04 0.08 0.21 0.30 0.818 r 
7-{35 1 -1 17.44 0 6.13 5.55 1 0.24 0.62 0.75 0.73 0.633 I 
7-{36 1 0.40 0 16.61 0 -10.39 1 4.98 0.03 0.09 0.23 0.827 I 7-{37 1 -1 0 -69.44 0 1.20 2 11.42 0.00 0.02 0.15 0.744 I 
Table 7.7: Tests on a single cointegration vector in model with r = 2 and 2 lags. All tests are I 
Bartlett corrected in two ways: once the Bartlett factor is based on the unrestricted estimates and I 
the second time it is based on the restricted estimates. For the unrestricted estimate 1>-:;,ax I = 0.642 I 
I 
I 
long term real interest rate, the long term nominal interest rate and the short term nominal interest .I 
rate respectively. I 
We run the algorithm for both r = 1 and r = 2, and base our decisions on the asymptotic i 
LR-tests, uncorrected for small sample properties. I 
7.6.5.1. Rank= I, 2 Lags. We report the first five models M 1 - M 5 from the automated I 
model selection in table 7.8. We also add the two models, which we accepted previously (after 
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Model NrRes LR P value y m3r rsti id b.p trertd 
M1 3 1.14 0.767 1 -0.55 9.26 0 0 0,' 
M2 3 6.47 0.091 1 -0.52 9.90 9.90 0 0 (.;. 
M3 3 7.03 0.071 1 -1 15.06 0 0 0.0050 
M3e1 3 8.35 0.039 1 0 0 0 -5.83 -0.0067 
M3e2 3 9.78 0.021 1 0 7.12 7.12 0 -0.0059 
M4 2 0.62 0.733 1 -0.54 10.03 1.15 1.15 0 
Ms 2 0.82 0.662 1 -0.48 8.53 0 c-\iO ;h-0.0008 ,,-, 
' •"' 
Table 7.8: Automated model selection with r = 1 aJ;~d 2 lags1 
,'If l" f 
'lit ' ' r , . i ' 't)l ~ ii;i- .'. ;I 
Model NrRes LR P value y m3r rsti id I b.p I trend 
M1 6 8.42 0.209 0 0 0 0 1 0 
1 -0.55 9.72 0 9.72 0 
M2 6 10.76 0.096 0 0 0 0 1 0 
1 -1 17.17 0 17.17 0.0054 
M3 6 12.08 0.060 0 0 0 0 1 0 
1 -0.50 11.36 11.36 11.36 0 
M4 6 12.29 0.056 0 0 1 1 1 0 
1 -0.55 9.02 0 0 0 
Ms 6 12.52 0.051 0 0 1 0 1 0 
1 -0.55 0 0 -9.18 0 
M ss 4 6.21 0.184 1 -1 14.92 0 0 0.0051 
1 0 0 0 -6.16 -0.0068 
Mn 4 6.99 0.136 1 -1 15.27 0 1 0.0053 
1 0 3.66 3.66 0 -0.0063 
Table 7.9: Automated Model Selection with r = 2 and 21ags 
Bartlett correction) in subsection 7.6.4.1: they were the first two models rejected after M 3 as 
their p-value is below 0.05. 
The first two models are difficult to accept, so based on the automated model selection, we 
choose M 3, a money demand relationship. This corresponds to 'H13 in table 7.6. M3e1 and M3e2 
are 'H18 and 'H17 in the aforementioned table. 
7.6.5.2. Rank= 2 and two lags. With rank=2 and two lags, we obtain the models in table 
7.9. We note that the 71th accepted model is the combination of the restrictions implied by M 3 
and M 3e2 in table 7 .8. In general we see that models with a large number of over-identifying 
restrictions are accepted. Each accepted relation has more restrictions that those that are accepted 
in the model with rank 1. 
7.6.5.3. Rank= 2 and llag. Omtzigt (2002a) noted in a Monte Carlo study that when under-
selecting the true Jag length, one had a greater chance of recovering the right restrictions: we 
therefore run the automated model selection procedure with just one lag and note that while M 1 
and M 2 are non-interpretable in the light of economic theory outlined earlier in the paper, M 2e2 
in table 7.10 corresponds to M 71 in table 7.9. We select this as our final model. 
7.6.6. Selected model. The estimated model is thus a combination of a money demand equa-
tion (which is exactly the equation selected, when r=l), depicted in figures 3(c)-3(d) and an 
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Model NrRes LR P value 
6.24 0.182 
4 8.73 
4 9.62 
y m3r 
1 -0.48 
0 1 
-0.52 
0 
rsti 
14.87 
-17.65 
17.03 
4 18.51 
0.068 1 
1 
0.047 1 
1 
0.001 1 
1 
-1 
0 
-1 
0 
9.04 
32.70 
11.40 
16.85 
3 1.52 
3 2.17 
3 2.30 
0.678 1 -1 
0 
20.73 
5.15 
12.66 
4.84 
13.52 
1 -16.95 
0.537 
0.513 
1 0 
1 -0.54 
1 0 
1 -0.49 
0 
id f::..p trezyrj 
14.87 0 0'' 
0 0 -0.0117 r.;. 
0 0 0 
9.04 0 -0.0057 
0 0 0.0058 
11.40 0 -0.0056 
0 ,p .,, •. 0.0053 
I "'·lf 0 -;-5.03 'S:...\'1'.0067 
0 'I' 0 ' -0.0054 
8.21 //Jfo' ;HJ? ...!o.oott1 
0 1ft1D. ,, . 0 
7.03 -!U9 ~0.0061 
13.52 0 0 
0 -3.95 -0.0119 
Table 7 .I 0: Automated Model Selection with r = 2 and I Jag 
IS-curve depicted in figures 3(a)-3(b). The last one The IS curve clearly shows the large disequi-
librium (recession) the Netherlands faced in the beginning of the period and a smaller one in the 
early 1990s. The money demand relations is far more stable. The only disequilibrium coincides 
with the only serious policy intervention in 1986-87, when there was a gentlemen's agreement 
with the Dutch banks to limit credit expansion. It is probably somewhat surprising that it only 
depends on the own return on money, namely the real short run interest rate. Different groups 
faced rather different interest rate (the market rate for firms, but a higher rate for small savers), 
which makes finding this stable relation even more remarkable. The trend is also very important 
(2.1 percent autonomous growth a year in the real money supply). It is most likely a consequence 
of the gradual liberalization process. 
7.7. Conclusions 
We have studied money demand in the Netherlands in the 1980s and 1990s and modelled it 
by means of a cointegrated VAR. We found a stable money demand function, which only depends 
on the own interest rate, not on rates of return on other financial assets considered. With all the 
shocks and fundamental changes in the economy over the period, this is fairly remarkable. 
In modelling the VAR we have applied full maximum likelihood in the I(2) model and found 
that substantial differences exist between the two step procedure and maximum likelihood for the 
selection of the rank in the I(2) modeL Furthermore ignoring the restrictions of the I(2) model in 
the I(!) after the nominal to real transformation, does make a large difference. 
On the methodology used, we make two points. Firstly the largest stationary root in the 
characteristic polynomial is very important. If it grows large, then that is a sure sign of misspeci-
fication of the model, but contemporaneously makes the small sample corrections (bootstrap and 
Bartlett corrections) fail miserably, if they are based on the unrestricted estimate. Secondly in 
selecting the rank of the model, we have selected r=2 in the I (I) model, but for identification, we 
have used the information from automated model selection with r= 1 and 2 lags as well as r=2 and 
1 Jag. There is no theory yet on the asymptotic distribution of the tests, when the rank and/or Jag 
length are deliberately under-selected and this will be a fruitful alley for further research. 
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Figure 7.3: The cointegration relationships. R, is X, corrected for !::,.X, and Dt+l· 
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7.A. Equivalent hypotheses 
In this appendix we propose a solution for the following problem: 
PROBLEM I. We have the null hypothesis of linear within-equation restrictions9 
(7.16) 'Ho: {3 = (H1<p1, ... , Hr'Pr) 
where the matrices H1, ... , Hr are generically identifying in the sense defined by Johansen 
( 1995a). (If they do not, render them generically identifying, see Omtzigt (f.002b)). Let matrix H; 
'"",. --0-< 
possess Si columns. t·' .~~{t~;,,~. 
We have an unrestricted estimate of {3, /Jw which does not ( necisscu;ily) satisfy t~e restr!ctions 
implied by (7.16) and need to find an alternative null hypothesis 1{~ •. !:,'{3 '.~ ( R{<p1(1, . . , H;'Pr), 
which is satisfied by /Ju and equals the restrictions implied by (7.16)'1r!;s$1satisfies those restric-
• " tions. 
Subsequently in the bootstrap we can resample from /Ju and impose the new null hypothesis 
'H~, see Omtzigt and Fachin (2002). 
SOLUTION 2. We need to rotate the space such that each of the r vectors is as close as pos-
sible to its restrictions H;. We do so as in Johansen (1995b, page 110-lll). Solve the following 
r eigenvalue problems 
I {3., A ., ( I )-1 H'{3A I /Li uf3u - f3uHi H;Hi i u i = 1, ... , r 
with r ordered rows of r eigenvalues each f.L;, 1 2: f.L;,2 2: ... 2: f.Li,r 2: 0 and corresponding r sets 
of eigenvectors ( V;,1, ... , V;,r ). Then let 
i = 1, ... ,r 
such that fj = (/3;, ... , /Jr) is the ordered unrestricted estimate. 
Next find the part of H; which is a close to the null-space of >y;, that is ii.L as possible: 
IK;H;H;- H;/Ju. (!J:.L/Ji.L r1 /J;.LHil i = 1, ... 'T 
with r ordered rows of s; eigenvalues each K;,1 ;:: K;, 2 ;:: ... 2: K;,,i ;:: 0 and corresponding r sets 
of eigenvectors ( w;, 1 , ... , w;,,J. _ 
The new restrictions matrices H; then read 
i=l, ... ,r 
In th~ last step we have taken the the s - 1 columns of H; which are as close to the null 
space of {3; as possible. The reason for which we take these is that if H; is exactly identifying on a 
column, then /3; E sp (H;) and thus /3; = H;w;,si· If we were then to include the H;w;,si we would 
have that H; is no longer of full column rank. 
As a final (optional) step we normalize the new restrictions on the old ones: fit = H; ( H;fi;) - 1• 
The new restrictions then read 
flt i=l, ... ,r 
and are satisfied by the unrestricted estimate /3. 
9We take away the star from {3* in the main text to avoid clutter in notation. 
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