Emotion plays a prominent role in human experience. It changes the way we see the world, remember past events, interact with others, and make decisions. Emotional experiences produce feelings ranging from tranquility to full-fledged rage. Despite the ease with which these experiences are categorized and labeled, emotional feelings are often characterized as private, subjective, and notoriously difficult to quantify. As stated by Fehr and Russell, " Everyone knows what an emotion is, until asked to give a definition" (1984, p. 464) . The scientific investigation of emotion has utilized behavioral observation, experiential self-report, psychophysiological monitoring, and functional neuroimaging to understand the nature of emotions.
Currently, there is considerable debate as to whether the categorical structure of experienced emotions is respected by the brain and body, stems from cognitive appraisals, or is a construction of the mind. One key issue at hand concerns whether the autonomic responses, central nervous system activity, and subjective feelings that occur during an emotional episode invariantly reflect distinct emotions or map on to more basic psychological processes from which emotions are constructed. Although reviews and meta-analyses of univariate studies have not consistently supported emotion-specific patterning within these response systems (e.g., Barrett, 2006a) , recent proposals have suggested that multivariate analysis of autonomic and neuroimaging data may be better suited to identifying biomarkers for specific emotions compared to univariate approaches (Friedman, 2010; Hamann, 2012) . It is possible that statistical limitations of univariate approaches have led to the premature dismissal of emotions as having distinct neural signatures. The goal of the present article is to consider the promises and potential pitfalls of multivariate pattern classification and to review how these multivariate tools have been applied so far to test the structure of emotion in both the central and autonomic nervous systems.
Drawing Formal Inferences with Multivariate Pattern Classification
The crux of the problem in defining distinct emotions is that, while many changes occur throughout the body during events given an emotional label, are they consistent or specific enough to indicate the occurrence of naturally separable phenomena? For example, research has shown that fear-inducing stimuli often elicit increases in heart rate, sympathetic nervous system
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activity, and neural activation within the amygdala. If fear is categorically represented in the nervous system, then it should be possible to reliably infer its occurrence given such a response profile. This type of reverse inference is notoriously difficult to make accurately if the response profile is not highly selective, as any individual measure may change with the occurrence of any number of stimuli or psychological processes (Poldrack, 2006) . For instance, the frequency of insula activation in neuroimaging studies has been reported to be almost one in five studies (Nelson et al., 2010; Yarkoni, Poldrack, Nichols, van Essen, & Wager, 2011) , making it difficult to make meaningful inferences based on the presence of its activation alone. Within the domain of emotion, meta-analyses have suggested that no individual region responds both consistently and specifically to distinct emotions (Barrett & Wager, 2006; , which has been taken as disconfirming evidence that they are represented distinctly in the brain (Barrett, 2006a) .
Utilizing machine learning algorithms for assessing the discriminability and specificity of multivariate patterns (Jain, Duin, & Mao, 2000) is a promising new approach for formally inferring mental states. This method, commonly called multivariate pattern classification (MVPC; Haynes & Rees, 2006; Norman, Polyn, Detre, & Haxby, 2006) was first employed using functional magnetic resonance imaging (fMRI) by Haxby et al. (2001) to characterize the functional response of the ventral temporal cortex during the perception of objects. This work aimed to advance a debate centered on the organization of neural systems involved in visual perception. While one prevalent model predicted the representation of objects was encoded broadly throughout ventral temporal cortex in a distributed fashion, alternative theories posed a modular functional organization of the region based on the category of object, including regions selectively responsive to faces (Kanwisher, McDermott, & Chun, 1997) . By constructing a model to predict the class of perceived objects from multivariate samples of imaging data, pattern classification demonstrated that overlapping distributions of neural activation encoded stimulus categories. Beyond its characterization of object-selective cortex, this study highlighted that individual voxels may exhibit increased activation to many stimuli and concurrently belong to a larger pattern of activation which is functionally specific to a mental percept. In this way, the method can go beyond mean signal intensity changes averaged over voxels in univariate designs, offering a new means of drawing inferences.
Since its introduction to human neuroimaging, pattern classification has been used to infer mental states previously considered beyond the scope of fMRI. Some examples include the perception of complex scenes (Kay, Naselaris, Prenger, & Gallant, 2008) , color (Brouwer & Heeger, 2009) , the orientation of lines (Kamitani & Tong, 2005) , the direction of motion (Kamitani & Tong, 2006) , the source and content of spoken sound (Formisano, De Martino, Bonte, & Goebel, 2008) , the contents of working memory (Harrison & Tong, 2009) , and more broadly the occurrence of different cognitive (or subjective) processes (Poldrack, Halchenko, & Hanson, 2009 ). Because of its increased sensitivity and ability to quantify the specificity of subjective mental states, MVPC overcomes the shortcomings of univariate methods that complicate studying the nature of emotion in the nervous system. Thus, adopting the multivariate framework allows researchers to formally test the extent to which emotional states are discretely represented and whether such states are organized along dimensional constructs.
Decoding Neural Representations of Emotion with MVPC
Before reviewing how MVPC studies may inform models of emotion, here we outline the steps involved in pattern classification, as there are multiple decisions to be made in the analysis pipeline for MVPC that constrain what information can be utilized in the formulation of a classification model. These steps include how ground truth is defined for different data points, how features are selected for use in classification, what algorithm is used to distinguish between classes, how data are split between training and testing, and how to quantify performance. The selection of these analysis parameters bears particular importance when assessing how distinct emotions are represented in the nervous system (Figure 1 ).
Establishing Ground Truth
As pattern classification is a supervised learning technique (Duda, Hart, & Stork, 2001 ), knowledge about each instance of data used to construct a classifier is required in order to assign class membership. In the case of classifying emotional states, different theories offer a variety of possibilities. Theories positing a small number of categorically separate emotions (on the basis of overt behavior, or specific neural circuitry) can be directly translated into the labeling of multiple classes. Although cognitive appraisal and constructionist theories do not consider emotions to be purely categorical in nature, they do propose that distinct emotions emerge from more basic dimensions or unique patterns of appraisal (Russell, 1980; Scherer, 1984) . Another alternative is to consider regularities in states produced by reinforcement contingencies (Rolls, 1990) or action tendencies (Frijda, 1987) to guide the definition of emotional states. In this sense, using categorical labels is appropriate for comparing different theories, although alternative labeling based on dimensions of valence, arousal, or components of cognitive appraisal may improve classification performance if responses cluster along constructs beyond basic emotion categories.
Feature Selection
Determining which combination of response variables (referred to as "features") to use in pattern classification is critical because selecting too many or the wrong ones can result in poor performance. Due to the high dimensionality of fMRI datasets (in the tens of thousands for typical datasets), reducing the number of uninformative inputs is important because the predictive power of a classifier decreases as a function of the number of features for a fixed number of instances (Hughes, 1968) . While this is less of a concern when studying relatively few signals measured from the autonomic nervous system, its importance increases when confronted with thousands of measures of brain activity in the context of neuroimaging experiments. Common methods for feature selection in neuroimaging include the use of a priori regions of interest, spherical or cuboid searchlights centered around individual voxels (Kriegeskorte, Goebel, & Bandettini, 2006) , masks of thresholded univariate statistics (e.g., an F map from an ANOVA), independent or principal component analysis, or a restricted field of view at high resolution. These different approaches extract information at different spatial scales and are accordingly useful for testing alternative hypotheses about the representation of emotional states in the brain. For instance, examining local patterning with searchlights may be more appropriate for identifying categorical representation of emotion in subcortical circuits as postulated by some categorical emotion theories (Ekman, 1992; Panksepp, 1982) . Additionally, the ability of dimensionality reduction methods to extract functionally coherent networks associated with basic psychological processes is well matched to test the constructionist hypothesis that emotions emerge from the interaction of large-scale networks . Thus, different methods for reducing the dimensionality of fMRI data may reveal complementary ways in which emotion is represented in the brain.
Algorithm Selection
The ability of a classifier to create an accurate mapping between input data and the ground truth class labels is dependent upon the learning algorithm used. While the varieties in learning algorithms are vast, they can broadly be designated as either linear or nonlinear (i.e., a curved boundary) based on the shape of the decision surface used to classify data. Linear methods (e.g., linear discriminant analysis [LDA] or support vector machines [SVM] with linear kernels) are more frequently used with fMRI as they have been shown to perform similar to, if not better than, nonlinear approaches (Misaki, Kim, Bandettini, & Kriegeskorte, 2010) while being straightforward to interpret. Although nonlinear algorithms are more complex, they are capable of solving a broader range of classification problems and mapping higher order representations (e.g., Hanson, Matsuka, & Haxby, 2004) . Considering different organizations of affective space, there may be instances where nonlinear approaches are advantageous for decoding distinct emotional states. In particular, if the hypothesized dimensionality of the data is smaller than the number of invariant emotional states, as is the case in most constructionist and appraisal theories, then mapping data to a higher dimensional space with a nonlinear algorithm may be advantageous.
Generalization Testing
In order to determine if the decision rule learned by a classifier generalizes beyond the data with which it was constructed, classification must be tested on an independent set of data (Kriegeskorte, Simmons, Bellgowan, & Baker, 2009 ). Typically, generalization involves the partitioning of a few trials within a run, different runs of data acquisition, or independent subjects for use in testing (beyond those used for training the classification model) to produce an unbiased estimate of accuracy. The way in which data are split into training and testing sets provides an opportunity to examine different claims of various emotion theories. For example, a fundamental aspect of some categorical emotion theories is the universality of emotional expressions and the conservation of their underlying neural mechanisms (Ekman & Cordaro, 2011) . Between-subject classification is one way of providing evidence for this claim (although negative results would be difficult to interpret as poor generalization may result from differences in fine-scale neural anatomy, temporal dynamics, or other factors unrelated to representational content). Alternatively, testing on independent trials or runs may prove more fruitful if emotional states are hypothesized to be idiosyncratic to the individual or particular context as emphasized by appraisal and constructionist theories (Barrett, 2006b; Scherer, 1984) because these testing schemes relax assumptions of response invariance.
Quantifying Performance
A classifier is generally considered to exhibit learning if it is capable of classifying independent data at levels beyond chance. While this criterion is important when testing performance, it does little to differentiate between alternative emotion theories. For example, two classifiers could exhibit the same levels of overall accuracy, sensitivity, and specificity, yet have uniquely different error distributions. Testing how the structure of errors corresponds to predictions of different emotion theories is particularly relevant in decoding emotional states, because distinct emotions have been hypothesized by different theories to be completely orthogonal (Ekman, 1992; Tomkins, 1962) , clustered within a multidimensional space (Arnold, 1960; Scherer, 1984; Smith & Ellsworth, 1985) , or arranged in a circumplex about dimensions of valence and arousal (Barrett, 2006b; Russell, 1980) . Identifying the structure of information used in classification provides a link between neural data and conceptual and computational theories of emotion. In this way, multivariate classification can reveal how different constructs are instantiated in the brain or periphery instead of focusing on whether certain emotional states are biologically basic.
Model Comparison
Given that psychological models propose that distinct emotional states emerge through different processes, the way in which a classifier performs can be used to test predictions of alternative theoretical models. While both categorical emotion theories and appraisal models assume some degree of consistency in the neural mechanisms underlying emotional states, constructionist models claim that distinct emotions do not have invariant neural representations. Altering the generalization testing in a classification pipeline is one means of testing this hypothesis. For instance, a classifier trained during the experience of core disgust and tested on moral disgust occurring from the violation of social norms could reveal which response components are shared between the two emotional states. Additionally, appraisal models and constructionist models propose that different factors organize distinct emotions, and as such the similarity of neural activation patterns should reflect this structure. If there is increased similarity for emotional states that are more closely related along dimensions of valence and arousal (e.g., fear and anger), then evidence would support a constructionist model of emotion, whereas if they are related along appraisal dimensions such as novelty, valence, agency, or goals, then appraisal models would be favored. Generally, the similarity of emotional states reflected in neural activation patterns, quantified with classification errors, can be related to the similarity proposed by competing models (for an example using models of perception, see Kriegeskorte, Mur, & Bandettini, 2008) .
While different models of emotion are often characterized as competing, classification results supporting one model are not necessarily evidence against alternative models. It is possible that different branches of the nervous system, separate brain regions, or neural activation at diverse spatial scales, better conform to alternative conceptions of emotion. Moreover, given separate bodies of behavioral work supporting both dimensional and categorical aspects of emotion, it may not be advantageous to search for any single "best" model. Investigating in what neural systems or under which contexts dimensional or categorical constructs are observed may provide more leverage for advancing theories of emotion. Thus, depending on the structure of information revealed by classification, MVPC is capable of discerning how distinct emotions are reflected in activity across multiple levels of the neuraxis-either as constructions, patterns of appraisal, or independent categories.
Limitations
While multivariate classification approaches are theoretically promising in terms of identifying emotion-specific patterns of neural activity, there are several caveats to their use which limit the inferences that can be drawn from significant results. Importantly, classifiers will utilize any information which is capable of differentiating the cases to be labeled. In the context of classifying patterns of neural activity into emotional states it is possible that results are driven by factors unrelated to emotion per se, such as motor behavior, task-induced artifact (e.g., movement-related or psychophysiological confounds across conditions), or perceptual or semantic differences in stimuli. When the goal of a study is to identify the patterns of bloodoxygen level dependent (BOLD) response which best represent a single construct, adequately accounting for potential confounds is necessary-especially given the increased sensitivity of the method relative to conventional regression models (Todd, Nystrom, & Cohen, 2013) . Both carefully designed experiments and appropriate inferential models are thus critical in using MVPC to inform theories of emotion.
Classification of Emotional Responding in the Central Nervous System
Relative to the large body of univariate work examining the relationship between fMRI activation and distinct emotions, a small number of studies are beginning to use MVPC to map neural activation onto specific emotional states. Here, the extent to which emotional states, as defined by either dimensional or categorical models (i.e., classifying subjective valence/arousal or distinct emotions such as fear and anger), are represented by specific patterns of neural activation is reviewed. Because emotional perception and experience engage different processes and are subserved by separate neural systems , the studies reviewed are organized based on the process most likely engaged during functional imaging (Table 1) .
Decoding Emotional Perception
The majority of studies using MVPC to decode emotions have investigated the perception of emotional stimuli. The goal of these studies is to use BOLD activation patterns to infer the perceived emotional content in a stimulus, as determined by subjective evaluative judgments. This approach differs from predicting the physical similarity of stimuli, which may not necessarily correspond to the perceptual state of participants (for a review and discussion, see Tong & Pratte, 2012) . Stimulus sets are often comprised of facial, vocal, and gestural expressions due to their ability to elicit discrete emotional responses and convey unique information critical for motivating behavior and social communication (Adolphs, 2002) .
Studies examining the perception of emotion in facial expressions are beginning to reveal how discrete emotion categories are represented neurally. One investigation (Said, Moore, Engell, Todorov, & Haxby, 2010) tested whether multivariate patterns of activation in regions that commonly respond to facial expressions, that is, frontal operculum, along with anterior and posterior aspects of the superior temporal sulcus (STS), could predict facial expression categories rated by an independent group of subjects. These results demonstrate that fine-scale patterns of activation within STS contain movementrelated information capable of specifying the category of perceived facial affect. Most importantly, univariate analysis of the same activation patterns yielded a nonspecific mapping to the perception of emotion. Thus, the information carried within the STS depends on the underlying spatial distribution of neural activation in a fashion univariate analysis cannot detect. Therefore, the functional specificity of the STS may be improperly assessed if only tested with a univariate approach. Another study (Pessoa & Padmala, 2007) examined emotional perception by showing participants faces with happy, neutral, and fearful facial expressions at near subliminal durations (33 or 67 ms) followed by neutral face masks and subsequently testing if a fearful face was perceived. The aim of the study was to determine if patterns of fMRI activation could predict the response of a participant, thus representing a mental state of perceived fear. Combinations of voxels from multiple a priori regions of interest (found to discriminate behavioral choice when assessed with a univariate analysis; Pessoa & Padmala, 2005) predicted the choice with increasing accuracy as more regions were included in the analysis. Further, the information contributed when incorporating multiple regions was found to add synergistically, such that the total decision-related information was greater when two regions were considered jointly compared to the sum of the information when each was considered individually. Information contributed by the amygdala in particular was found to most significantly improve the performance of classifiers. These findings indicate that regions implicated in different aspects of affective processing (e.g., representing the stimulus, or modulating autonomic responses) form a distributed representation of an emotional percept, and that conjoint analysis of independent information can more accurately characterize emotional states. While studies examining emotional perception using facial expressions have found discriminable patterns of BOLD response, the reported studies used posed rather than naturalistic stimuli. Understanding whether response patterns to naturally occurring facial expressions are similar to those for staged or prototypical expressions remains an open area of research.
Studies investigating emotion perception of human vocalizations have similarly established categorical specificity of fMRI activation patterns. One such study (Ethofer, van De Ville, Scherer, & Vuilleumier, 2009 ) demonstrated that spatially distinct patterns of activation within voice sensitive regions of auditory cortex, established with an independent localizer, could discriminate between pseudowords spoken with emotional prosody of anger, sadness, neutral, relief, and joy. While voice sensitive cortex was consistently activated across all stimuli in the experiment, no differences in the average response amplitude were observed between categories in a univariate analysis. Furthermore, errors committed by classifiers were most frequent for stimuli which shared similar arousal, but not valence. The authors interpreted this relationship to be driven by alterations in the fundamental frequency of vocalizations, which may be captured in the spatial variability of activation patterns. Other work aiming to decode the emotional prosody of speech from local patterns of fMRI activation (Kotz, Kalberlah, Bahlmann, Friederici, & Haynes, 2012) yielded similar results. Using the searchlight approach, these authors found that a distributed network of regions discriminated among the perception of angry, happy, neutral, sad, and surprised vocal expressions. In addition to superior temporal gyrus, this predominantly rightlateralized network included inferior frontal operculum, inferior frontal gyrus, anterior superior temporal sulcus, and middle frontal gyrus. While univariate studies have implicated these regions in a number of aspects of vocal processing (e.g., speaker identity, fundamental frequency, or semantic content), future work is needed to confirm that they contribute distinct information to a distributed representation of perceived emotion.
In sum, MVPC studies of emotional perception have demonstrated that information carried in fine-grain structure across multiple cortical sites is capable of signifying affective information in the environment in distinct ways. Findings that information reflected in local patterns (e.g., Ethofer et al., 2009; Said et al., 2010) , but not mean activation levels at the centimeter scale, are consistent with a growing body of evidence from multivariate decoding of perception. Together, these findings suggest that the perceptual qualities of a stimulus that confer emotional significance are reflected in patterns of BOLD activation within a number of cortical regions. Further, classification utilizing voxels spanning multiple distributed regions showed that different types of information could be combined synergistically to represent a perceptual state. By considering multivariate information at various scales, MVPC studies have revealed patterning specific to the perception of distinct emotional stimuli, a difficult goal to achieve with conventional univariate fMRI (e.g., Winston, O'Doherty, & Dolan, 2003) given its relatively limited functional specificity and spatial resolution.
Decoding Emotional Experience
In addition to examining emotional percepts, MVPC has been used to infer the subjective experience of emotion on the basis of functional activation patterns. Although the distinction between emotional perception and experience is often blurred, as the perception of emotional stimuli can lead to the experience of emotional feelings, here studies that attempted to decode subjective states on the basis of introspective selfreport are reviewed. Work examining the neural underpinnings of emotional feelings using univariate approaches (Damasio et al., 2000) has qualitatively characterized the similarities and differences between distributed patterns of activation during emotional episodes. While comparisons of this nature are capable of grossly characterizing which brain regions are engaged during the experience of a specific emotional feeling, they lack the quantitative precision necessary to map patterns of neural activation to specific components of an emotional episode. For instance, Damasio et al. (2000) examined response patterns within subcortical structures (e.g., hypothalamus, brainstem nuclei) and cortical regions (insula, anterior cingulate, secondary somatosensory cortex), which collectively exhibited altered response profiles during the experience of different emotional feelings. Some regions were selectively engaged during one emotion relative to others (for instance, happiness and sadness produced activation in different portions of the insula, among many other regions), but the extent to which these differences were specific to a particular emotion was not assessed with the univariate approach employed.
The application of MVPC can precisely characterize how patterns of neural activation signify distinct emotional experiences by quantifying where in the brain information specific to a particular emotion is represented, and the extent to which neural activation patterns specifically and accurately reflect a given emotional state. Initial MVPC studies decoding the experience of emotion have often utilized dimensional models, primarily focusing on the classification of positive and negative episodes. One such study (Baucom, Wedell, Wang, Blitzer, & Shinkareva, 2012) implemented an implicit emotion induction where participants incidentally viewed blocked presentations of images that had been previously validated to elicit positive and negative affect at high and low levels of arousal. Using classifiers constructed to decode the experience of valence and/or arousal, whole brain activation patterns revealed a common neural representation of emotional experience sparsely distributed throughout the brain. Further, classification accuracies were above chance levels when cross-validation was performed within and between subjects. Additional multivariate analyses utilizing multidimensional scaling of the most stable 400 voxels identified from pattern classification revealed that the most variance in fMRI activation could be explained along dimensions of valence and arousal. While findings from this work demonstrate the feasibility of inferring emotional states from fMRI activation patterns, one main issue limits the implications of the study. Although the stimuli used were previously shown to produce emotional responses differing in valence and arousal, no on-line reports of emotional experience were conducted. As such, it remains unclear whether information related to the perceptual processing of stimuli or the affective experience of participants was informing the classification of fMRI data.
Additional work examining the neural representation of positive and negative experience has focused on the subjective pleasantness of thermal stimulation (Rolls, Grabenhorst, & Franco, 2009) . In this work, the subjective pleasantness of thermal stimulation to the hand was successfully inferred from local patterns of fMRI activation in frontal cortex. Consistent with results from the whole brain classification conducted by Baucom et al. (2012; see Figure 2 ), information was redundantly pooled across local voxels such that classification performance increased sublinearly as the number of voxels used increased, even when adding voxels from different regions. This finding suggests that the information encoded by each voxel was not independent, but rather was redundantly carried through multiple voxels. Taken together, these initial studies suggest widely distributed and highly redundant patterns of BOLD response contain valence-related information, possibly implicating a common neuromodulatory source, such as dopamine, given its role in appetitive motivation and its broad projections to prefrontal cortex (Ashby, Isen, & Turken, 1999) . A regional modulation of neural activity due to transient dopamine release (Phillips, Ahn, & Howland, 2003) is consistent with the location and redundancy of information observed. Given the causal role of neurotransmitter systems in generating affective states proposed by neurobiological models of emotion (Panksepp, 1998) , understanding the link between these systems and patterns of neural activation is a critical area for future research.
In addition to decoding the experience of emotion along affective dimensions, categorical emotion models have been used to guide MVPC. In one such study (Sitaram et al., 2011) , pattern classifiers implementing support vector machine algorithms to classify patterns of whole brain activity were shown to accurately discriminate among the experience of happiness, sadness, and disgust during imagery in real time for individual participants. Off-line analysis of classifiers demonstrated that a number of cortical and subcortical regions each contributed to classification performance. In this analysis, regions of interest from prior meta-analyses (Frith & Frith, 2006; Ochsner, 2004; Ochsner & Gross, 2005; Phan, Wager, Taylor, & Liberzon, 2002) , including cortical (middle frontal gyrus, superior frontal gyrus, and superior temporal gyrus) and subcortical (amygdala, caudate, putamen, and thalamus) regions, could be used to decode the experience of disgust versus happiness. These results are striking in comparison to univariate meta-analytic work (Lindquist, Wager, Kober, Bliss-Moreau, & Barrett, 2012; Phan et al., 2002) in which several of these regions, the medial prefrontal cortex in particular, exhibited little to no specificity for distinct emotions when treated as homogeneous functional units. One important limitation of this study, however, was the relatively small number of emotions sampled. Because often only a single positive and negative emotion pair was decoded (i.e., disgust and happiness), information used during classification could either reflect differences in basic emotion categories or affective dimensions such as valence.
Other work using imagery to induce distinct emotional states by Kassam, Markey, Cherkassky, Loewenstein, and Just (2013) identified the most stable voxels from whole brain acquisitions of fMRI data to classify states of anger, disgust, envy, fear, happiness, lust, pride, sadness, and shame. Participants were presented with two cue words for each emotion which remained in view for 9 seconds during while imagery was performed. The authors demonstrated the localization, generalizability, and underlying structure of emotion-related information. Multivoxel patterns drawn from the most stable 240 voxels commonly included a distributed set of areas spanning frontal, temporal, parietal, occipital, and subcortical regions. Using Gaussian Naïve Bayes classifiers, the nine states were classified with 84% accuracy when generalization was performed within subjects and 71% accuracy for between-subject classification. Furthermore, when generalizing to the perception of images, disgusting and neutral stimuli were classified within individuals at 91% accuracy. Investigating the occurrence classification errors revealed similarities between positive states of happiness and pride and isolated states of lust as being the least similar to the other elicited states. Consistent with these findings, a factor analysis conducted on neural activation patterns revealed constructs interpreted as valence, arousal, sociality, and lust to underlie the variability in patterns. While comprehensive in its characterization of emotion patterning, it is unclear to what extent the classification results were dependent on semantic processing. Given the repeated presentation of related words (e.g., repeated presentations of "afraid" and "frightened" were discriminated from those of "gloomy" and "sad") and the presence of a left-lateralized prefrontal network implicated in semantic processing (Martin & Chao, 2001) , it is possible that the observed results are partly due to the classification of semantic information.
In sum, the few studies that have conducted multivariate classification of emotional experience suggest that regions conventionally considered to be nonspecific in a univariate sense Note. a Adapted from Rolls, Grabenhorst, and Franco (2009, p. 1299) . Copyright 2009 by the American Physiological Society. b Adapted from Baucom, Wedell, Wang, Blitzer, and Shinkareva (2012, pp. 723-724) . Copyright 2011 by Elsevier Inc. Adapted with permission.
are capable of specifying the experience of a distinct emotion at a multivariate level. While this line of investigation is in its infancy, it shows promise for moving beyond limitations of univariate, locationist approaches to analyzing brain function. Consider, for instance, activation in medial prefrontal cortex (mPFC) to emotional stimuli. Meta-analyses of fMRI activation show that this region is commonly engaged during multiple emotional states, implicating the mPFC as a functional unit engaged by a broad array of emotional content (Phan et al., 2002) . On the other hand, evidence from MVPC reviewed in the previous lines, suggests that at finer spatial scales, activity within mPFC is capable of discriminating between emotional states. As this region of medial frontal cortex has been hypothesized to play many roles, including emotional appraisal (Kalisch, Wiech, Critchley, & Dolan, 2006) , attribution and regulation (Goldin, McRae, Ramel, & Gross, 2008) , it is possible that these processes are differentially engaged during the experience of different emotions. Such varied recruitment may be evident in the structure of spatial activation patterns that predict subjective emotional experience. Identifying which processes contribute to distinct emotional representations in mPFC remains an open area of research.
In addition to mPFC, activation patterns within the amygdala could consistently be used to decode the subjective experience of emotion along dimensions of valence and arousal (Baucom et al., 2012; Sitaram et al., 2011) , converging with a large body of univariate work. The amygdala has been implicated in numerous affective processes (Davis & Whalen, 2001 ); more specifically it has been found to functionally covary with the subjective experience of arousal (Anderson et al., 2003; Colibazzi et al., 2010; Phan et al., 2003) and valence (Anders, Lotze, Erb, Grodd, & Birbaumer, 2004; Gerber et al., 2008; Posner et al., 2009 ). One possibility is that pattern classifiers read out information from distinct populations of neurons specific to positive and negative valence (Paton, Belova, Morrison, & Salzman, 2006) to predict the ongoing affective state. Given the potential of MVPC to utilize information beyond the conventional resolution of fMRI by capitalizing on changes in the distribution of neurons from voxel to voxel (Freeman, Brouwer, Heeger, & Merriam, 2011; Gardner, 2010; Kamitani & Tong, 2005 ; but see Op de Beeck, 2010) , these findings show promise in advancing our understanding of the functional architecture of the amygdala at increasingly fine resolution. Future work is required to determine whether there are neural populations within the amygdala that specifically code for valence and arousal, and whether distinct neural populations within the amygdala are essential for experiences commonly labeled as fear.
Classification of Emotional Responding in the Autonomic Nervous System
In addition to work investigating emotion specificity of central nervous system activation, a growing body of evidence is supporting the ability of MVPC to extract emotion-specific patterns from multivariate sampling of the autonomic nervous system (ANS). While the emotions induced, stimuli used, and general experimental protocol are similar between studies examining central and autonomic patterning, the response variables being classified are inherently quite different. Psychophysiological studies typically measure both the sympathetic and parasympathetic branches of the ANS, including measures of cardiovascular, electrodermal, respiratory, thermoregulatory, and gastric activity. Here we review psychophysiological studies whose primary goal is to use pattern classification to predict the emotional state of participants (Table 2 ). In particular we focus on the extent to which information carried in the activity of the ANS is capable of discriminating distinct emotional states and how this information is organized (e.g., as discrete emotion categories or along dimensional constructs such as valence or arousal).
Early work applying pattern classification methods to test the emotional specificity of autonomic responding performed by Schwartz, Weinberger, and Singer (1981) sought to differentiate states of happiness, sadness, fear, anger, relaxation, and a control condition using cardiovascular measures. Entering measures of heart rate and systolic/diastolic blood pressure into a classifier utilizing stepwise discriminant analysis, linear combinations of cardiovascular response were found to significantly differentiate the six conditions with an accuracy of 42.6%, while chance was approximately 16.6%. Of the five discriminant functions produced to differentiate between conditions, two accounted for 96% of the total explained variance. Notably, the first discriminant function (the linear combination of heart rate and blood pressure changes which best differentiated the six conditions) corresponded to broad cardiovascular activation, positively weighting all three measures. This function generally corresponded to arousal, wherein discriminant weights increased along a spectrum from relaxation to anger. The second discriminant function less clearly mapped onto a psychological construct, having positive weights for both fear and sadness, and negative weights for happiness and a neutral control condition. While this study sampled a single branch of the ANS and accordingly was limited to three inputs for use in classification, it clearly demonstrates that differences in cardiovascular arousal are capable of partially differentiating distinct emotional states.
Subsequent studies examining response patterning during emotional imagery have further established the specificity of autonomic responding by incorporating a number of additional physiological measures beyond cardiovascular activity. In one such study (Sinha & Parsons, 1996) , the extent to which fear, anger, action, and neutral states induced with imagery could be differentiated using measures of electrodermal, cardiovascular, thermal, and facial muscle activity was tested using discriminant function analysis. While this work did not exclusively test the specificity of autonomic responses (as classification was conducted using both autonomic and somatic responses), the largest reported differences between the induction of fear and anger were cardiovascular changes-suggesting that autonomic responding likely contributed considerably to classification. Classification of peripheral responses from two separate sessions yielded an internal accuracy of 84% and a cross-validated accuracy of 66.5% when generalizing from one session to the other (in both cases chance was approximately 33.3%). Although little can be inferred about the structure of affective information because only two negative emotional states were decoded, this work further established the predictive capacity of autonomic responses.
Work by Rainville, Bechara, Naqvi, and Damasio (2006) additionally examined the specificity of autonomic responses, specifically cardiovascular and respiratory changes, during states of fear, anger, sadness, and happiness induced with imagery. To more precisely characterize the contribution of sympathetic and parasympathetic branches of the ANS, the authors extracted multiple temporal and spectral measures of cardiac and respiratory activity from the raw electrocardiogram and respiratory data. This feature extraction produced a set of 18 variables which were subsequently decomposed into a smaller number of dimensions using principal component analysis, producing five components explaining 91% of the variance in the original data. Loadings of the five components showed that the principal component analysis separated variance related to parasympathetic activity coupled with respiration, parasympathetic activity independent of respiration, and sympathetic activity (as well as respiration amplitude and variability). Pattern classification utilizing discriminant analysis on component loadings yielded an accuracy of 65.3% using resubstitution and 49.0% with leave-one-out cross-validation, with chance accuracy equal to 25%. By using more innovative feature extraction and reduction methods, this work suggests that multiple independent mechanisms underlie autonomic changes capable of discriminating emotional states in a specific manner.
In addition to imagery, instrumental music or cinematic film clips are commonly used to induce emotional states in research investigating autonomic patterning, due to the specificity of experiences produced and the availability of validated stimuli. One such study by Christie and Friedman (2004) used film clips to induce distinct emotional states of amusement, contentment, anger, fear, sadness, disgust, and neutral during concurrent acquisition of cardiovascular and electrodermal responses. Feature extraction from raw measures yielded six variables for classification: heart period, mean successive difference of heart period, tonic skin conductance level, systolic blood pressure, diastolic blood pressure, and mean arterial pressure. With the exception of disgust, all conditions could be predicted above chance levels from these variables with an average correct classification rate of 37.4% (chance being 14.3%). This absolute level of accuracy is somewhat lower than that observed in studies classifying a smaller number of emotional states (e.g., Kreibig, Wilhelm, Roth, & Gross, 2007) , due to both lower chance rates and increased difficulty of the classification problem. A separate discriminant function analysis excluding response patterns for disgust, as it was not discriminated above chance levels in pattern classification, revealed that self-report variables differentiated emotional states along a structure organ- Note. LDA = linear discriminant analysis, SVM = support vector machine, I = proportional reduction in error rate. *Kolodyazhniy, Kreibig, Gross, Roth, and Wilhelm (2011) reanalyzed this dataset using quadratic discriminant analysis, radial basis function neural networks, multilayer perceptrons, and k-nearest neighbors clustering-with nonlinear algorithms showing improvements over linear methods.
ized by valence and activation (66.11% and 14.31% of explained variance), whereas autonomic variables better mapped on to dimensions of activation and action tendency (58.29% and 14.4% of explained variance). Discriminant weights on the primary autonomic factor revealed that high activation was accompanied by high values of skin conductance and negative values for mean successive difference in heart period, suggestive of sympathetic activation and decreased vagal influences. This work suggests that the information content of autonomic signals predicts emotional states in a manner distinct from the selfreport of emotional experience. The predominance of broad physiological activation in the ANS is consistent with other work decoding cardiac and respiratory responses into the experience of happiness, sadness, serenity, agitation, and neutral states elicited with instrumental music (Nyklicek, Thayer, & van Doornen, 1997) . In this study, discriminant analysis capable of classifying five emotional states with an average accuracy of 46.5% produced two functions interpreted as arousal and valence (62.5% and 10.0% of explained variance, respectively). The first discriminant function differentiated happiness and agitation from sadness and serenity. This function was weighted negatively for respiration rate and weighted positively for inhale time, exhale time, interbeat interval, and respiratory sinus arrhythmia measures. Although the second discriminant function was considered uninterpretable as it did not meaningfully correspond to any psychological construct, the third discriminant function mapped on to valence, differentiating happiness and serenity from sadness and agitation. The physiological weights of the function were negatively associated with interbeat interval, diastolic blood pressure, and left ventricular ejection time. Contrary to other studies reviewed here, this work identified valence and arousal as the predominant factors in differentiating emotional states using autonomic measures-a structure commonly found in self-reported affect. It is possible, however, that the selection of stimuli drove these differences as the emotional states examined all varied either on dimensions of valence or arousal.
Studies investigating autonomic patterning across both film and instrumental music have examined how well classification models can find solutions that are capable of differentiating emotional states induced by stimuli with vastly different perceptual properties. Stephens, Christie, and Friedman (2010) examined the extent to which measures of heart rate variability, peripheral vascular changes, systolic time intervals, respiratory changes, and electrodermal activity could be used to predict the induction of contentment, amusement, surprise, fear, anger, sadness and a neutral state from across both music and film. Discriminant analysis using ANS measures could correctly classify emotional state with an accuracy of 44.6% given chance rates of 14.3%. While accuracy rates were above chance for both music and film inductions, the weights of discriminant functions were not examined, possibly missing the role of constructs such as valence or arousal in the differentiation of autonomic responses.
Using a modified version of the Stephens et al. (2010) paradigm, Kragel and LaBar (2013) classified the same seven emotional states using electrodermal, cardiovascular, respiratory, and gastric activity with a support vector machine algorithm using a radial basis function kernel. An observed classification accuracy of 58.0% confirmed the extent to which autonomic patterns varied between emotional states (classification of selfreport exhibited an accuracy of 88.2%). In order to characterize the structure of information used in classification, the distribution of errors across emotion categories was correlated with the distance between ratings of experienced emotion using dimensional ratings of valence and arousal and categorical items separately (Figure 3 ). This analysis revealed that the structure of information used in classifying autonomic responses better conformed to a categorical configuration of affective space (i.e., a multidimensional space where each dimension is defined based on the rating on a self-report item). The number of errors in classifying autonomic measures correlated with the similarity of categorical items of emotional experience, but not dimensional items. Errors from classifying self-report, on the other hand, were less frequent as distance increased across both categorical and dimensional configurations of affective space. This finding contradicts earlier studies identifying dimensional constructs within autonomic patterns (e.g., Nyklicek et al., 1997; Schwartz et al., 1981) , though the incorporation of additional autonomic measures and more complex algorithms may have moved the classification solution away from information that varies continuously across multiple emotions.
In sum, this body of work using MVPC shows there is information in patterns of ANS activity that can be mapped to distinct emotions, although the true nature of this information is far from clear. There is mixed evidence concerning the extent to which emotion-specific patterns are organized along a dimension of arousal, as only three of the eight studies reviewed identified such a relationship. Only a single study identified discriminatory patterns which corresponded to the experience of valence, which only accounted for 10% of variance in autonomic responses (Nyklicek et al., 1997) . Further, Kragel and LaBar (2013) directly compared the structure of information in autonomic patterning to that of subjective emotional experience, and found that classifiers did not produce errors corresponding to constructs of valence and arousal. Given these differences, it is unlikely that information contained in the ANS is represented equivalently as emotional states are experienced (either as valence and arousal or discrete categories), but that information is organized in an alternative low dimensional embedding, or configuration, of affective space. One possibility is that ANS activity follows along such dimensions within regions of affective space, for example sympathetic activation tracking experienced arousal, but interactions between sympathetic and parasympathetic branches produce nonlinear regions (see Berntson, Cacioppo, Quigley, & Fabro, 1994) , which complicate a direct mapping.
Future Directions and Concluding Remarks
Studies decoding emotional states have demonstrated that patterns of central and autonomic nervous system activity carry emotion-specific information, yet much remains to be understood about how this information is integrated into a distinct, coherent emotional experience. The representational format of information remains to be precisely characterized along psychological models of emotion. In addition, the extent to which emotionspecific activation patterns are essential to the perception, experience, or expression of emotion remains to be determined. Altering the focus from asking if distinct emotional states are represented in nervous system activity to how the structure of information in neural activity maps on to unique emotional states allows theoretical and conceptual models of emotion to be effectively compared, addressing longstanding debates and advancing the field.
Despite the successful application of MVPC to decode emotional states from nervous system activity, the true nature of information driving classification remains elusive. The majority of studies reviewed primarily tested the hypothesis that nervous system activity could discriminate between distinct emotional states, rather than examining if the structure of observed patterns better conformed to one emotional model over another (but see Kragel & LaBar, 2013) . One avenue for future studies is to complement the use of classification with other multivariate approaches such as representational similarity analysis (Kriegeskorte et al., 2008) . This approach provides a method for making comparisons between theoretical and computational models, self-report, nervous system activity, and experienced affect. By characterizing the similarity of response patterns in an equivalent manner across different systems, representational similarity analysis offers a more formal framework for testing the presence of emotional constructs than exploratory dimension reduction techniques (e.g., using principal component analysis or multidimensional scaling). Future research should complement multivariate approaches with formal model comparisons to examine how well neural systems map on to aspects of psychological theories.
Additionally, it remains unclear whether specific neural systems are essential for the emergence of distinct emotional states. Presumably, if the information driving classification stems from the activation of emotion-specific neural populations, then manipulations capable of disrupting their function, such as pharmacological manipulations or transcranial magnetic stimulation, should alter multivariate activation patterns and emotional responses in a consistent manner. Tests of this nature are critical because successful MVPC within a region does not guarantee neural activity within the region is specific to the proposed function (Bartels, Logothetis, & Moutoussis, 2008) . It is possible that modulatory influences from presynaptic inputs or local processing in a given region, rather than function-specific neural firing, are reflected in fMRI activation. For this reason, it is critical that future work is capable of both modulating the profiles of neural activation within a region and causally altering behavior to test whether multivariate patterns are essential to a particular mental state. However, if the systems involved are too broad or redundantly encode information-as the present evidence suggests-it may be challenging to completely disrupt or alter the emotional process involved.
Although much remains to be understood about the nature of emotional responses in the nervous system, a growing body of work has established MVPC as a tenable method for comparing different models and theories of emotion. Moving from univariate approaches to predictive multivariate models allows researchers to infer the mental or emotional state of individuals in a formal statistical framework. This advance stands to (Kragel & LaBar, 2013) . The number of errors in classifying autonomic response patterns decreases with Euclidean distance in an affective space created using the experience of categorical items (e.g., "fear," "anger," "sadness"; white circles in right panel) but not in a space constructed using dimensional items of valence and arousal (left panel).
increase the synergy between affective neuroscience research and psychological theories of emotion, with the promise of yielding a better understanding of what defines an emotion.
