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Resumo
Me´todos para avaliac¸a˜o de desempenho teˆm, por muito anos, apoiado a adoc¸a˜o, desen-
volvimento e operac¸a˜o de sistemas de arquivos. Em particular, a reproduc¸a˜o de rastros de
utilizac¸a˜o e´ um me´todo bastante popular. Apesar de sua popularidade, alguns trabalhos pro-
duzidos recentemente contestam — embora sem comprovac¸a˜o empı´rica — a qualidade dos
resultados obtidos com esse me´todo.
Em nossa opinia˜o, este ceticismo se deve, em larga medida, a` falta de me´todos suficiente-
mente embasados para detectar e quantificar os erros das medic¸o˜es baseadas em reproduc¸o˜es
de rastros. Uma vez que na˜o sabemos como diagnosticar o problema, e´ prova´vel que no-
vos trabalhos adotem me´todos de reproduc¸a˜o inadequados ou criem novos me´todos sem
preocupac¸o˜es metodolo´gicas mais amplas. Em outras palavras, estamos fadados a repetir os
erros anteriores ou introduzir novos erros.
Nossa tese e´ que podemos usar metrologia — a cieˆncia de obter boas estimativas para
medic¸o˜es conduzidas por meio de instrumentos de medic¸a˜o imperfeitos — para melhorar a
qualidade da avaliac¸a˜o de desempenho de sistemas de arquivos baseada em rastros.
Neste documento, desenvolvemos esta tese por meio de duas provas de conceito. A pri-
meira considera me´todos de captura de rastros, enquanto a segunda considera me´todos de
reproduc¸a˜o de rastros. Em ambas, consideramos ferramentas populares descritas na lite-
ratura. Na primeira prova de conceito, ao aplicar o protocolo de metrologia, descobrimos
fontes de erro que tornam as medic¸o˜es de captura de rastros bastante tendenciosas, embora
precisas. No´s tambe´m mostramos como compensar as fontes de erro por meio de um pro-
cesso de calibrac¸a˜o — pra´tica ausente na literatura. Ainda, descobrimos que os me´todos
de captura sa˜o sensı´veis ao efeitos de cargas de fundo, as quais, quando na˜o identifica-
das, podem comprometer o processo de calibrac¸a˜o. Na segunda, o protocolo de metrologia
tambe´m nos permitiu observar fontes de erros que enfraquecem a qualidade das medic¸o˜es de
reproduc¸a˜o. Embora o procedimento de calibrac¸a˜o na˜o seja aplica´vel na segunda prova de
conceito, nossos resultados apontaram limitac¸o˜es nas ferramentas de reproduc¸a˜o que quando
reconsideradas, permitiram a melhoria na qualidade dos me´todos considerados.
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Capı´tulo 1
Introduc¸a˜o
Nesta tese, consideramos a avaliac¸a˜o de desempenho baseada na reproduc¸a˜o de rastros de
utilizac¸a˜o de sistemas de arquivos. Em comparac¸a˜o com outros me´todos, tais como modela-
gens analı´ticas [16,18,20], simulac¸o˜es [64], e execuc¸a˜o de benchmarks [2,3,6,14,15,23,35,
42, 51], acredita-se que a reproduc¸a˜o de rastros proporciona a representac¸a˜o mais pro´xima
de experimentos com cargas de trabalho reais.
Todavia, recentemente a convicc¸a˜o sobre a qualidade deste me´todo tem sido contestada.
Usando as palavras de Traeger et al. [65], “How to do this [reproduzir a carga de trabalho
real] accurately is still an open question, and the best we can do right now is take the results
with a degree of skepticism.”.
Qual a raza˜o para esse ceticismo? Nossa revisa˜o da literatura indica pelo menos uma
possibilidade: ha´ pouca ana´lise comparativa sobre os me´todos conhecidos; como escolher
entre um ou outro me´todo? Ha´ diferenc¸as entre eles?
Para preencher esta lacuna, conduzimos uma prova de conceito preliminar comparando
os me´todos de captura e reproduc¸a˜o mais populares [55]. O resultado dessa prova de conceito
confirma e embasa as suspeitas da comunidade: de fato, os me´todos de captura e reproduc¸a˜o
propostos na literatura podem levar a concluso˜es diferentes.
Com esse estudo identificamos uma segunda fonte para o ceticismo: na˜o ha´ metodologia
amplamente aceita para analisar os me´todos de captura e reproduc¸a˜o. Sem isso, embora
saibamos que os me´todos na˜o sejam perfeitos, na˜o sabemos qua˜o errados eles sa˜o. Ou ainda,
quais sa˜o as fontes destes erros e como mitiga´-los.
Tivesse maior intuic¸a˜o, poderia ter suspeitado, sem o esforc¸o inicial da prova de conceito,
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2que outras cieˆncias — por exemplo, fı´sica, quı´mica e biologia — consideram problemas si-
milares. Em todas essas cieˆncias, objetos de estudo sa˜o observados por meio de instrumentos
de medic¸a˜o. Os instrumentos de medic¸a˜o sa˜o limitados, e portanto, as observac¸o˜es conte´m
erros. O estudo desses erros de medic¸a˜o constitui o objetivo da metrologia.
Nossa tese e´ que metrologia pode tambe´m ser aplicada para entender os problemas
de medic¸a˜o em avaliac¸a˜o de desempenho de sistemas de arquivos baseada em rastros. O
propo´sito deste documento e´ exercitar esta tese e suas implicac¸o˜es para medic¸o˜es baseadas
em rastros de utilizac¸a˜o de sistemas de arquivos. Para isso, aplicamos o arcabouc¸o de me-
trologia na ana´lise de duas provas de conceito, cobrindo as fases de captura e reproduc¸a˜o de
rastros.
O restante desse documento e´ dividido no que segue. Nos Capı´tulos 2 e 3 procuramos
embasar a intuic¸a˜o de que metrologia pode ser aplicada nos cena´rios de captura e reproduc¸a˜o
de rastros. No Capı´tulo 2 descrevemos os me´todos de avaliac¸a˜o de desempenho de sistemas
de arquivos, com eˆnfase nos me´todos de reproduc¸a˜o de rastros, e na crı´tica que tem sido
feita a esses me´todos recentemente. Em seguida, no Capı´tulo 3, discorremos sobre os aspec-
tos ba´sicos de metrologia. Apresentamos o vocabula´rio ba´sico que sera´ usado ao longo do
documento e uma visa˜o geral do arcabouc¸o teo´rico de metrologia. Ainda nesse capı´tulo, re-
lacionamos os problemas dos me´todos de captura e reproduc¸a˜o de rastros com os problemas
tratados por metrologia em outras cieˆncias. Com isso, dadas as convergeˆncias, apontamos as
oportunidades de aplicac¸a˜o de metrologia nos cena´rios de captura e reproduc¸a˜o de rastros.
No Capı´tulo 4 detalhamos o arcabouc¸o teo´rico de metrologia que sera´ aplicado nas prova de
conceito. Nos Capı´tulos 5 e 6 descrevemos e discutimos as provas de conceito de captura
e reproduc¸a˜o, respectivamente. Nos Capı´tulo 5 avaliamos experimentalmente dois me´todos
populares de captura de rastros. Em um dos me´todos, a ferramenta de captura utilizada exe-
cuta no espac¸o do usua´rio, enquanto no outro me´todo a ferramenta de captura executa como
um mo´dulo do nu´cleo do sistema operacional. O capı´tulo foca na validac¸a˜o dos me´todos de
captura, no exame de suas fontes de erros e por fim, da reduc¸a˜o de parte desses erros por
um processo de calibrac¸a˜o. Em sequeˆncia a prova de conceito sobre captura, no Capı´tulo 6
descrevemos a prova de conceito de reproduc¸a˜o de rastros. Nesse capı´tulo, novamente, avali-
amos dois me´todos populares. Os me´todos que consideramos se diferenciam pela arquitetura
da ferramenta de reproduc¸a˜o: baseada em compilac¸a˜o ou baseada em eventos. Nessa prova
3de conceito tambe´m consideramos a validac¸a˜o dos me´todos de reproduc¸a˜o bem como o
exame das fontes de erro. Esse exame e´ posteriormente usado como base para a modificac¸a˜o
do reprodutor baseado em eventos que levou a` reduc¸a˜o da incerteza de suas medic¸o˜es. Apo´s
apresentar as provas de conceito, no Capı´tulo 7 avaliamos em retrospectiva a aplicabilidade
de metrologia nos cena´rios de captura e reproduc¸a˜o de rastros. Nele tambe´m discutimos
outros problemas da a´rea, nos quais poderı´amos aplicar alguma considerac¸a˜o metrolo´gica.
Nessa discussa˜o final, para tornar a leitura mais fluida, evitamos qualquer construc¸a˜o ma-
tema´tica. Para o leitor interessado em uma discussa˜o mais aprofundada, apresentamos no
Apeˆndice A um complemento para o arcabouc¸o teo´rico de metrologia.
Por fim, o leitor pode tambe´m consultar as publicac¸o˜es [53] e [54], que sa˜o bases para as
provas de conceito descritas nos Capı´tulos 5 e 6, respectivamente.
Capı´tulo 2
Avaliac¸a˜o de desempenho de sistemas de
arquivos
Neste capı´tulo discutiremos alguns dos me´todos conhecidos de avaliac¸a˜o de desempenho
de sistemas de arquivos. Discutiremos as limitac¸o˜es, bem como a adequac¸a˜o de cada um
destes me´todos. Nessa discussa˜o, tomamos como base a compilac¸a˜o produzida por Traeger
et al. [65]. Na Sec¸a˜o 2.2, consideramos o me´todo de avaliac¸a˜o baseado na execuc¸a˜o de
microbenchmarks. Por sua vez, na Sec¸a˜o 2.3 levamos em conta a avaliac¸a˜o baseada em
macrobenchmarks. Por fim, nas Sec¸o˜es 2.4.1 e 2.4.2 descrevemos os me´todos conhecidos
para captura e reproduc¸a˜o de rastros de utilizac¸a˜o. Antes de discutir os me´todos de avaliac¸a˜o,
na Sec¸a˜o 2.1 apresentamos de maneira resumida alguns conceitos de sistemas de arquivos.
2.1 Sistemas de arquivos
Sistemas operacionais baseados em UNIX fornecem recursos para gerenciamento de arma-
zenamento permanente de dados. Arquivos sa˜o a abstrac¸a˜o ba´sica que suportam esse geren-
ciamento. Do ponto de vista do sistema operacional, arquivos sa˜o conteˆineres sequenciais de
bytes nos quais dados sa˜o armazenados atrave´s de operac¸o˜es de escrita. O acesso aos dados
pode ser feito tanto de maneira sequencial quando aleato´ria, com base no deslocamento do
arquivo em cada operac¸a˜o; no modo sequencial, o deslocamento no inı´cio de uma operac¸a˜o
e´ igual ao deslocamento ao fim da operac¸a˜o anterior, ja´ no modo aleato´rio, na˜o ha´ relac¸a˜o
entre os deslocamentos.
4
2.1 Sistemas de arquivos 5
Os arquivos sa˜o organizados em uma estrutura hiera´rquica de a´rvore em um sistema de
arquivos. Ale´m de arquivos, essa estrutura conte´m tambe´m direto´rios. Os arquivos sempre
sa˜o componentes terminais. Tanto arquivos quanto direto´rios sa˜o identificados por um nome.
Arquivos abaixo de um mesmo direto´rio na˜o podem ter um mesmo nome. Para identificar
unicamente um arquivo e´ preciso determinar seu caminho completo, que e´ composto dos
nomes de todos os componentes, da´ raiz do sistema de arquivos ate´ o arquivo em questa˜o.
O sistema de arquivos tambe´m mante´m um conjunto de atributos para cada arquivo,
por exemplo: tipo do arquivo (direto´rio, regular, FIFO entre outros), tamanho do arquivo,
identificadores de usua´rio e grupo do dono do arquivo, permisso˜es de acesso e marcac¸o˜es de
tempo para criac¸a˜o, acesso e modificac¸a˜o. Os atributos por vezes sa˜o chamados tambe´m de
metadados e podem ser obtidos por chamadas ao sistema como stat, lstat e fstat.
Numa perspectiva arquitetural, uma implementac¸a˜o gene´rica de sistemas de arquivos em
um sistema operacional UNIX segue um modelo conforme a Figura 2.1 [32]:
Figura 2.1: Modelo arquitetural tı´pico em um sistema de arquivos UNIX.
Para acessar as funcionalidades dos sistemas de arquivos, as aplicac¸o˜es interagem com
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a interface POSIX disponı´vel no sistema operacional. Isso pode ser feito tanto atrave´s de
chamadas ao sistema quando pelo uso de bibliotecas como libc (que por sua vez usam as
chamadas ao sistema). Uma implicac¸a˜o direta do uso dessa interface e´ que as aplicac¸o˜es
na˜o precisam ser modificadas para usar sistemas de arquivos diferentes. Outro ponto impor-
tante desse modelo arquitetural e´ que implementac¸o˜es particulares de sistemas de arquivos
na˜o esta˜o diretamente acopladas com as chamadas ao sistema. Ao inve´s disso, essa chama-
das usam o VFS (virtual file system interface), como interface comum mediadora para as
diferentes implementac¸o˜es de sistemas de arquivos.
2.2 Microbenchmarks
Microbenchmarks sa˜o aplicac¸o˜es escritas para testar um aspecto especı´fico, de maneira iso-
lada, do sistema de arquivos. Um exemplo e´ o benchmark Bonnie [23], que avalia o desem-
penho de operac¸o˜es de escrita sequencial, leitura sequencial e aleato´ria. Outro exemplo e´
o benchmark do Sprite LFS [57], que ale´m de considerar leituras e escritas, sequenciais e
aleato´rias, tambe´m avalia o desempenho para criar e remover arquivos.
Uma alternativa mais flexı´vel e´ o uso de microbenchmarks geradores, tais como o IO-
Zone [51], Iometer [3] e Filebench [2]. Basicamente, essas ferramentas permitem o exercı´cio
de um nu´mero maior de func¸o˜es do sistema de arquivos. Por exemplo, o benchmark Iozone
permite avaliar o desempenho das seguintes operac¸o˜es: i) write - criac¸a˜o e escrita em ar-
quivos; ii) re-write - escrita em arquivos ja´ criados; iii) read -leitura em arquivo ja´ criados;
iv) re-read - leitura em um arquivo que foi lido recentemente; v) random-read - leitura
em posic¸o˜es aleato´rias de um arquivo; vi) random-write - escrita em posic¸o˜es aleato´rias de
um arquivo; vii) random-mix - escrita e leitura em posic¸o˜es aleato´rias de um arquivo; viii)
backwards read - leitura do fim para o inı´cio de um arquivo; ix) record re-write - escrita
para um regia˜o especı´fica de um arquivo. Ale´m disso, e´ possı´vel configurar o tamanho do
arquivo a ser manipulado, o tamanho do bloco usado para escrita e leitura, o atraso usado
entre cada operac¸a˜o, o nu´mero de processos usados para executar a carga de trabalho, entre
outros paraˆmetros.
A despeito da disponibilidade de boas ferramentas de livre acesso, via de regra cria-se
um novo benchmark especı´fico para cada avaliac¸a˜o. Segundo Traeger et al. [65], criou-se
2.3 Macrobenchmarks 7
uma nova ferramenta de propo´sito especı´fico em 62 artigos dentre os 106 considerados pelos
autores. Essa abordagem tem uma desvantagem clara. Uma vez que, raramente, o co´digo
fonte do benchmark e´ publicizado, e´ difı´cil reproduzir os resultados.
2.3 Macrobenchmarks
Enquanto que os microbenchmarks avaliam operac¸o˜es especı´ficas, de maneira isolada, do
sistema de arquivos, os macrobenchmarks exploram mu´ltiplas operac¸o˜es em uma carga de
trabalho aproximada da carga de trabalho real.
Macrobenchmarks populares incluem: Postmark [42], criado para representar uma carga
de trabalho de acesso a dados e metadados de arquivos pequenos e com vida curta, carga
tı´pica de servidores de e-mail; a famı´lia de benchmarks criado pela Transaction Processing
Performance Council (TPC) [15], para avaliac¸a˜o de desempenho de sistemas de banco de
dados; e o SPEC SFS para a avaliac¸a˜o de servidores de arquivos NFS [14].
Usar ferramentas pu´blicas como essas para a avaliac¸a˜o de desempenho tem uma vanta-
gem clara: e´ mais fa´cil comparar o desempenho de um sistema com os seus concorrentes.
Entretanto, e´ necessa´rio avaliar a adequac¸a˜o da ferramenta escolhida para como o cena´rio
real alvo do sistema sob avaliac¸a˜o. Ou seja, e´ importante julgar se a carga de trabalho gerada
e´ uma boa aproximac¸a˜o da carga de trabalho real. De modo geral, isso na˜o costuma ser
levado em considerac¸a˜o; a popularidade e´ a justificativa dada para a escolha das ferramentas
em muitos dos artigos compilados por Traeger et al. [65].
Um caso emblema´tico desse problema e´ o uso do Andrew benchmark, que tornou-se po-
pular apo´s ter sido usado na avaliac¸a˜o de desempenho do influente Andrew File System [35].
Esse benchmark considera a carga de trabalho gerada pela compilac¸a˜o de um dado programa.
Ele tem como entrada a estrutura de direto´rios contendo o co´digo fonte do programa e sua
execuc¸a˜o prossegue em cinco etapas:
1. Co´pia da estrutura de direto´rios para o sistema de arquivos sob avaliac¸a˜o.
2. Co´pia dos arquivos fontes do programa a ser compilado para a estrutura de direto´rios
criada na fase anterior.
3. Execuc¸a˜o da operac¸a˜o stat para cada um dos arquivos copiados na fase anterior.
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4. Leitura do conteu´do dos arquivos (em sua totalidade) copiados na segunda fase.
5. Compilac¸a˜o do co´digo fonte.
Embora a carga de trabalho gerada por essa ferramenta possa ter sido relevante quando
foi criada, em 1988, em ma´quinas modernas a memo´ria principal costuma ser mais do que
suficiente para armazenar todo o conteu´do dos arquivos que sera˜o compilados, portanto, apo´s
a execuc¸a˜o da segunda fase, grande parte das requisic¸o˜es na˜o sera˜o respondidas pelo sistema
de arquivos.
2.4 Avaliac¸a˜o baseada em rastros
A metodologia de reproduc¸a˜o de rastros pode ser dividida em 4 etapas. A primeira etapa
envolve a captura do rastro de utilizac¸a˜o. Para isso o sistema sob monitoramento precisa ser
instrumentado. Em seguida, na segunda etapa, usualmente, um fragmento do rastro captu-
rado e´ selecionado para a experimentac¸a˜o. Essa selec¸a˜o acontece tanto para experimentar
com fragmentos de caracterı´sticas diferentes como para evitar os problemas associados a`
manipulac¸a˜o do rastro completo, que costuma ser bastante grande. Na terceira etapa, o
fragmento selecionado e´ efetivamente reproduzido. O fator chave da etapa de reproduc¸a˜o
e´ a gerac¸a˜o de uma carga de trabalho equivalente a` carga de trabalho do fragmento tomado
como entrada. Ale´m disso, ela tambe´m envolve a configurac¸a˜o do sistema que sera´ avaliado,
aı´ incluı´do a criac¸a˜o da estrutura de direto´rios e seus arquivos. Por fim, na quarta etapa, o de-
sempenho do sistema de arquivos alvo da avaliac¸a˜o e´ medido, em termos de alguma me´trica
de desempenho coerente com o tipo das aplicac¸o˜es associadas ao sistema.
2.4.1 Captura
O rastro de utilizac¸a˜o e´ uma representac¸a˜o da carga de trabalho submetida ao sistema de
arquivos pelas aplicac¸o˜es em execuc¸a˜o no ambiente de produc¸a˜o. A maneira mais acurada de
obter essa representac¸a˜o da atividade das aplicac¸o˜es seria instrumenta´-las. Infelizmente, isso
nem sempre e´ possı´vel. Nesse trabalho no´s consideramos que, no ambiente de produc¸a˜o, as
aplicac¸o˜es em execuc¸a˜o sa˜o arbitra´rias, desse modo, na˜o e´ possı´vel ter acesso ao seu co´digo
para que a instrumentac¸a˜o seja feita.
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Como parece ser a regra em se tratando da metodologia da avaliac¸a˜o de desempenho
de sistema de arquivos, na˜o ha´ consenso em como essa instrumentac¸a˜o deve ser feita. Um
me´todo popular consiste na captura do rastro ao nı´vel das chamadas ao sistema relacionadas
ao sistema de arquivos (ex. open, read e close) [49, 52, 55, 66]. Ha´ duas alternativas nesse
me´todo que se diferenciam pela maneira como o sistema operacional e´ instrumentado. A pri-
meira alternativa emprega ferramentas que executam no espac¸o do usua´rio [66], que por sua
vez, se baseiam na chamada ao sistema ptrace. A segunda alternativa consiste em adicionar
emendas ao sistema operacional com o co´digo de instrumentac¸a˜o [49].
Um segundo me´todo aplica´vel em sistemas de arquivos distribuı´dos, consiste em capturar
os pacotes enviados entres clientes e servidores atrave´s da rede [21, 27, 28, 50]. Para tanto,
esse me´todo emprega ferramentas tais como tcpdump [4] e wireshark [5], que permitem
filtrar apenas pacotes de um determinado protocolo, por exemplo, NFS [59] e CIFS [34].
O me´todo baseado na captura de pacotes tem uma vantagem em relac¸a˜o a` instrumentac¸a˜o
das chamadas ao sistema: e´ necessa´rio interferir em menos componentes. Enquanto a captura
de pacotes e´ feita tipicamente no comutador ou na ma´quina em que esta´ instalado o servidor
de arquivos, a instrumentac¸a˜o de chamadas ao sistema precisa ser feita em todas as ma´quinas
clientes. Embora tenha a vantagem da praticidade, o me´todo baseado na captura de pacotes
representa pior a carga de trabalho real do que o me´todo baseado na instrumentac¸a˜o dos
clientes, uma vez que as requisic¸o˜es atendidas pelo cache dos clientes do sistema de arquivos
na˜o geram requisic¸o˜es remotas (e portanto na˜o podem ser capturadas).
2.4.2 Reproduc¸a˜o
Assim como observamos sobre a captura, ha´ bastante diversidade nos me´todos de reproduc¸a˜o
de rastros. As principais diferenc¸as entre esses me´todos sa˜os os modelos de reproduc¸a˜o
— abertos ou fechados [58] — e as arquiteturas adotadas pelas ferramentas de reproduc¸a˜o
— baseadas em compilac¸a˜o ou em eventos. Com respeito aos modelos de reproduc¸a˜o,
no fechado, a submissa˜o de novas requisic¸o˜es pode depender do atendimentos das anteri-
ores, enquanto no modelo aberto, na˜o ha´ essa dependeˆncia. As ferramentas baseadas em
compilac¸a˜o [41, 66] geram o co´digo-fonte de um programa que emula a atividade registrada
nos rastros: a carga de trabalho reproduzida e´ gerada pela execuc¸a˜o deste programa. Os
reprodutores baseados em eventos [50, 55] sa˜o programas gene´ricos que reproduzem ras-
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tros arbitra´rios tomados como entrada. Na Sec¸a˜o 2.4.2 discutimos os modelos reproduc¸a˜o
encontrados na literatura. Em seguida, na Sec¸a˜o 2.4.2, descrevemos os projetos mais repre-
sentativos de reprodutores baseados em compilac¸a˜o e em eventos.
Modelos de reproduc¸a˜o
Ha´ dois problemas relacionados com o modelo de reproduc¸a˜o: i) a relac¸a˜o de dependeˆncia
que qualquer par de requisic¸o˜es pode ter, e portanto a ordem na qual as requisic¸o˜es devem
ser reproduzidas; e ii) o instante de tempo no qual uma requisic¸a˜o deve ser reproduzida.
Duas abordagens consideram esses problemas, uma baseada em experimentac¸a˜o [48]
e outra baseada em infereˆncia [50, 55, 66]. Na abordagem baseada em experimentac¸a˜o,
assume-se que a carga de trabalho que sera´ capturada pode ser controlada. Isso sendo
possı´vel, o atendimento de algumas requisic¸o˜es e´ artificialmente atrasado durante a captura.
Em seguida, observa-se quais requisic¸o˜es subsequentes foram postergadas como resultado
do atraso; assume-se que ha´ dependeˆncia entre estas e aquela. Essa abordagem tem uma
limitac¸a˜o: e´ necessa´rio realizar mu´ltiplas coletas, de tal forma que seja possı´vel experimen-
tar va´rias opc¸o˜es de atraso das requisic¸o˜es; ainda, e´ preciso que a carga de trabalho seja a
mesma em todas as coletas, caso contra´rio, na˜o e´ possı´vel distinguir entre os efeitos de um
atraso controlado e uma possı´vel modificac¸a˜o da carga de trabalho.
Por sua vez, na abordagem baseada em infereˆncia, as relac¸o˜es de dependeˆncia e
temporizac¸a˜o sa˜o deduzidas com base em um u´nico rastro. Os reprodutores ARTC [66] e
TBBT [50] definem duas classes de polı´ticas equivalentes para a deduc¸a˜o da relac¸a˜o de or-
dem. A primeira classe — composta pela polı´tica ROOT do reprodutor ARTC e pela polı´tica
FS dependency do reprodutor TBBT — se baseia na semaˆntica de modificac¸a˜o do sistema
de arquivos; por exemplo, uma requisic¸a˜o de leitura ou escrita para um arquivo na˜o pode ser
iniciada antes que a requisic¸a˜o que cria o arquivo tenha terminado. A segunda classe — com-
posta pelas polı´ticas temporal do reprodutor ARTC e pela polı´tica conservative do reprodutor
TBBT — considera a ordem tal como encontrada no rastro, ou seja, uma requisic¸a˜o so´ pode
ser reproduzida apo´s as requisic¸o˜es anteriores (com base nas marcac¸o˜es de tempo coletadas
no rastro) tenham sido reproduzidas. Em relac¸a˜o a` infereˆncia de temporizac¸a˜o, os reprodu-
tores ARTC e TBBT tambe´m adotam polı´ticas semelhantes. Ambos os reprodutores imple-
mentam a polı´tica fullspeed. Ao adotar essa polı´tica, o reprodutor ignora qualquer possı´vel
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relac¸a˜o entre o atendimento e chegada de requisic¸o˜es e as processa na maior velocidade
possı´vel. Adicionalmente, o reprodutor TBBT implementa a polı´tica de temporizac¸a˜o times-
tamp; ao adotar essa polı´tica, o reprodutor executa as requisic¸o˜es o mais pro´ximo possı´vel
das marcac¸o˜es de tempo encontradas no rastro.
A escolha das polı´ticas de ordenac¸a˜o e temporizac¸a˜o de fato determina as caracterı´sticas
da carga de trabalho que sera´ reproduzida. A Figura 2.2 ilustra os efeitos dessa escolha sobre
a reproduc¸a˜o do rastro definido na Tabela 2.1. Nessa tabela, registra-se o inı´cio e o fim da
execuc¸a˜o de 8 requisic¸o˜es, identificadas pelo valor da coluna i. O tipo, os argumentos e o
valor de retorno das requisic¸o˜es esta˜o indicados nas colunas type, args e RV, respectivamente.
Tabela 2.1: Exemplo de rastro de utilizac¸a˜o. Registramos o inı´cio e o fim da execuc¸a˜o de 8
requisic¸o˜es, identificadas pelo valor da coluna i. O tipo, os argumentos e o valor de retorno
das requisic¸o˜es esta˜o indicados nas colunas type, args e RV, respectivamente.
i inı´cio fim type args RV
0 0 1 open {pathname=/parentA/fileA, flags=32961, mode=384} 5
1 2 3 mkdir {pathname=/parentB, mode=493} 0
2 4 6 write {fd=5, count=1024} 1024
3 5 6 open {pathname=/parentB/.lock, flags=3101, mode=666} 6
4 7 8 close {fd=5} 0
5 7 9 unlink {pathname=/parentB/.lock} 0
6 12 13 creat {pathname=/parentC/} 0
7 14 15 stat {pathname=/parentC/.lock} −1
As Figuras 2.2a e 2.2b reportam a relac¸a˜o de dependeˆncia entre as requisic¸o˜es do rastro
da Tabela 2.1 quando se aplica as polı´ticas de ordenac¸a˜o conservative e FS, respectivamente.
A Figura 2.3 representa uma possı´vel reproduc¸a˜o do rastro da Tabela 2.1, respeitando as
relac¸o˜es de dependeˆncia definidas, e combinando as polı´ticas de temporizac¸a˜o fullspeed e
timestamp. Consideramos que a durac¸a˜o da execuc¸a˜o das requisic¸o˜es reproduzidas tem o
mesmo valor da captura. Para o exemplo criado, percebe-se que a polı´tica fullspeed ignora
os intervalos sem atividade considerados pela polı´tica conservative. Ainda, a polı´tica FS
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(a) Relac¸a˜o de dependeˆncia das requisic¸o˜es segundo a polı´tica de ordenac¸a˜o conservative.
(b) Relac¸a˜o de dependeˆncia das requisic¸o˜es segundo a polı´tica de ordenac¸a˜o FS.
Figura 2.2: Relac¸a˜o de dependeˆncia das requisic¸o˜es segundo as polı´ticas de ordenac¸a˜o con-
servative e FS.
Figura 2.3: Um cena´rio de reproduc¸a˜o possı´vel para o rastro descrito na Tabela 2.1, obede-
cendo as relac¸o˜es de dependeˆncia definidas nas Figuras 2.2b e 2.2a.
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impo˜e um nu´mero menor de relac¸o˜es de dependeˆncia entre as requisic¸o˜es, por essa raza˜o,
permite uma reproduc¸a˜o com um nı´vel maior de concorreˆncia, tal como acontece em sua
combinac¸a˜o com a polı´tica fullspeed.
Projeto e implementac¸a˜o
Independentemente do me´todo usado para definir a carga de trabalho, ha´ ainda a preocupac¸a˜o
de como essa carga e´ efetivamente reproduzida. Com essa finalidade, podemos discriminar
dois tipos de projetos para reprodutores: baseados em compilac¸a˜o ou em processamento de
eventos.
No primeiro tipo, um compilador toma como entrada o rastro capturado, e gera um pro-
grama que ao ser executado, gera uma carga que e´ equivalente a` carga de trabalho capturada;
a reproduc¸a˜o se da´, portanto, pela execuc¸a˜o do programa gerado. Esse e´ o projeto seguido
pelo reprodutor ARTC [66]. O co´digo gerado por seu compilador cria uma thread para cada
thread que aparece no rastro capturado. Cada uma dessas threads reproduz a mesma colec¸a˜o
de requisic¸o˜es com as quais aparece associada no rastro. Ale´m disso, os dados que compo˜em
as requisic¸o˜es, por exemplo, seus argumentos, tambe´m sa˜o alocados estaticamente durante a
compilac¸a˜o. O processo de compilac¸a˜o tambe´m e´ responsa´vel por levar a cabo as regras das
polı´ticas de ordenac¸a˜o: cada requisic¸a˜o inclui uma trava indicando qual outras threads po-
dem ser bloqueadas, caso uma requisic¸a˜o a ser executada por essas threads dependa daquela
requisic¸a˜o.
Esse tambe´m e´ o modelo de projeto seguido pelo reprodutor Replayfs [41]. Esse re-
produtor difere do ARTC quanto ao tipo das chamadas capturadas. Enquanto que o ARTC
coleta e reproduz chamadas ao sistema, o reprodutor Replayfs captura func¸o˜es no nı´vel
da API VFS; isso implica que a reproduc¸a˜o precisa ser feita em modo privilegiado. Para
tanto, seu compilador gera um mo´dulo que e´ inserido no nu´cleo do sistema operacional.
Essa decisa˜o de projeto reduz o tempo gasto na troca de contexto, verificac¸a˜o de paraˆmetros
e co´pia de buffers, que seriam necessa´rios caso a reproduc¸a˜o fosse feita por um processo
na˜o privilegiado. Por consequeˆncia, a eliminac¸a˜o dessas atividades contribui para uma cro-
nometragem mais acurada das requisic¸o˜es. Embora a motivac¸a˜o para essas otimizac¸o˜es seja
coerente, a reproduc¸a˜o no nı´vel da API VFS apresenta desvantagens. A maior delas, como
apontam Traeger et al. [65], e´ que na˜o ha´ portabilidade: verso˜es diferentes de um mesmo sis-
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tema operacional podem ter API VFS diferentes. Talvez por esse motivo, ale´m da exigeˆncia
de inclusa˜o de mo´dulos no nu´cleo do sistema para a reproduc¸a˜o, o reprodutor Replayfs seja
pouco popular.
No segundo tipo de projeto, baseado no processamento de eventos, um mesmo programa
gene´rico e´ responsa´vel por executar uma carga de trabalho arbitra´ria dada como entrada.
Esse e´ o modelo seguido pelo reprodutor TBBT [50] e mais recentemente pelo reprodutor
que desenvolvemos [55].
O reprodutor TBBT reproduz cargas de trabalho de servidores NFS. Seu projeto e´ estru-
turado em termos da execuc¸a˜o de 3 threads, as quais sa˜o responsa´veis pela leitura do rastro,
envio e recebimento de requisic¸o˜es, respectivamente. A thread responsa´vel pela leitura do
rastro, leˆ os dados de entrada de maneira contı´nua (ou seja, o rastro na˜o e´ carregado inteira-
mente ao inı´cio da reproduc¸a˜o), os interpreta e insere em um buffer de requisic¸o˜es a serem
reproduzidas. O nu´mero de requisic¸o˜es presentes no buffer deve ser grande o suficiente para
assegurar que a thread que envia as requisic¸o˜es para o servidor NFS sempre tenha trabalho
disponı´vel. A thread de envio gera requisic¸o˜es para o servidor NFS atrave´s de chamadas
RPC assı´ncronas; as respostas para essas requisic¸o˜es sa˜o recebidas pela terceira thread. A
thread de envio tambe´m e´ responsa´vel por garantir que as requisic¸o˜es atendam as polı´ticas de
ordenac¸a˜o e temporizac¸a˜o definidas pelo me´todo TBBT. Para isso, travas de escrita e leitura
sa˜o associadas a`s requisic¸o˜es. A thread de envio tenta o acesso exclusivo a`s travas, enquanto
a thread de recebimento de requisic¸o˜es as libera.
Em nosso reprodutor, o qual discutiremos com mais detalhes no Capı´tulo 6, diferente do
que foi adotado no reprodutor TBBT, as regras das polı´ticas de ordenac¸a˜o na˜o sa˜o decididas
em tempo de execuc¸a˜o. Ao inve´s disso, a relac¸a˜o de dependeˆncia entre as requisic¸o˜es e´ es-
pecificada nos dados de entrada, junto com a descric¸a˜o do tipo e argumentos das requisic¸o˜es
que sera˜o reproduzidas. Com isso, implementar uma nova polı´tica de ordenac¸a˜o na˜o envolve
a modificac¸a˜o do co´digo fonte do reprodutor mas sim reprocessar os dados de entrada — o
que reduz o esforc¸o para experimentar novos me´todos de reproduc¸a˜o.
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2.5 Crı´tica da avaliac¸a˜o de desempenho de sistemas de ar-
quivos
Na a´rea de sistemas de arquivos e de armazenamento ha´ poucos trabalhos dedicados a um es-
tudo sistema´tico sobre me´todos de avaliac¸a˜o de desempenho; geralmente, os esforc¸os esta˜o
voltados para o desenvolvimento de novos sistemas. Uma excec¸a˜o e´ o abrangente estudo
sobre a qualidade da metodologia de avaliac¸a˜o de desempenho de sistemas de arquivos feito
por Traeger et al. [65]. Nesse estudo, os autores compilam 106 artigos relacionados a sis-
temas de arquivos e armazenamento, escritos entre 1999 e 2008, para entender as razo˜es
usadas na escolha do me´todo de avaliac¸a˜o de desempenho, bem como a maneira como es-
ses me´todos sa˜o empregados, ale´m de como os resultados sa˜o analisados e descritos. Os
autores concluem que a grande maioria dos trabalhos analisados apresenta problemas meto-
dolo´gicos: e´ emblema´tico citar que, em apenas dois dos 106 artigos compilados a avaliac¸a˜o
experimental foi executada mais de uma vez, o que afeta sobremaneira a validade estatı´stica
da maior parte dos trabalhos na a´rea.
Um segundo problema apontado pelos autores e´ a falta de justificativa embasada para a
escolha da metodologia. Por exemplo, em 20 experimentos dos 148 que empregaram macro-
benchmarks criados por terceiros, usou-se a popularidade das ferramentas como justificativa
para sua escolha. Ainda mais grave, em 28 experimentos na˜o foi fornecida justificativa al-
guma. Diante disso, Traeger et al. indicam que os macrobenchmarks sa˜o escolhidos por sua
popularidade, a despeito de sua adequac¸a˜o [65].
Um terceiro problema diz respeito a` falta de suporte a` replicac¸a˜o dos resultados. Esse
problema e´ especialmente grave em trabalhos que criam benchmarks ad hoc, uma vez que ra-
ramente o co´digo fonte das ferramentas criadas e´ liberado e na falta desses, na˜o se fornecem
detalhes suficientes para nova implementac¸a˜o.
Mais importante para o nosso trabalho, o diagno´stico de Traeger et al. sobre reproduc¸a˜o
de rastros na˜o e´ menos grave [65]. Dos 19 artigos compilados que usam esse me´todo, 15 na˜o
descrevem a ferramenta de reproduc¸a˜o usada. Ale´m disso, 11 na˜o definem os me´todos de
ordenac¸a˜o e temporizac¸a˜o usados. Ainda, dentre os 5 artigos que capturaram seus pro´prios
rastros para a reproduc¸a˜o, 4 na˜o especificam como isso foi feito. E´ importante ressaltar que,
embora o levantamento feito por Traeger et al. seja relevante para apontar a falta de consenso
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no uso dos me´todos de avaliac¸a˜o de desempenho, na˜o e´ suficiente para avaliar a consequeˆncia
dos problemas metodolo´gicos, nem para contribuir no desenvolvimento de novos me´todos.
Preencher essa lacuna e´ um dos principais objetivos desse trabalho.
Posteriormente, em 2011, Tarasov et al. [62] atualizaram o estudo de Traeger et al. [65]
(esses dois estudos contam com autores em comum) apresentando concluso˜es semelhantes.
Por exemplo, a criac¸a˜o de benchmarks ad hoc continuou bastante popular, a despeito da
existeˆncia de ferramentas disponı´veis que poderiam gerar a mesma carga de trabalho.
Os diagno´sticos de Traeger et al. [65] e de Tarasov et al. [62] ainda sa˜o va´lidos. Analisa-
mos as confereˆncias consideradas pelos autores, de 2011 em diante, e encontramos os mesmo
problemas metodolo´gicos. Por exemplo, dentre 16 trabalhos que empregaram reproduc¸a˜o de
rastros, 8 na˜o descrevem que reprodutor usaram. Por sua vez, em 5 trabalhos os autores
desenvolverem reprodutores ad hoc, muito embora os descrevam em poucos detalhes. Por
fim, 3 trabalhos fogem a` regra: seus autores empregaram reprodutores de uso mais geral,
desenvolvidos por outros autores.
A opinia˜o de Tarasov et al. sobre a falta de qualidade na avaliac¸a˜o de desempenho de
sistemas de arquivos e´ representativa: “We claim that file system benchmarking is actually
a disaster area full of incomplete and misleading results that make it virtually impossible to
understand what system or approach to use in any particular scenario.” [62].
Mais recentemente, em sua proposta de doutoramento, Tarasov incorpora essa visa˜o pes-
simista e desaconselha o uso do me´todo de reproduc¸a˜o de rastros [61]. Segundo o autor, os
rastros costumam ser muito grandes, portanto, difı´ceis de manipular e compartilhar. Ale´m do
mais, sa˜o inflexı´veis para testar cargas de trabalho um pouco diferentes daquelas presentes
durante o momento de captura. Como alternativa, Tarasov sugere um retorno aos me´todos
conhecidos de criac¸a˜o de cargas sinte´ticas baseadas em rastros de utilizac¸a˜o [43, 60].
No inı´cio deste trabalho, na˜o conhecı´amos nenhum estudo que avaliasse a qualidade
da metodologia da reproduc¸a˜o de rastros. Mesmo o trabalho de Zhu et al., que se destaca
por propor as polı´ticas de ordenac¸a˜o e temporizac¸a˜o discutidas na Sec¸a˜o 2.4.2, na˜o fornece
nenhuma avaliac¸a˜o sobre a efica´cia das polı´ticas que sugere [50]. Devido a essa lacuna, no´s
conduzimos em 2013 um trabalho [55] no qual avaliamos as diferenc¸as entre as polı´ticas
propostas por Zhu et al. [50]; de fato, a escolha das polı´ticas afeta os resultados obtidos com
o reprodutor.
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Posteriormente, Zev et al. tambe´m consideraram o problema da qualidade dos me´todos
de reproduc¸a˜o de rastros [66]. Como descrevemos na Sec¸a˜o 2.4.2, os autores desenvolveram
novas polı´ticas de reproduc¸a˜o que sa˜o equivalente a`s polı´ticas originalmente descritas por
Zhu et al. [50]. Aqueles autores sustentam que a polı´tica ARTC e´ precisa o suficiente na
infereˆncia da carga de trabalho, e portanto, e´ possı´vel reabilitar a reproduc¸a˜o de rastros como
uma alternativa fiel a` experimentac¸a˜o em ambiente real.
Acreditamos que a tese de Tarasov e´ demasiadamente pessimista; deve haver cena´rios
em que a reproduc¸a˜o de rastros e´ u´til e acurada. Por sua vez, o trabalho de Zev et al. [66]
peca pelo excesso de otimismo; como veremos nos capı´tulos seguintes, a metodologia de
reproduc¸a˜o na˜o se restringe a` infereˆncia da carga de trabalho. Outros fatores, tais como o
processo de captura dos dados, podem afetar os resultados do me´todo.
Desse modo, nossa proposta e´ um contraponto em relac¸a˜o a esses dois trabalhos. Susten-
tamos que precisamos avaliar a qualidade de todos os aspectos — da captura a` reproduc¸a˜o,
incluindo a infereˆncia da carga de trabalho — para decidir sobre a utilidade da metodologia
de reproduc¸a˜o de rastros.
Capı´tulo 3
Conceitos de metrologia
Me´todos de avaliac¸a˜o de desempenho sa˜o aspectos chave em cieˆncia da computac¸a˜o. Sa˜o
empregados, por exemplo, quando se quer comparar projetos diferentes de um mesmo sis-
tema, configurar um sistema para otimizar seu servic¸o e planejar a capacidade de infraestru-
turas de computac¸a˜o para determinada qualidade de servic¸o. Dada essa relevaˆncia, metodo-
logias que sistematizam as atividades de avaliac¸a˜o de desempenho teˆm sido consideradas ha´
um bom tempo.
Nessa direc¸a˜o, Jain [39] considera os seguintes passos comuns quando se conduz uma
avaliac¸a˜o de desempenho:
1. Definir o objetivo da avaliac¸a˜o bem como delimitar o sistema sob estudo;
2. Identificar o servic¸o provido pelo sistema bem como os resultados possı´veis desse
servic¸o;
3. Selecionar as me´tricas de avaliac¸a˜o de desempenho;
4. Listar os fatores que afetam o desempenho;
5. Selecionar os fatores para estudo;
6. Selecionar a te´cnica para a avaliac¸a˜o de desempenho;
7. Selecionar a carga de trabalho que sera´ submetida ao sistema;
8. Projetar o experimento;
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9. Analisar e interpretar os dados;
10. Apresentar os resultados.
Le Boudec [45] tambe´m esquematiza como avaliar o desempenho de sistemas:
1. Identificar o objetivo da avaliac¸a˜o de desempenho;
2. Definir a me´trica usada na avaliac¸a˜o de desempenho;
3. Definir a carga de trabalho que sera´ usada na avaliac¸a˜o de desempenho;
4. Escolher o me´todo de soluc¸a˜o empregado na avaliac¸a˜o;
5. Estabelecer os fatores, tanto do sistema quanto da carga de trabalho, que podem afetar
o desempenho medido.
Em adic¸a˜o aos passos ba´sicos listados acima, Le Boudec considera tambe´m importante
conhecer os gargalos tı´picos de determinados tipos de sistemas; e´ importante que no esta-
belecimento de fatores, esses gargalos sejam conhecidos. Ale´m disso, Le Boudec tambe´m
discute como definir hipo´teses, projetar experimentos e avaliar a acura´cia dos resultados
obtidos.
Ha´ muitos pontos em comum nas viso˜es de Jain e Le Boudec. A avaliac¸a˜o de desempe-
nho comec¸a com um objetivo definido, seja ele dimensionar o sistema, entender seu com-
portamento em caso de sobrecarga, comparar alternativas, entre outros. Me´tricas objetivas
precisam ser escolhidas como crite´rio para a ana´lise de desempenho. E´ necessa´rio tambe´m
identificar fatores que impactam o desempenho bem como a carga que sera´ submetida ao sis-
tema; isso na˜o pode ser feito ser conhecer o sistema nem como ele e´ usado (explicitamente
declarado no passo 2 do esquema de Jain e discutido ao longo do texto de Le Boudec). Em
seguida, a te´cnica de avaliac¸a˜o (ou me´todo de soluc¸a˜o) precisa ser escolhida; os autores citam
a construc¸a˜o de modelos analı´ticos, a execuc¸a˜o de simulac¸o˜es e a conduc¸a˜o de experimentos
de medic¸a˜o com sistemas reais. Qual seja o me´todo escolhido e´ importante projetar como
o experimento sera´ conduzido, de maneira que seja obtido o ma´ximo de informac¸a˜o com
o menor esforc¸o possı´vel. Por fim, os resultados precisam ser analisados. Nessa ana´lise e´
fundamental reconhecer que resultados obtidos sa˜o variedades aleato´rias e precisam ser sua
variabilidade discutida.
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Em particular, Jain discute em profundidade questo˜es relacionadas com a carga de traba-
lho (passo 7), incluindo como expressar a carga de trabalho e produzi-la de maneira represen-
tativa1, questo˜es e me´todos para projetar a conduc¸a˜o de experimentos (passo 8) e os me´todos
estatı´sticos para analisar e interpretar os resultados obtidos com a avaliac¸a˜o de desempenho
(passo 9). Por sua vez, Le Boudec discute em mais detalhes a gerac¸a˜o de cargas de trabalho
(passo 3), padro˜es de desempenho e gargalos tı´picos bem como me´todos estatı´sticos para
ana´lise de resultados experimentais.
Alguns aspectos de medic¸a˜o sa˜o pouco discutidos tanto por Jain quanto por Le Boudec —
entre esses aspectos esta´ a medic¸a˜o de desempenho realizada com sistemas reais. Nesse tipo
de medic¸a˜o, ilustrado na Figura 3.1, uma carga de trabalho e´ submetida ao sistema de fato,
num ambiente de experimentac¸a˜o. Os valores das me´tricas escolhidas sa˜o obtidos atrave´s de
um instrumento de medic¸a˜o. E´ importante levar em conta, como bem apontado por Brendan
Gregg [33], que perturbac¸o˜es podem alterar os resultados das medic¸o˜es, aı´ incluı´das causas
como outras cargas de trabalho em execuc¸a˜o no ambiente.
Figura 3.1: Em avaliac¸o˜es de desempenho experimentais, uma carga de trabalho e´ submetida
ao sistema sob avaliac¸a˜o. O desempenho do sistema e´ medido atrave´s de um instrumento de
medic¸a˜o. Esse desempenho pode ser afetado por perturbac¸o˜es no ambiente experimental.
1Feitelson [30] proveˆ um tratamento extensivo sobre este to´pico.
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Sobre esse aspecto Le Boudec considera que “... tal como em fı´sica, e´ difı´cil realizar
medic¸o˜es sem provocar nenhuma perturbac¸a˜o ... quando as medic¸o˜es sa˜o realizadas pelo
pro´prio sistema sob avaliac¸a˜o, o seu impacto precisa ser analisado com cuidado” [46]. Em-
bora reconhec¸a o problema, esta´ fora do escopo de seu trabalho um estudo de como analisar
esse impacto bem como mitiga´-lo. Jain considera instrumentos de medic¸a˜o sob o termo ”mo-
nitor”e compila alguns problemas no projeto de monitores [40]. Por exemplo, ele indica que
esses consomem os recursos do sistema sob avaliac¸a˜o e por consequeˆncia podem provocar
interfereˆncia na pro´pria medic¸a˜o. Tambe´m cita a resoluc¸a˜o do monitor como o gra˜o menor
de informac¸a˜o que pode ser coletada (tal como o menor intervalo de tempo em que o moni-
tor pode coletar dados). Assim como Le Boudec, Jain na˜o considera em maior profundidade
como avaliar o impacto da interfereˆncia dos monitores nos resultados das medic¸o˜es.
Na sec¸a˜o seguinte, descrevemos os conceitos de metrologia. Em linhas gerais, essa dis-
ciplina trata dos erros associados com instrumentos em medic¸o˜es experimentais. Metrologia
pode ser vista como uma das partes das metodologias descritas por Jain e Le Boudec; sua
contribuic¸a˜o principal diz respeito a como melhorar a qualidade de medic¸o˜es experimentais
de avaliac¸a˜o de desempenho.
3.1 Metrologia
Na visa˜o de metrologia do Guia para a Expressa˜o da Incerteza de Medic¸a˜o (GUM [26]),
a medic¸a˜o e´ um processo experimental usado para obter o valor do mensurando, i.e., a
grandeza que se pretende medir. 2
O procedimento de medic¸a˜o e´ feito conforme um me´todo de medic¸a˜o, o qual descreve
como operar um instrumento de medic¸a˜o para obter o valor do mensurando. Assim, a
qualidade de uma medic¸a˜o depende da adequac¸a˜o do seu me´todo e do seu instrumento. Ale´m
disso, uma vez que os instrumentos de medic¸a˜o muitas vezes sa˜o operados por humanos, a
habilidade do operador do instrumento tambe´m afeta a qualidade da medic¸a˜o.
Devido a`s imperfeic¸o˜es presentes no me´todo de medic¸a˜o, no seu instrumento, bem como
na operac¸a˜o do seu instrumento, o valor medido de uma grandeza difere do valor verda-
2Termos em negrito compo˜em o jarga˜o de metrologia catalogado no VIM (Vocabula´rio Internacional de
Metrologia) [13, 31].
3.2 Metrologia aplicada na avaliac¸a˜o de desempenho de sistemas de arquivos 22
deiro da grandeza.
O postulado ba´sico da metrologia e´ que e´ impossı´vel conhecer o valor verdadeiro de
uma grandeza. Como consequeˆncia, o problema mais importante tratado pela metrologia
diz respeito a como obter estimativas para o valor verdadeiro de uma grandeza por meio de
procedimentos de medic¸a˜o imperfeitos [56].
As imperfeic¸o˜es da medic¸a˜o afetam a exatida˜o da medic¸a˜o, que e´ o grau de con-
cordaˆncia entre o valor medido e o valor verdadeiro de uma grandeza. A exatida˜o da medic¸a˜o
se relaciona com os conceitos de precisa˜o de medic¸a˜o e veracidade de mediac¸a˜o. A
precisa˜o de medic¸a˜o quantifica o grau de concordaˆncia entre valores medidos obtidos em
medic¸o˜es repetidas, enquanto a veracidade de medic¸a˜o quantifica o grau de concordaˆncia
entre o valor medido tı´pico e um valor de refereˆncia, i.e., um valor usado no lugar do valor
verdadeiro, e desconhecido, do mensurando.
A diferenc¸a entre o valor medido e o valor de refereˆncia implica no erro de medic¸a˜o, o
qual apresenta dois componentes que apresentam comportamentos diferentes em medic¸o˜es
repetidas: o erro sistema´tico e o erro aleato´rio; enquanto o erro sistema´tico permanece
constante ou varia de maneira previsı´vel, o erro aleato´rio varia de maneira imprevisı´vel. A
tendeˆncia de medic¸a˜o e´ a estimativa do erro sistema´tico.
A combinac¸a˜o de precisa˜o e tendeˆncia de medic¸a˜o define a incerteza da medic¸a˜o, um
paraˆmetro que caracteriza a dispersa˜o dos valores atribuı´dos a um mensurando.
3.2 Metrologia aplicada na avaliac¸a˜o de desempenho de
sistemas de arquivos
Embora os conceitos de metrologia na˜o sejam populares em cieˆncia da computac¸a˜o, na˜o sa˜o
ine´ditos. De fato, ha´ um bom nu´mero de trabalhos que aplicam algum conceito de metrologia
embora, na maioria da vezes, na˜o explicitamente declarado.
Por exemplo, em um dos primeiros trabalhos baseados na ana´lise de rastros de utilizac¸a˜o,
Ousterhout et al. instrumentaram as chamadas ao sistema do nu´cleo 4.2 BSD para analisar
a atividade do sistema de arquivos [52]. Nesse trabalho, seus autores estavam interessados
na quantidade de dados coletados e no impacto do programa coletor de rastros sobre as
estac¸o˜es de trabalho em que executava — ou seja, aspectos de intrusividade. Em particular,
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os autores estavam interessados em reduzir a intrusividade do sistema de captura de rastros
de maneira a na˜o perturbar a experieˆncia do usua´rio na estac¸a˜o de trabalho.
O coletor de rastros DFSTrace baseado em instrumentac¸a˜o do nu´cleo do sistema opera-
cional, desenvolvido ha´ mais de duas de´cadas no escopo do sistema de arquivos distribuı´do
Coda [35], tambe´m incorpora conceitos de metrologia de modo implı´cito. Os autores da fer-
ramenta usaram o termo sobrecarga3 quando se referiam a` medic¸a˜o do erro sistema´tico da
ferramenta. Essa sobrecarga foi avaliada comparando o tempo total de execuc¸a˜o do Andrew
Benchmark [49] em um sistema de arquivos sem instrumentac¸a˜o com o tempo de execuc¸a˜o
em um sistema de arquivos instrumentado. Em esseˆncia, esse e´ o me´todo para calcular a
tendeˆncia de medic¸a˜o conforme os protocolos de metrologia. De qualquer modo, embora os
autores mec¸am os erros sistema´ticos, na˜o consideram o arcabouc¸o de metrologia relacionado
com a correc¸a˜o desse tipo de erro.
Mais recentemente, Anderson considerou os me´todos de captura de rastros para servido-
res NFS corporativos [17]. O autor detectou que as ferramentas de captura de rastros para
servidores NFS de enta˜o na˜o eram capazes de dar conta de cargas de trabalho ta˜o intensas.
Considerando esse cena´rio, a sua ana´lise teve como objetivo aferir a praticabilidade de novos
me´todos de captura para cargas de trabalho ta˜o intensas. Esse tipo de ana´lise e´ entendida em
metrologia como um estudo das condic¸o˜es de medic¸a˜o, tais como rated operating conditi-
ons e limiting operating conditions [13].
Anderson et al. desenvolveram a ferramenta Buttress como uma soluc¸a˜o para os pro-
blemas de controle de temporizac¸a˜o em reprodutores de rastros de E/S [19]. Eles avaliaram
sua ferramenta com respeito ao erro de emissa˜o, a diferenc¸a entre o instante de tempo pla-
nejando para a reproduc¸a˜o de uma requisic¸a˜o e o instante de tempo no qual a requisic¸a˜o foi
de fato reproduzida. Eles analisaram o erro de emissa˜o como uma func¸a˜o do nu´mero de
requisic¸o˜es de E/S reproduzidas em um segundo. Esse me´todo de ana´lise esta´ em acordo
com a definic¸a˜o do intervalo de medic¸a˜o em metrologia.
Como descrevemos na sec¸a˜o anterior, Zhu et al. na˜o avaliaram experimentalmente as
polı´ticas de ordenac¸a˜o e temporizac¸a˜o de seu reprodutor TBBT [50]. Em nossa avaliac¸a˜o
das polı´ticas do TBBT, comparamos o tempo de resposta das requisic¸o˜es reproduzidas com
o tempo de resposta original do sistema de arquivos, conforme registrado no rastro captu-
3Do termo original overhead.
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rado [55]; em suma, uma verificac¸a˜o de tendeˆncia de medic¸a˜o em termos de metrologia.
Zev et al. tambe´m analisaram o reprodutor ARTC, descrito no capı´tulo anterior, atrave´s
de um estudo de tendeˆncia de medic¸a˜o: compararam o tempo total de execuc¸a˜o de um micro-
benchmark e o tempo total de reproduc¸a˜o do rastro de execuc¸a˜o deste microbenchmark [66].
Ale´m disso, os autores tambe´m avaliaram as reproduc¸o˜es geradas pela ferramenta ARTC
quando essas acontecem em um ambiente computacional diferente daquele usado durante a
captura do rastro; visto pela o´tica da metrologia, avaliaram a ferramenta em condic¸o˜es de
reprodutibilidade.
Como vimos, e´ possı´vel perceber conceitos de metrologia em muitos trabalhos de
avaliac¸a˜o de desempenho de sistemas de computac¸a˜o. Em comum, esses trabalhos discu-
tem a adequac¸a˜o da aplicac¸a˜o de um me´todo de medic¸a˜o novo ou ainda na˜o amplamente
aceito. Em termos de metrologia, trata-se de validac¸a˜o (ou teste) de me´todos de medic¸a˜o. No
pro´ximo capı´tulo, discutiremos um protocolo bastante utilizado para conduzir esse tipo de
teste. Como descrevemos na Introduc¸a˜o, ainda na˜o ha´ uma ana´lise embasada da adequac¸a˜o
dos me´todos de captura e reproduc¸a˜o de rastros de utilizac¸a˜o de sistemas de arquivos. Assim,
usaremos esse protocolo nas provas de conceito descritas no Capı´tulo 5 e 6.
Capı´tulo 4
Validac¸a˜o de me´todos de medic¸a˜o
Neste capı´tulo apresentamos o ramo da metrologia dedicado a` validac¸a˜o de me´todos de
medic¸a˜o. Em particular, consideramos a abordagem de validac¸a˜o por um u´nico laborato´rio
(Sec¸a˜o 4.1). Em seguida, consideramos em mais detalhes os procedimentos de calibrac¸a˜o
de instrumentos de medic¸a˜o (Sec¸a˜o 4.2). Esses aspectos de metrologia tornam o presente
documento auto contido e sera˜o a base para o entendimento das provas de conceito apresen-
tadas nos Capı´tulos 5 e 6. Adicionalmente, no Apeˆndice A, discutimos alguns aspectos de
metrologia que podem ser u´teis em outros estudos.
Qualquer aplicac¸a˜o de metrologia requer que a incerteza do procedimento de medic¸a˜o
seja adequada ao propo´sito pretendido da aplicac¸a˜o. Validac¸a˜o e´ o ramo da metrologia que
trata de aferir as evideˆncias desta adequac¸a˜o.
Para evidenciar que um me´todo de medic¸a˜o e´ adequado a um determinado propo´sito, as
te´cnicas de validac¸a˜o precisam identificar e quantificar as fontes de incerteza que afetam os
resultados da medic¸a˜o [29]. Quando possı´vel, isto pode ajudar a reduzir os erros de medic¸a˜o.
A incerteza da medic¸a˜o devida aos erros remanescentes pode ser estimada. Essa estimativa
apoia a decisa˜o sobre se o me´todo sob validac¸a˜o e´ adequado ou se e´ necessa´rio desenvolver
um novo me´todo (ou relaxar alguns dos requisitos colocados para sua adoc¸a˜o).
4.1 Validac¸a˜o por um u´nico laborato´rio
Nesta sec¸a˜o, descrevemos um protocolo cla´ssico de validac¸a˜o que e´ aplicado para contabi-
lizar fontes de incerteza que sa˜o possı´veis de controlar em um u´nico laborato´rio [29]. Usa-
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remos este protocolo nas provas de conceito apresentadas nos Capı´tulos 5 e 6. O protocolo
envolve os seguintes passos:
1. Especificac¸a˜o do mensurando;
2. Definic¸a˜o do procedimento de medic¸a˜o;
3. Identificac¸a˜o das fontes de incerteza;
4. Caracterizac¸a˜o da medic¸a˜o;
5. Calibrac¸a˜o;
6. Determinac¸a˜o da incerteza de medic¸a˜o.
O mensurando e o procedimento de medic¸a˜o sa˜o formalizados nos passos Especificac¸a˜o
do mensurando e Definic¸a˜o do procedimento de medic¸a˜o, respectivamente. No passo
Identificac¸a˜o das fontes de incerteza, as possı´veis fontes de incerteza, bem como as
limitac¸o˜es tı´picas dos instrumento de medic¸a˜o escolhidos que podem afetar a qualidade da
medic¸a˜o sa˜o apontadas. Nessa parte do protocolo e´ possı´vel ser afetado por fatores que na˜o
sabemos que na˜o sabemos1: fatores importantes e desconhecidos podem ser desconsiderados
no levantamento, e portanto, a incerteza na medic¸a˜o sera´ subestimada. Em outras cieˆncias,
esse problema e´ remediado atrave´s do incentivo ao uso de instrumentos de mesmo tipo (p.ex.
pipetas, be´queres e densı´metros), de maneira que suas limitac¸o˜es sejam mais prova´veis de ja´
serem conhecidas. Em outras comunidades, os pesquisadores se apoiam editando cata´logos
com compilac¸o˜es de fontes de incerteza que afetam seus procedimentos de medic¸a˜o [36].
Infelizmente, essa cultura na˜o esta´ presente na comunidade de cieˆncia da computac¸a˜o.
No passo de Caracterizac¸a˜o da medic¸a˜o, experimentos sa˜o conduzidos para a anali-
sar o desempenho do me´todo de medic¸a˜o e dos instrumentos. Normalmente, esse experi-
mentos sa˜o analisados em termos dos valores da precisa˜o e tendeˆncia, mas outros me´tricas
especı´ficas para cada propo´sito sa˜o tambe´m comuns. Por exemplo, a insensibilidade do pro-
cedimento de medic¸a˜o quanto aos efeitos das fontes de incerteza definem uma caracterı´stica
1Donald Rumsfeld, ex-Secreta´rio de Defesa norte-americano, em um discurso sobre a falta de provas da
existeˆncia de armas de destruic¸a˜o em massa no Iraque, definiu que ha´ coisas que sabemos que sabemos, coisas
que sabemos que na˜o sabemos, e coisas que na˜o sabemos que na˜o sabemos. Em polı´tica e metrologia, as
u´ltimas costumam ser as mais difı´ceis.
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importante, a seletividade. Quanto mais independente sa˜o os valores medidos em relac¸a˜o
a`s fontes de incerteza, maior a seletividade do procedimento de medic¸a˜o. Por outro lado, a
estabilidade de um instrumento de medic¸a˜o e´ a propriedade segundo a qual este mante´m as
suas propriedades metrolo´gicas constantes ao longo do tempo.
No passo de Calibrac¸a˜o, se estabelece um procedimento de ajuste dos valores medidos
para torna´-los mais pro´ximos dos valores verdadeiros. O procedimento de calibrac¸a˜o, que
deve ser aplicado quando a tendeˆncia das medic¸o˜es e´ significantemente alta, e´ feito atrave´s
da compensac¸a˜o dos erros sistema´ticos, tal como encontrados na etapa de caracterizac¸a˜o
anterior. Na Sec¸a˜o 4.2, discutimos em mais detalhes como construir curvas de calibrac¸a˜o, a
ferramenta ba´sica do procedimento de calibrac¸a˜o, bem como quantificar a qualidade desse
procedimento.
Finalmente, no u´ltimo passo — Determinac¸a˜o da incerteza de medic¸a˜o — a incerteza do
me´todo sob validac¸a˜o e´ encontrada com base nos resultados dos experimentos conduzidos no
passo Caracterizac¸a˜o da medic¸a˜o e apo´s o tratamento destes resultados pelo procedimento
de calibrac¸a˜o. A incerteza da medic¸a˜o discrimina precisa˜o e tendeˆncia (afetadas pelos erros
aleato´rios e sistema´ticos, respectivamente). A componente u(Rw) contabiliza a incerteza
em virtude dos erros aleato´rios, enquanto a componente u(bias) contabiliza a incerteza de-
vida aos erros sistema´ticos. Estas componentes sa˜o agregadas em uma u´nica medida — a




Ambas as componentes sa˜o calculadas com base na execuc¸a˜o de n experimentos replica-
dos usando o me´todo de medic¸a˜o sob avaliac¸a˜o. Esses consistem em medic¸o˜es replicadas do
mensurando. Em sua execuc¸a˜o, e´ importante tomar medidas para que alterac¸o˜es conhecidas
no instrumento de medic¸a˜o ou no ambiente de medic¸a˜o causadas por um experimento ante-
rior sejam reparadas antes da execuc¸a˜o do experimento subsequente, de maneira que cada
experimento replicado seja conduzido de acordo com as condic¸o˜es esperadas de aplicac¸a˜o
do me´todo na pra´tica.
A componente u(Rw) e´ dada pelo desvio padra˜o dos valores medidos nos n experimen-
tos; estes valores sa˜o usados apo´s correc¸a˜o por calibrac¸a˜o, quando possı´vel.
Por sua vez, a componente u(bias) e´ dada pelos valores medidos (apo´s correc¸a˜o por
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calibrac¸a˜o) e por um colec¸a˜o de n valores de refereˆncia. Essas refereˆncias sa˜o usadas para
calcular o erro sistema´tico (a diferenc¸a entre um valor medido e o valor de refereˆncia) em
cada experimento. Seguindo este esquema, a componente u(bias) e´ definida como
u(bias) =
√
RMS2bias + u(Cref )
2
em que o termoRMSbias e´ o valor me´dio quadra´tico para a tendeˆncia de medic¸a˜o encontrado
nos n experimentos e o termo u(Cref ) diz respeito a` incerteza nos valores de refereˆncia
(embora mais confia´veis, ha´ alguma incerteza nos valores de refereˆncia). Para o conjunto de






Para cada experimento i, o termo biasi e´ dado pelo erro percentual relativo entre o valor
medido xi e o valor de refereˆncia refi. Desse modo, temos
biasi = (xi − refi) · 100






em que u(refi) e´ a incerteza do valor de refereˆncia adotado no i-e´simo experimento.
Os resultados da incerteza da medic¸a˜o sa˜o reportados na forma ym ± uc, em que ym e´ a
me´dia dos valores medidos nas medic¸o˜es replicadas. Esta incerteza combinada indica que
os valores medidos se encontram no intervalo [ym− uc, ym + uc] com um nı´vel de confianc¸a
de 68%. Quando se requer nı´veis de confianc¸a maiores, usa-se as incertezas expandidas
ym ± 2 · uc e ym ± 3 · uc. Esses intervalos correspondem aos nı´veis de confianc¸a de 95.5% e
99.7%, respectivamente.
4.2 Calibrac¸a˜o
Nesta Sec¸a˜o, no´s consideramos alguns aspectos da calibrac¸a˜o de instrumentos de medic¸a˜o e
em particular, alguns me´todos para construc¸a˜o de curvas de calibrac¸a˜o bem como me´todos
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para quantificar os potenciais erros devidos a`s imperfeic¸o˜es da calibrac¸a˜o.
4.2.1 Visa˜o geral
O processo de calibrac¸a˜o melhora a qualidade das medic¸o˜es ao compensar os erros sis-
tema´ticos. O processo de calibrac¸a˜o baseia-se na construc¸a˜o e uso de curvas de calibrac¸a˜o,
tal como mostrado na Figura 4.1. Curvas de calibrac¸a˜o relacionam valores de refereˆncia com
valores medidos; para cada objeto de refereˆncia com valor R0 e um valor medido Y0 (resul-
tado da medic¸a˜o da refereˆncia com o instrumento sob validac¸a˜o), existe um ponto 〈R0, Y0〉
na curva de calibrac¸a˜o. Uma vez construı´da a curva, a calibrac¸a˜o e´ obtida aplicando-se a









Figura 4.1: Curvas de calibrac¸a˜o relacionam valores de refereˆncia com os valores medidos
destas refereˆncias. Desse modo, para uma dada refereˆncia com valor R0 e um valor me-
dido Y0, obtido por uma medic¸a˜o feita com o procedimento sob validac¸a˜o, temos um ponto
〈R0, Y0〉 na curva de calibrac¸a˜o. A relac¸a˜o definida pela curva de calibrac¸a˜o e´ usada para
corrigir as medic¸o˜es; para um dado valor medido, encontra-se um valor correspondente no
eixo das refereˆncias.
A curva de calibrac¸a˜o de um instrumento ideal (perfeito) seria uma linha reta, com
inclinac¸a˜o igual a 1 e ponto de intersecc¸a˜o com o eixo y igual a zero (ou seja, os valo-
res medidos sa˜o iguais aos valores de refereˆncia). Em contraste, as curvas de calibrac¸a˜o
de instrumentos de mediac¸a˜o reais (imperfeitos) se parecem com os padro˜es mostrados na
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Figura 4.2. As curvas de calibrac¸a˜o de instrumentos com erro de ponto zero se mostram
como linhas paralelas a` curva de calibrac¸a˜o do instrumento ideal, indicando que o erro sis-
tema´tico desses ao longo do intervalo de medic¸a˜o e´ constante. As curvas de calibrac¸a˜o de
instrumentos com erro de ganho apresentam inclinac¸a˜o diferente de 1, indicando que o erro
sistema´tico na˜o e´ constante ao longo do intervalo de medic¸a˜o, mas varia a uma taxa cons-
tante. Finalmente, as curvas de calibrac¸a˜o de instrumentos com erro na˜o-linear apresentam
erro sistema´tico varia´vel, tal como as curvas de instrumentos de erro de ganho, entretanto, a
taxa de variac¸a˜o do erro na˜o e´ constante ao longo do intervalo de medic¸a˜o.
Saber de antema˜o a categoria de um instrumento de medic¸a˜o ajuda a decidir o nu´mero de
refereˆncias que sera˜o usadas para definir sua curva de calibrac¸a˜o. Em certos casos, e´ difı´cil
ou custoso obter ou preparar as refereˆncias. Portanto, e´ natural tentar minimizar o nu´mero
de refereˆncias que sera˜o usadas.
Quando se tem confianc¸a que o procedimento de medic¸a˜o apresenta erro de ponto zero
(baseando-se em processos similares ja´ conhecidos) as curvas de calibrac¸a˜o podem ser de-
finidas usando o me´todo de ponto u´nico. Uma vez que o erro sistema´tico e´ cons-
tante ao longo do intervalo de medic¸a˜o, uma u´nica refereˆncia e´ necessa´ria para definir a
curva de calibrac¸a˜o. Quando o instrumento apresenta erro de ganho, aplica-se o me´todo
de dois pontos. Duas refereˆncias sa˜o necessa´rias para obter a inclinac¸a˜o e o ponto de
interceptac¸a˜o.
Quando na˜o se pode assumir as premissas para a adoc¸a˜o dos me´todos de ponto u´nico
e dois pontos, aplica-se um me´todo de mu´ltiplos pontos, como por exemplo,
calibrac¸a˜o por regressa˜o linear. Embora sejam robustos, me´todos de mu´ltiplos pontos
na˜o sa˜o perfeitos. Isso pode ser porque a faixa de valores coberta pelas refereˆncias na˜o cobre
de maneira adequada o intervalo de medic¸a˜o pretendido para o instrumento, ou ainda devido
a` incerteza nos valores de refereˆncia, que embora baixa, pode ser significativa.
Devido a todas essas limitac¸o˜es, o processo de calibrac¸a˜o inclui um passo adicional que
considera a quantificac¸a˜o da qualidade da calibrac¸a˜o, isto e´, a quantificac¸a˜o dos erros relaci-
onados com a correc¸a˜o dos resultados medidos.
Uma maneira de calcular o erro de calibrac¸a˜o leva em conta os intervalos de predic¸a˜o da
regressa˜o linear usada para construir a curva. De acordo com esse me´todo, para uma curva




(a) Padra˜o de erro de ponto zero.
Valores medidos
Ideal
(b) Padra˜o de erro de ganho.
Valores medidos
Ideal
(c) Padra˜o de de erro na˜o-linear.
Figura 4.2: Padro˜es tı´picos de erros de instrumentos de medic¸a˜o. Para instrumentos que
apresentam erro de ponto zero, a relac¸a˜o entre os valores medidos e os valores de refereˆncia
aparecem como retas paralelas a` relac¸a˜o ideal, nesse caso a magnitude dos erros e´ constante
ao longo do intervalo de medic¸a˜o. Para instrumentos que apresentam erro de ganho, essa
relac¸a˜o aparece com uma reta de inclinac¸a˜o diferente da relac¸a˜o ideal, assim, o erro e´ varia´vel
ao longo do intervalo de medic¸a˜o mas essa variac¸a˜o e´ constante ao longo do intervalo de
medic¸a˜o. Por fim, a relac¸a˜o para instrumentos que apresentam erro na˜o-linear implica na˜o
apenas em erros varia´veis mas tambe´m em tendeˆncias de variac¸a˜o diferentes em diferentes
faixas do intervalo de medic¸a˜o.
o valor corrigido xˆ0 esta´ em um intervalo de confianc¸a [xˆ−0 , xˆ
+
0 ] com nı´vel de confianc¸a
(1− α)100%. Este intervalo, mostrado na Figura 4.3, e´ dado por [44]:
xˆ±0 = xˆ0 ± t(1−α/2,n−2)sxˆ0 (4.1)
em que t(1−α/2,n−2) e´ o valor t com n − 2 graus de liberdade e sxˆ0 e´ a variaˆncia dos valores
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1 (xi − x)2
(4.2)
em que x e´ a me´dia dos valores de refereˆncia, xi e´ o valor do i-e´simo valor de refereˆncia e m









Figura 4.3: Intervalos de confianc¸a para a calibrac¸a˜o. A linha interna representa a curva de
calibrac¸a˜o encontrada por regressa˜o linear, xˆ0 e´ o valor calibrado obtido pela aplicac¸a˜o da
curva de calibrac¸a˜o na me´dia dos valores medidos y¯0m, resultado de m medic¸o˜es replicadas.
Devido a`s incertezas tanto da regressa˜o quando do processo experimental empregado para
obter y¯0m, um intervalo de confianc¸a limitado por xˆ−0 e xˆ
+
0 e´ associado ao valor calibrado xˆ0.
As linhas externas delimitam os intervalos de predic¸a˜o para a regressa˜o. Assim, os limites
de calibrac¸a˜o xˆ−0 e xˆ
+
0 sa˜o definidos de maneira que os seus valores correspondentes no eixo
y encontrem os limites, y− and y+, do intervalo de predic¸a˜o.
Capı´tulo 5
Captura de rastros de utilizac¸a˜o
Neste capı´tulo, aplicamos o protocolo de validac¸a˜o apresentado no Capı´tulo 4 para analisar
me´todos de captura de rastros de utilizac¸a˜o de sistemas de arquivos. Na Sec¸a˜o 5.1 conside-
ramos as 6 etapas do protocolo de validac¸a˜o. Nessa sec¸a˜o discutimos o projeto experimental
da validac¸a˜o bem como os me´todos que aplicamos para caracterizar os procedimentos de
captura de rastros. Na Sec¸a˜o 5.2 discutimos os resultados da caracterizac¸a˜o dos me´todos de
captura e a ana´lise da incerteza de medic¸a˜o. Por fim, na Sec¸a˜o 5.3 finalizamos esse capı´tulo
com um conjunto de recomendac¸o˜es derivadas dos resultados obtidos na prova de conceito.
5.1 Me´todo
O protocolo de validac¸a˜o descrito no capı´tulo anterior e´ definido em 6 partes: i) especificac¸a˜o
do mensurando; ii) definic¸a˜o do procedimento de medic¸a˜o; iii) identificac¸a˜o das fontes de
incerteza; iv) caracterizac¸a˜o da medic¸a˜o; v) calibrac¸a˜o; e vi) determinac¸a˜o da incerteza de
medic¸a˜o. A seguir, dedicamos uma subsec¸a˜o para cada uma das partes do protocolo.
5.1.1 Especificac¸a˜o do Mensurando
No´s consideramos a atividade de um sistema de arquivos como uma sequeˆncia da execuc¸a˜o
de suas declarac¸o˜es. Para capturar a atividade de um sistema de arquivos, um subconjunto de
suas declarac¸o˜es e´ instrumentado. Levamos em conta o caso em que a me´trica de interesse
e´ o tempo de resposta, e portanto e´ preciso instrumentar tanto a primeira quanto a u´ltima
33
5.1 Me´todo 34
declarac¸a˜o do conjunto F das func¸o˜es do sistema de arquivos. O rastro representa a atividade
desse sistema como uma sequeˆncia de eventos T . Cada evento corresponde a` execuc¸a˜o de
uma func¸a˜o do sistema de arquivos, incluindo informac¸a˜o de temporizac¸a˜o e de contexto
tal como argumentos e valor de retorno da func¸a˜o capturada. Essa informac¸a˜o da´ suporte a`
reproduc¸a˜o dos rastros. Assim, cada evento tk ∈ T e´ uma tupla 〈fk, bk, ek, ck〉, que representa
a execuc¸a˜o de uma func¸a˜o do sistema de arquivos fk ∈ F , em que bk e ek sa˜o as marcac¸o˜es
de tempo da execuc¸a˜o da primeira e u´ltima declarac¸o˜es da func¸a˜o fk, e ck e´ a informac¸a˜o
contextual coletada.
Como mencionado anteriormente, nessa prova de conceito o mensurando e´ o tempo de
resposta do sistema de arquivos. Para cada evento tk = 〈fk, bk, ek, ck〉 da sequeˆncia T , o
tempo de resposta de tk e´ dado pelo intervalo que decorre entre a execuc¸a˜o da u´ltima e
primeira declarac¸o˜es de fk, i.e. ek − bk.
5.1.2 Procedimento de medic¸a˜o
Nesta sec¸a˜o definimos os procedimentos de captura de rastros. A definic¸a˜o inclui as
condic¸o˜es (o ambiente) em que as medic¸o˜es devem ser conduzidas, os instrumentos (as ferra-
mentas de captura de rastros), e os procedimentos empregados para usar esses instrumentos.
Ambiente experimental
Conduzimos os experimentos de captura de rastros em uma estac¸a˜o de trabalho Intel E6550
Core 2 Duo 2.33GHz, com 2 GB de memo´ria principal. A ma´quina tem dois discos rı´gidos:
um disco SATA de 5400 RPM com 32 MB de cache, e um disco SATA de 7200 RPM com
8 MB de cache. Instrumentamos um sistema de arquivos ext4 montado no primeiro disco
rı´gido. Na ma´quina estava instalado o sistema operacional Linux na versa˜o 2.6.32-41. A
ma´quina foi usada de maneira exclusiva durante a execuc¸a˜o das medic¸o˜es 1.
1Este isolamento se justifica em experimentos que pretendem avaliar os me´todos de captura. Entretanto, nos
experimentos tı´picos de captura de rastros, normalmente na˜o e´ possı´vel ter controle suficiente sobre o ambiente
para obter esse isolamento.
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Instrumentos de medic¸a˜o
Nessa prova de conceito, consideramos duas ferramentas de captura de rastros: SystemTap
e strace. A ferramenta SystemTap permite a interceptac¸a˜o de declarac¸o˜es arbitra´rias do
nu´cleo do sistema operacional. Ale´m disso, permite registrar rotinas que sera˜o chamadas
quando o sistema operacional executar a declarac¸a˜o instrumentada. Em nossa prova de con-
ceito, usamos rotinas para gerar e armazenar os dados que fara˜o parte do rastro de utilizac¸a˜o.
Por sua vez, a ferramenta strace na˜o permite interceptar declarac¸o˜es arbitra´rias do nu´cleo
do sistema operacional, mas permite instrumentar as chamadas ao sistema, aı´ incluı´das aque-
las relacionadas com o sistema de arquivos. A Tabela 5.1 descreve o formato do rastro cole-
tado com ambas as ferramentas.
Tabela 5.1: Formato do rastro capturado.
Campo Descric¸a˜o
pid A identificac¸a˜o do processo que chamou a func¸a˜o instrumentada.
tid A identificac¸a˜o da thread que chamou a func¸a˜o instrumentada.
begin A marcac¸a˜o de tempo para o instante que a func¸a˜o instrumentada foi chamada.
end A marcac¸a˜o de tempo para o instante que a func¸a˜o instrumentada retornou.
function O nome da func¸a˜o instrumentada.
args Os argumentos da func¸a˜o instrumentada.
rvalue O valor de retorno da func¸a˜o instrumentada.
Procedimento de medic¸a˜o
Os procedimentos de medic¸a˜o comec¸am por limpar as caches de pa´ginas, dentries e inodes.
Para isso, primeiro liberamos as pa´ginas sujas atrave´s da execuc¸a˜o do comando sync. Em
seguida, para limpar as caches de fato, manipulamos os arquivos de controle do subsistema
de memo´ria virtual presentes em /proc/sys/vm/. Mais especificamente, executamos o
comando ‘echo 3 > /proc/sys/vm/dropcaches‘. Isso e´ feito para assegurar que
as alterac¸o˜es nas caches depois de uma medic¸a˜o de captura de rastros na˜o afetem as medic¸o˜es
subsequentes. Apo´s a limpeza da cache, o sistema de arquivos alvo e´ instrumentado e a
carga de trabalho que sera´ capturada e´ iniciada. Quando as medic¸o˜es sa˜o realizadas com a
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ferramenta SystemTap, a instrumentac¸a˜o do sistema de arquivos requer que um mo´dulo do
nu´cleo seja carregado. Tanto a criac¸a˜o quanto o carregamento do mo´dulo sa˜o mediados pelo
utilita´rio stap da ferramenta SystemTap. Quando a medic¸a˜o e´ feita com a ferramenta
strace, a ferramenta de instrumentac¸a˜o e a carga de trabalho sa˜o iniciadas ao mesmo
tempo (o programa gerador de carga e´ executado conjuntamente com o comando strace).
Por fim, em ambos os casos, os dados gerados pela captura sa˜o armazenados. Para reduzir
a possı´vel interfereˆncia causada pelo armazenamento desses dados e pelo atendimento das
requisic¸o˜es feitas ao sistema de arquivos, o rastro e´ armazenado em um sistema de arquivos
diferente daquele que esta´ sendo instrumentado, montado em um disco diferente.
5.1.3 Identificac¸a˜o das fontes de incerteza
Nesta sec¸a˜o, no´s indicamos as possı´veis fontes de incertezas dos me´todos de captura de
rastros. No´s consideramos 4 fontes de incertezas mostradas na Figura 5.1: i) a ferramenta de












Carga de trabalho de fundo
Figura 5.1: Fontes de incerteza que contribuem para erros na captura de rastros de utilizac¸a˜o.
As ferramentas de captura afetam as medic¸o˜es por requererem um tempo adicional para
executar a intercepc¸a˜o de chamadas. As ferramentas de captura afetam as medic¸o˜es ao im-
por tempo extra para interceptac¸a˜o das chamadas. O objetivo da interceptac¸a˜o e´ coletar a
informac¸a˜o de contexto, como descrevemos na Sec¸a˜o 5.1.2. Para realizar a intercepc¸a˜o,
as ferramentas de captura precisam acessar o espac¸o de enderec¸amento do processo alvo
da captura. As ferramentas de captura que consideramos adotam te´cnicas diferentes e es-
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sas te´cnicas impo˜em diferentes sobrecargas para acessar o espac¸o de enderec¸amento alvo.
Como ilustra a Figura 5.2, a ferramenta strace executa chamadas ao sistema ptrace para
cada interceptac¸a˜o realizada. Ja´ a ferramenta SystemTap evita essas chamadas ao sistema,
uma vez que a interceptac¸a˜o acontece em modo kernel.
Figura 5.2: A ferramenta strace depende da chamada ao sistema ptrace para realizas as
interceptac¸o˜es enquanto que as interceptac¸o˜es feitas com a ferramenta SystemTap aconte-
cem diretamente no nu´cleo do sistema.
A interceptac¸a˜o de chamadas e´ uma fonte prova´vel de erros sistema´ticos. Como descre-
vemos na Sec¸a˜o 4.2, esses erros podem ser corrigidos por calibrac¸a˜o. Embora esse processo
os reduza, ele na˜o e´ perfeito; por essa raza˜o, a calibrac¸a˜o em sı´ tambe´m e´ uma fonte de
incertezas.
A carga de trabalho impacta o comportamento dos sistemas de arquivos, ale´m de outros
subsistemas do sistema operacional. Por exemplo, o descarregamento da cache de sistemas
de arquivos e´ dirigido pela quantidade de pa´ginas livres e usadas (ambos os fatores dependem
das caracterı´sticas da carga de trabalho) [22]. Uma vez que o processo das ferramenta de
captura de rastros na˜o esta´ isolado do sistema de arquivos nem de outros processos em modo
privilegiado — por exemplo, compartilham CPU e memo´ria — a carga de trabalho pode
tambe´m impactar os instrumentos de medic¸a˜o, desse modo, afetando os erros de medic¸a˜o.
Adicionalmente, pode ainda existir uma carga de fundo — criada por outros processos
que na˜o os clientes dos sistema de arquivos — que tambe´m consome os recursos disponı´veis
e, como consequeˆncia, pode afetar o desempenho medido do sistema de arquivos. Em mui-
tos casos, a carga de fundo esta´ fora do controle do procedimento de captura de rastros, e
portanto, na˜o pode ser diminuı´da.
Todas as fontes de incerteza acima podem atuar mesmo em condic¸o˜es de repetibilidade
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— condic¸o˜es que incluem o mesmo procedimento de medic¸a˜o, os mesmos operadores, o
mesmo sistema de medic¸a˜o, as mesmas condic¸o˜es de operac¸a˜o e o mesmo local, assim como
medic¸o˜es repetidas no mesmo objeto ou em objetos similares durante um curto perı´odo de
tempo [31].
Finalmente, a plataforma de execuc¸a˜o, nela incluı´da o hardware e o software, tambe´m
impacta a incerteza de medic¸a˜o. Por exemplo, o sistema de arquivos atua como uma ca-
mada de software entre as aplicac¸o˜es e o sistema de entrada/saı´da. Essa interac¸a˜o do sistema
de arquivos com as camadas subjacentes define o desempenho do sistema de arquivos. A
plataforma de execuc¸a˜o e´ uma fonte de incerteza importante quando se analisa questo˜es de
reprodutibilidade, por exemplo, quando se compara medic¸o˜es feitas por laborato´rios dife-
rentes. Entretanto, uma vez que nesse trabalho nos concentramos somente nas incertezas
que podem ser avaliadas em um u´nico laborato´rio, no´s consideramos somente a variac¸a˜o
na versa˜o do nu´cleo do sistema operacional: 2.6.32-41 e 3.13.0-24. A primeira versa˜o foi
escolhida por raza˜o histo´rica — era ela que usa´vamos quando iniciamos a pesquisa que deu
origem a` escrita desse documento, ja´ a segunda e´ a versa˜o esta´vel mais recente do nu´cleo
Linux.
5.1.4 Caracterizac¸a˜o da medic¸a˜o
Para caracterizar o procedimento de medic¸a˜o, os valores medidos sa˜o comparados com o va-
lor verdadeiro do mensurando. Como descrito no Capı´tulo 4, uma vez que o valor verdadeiro
do mensurando e´ desconhecido, valores de refereˆncia sa˜o adotados como uma aproximac¸a˜o.
Ha´ duas maneiras populares para obter essas aproximac¸o˜es: i) realizar medic¸o˜es com
um me´todo de refereˆncia (um me´todo com erros conhecidos e menores do que os erros do
me´todo sob avaliac¸a˜o); e ii) realizar medic¸o˜es com objetos de refereˆncia (objetos com pro-
priedades definidas, por exemplo pesos-padra˜o mantidos por entidades de metrologia legal).
Em nossa prova de conceito, ilustrada na Figura 5.3, os valores de refereˆncia sa˜o obtidos
usando um instrumento de medic¸a˜o de refereˆncia para medir um objeto de refereˆncia. No´s
adotamos como objeto de refereˆncia um micro-benchmark que gera chamadas ao sistema
relacionadas com o sistema de arquivos em um nı´vel de carga especı´fico. O nı´vel de carga e´
dado pelo nu´mero de threads ativas no micro-benchmark que geram as chamadas ao sistema.
Cada thread executa um nu´mero configura´vel de requisic¸o˜es continuamente e manipula um
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arquivo diferente de 10GB. No´s usamos arquivos que sa˜o ao menos 4 vezes maiores do que
a quantidade de memo´ria principal disponı´vel; isso reduz a probabilidade de que requisic¸o˜es
consecutivas para posic¸o˜es aleato´rias de um arquivo sejam atendidas pela mesma pa´gina da
memo´ria em cache [65].
Figura 5.3: As ferramentas de captura interceptam cargas de trabalho geradas por micro-
benchmarks. Os dados capturados sa˜o armazenados em um disco rı´gido diferente daquele
envolvido com a carga de trabalho gerada. As medic¸o˜es sa˜o comparadas com medic¸o˜es de
refereˆncia, colhidas sem a necessidade da ferramenta de captura.
Para gerar as cargas de trabalho, consideramos 4 nı´veis de carga e 4 tipos de carga. Os
nı´veis de carga variam de 1 ate´ 4. Os tipos de carga sa˜o definidos pela chamada ao sistema
requisitada pelas threads de trabalho do micro-benchmark: i) random read (chamada ao
sistema pread); ii) random write (chamada ao sistema pwrite); iii) sequential read (chamada
ao sistema read); e iv) sequential write (chamada ao sistema write). Cada requisic¸a˜o leˆ ou
escreve em blocos de 4096 bytes. Cada thread executa uma sequeˆncia de 5000 requisic¸o˜es
sem espera entre elas.
O sistema de medic¸a˜o de refereˆncia simplesmente coleta as marcac¸o˜es de tempo para
a execuc¸a˜o das requisic¸o˜es no nı´vel da aplicac¸a˜o (adicionamos chamadas para a func¸a˜o de
coleta de tempo clock gettime ao micro-benchmark), sem a necessidade de executar as
instruc¸o˜es de interceptac¸a˜o presentes quando o sistema de arquivos e´ instrumentado. Essa
abordagem fornece medic¸o˜es mais pro´ximas do tempo de resposta do sistema de arquivos
percebido pelas aplicac¸o˜es, portanto mais pro´ximos do valor verdadeiro do mensurando do
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que as medic¸o˜es realizada com as ferramentas de captura SystemTap e strace. Note
que, na pra´tica, na˜o e´ factı´vel coletar as marcac¸o˜es de tempo no nı´vel da aplicac¸a˜o em ex-
perimentos de captura de rastros; uma vez que as aplicac¸o˜es podem na˜o ser conhecidas de
antema˜o, portanto na˜o e´ possı´vel modifica´-las para adicionar o co´digo de coleta de marcac¸o˜es
de tempo.
Determinac¸a˜o da precisa˜o da medic¸a˜o
Para contabilizar a precisa˜o da medic¸a˜o, conduzimos 10 medic¸o˜es replicadas usando cada
ferramenta de captura de rastros, em todas as combinac¸o˜es de nı´vel de carga de trabalho e
tipos de carga de trabalho. Consideramos 4 nı´veis de carga de trabalho, variando de 1 ate´
4. O resultado do experimento e´ a me´dia do tempo de resposta para todas as operac¸o˜es
executadas no experimento.
Analisamos a precisa˜o dos me´todos de captura, comparando-a com a precisa˜o do me´todo
de refereˆncia. Em outras palavras, nosso objetivo foi verificar se as ferramentas SystemTap
e strace aumentam a variabilidade dos resultados medidos em comparac¸a˜o ao me´todo de
refereˆncia. Para isso, aplicamos um teste F para comparar a precisa˜o dos me´todos de captura:
para um me´todo de medic¸a˜o A, seja u(RAw) a precisa˜o do me´todo, ou seja, a componente da
incerteza devida aos erros aleato´rios. Segundo esse teste, ha´ evideˆncia que um me´todo B e´
menos preciso do que um me´todo A se Fr > Fα,NB−1,NA−1, em que Fr e´ a raza˜o entre as






e Fα,NB−1,NA−1 e´ o valor crı´tico da distribuic¸a˜o F com NB − 1 e NA − 1 graus de liberdade
ao nı´vel de significaˆncia α [12].
Determinac¸a˜o da tendeˆncia da medic¸a˜o
A tendeˆncia de medic¸a˜o e´ a diferenc¸a entre os valores medidos e os valores de refereˆncia.
Para analisar a tendeˆncia de medic¸a˜o, comparamos as medic¸o˜es de captura e os valores
de refereˆncia obtidos nos experimentos conduzidos para determinar a precisa˜o da medic¸a˜o,
descritos na sec¸a˜o anterior, para as mesmas combinac¸o˜es de nı´vel da carga de trabalho e tipo
da carga.
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Decidir se a tendeˆncia de medic¸a˜o e´ aceita´vel ou na˜o e´ uma questa˜o qualitativa especı´fica
do propo´sito pretendido para o me´todo de medic¸a˜o. De qualquer maneira, existe uma regra
pra´tica que pode servir de guia, independente de propo´sito, para decidir se a tendeˆncia e´
significativa, e portanto, os valores medidos devem ser corrigidos por calibrac¸a˜o. De acordo
com essa regra, a tendeˆncia e´ significativa caso a sua magnitude seja maior que o dobro da
incerteza [37]:





em que x¯ e´ a me´dia dos valores medidos, ref e´ o valor de refereˆncia adotado, u(Rw) e´ a
componente de precisa˜o descrita no Capı´tulo 4, n e´ o nu´mero de experimentos replicados
conduzidos e u(Cref ) e´ a incerteza dos valores de refereˆncia, tambe´m descrita no Capı´tulo 4.
5.1.5 Calibrac¸a˜o
Tanto quanto sabemos, na˜o ha´ um estudo anterior que descreva os padro˜es de erros esperados
para as medic¸o˜es de captura de rastros. Por essa raza˜o, na˜o podemos adotar antecipadamente
me´todos mais simples de calibrac¸a˜o, tais como os me´todos de ponto u´nico e dois
pontos; no lugar destes adotamos o me´todo de calibrac¸a˜o de mu´ltiplos pontos por
regressa˜o linear. Felizmente, em nosso cena´rio, preparar mu´ltiplos objetos de refereˆncia na˜o
e´ um problema: a u´nica desvantagem e´ o tempo extra necessa´rio para executar um nu´mero
maior de experimentos.
Para construir a curva de calibrac¸a˜o, aplicamos a mesma metodologia descrita na
Sec¸a˜o 5.1.4, que foi usada para aferir as caracterı´sticas dos me´todos de captura. Execu-
tamos 10 experimentos replicados, dessa vez considerando uma faixa mais larga para o nı´vel
da carga de trabalho, variando de 1 ate´ 8. Para quantificar os erros do procedimento de
calibrac¸a˜o, usamos o me´todo descrito na Sec¸a˜o 4.2, baseado nos intervalos de predic¸a˜o da
regressa˜o linear.
5.1.6 Determinac¸a˜o da incerteza de medic¸a˜o
Nesta prova de conceito, consideramos o cena´rio metrolo´gico da validac¸a˜o de me´todos de
captura com respeito aos erros possı´veis de serem isolados em um u´nico laborato´rio. Assim,
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a incerteza dos me´todos de captura e´ calculada conforme a incerteza combinada, uc, dada




Como descrevemos na Sec¸a˜o 4.1, a componente u(Rw) contabiliza a incerteza em virtude
dos erros aleato´rios, enquanto a componente u(bias) contabiliza a incerteza devida aos erros
sistema´ticos. Para calcular a incerteza combinada, considera-se que os valores de medic¸a˜o
ja´ foram corrigidos pelo procedimento de calibrac¸a˜o.
5.2 Resultados
Nesta sec¸a˜o, discutimos os resultados da validac¸a˜o dos me´todos de captura de rastros. Na
Sec¸a˜o 5.2.1 no´s mostramos os resultados da caracterizac¸a˜o dos me´todos de captura de ras-
tros. Na Sec¸a˜o 5.2.2 reportamos os resultados do procedimento de calibrac¸a˜o. Finalmente,
na Sec¸a˜o 5.2.4, apresentamos a incerteza combinada dos me´todos de captura de rastros. Ve-
rificamos por testes de shapiro que tantos as medic¸o˜es de refereˆncia quanto as medic¸o˜es
com as ferramentas strace e SystemTap sa˜o distribuı´das normalmente. No apeˆndice D,
mostramos os testes de normalidade complementares que suportam as ana´lises de precisa˜o,
tendeˆncia e incerteza.
5.2.1 Caracterizac¸a˜o da medic¸a˜o
Nesta caracterizac¸a˜o, no´s descrevemos os erros aleato´rios e sistema´ticos observados para as
medic¸o˜es de captura, bem como os valores de precisa˜o e de tendeˆncia associados. Nossa
discussa˜o comec¸a com a ana´lise das fontes de erros devidas ao tipo de carga de trabalho e ao
nı´vel da carga de trabalho — fatores relacionados com o instrumento de medic¸a˜o e o objeto
medido. Em seguida, analisamos fatores extrı´nsecos: a influeˆncia da carga de fundo e o do
ambiente de teste.
A Figura 5.4 mostra as componentes dos erros sistema´ticos e aleato´rios, u(bias) e
u(Rw) respectivamente, tal como definidas no Capı´tulo 4, para as ferramentas strace e
SystemTap, para todas as combinac¸o˜es de tipos e nı´veis de carga. Os valores dos er-
ros aleato´rios e sistema´ticos foram encontramos com base em 50 experimentos replicados.
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As componentes destes erros sa˜o mostradas como percentuais relativos aos valores de re-
fereˆncia.
Figura 5.4: Componentes dos erros aleato´rios e sistema´ticos, u(Rw) e u(bias), respectiva-
mente, das medic¸o˜es de captura de rastros com as ferramentas SystemTap e strace. As
componentes de erros sa˜o mostradas como percentuais relativos aos valores de refereˆncia.
Estes resultados indicam que, para as cargas de trabalho sequenciais, os erros sis-
tema´ticos sa˜o maiores do que os erros aleato´rios. Como consequeˆncia, a incerteza de
medic¸a˜o pode ser bastante reduzida pela compensac¸a˜o dos erros sistema´ticos realizada pelo
procedimento de calibrac¸a˜o, como discutiremos na Sec¸a˜o 5.2.2. Por sua vez, para as car-
gas de trabalho aleato´rias, os erros aleato´rios sa˜o da mesma grandeza que os erros sis-
tema´ticos. Esses cena´rios representam um desafio adicional para a reduc¸a˜o da incerteza
de medic¸a˜o, uma vez que na˜o e´ possı´vel aplicar o procedimento de calibrac¸a˜o para reduzir
erros aleato´rios.
Na Tabela 5.2, no´s comparamos a precisa˜o das medic¸o˜es feitas pelas ferramentas
SystemTap e strace com a precisa˜o das medic¸o˜es feitas com o me´todo de refereˆncia. A
Tabela 5.2 mostra a raza˜o Fr, como definida na Sec¸a˜o 5.1.4, com nı´vel de significaˆncia de
0.05 e graus de liberdade NB − 1 e NA− 1 iguais a 49 (com base em 50 experimentos repli-
cados). O valores calculados para F1−α/2,NB−1,NA−1 e Fα/2,NB−1,NA−1 foram de 1.76 e 0.56,
5.2 Resultados 44
respectivamente. Em todos os cena´rios, a precisa˜o dos me´todos de captura e´ equivalente a`
precisa˜o do me´todo de refereˆncia, ou seja, a raza˜o Fr fica entre os limites crı´ticos. Assim,
podemos concluir que a escolha da ferramenta de captura em sı´, na˜o determina a precisa˜o
dos valores medidos.
Tabela 5.2: Comparac¸a˜o entre a precisa˜o dos me´todos de captura baseados nas ferramen-
tas SystemTap e strace e a precisa˜o do me´todo de refereˆncia. De acordo com um
teste F com nı´vel de significaˆncia de 0.05, a precisa˜o do me´todo baseado na ferramenta
SystemTap e do me´todo baseado na ferramenta strace e´ equivalente a` precisa˜o do
me´todo de refereˆncia.
1 2 3 4
Random read (RR)
SystemTap 0.80 1.49 0.59 0.64
strace 1.06 1.18 0.57 1.05
Random write (RW)
SystemTap 1.32 0.69 1.00 0.88
strace 1.32 0.70 0.57 0.59
Sequential read (SR)
SystemTap 0.71 0.58 0.64 0.62
strace 1.62 0.89 1.14 1.02
Sequential write (SW)
SystemTap 1.20 0.81 0.94 1.06
strace 0.97 0.65 0.98 0.88
Os resultados mostrados na Figura 5.4 tambe´m mostram que o erro total, somado os erros
aleato´rios e sistema´ticos, para as medic¸o˜es com a ferramenta strace e´ maior do que o erro
total para as medic¸o˜es com a ferramenta SystemTap. Finalmente, os erros para a captura
das cargas de trabalho sequential read e sequential write sa˜o maiores do que os erros para
a captura das cargas de trabalho random read e random write. Esses resultados confirmam
o esperado: a ferramenta strace, baseada na chamada ao sistema ptrace, introduz um
erro sistema´tico maior do que o erro introduzido pela ferramenta SystemTap, baseada em
instrumentac¸a˜o do nu´cleo do sistema, como mostrado para os resultados das medic¸o˜es das
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cargas de trabalho sequential write e sequential read. Para as cargas de trabalho de acesso
aleato´rio, a magnitude do erro sistema´tico (menor do que 100 microssegundos) e´ marginal
quando comparada com os valores medidos (cerca de 10.000 microssegundos). Entretanto,
com base no crite´rio definido na Sec¸a˜o 5.1.4, o erro sistema´tico para as medic¸o˜es baseadas na
ferramenta strace e´ significativo para todos os cena´rios das cargas de trabalho sequential
read e sequential write.
Os erros de medic¸a˜o na˜o dependem apenas das ferramentas de captura e das carac-
terı´sticas das cargas de trabalhos capturadas, mas tambe´m da interac¸a˜o com o ambiente
experimental. Nessa prova de conceito, no´s investigamos dois exemplos desta interac¸a˜o:
a seletividade quanto a` carga de fundo e a interac¸a˜o com o sistema operacional.
Avaliamos a seletividade do me´todo de medic¸a˜o com respeito a` utilizac¸a˜o da CPU. Para
esse fim, no´s conduzimos outra medic¸o˜es de captura de rastros tomando como base o mesmo
projeto experimental que usamos para analisar os erros aleato´rios e sistema´ticos. Diferente
do que fizemos antes, agora controlamos a utilizac¸a˜o da CPU executando um nu´mero confi-
gura´vel de processos intensivos em CPU durante a captura dos rastros. Consideramos dois
nı´veis para a utilizac¸a˜o da CPU, 0 e 1, com base no nu´mero de processos intensivos em CPU.
A Figura 5.5 mostra os valores medidos para a captura das cargas de trabalho sequen-
tial read e sequential write com os respectivos erros associados, usando as ferramentas
SystemTap e strace, enquanto submetidas a` carga de fundo. No´s observamos que a
captura de rastros feita com a ferramenta strace e´ afetada pela carga de trabalho de fundo
— os valores medidos diminuem ao passo que aumentamos o nı´vel da carga de fundo.
Essa reduc¸a˜o ocorre como um efeito colateral do mecanismo de gerenciamento de
poteˆncia habilitado na ma´quina em que conduzimos os experimentos. Esse mecanismo,
bastante comum atualmente, controla a frequeˆncia da CPU de acordo com a variac¸a˜o
de sua utilizac¸a˜o provocada pelos processos intensivos em CPU. Como consequeˆncia, as
requisic¸o˜es executam mais ra´pido, apesar de terem de competir pela CPU com outros pro-
cessos [47].
A Figura 5.6 mostra o impacto do sistema operacional nas medic¸o˜es de captura. Ela
mostra a me´dia dos valores medidos para todas as cargas de trabalho, usando ambas as
ferramentas de captura SystemTap e strace. Mostramos os resultados das medic¸o˜es
para duas configurac¸o˜es do sistema operacional, baseadas em duas verso˜es do nu´cleo Linux:
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Figura 5.5: O me´todo de captura baseado na ferramenta strace na˜o e´ seletivo em relac¸a˜o
a` carga de fundo. Os valores medidos diminuem ao passo que aumentamos o nı´vel da carga
de fundo.
3.13.0-24 e 2.6.32-41. No´s observamos que as medic¸o˜es feitas com o me´todo de refereˆncia,
bem como as medic¸o˜es realizadas com as ferramentas strace e SystemTap, sa˜o afeta-
das pelo nu´cleo do sistema operacional — para todos os me´todos, os valores medidos sa˜o
maiores quando se emprega o nu´cleo 3.13.0-24 do que as os valores medidos com o nu´cleo
2.6.32-41.
Essa caracterizac¸a˜o indica que, em alguns cena´rios, os erros sistema´ticos sa˜o muito altos
para serem ignorados. A seguir, na Sec¸a˜o 5.2.2, no´s discutimos como calibrar as medic¸o˜es
de captura para compensar os erros sistema´ticos. Consideramos a calibrac¸a˜o para os erros
causados pelos instrumentos de medic¸a˜o e pelas cargas de trabalho capturadas. A carga de
trabalho de fundo e a configurac¸a˜o do ambiente de teste, como acabamos de ver, sa˜o fatores
que costumam ser ignorados na metodologia corrente. Na Sec¸a˜o 5.2.3, no´s discutimos o
efeitos da falta de informac¸a˜o sobre essas fontes de erro sobre o processo de calibrac¸a˜o.
5.2.2 Calibrac¸a˜o
Concentramos nossa ana´lise de calibrac¸a˜o nas medic¸o˜es realizadas com a ferramenta
strace, para as carga de trabalho sequential read e sequential write, uma vez que estas
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Figura 5.6: As medic¸o˜es de captura de rastros sa˜o afetadas pelo nu´cleo do sistema operacio-
nal usado no ambiente de testes. O tempo de resposta medido nas capturas realizadas com a
versa˜o 3.13.0-24 do nu´cleo e´ maior do que o tempo de resposta medido nas capturas com a
versa˜o 2.6.32-41.
apresentaram erro sistema´tico significativo. Para construir as curvas de calibrac¸a˜o, aplica-
mos a metodologia descrita na Sec¸a˜o 5.1.5.
A Figura 5.7 mostra os resultados da calibrac¸a˜o baseados nas curvas de calibrac¸a˜o encon-
tradas para as medic¸o˜es realizadas com a ferramenta strace. As barras indicam os valores
medidos e os valores calibrados para cada nı´vel de carga, bem como os valores de refereˆncia
correspondentes. Como explicamos na Sec¸a˜o 5.1.5, os valores de refereˆncia sa˜o dados pela
me´dia dos resultados dos experimentos replicados conduzidos com o me´todo de medic¸a˜o de
refereˆncia. Os valores medidos para a ferramenta strace sa˜o dados pela me´dia de 50 ex-
perimentos replicados. Os valores calibrados sa˜o obtidos aplicando as curvas de calibrac¸a˜o
aos resultados medidos para corrigir os erros sistema´ticos. A Figura 5.7 tambe´m mostra os
intervalos de confianc¸a (xˆ−, xˆ+) calculados de acordo com a Equac¸a˜o 4.1. No´s adotamos
um nı´vel de confianc¸a de 95% para definir todos os intervalos de confianc¸a.
O processo de calibrac¸a˜o e´ capaz de compensar os erros sistema´ticos das medic¸o˜es rea-
lizadas com a ferramenta strace; considerando tanto a carga de trabalho sequential read
quanto sequential write, no nı´vel de confianc¸a considerado (95%), na˜o ha´ diferenc¸a entre os
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valores corrigidos e os valores de refereˆncia.
Figura 5.7: Calibrac¸a˜o das medic¸o˜es feitas pela ferramenta strace. As barras apontam o
tempo de resposta me´dio para as medic¸o˜es de captura feitas com a ferramenta strace, o
tempo de resposta me´dio para as medic¸o˜es realizadas com o me´todo de refereˆncia e o tempo
de resposta calibrado (com os intervalos de confianc¸a de calibrac¸a˜o associados). O proce-
dimento de calibrac¸a˜o e´ efetivo na correc¸a˜o dos erros sistema´ticos: os valores calibrados se
aproximam dos valores de refereˆncia.
5.2.3 Robustez da calibrac¸a˜o
Como observamos antes, ha´ mu´ltiplos fatores que contribuem para os erros de medic¸a˜o.
Alguns deles, por exemplo, o tipo da carga de trabalho, costumam ser considerados durante
o procedimento de captura de rastros. Entretanto, ha´ outras fontes de erros, tais como a carga
de fundo, que na˜o sa˜o considerados na literatura corrente.
Para ressaltar a importaˆncia da coleta dessa informac¸a˜o adicional, no´s aplicamos as cur-
vas de calibrac¸a˜o construı´das para a ana´lise da Sec¸a˜o 5.2.2, para corrigir outras medic¸o˜es,
afetadas por essas outras fontes de erro.
Quando a calibrac¸a˜o e´ aplicada, espera-se que as medic¸o˜es tenham sido afetadas pelas
mesmas fontes de erro que tenham sido consideradas para criar as curvas de calibrac¸a˜o.
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Quando na˜o e´ caso, a compensac¸a˜o pode ser insuficiente para prover um resultado de quali-
dade, ou ainda pior, a compensac¸a˜o pode aumentar os erros de medic¸a˜o.
Nesta ana´lise, comec¸amos por apresentar os resultados da calibrac¸a˜o para compensar
as medic¸o˜es de carga de trabalho sequential write realizadas com a ferramenta strace
quando sujeitas a uma carga de fundo. No´s consideramos a correc¸a˜o dessas medic¸o˜es tanto
com as curvas de calibrac¸a˜o discutidas na sec¸a˜o anterior, criadas com base em medic¸o˜es
que na˜o estavam sujeitas a` carga de fundo, quanto com curva de calibrac¸a˜o que levaram em
conta medic¸o˜es afetadas pela carga de fundo. Em todos os resultados apresentados nessa
sec¸a˜o, os valores tı´picos das medic¸o˜es sa˜o dados pela me´dia de 50 experimentos replicados.
Os intervalos de confianc¸a (xˆ−, xˆ+) para a calibrac¸a˜o sa˜o calculados conforme definido na
Sec¸a˜o 4.2.1.
A Figura 5.8 mostra os valores medidos, os valores corrigidos, bem como os valores de
refereˆncia, para nı´veis de carga de 1 ate´ 4. Pode ser visto que a curva de calibrac¸a˜o baseada
nas medic¸o˜es sem a influeˆncia da carga de fundo na˜o e´ capaz de compensar as medic¸o˜es
feitas sob a influeˆncia dessa fonte de erros. O valor de refereˆncia para essa carga de trabalho
e´ de cerca de 90 microssegundos. Os valores medidos com a ferramenta strace atingem
cerca de 100 microssegundos. A calibrac¸a˜o aumenta os valores, ao inve´s de diminuı´-los —
os valores corrigidos sa˜o de cerca de 150 microssegundos. Por sua vez, as correc¸o˜es feitas
com base nas medic¸o˜es feitas sob influeˆncia da carga de fundo sa˜o capazes de compensar os
erros de medic¸a˜o.
Em seguida, a Figura 5.9 apresenta os resultados da calibrac¸a˜o das capturas realizadas
com a ferramenta strace para a carga de trabalho sequential read, quando sujeitas a`s
mudanc¸as no sistema operacional usado no ambiente de testes. Nessa ana´lise, no´s usamos
curvas de calibrac¸a˜o criadas com base em medic¸o˜es realizadas em dois ambientes de testes
diferentes: o primeiro baseado na versa˜o 2.6.32-41 do nu´cleo Linux enquanto o segundo
baseado na versa˜o 3.13.0-24 do nu´cleo. Usamos essas duas curvas para calibrar as medic¸o˜es
realizadas com base na versa˜o 3.13.0-24 do nu´cleo Linux. A Figura 5.9 mostra os valo-
res medidos, os valores calibrados com as duas curvas de calibrac¸a˜o, bem como os valores
de refereˆncia. Novamente, os resultados mostram que na˜o ha´ maiores problemas quando
a calibrac¸a˜o e´ aplicada para corrigir uma medic¸a˜o feita com o mesmo ambiente de testes
que foi usado para construir as curvas de calibrac¸a˜o. Entretanto, quando se aplica a curva
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Figura 5.8: O procedimento de calibrac¸a˜o definido sem levar em conta a carga de trabalho de
fundo na˜o e´ capaz de corrigir as medic¸o˜es feitas com a ferramenta strace sob a influeˆncia
da carga de fundo.
de calibrac¸a˜o criada com base nas medic¸o˜es feitas com o nu´cleo 2.6.32-41 para corrigir as
medic¸o˜es realizadas com o nu´cleo 3.13.0-24, a correc¸a˜o na˜o e´ efetiva; a correc¸a˜o sobrecom-
pensa os erros de medic¸a˜o.
5.2.4 Determinac¸a˜o da incerteza da medic¸a˜o
Apo´s a correc¸a˜o por calibrac¸a˜o, no´s determinamos a incerteza combinada, uc, para as
medic¸o˜es de captura de rastros. A Tabela 5.3 mostra a incerteza da medic¸a˜o para as fer-
ramentas SystemTap e strace, para todas as combinac¸o˜es de carga de trabalho e tipo
de carga. Para os cena´rios nos quais a tendeˆncia foi significativamente alta, e por isso, de-
mandaram correc¸a˜o por calibrac¸a˜o, a tabela tambe´m mostra (entre pareˆnteses) a incerteza
antes do processo de correc¸a˜o. A incerteza combinada, como descrevemos no Capı´tulo 4, e´
reportada como ym±uc, em que ym e´ a me´dia dos valores medidos em medic¸o˜es replicadas.
Os resultados mostrados na Tabela 5.3 consideram um nı´vel de confianc¸a de 95.5%.
A incerteza da medic¸a˜o para as cargas de trabalho de acesso aleato´rio e´ menor do que a
incerteza para as medic¸o˜es das cargas de trabalho sequenciais: na˜o passa de 2.8% do valor
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Figura 5.9: O procedimento de calibrac¸a˜o para medic¸o˜es realizadas com a ferramenta
strace e´ especı´fico para a versa˜o o nu´cleo do sistema operacional usado no ambiente de
testes. O procedimento de calibrac¸a˜o definido com base nas medic¸o˜es feitas com o nu´cleo
2.6.32-41 na˜o e´ capaz de corrigir as medic¸o˜es feitas com o nu´cleo 3.13.0-24.
esperado para as medic¸o˜es conduzidas com a ferramenta SystemTap e de 2.7% para as
medic¸o˜es feitas com a ferramenta strace. Por sua vez, a incerteza de medic¸a˜o para as car-
gas de trabalho sequenciais atinge ate´ 30.5% para as medic¸o˜es realizadas com a ferramenta
SystemTap e 1237% para a ferramenta strace.
Depois da calibrac¸a˜o, a incerteza de medic¸a˜o para a carga de trabalho sequential read
e´ reduzida e na˜o passa de 9.2% para a ferramenta strace e de 9.3% para a ferramenta
SystemTap. A incerteza da medic¸a˜o para a carga de trabalho sequential write tambe´m e´
alta para a ferramenta strace, embora seja menor do que a incerteza da carga de trabalho
sequential read: antes da calibrac¸a˜o, a incerteza e´ de ate´ 35.2% para a ferramenta strace.
Apo´s a calibrac¸a˜o, a incerteza para a ferramenta strace para a carga de trabalho sequential
write na˜o ultrapassa 1.8%.
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Tabela 5.3: Incerteza de medic¸a˜o combinada uc com nı´vel de confianc¸a de 95.5%.
Nı´vel de carga SystemTap strace
Random read (RR)
1 7744.9± 2.5% 7742.4± 2.7%
2 17945.1± 1.2% 17941.1± 1.1%
3 23339.1± 2.3% 23377.3± 2.3%
4 24054.4± 0.3% 24136.6± 1.1%
Random write (RW)
1 8323.6± 2.2% 8325.3± 2.2%
2 17953.3± 1.6% 17966.8± 1.6%
3 23223.2± 2.8% 23284.6± 2.5%
4 24060.7± 0.5% 24014.3± 1.1%
Sequential read (SR)
1 2.4± 8.7% (2.8± 30.5%) 2.4± 8.6% (17.5± 1237.0%)
2 2.4± 8.3% (2.7± 21.3%) 2.4± 8.2% (16.4± 1150.3%)
3 2.4± 9.3% (2.6± 20.4%) 2.4± 9.2% (15.6± 1086.9%)
4 2.4± 8.7% (2.6± 20.0%) 2.4± 8.7% (15.3± 1073.8%)
Sequential write (SW)
1 102.7± 1.8% 101.8± 1.1% (119.7± 35.2%)
2 103.3± 1.0% 102.2± 1.8% (119.5± 32.3%)
3 103.3± 0.9% 103.1± 1.2% (119.2± 31.5%)
4 103.2± 0.8% 103.6± 1.6% (119.0± 31.1%)
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5.3 Discussa˜o
A validac¸a˜o descrita nas sec¸o˜es anteriores serve a treˆs propo´sitos: indicar como reduzir a
incerteza do me´todo de medic¸a˜o; embasar a escolha de uma ferramenta de captura; e ajudar
a manter experimentos de captura de longa durac¸a˜o sob controle.
Considerando o propo´sito de reduc¸a˜o da incerteza de medic¸a˜o, a prescric¸a˜o baseada em
nossos resultados e´ simples: na˜o se deve utilizar rastros de captura de carga de trabalho
sequenciais sem a correc¸a˜o adequada dos erros sistema´ticos, caso contra´rio, a incerteza da
medic¸a˜o sera´ significantemente alta. Ale´m disso, no´s mostramos que as ferramentas de cap-
tura de rastros na˜o sa˜o seletivas. Por essa raza˜o, e´ importante manter o ambiente de captura
ta˜o isolado quanto possı´vel. Caso na˜o seja possı´vel, e´ importante registrar a carga de trabalho
de fundo, do contra´rio, o procedimento de calibrac¸a˜o na˜o pode ser aplicado de maneira ade-
quada. Tambe´m e´ importante manter um inventa´rio das bibliotecas e programas instalados
no ambiente de experimentac¸a˜o, uma vez que o desempenho do sistema de arquivos pode
depender destes.
Decidir que me´todo de medic¸a˜o usar na˜o envolve simplesmente escolher o me´todo que
apresenta menor incerteza, uma vez que geralmente ha´ alguma considerac¸a˜o de custo en-
volvida (por exemplo, comprar instrumentos de medic¸a˜o mais capazes ou empregar pes-
soal mais capacitado etc). Por exemplo, as medic¸o˜es baseadas na ferramenta SystemTap
sa˜o mais complicadas de conduzir: e´ preciso empregar um sistema operacional no qual a
compilac¸a˜o preserve os sı´mbolos de depurac¸a˜o (ou compilar o sistema, caso os sı´mbolos de
depurac¸a˜o na˜o estejam disponı´veis). Ale´m disso, o desenvolvimento de mo´dulos do nu´cleo
tambe´m na˜o e´ uma tarefa simples, tendo em vista que defeitos nestes podem provocar o
travamento do sistema operacional. Em nossa prova de conceito descobrimos que, caso a
carga de trabalho seja composta em sua maioria por chamadas de acesso aleato´rio, ambas as
ferramentas de captura apresenta alta precisa˜o e baixa tendeˆncia de medic¸a˜o; dessa maneira,
para esse cena´rio, a ferramenta de captura strace e´ a melhor escolha, haja vista que e´ mais
fa´cil de usar do que a ferramenta SystemTap. Quando se considera cargas de trabalho de
escrita sequencial, a ferramenta strace mais uma vez e´ a melhor escolha, contanto que um
procedimento de correc¸a˜o por calibrac¸a˜o seja aplicado. Por outro lado, caso se considere
carga de trabalho de leitura sequencial, ambas as ferramentas apresentam alta incerteza e
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pode ser o caso que nenhuma delas seja adequada. De qualquer modo, essa e´ uma decisa˜o
claramente dependente dos requisitos associados com a aplicac¸a˜o dos dados capturados.
Finalmente, o terceiro propo´sito da prova de conceito e´ ajudar a manter experimentos
de captura de rastros sob controle [24]. Isso serve como um controle de qualidade, particu-
larmente u´til quando se quer coletar rastros de utilizac¸a˜o de longa durac¸a˜o. Por exemplo,
pode-se executar o protocolo de validac¸a˜o periodicamente, digamos semanalmente ao longo
do perı´odo em que o rastro esta´ sendo coletado, para investigar se os resultados da medic¸a˜o
esta˜o dentro dos limites esperados de precisa˜o e tendeˆncia calculados durante o procedi-
mento de validac¸a˜o. No decorrer desses longos perı´odos de experimentac¸a˜o, atualizac¸o˜es
dos sistema operacionais sa˜o aplicadas, parte do maquina´rio pode falhar ou desviar-se do
modo de funcionamento normal, fatores que podem mudar os resultados da medic¸a˜o. Es-
ses fatores podem ser identificados atrave´s de execuc¸a˜o perio´dica do protocolo de validac¸a˜o
proposto neste trabalho.
Os treˆs propo´sitos listados sa˜o embasados na caracterizac¸a˜o dos me´todos de medic¸a˜o,
aı´ incluı´da a incerteza combinada. No apeˆndice B, compilamos em um cata´logo os princi-
pais resultados dessa caracterizac¸a˜o; assim podem ser consultados de modo independente da
prova de conceito.
Capı´tulo 6
Reproduc¸a˜o de rastros de utilizac¸a˜o
Neste capı´tulo, no´s consideramos a validac¸a˜o de me´todos de reproduc¸a˜o de rastros. Esses
me´todos se diferenciam pela arquitetura da ferramenta de reproduc¸a˜o empregada: baseada
em compilac¸a˜o ou baseada em eventos. Adotamos a mesma organizac¸a˜o apresentada no
capı´tulo anterior em conformidade com o protocolo de validac¸a˜o discutido no Capı´tulo 4: na
Sec¸a˜o 6.1 descrevemos a aplicac¸a˜o do protocolo de validac¸a˜o no cena´rio de reproduc¸a˜o de
rastros. Na Sec¸a˜o 6.2 discutimos os resultados da caracterizac¸a˜o e ana´lise da incerteza dos
me´todos de reproduc¸a˜o. Por fim, assim como fizemos no capı´tulo anterior, terminaremos
esta prova de conceito com um conjunto de recomendac¸o˜es para aplicac¸a˜o dos me´todos de
reproduc¸a˜o considerados.
6.1 Me´todo
Nesta sec¸a˜o, no´s apresentamos a metodologia para teste dos me´todos de reproduc¸a˜o de ras-
tros. Dedicamos uma subsec¸a˜o para cada uma das etapas do protocolo.
6.1.1 Especificac¸a˜o do Mensurando
O mensurando que adotamos em nossos procedimentos de reproduc¸a˜o de rastros e´ o mesmo
que adotamos na prova de conceito de captura: o tempo de resposta do sistema de arqui-
vos. Esse mensurando e´ considerado como uma sequeˆncia de eventos T , relacionados com
a execuc¸a˜o das func¸o˜es do sistema de arquivos. Cada evento tk ∈ T e´ gerado por uma
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requisic¸a˜o feita pelo reprodutor de rastros ao sistema de arquivos. Desse modo, o evento tk
e´ uma tupla 〈fk, bk, ek, ck〉 que representa a reproduc¸a˜o de uma func¸a˜o fk do conjunto de
func¸o˜es F do sistema de arquivos, bk e ek sa˜o as marcac¸o˜es de tempo imediatamente an-
tes e depois da reproduc¸a˜o da func¸a˜o e ck e´ a informac¸a˜o contextual relacionada, incluindo
argumentos e valores de retorno das func¸o˜es reproduzidas.
De maneira ana´loga a prova de conceito anterior, para cada evento tk = 〈fk, bk, ek, ck〉
da sequeˆncia de eventos T , o tempo de resposta do evento tk e´ dado pelo intervalo de tempo
que decorre entre as marcac¸o˜es de tempo, ou seja, ek − bk.
6.1.2 Procedimento de medic¸a˜o
Nesta sec¸a˜o no´s descrevemos o ambiente experimental em que os procedimentos de
reproduc¸a˜o de rastros foram conduzidos, bem como os reprodutores baseados em eventos
e em compilac¸a˜o e por fim os procedimentos de medic¸a˜o que adotamos para usar os repro-
dutores.
Ambiente experimental
Como sera´ justificado na Sec¸a˜o 6.1.4, em nossa validac¸a˜o dos procedimentos de reproduc¸a˜o
empregamos como valores de refereˆncia as medic¸o˜es realizadas na prova de conceito de cap-
tura de rastros. Para que as medic¸o˜es de reproduc¸a˜o possam ser comparadas de maneira co-
erente com os valores de refereˆncia, empregamos o mesmo ambiente experimental utilizado
na prova de conceito descrita no capı´tulo anterior. Assim, usamos uma estac¸a˜o de trabalho
Intel E6550 Core 2 Duo 2.33GHz, com 2GB GB de memo´ria principal. Essa estac¸a˜o tem
dois discos rı´gidos: um disco SATA de 7200 RPM com 8 MB de cache, e um disco SATA
de 5400 com 32 MB de cache. O reprodutor gerou a carga de trabalho para um sistema de
arquivos ext4 montado no segundo disco rı´gido. A ma´quina foi usada de maneira exclusiva




No´s consideramos dois reprodutores de rastros, cada um representante de um modelo ar-
quitetural diferente. Como representante da arquitetura baseada em compilac¸a˜o, adotamos
o reprodutor ARTC [66]. Em nossos experimentos, empregamos o reprodutor ARTC sem
modificac¸a˜o. Como representante da arquitetura baseada em eventos, desenvolvemos um
novo reprodutor tomando como base o projeto do reprodutor TBBT, proposto por Zhu et
al. [50]; tivemos que implementar uma nova ferramenta porque, ate´ onde sabemos, na˜o ha´
reprodutor baseado em eventos disponı´vel publicamente.
Como discutido anteriormente, o funcionamento dos reprodutores e´ ajustado por dois
controles importantes: as polı´ticas de ordenac¸a˜o e temporizac¸a˜o. A polı´tica de ordenac¸a˜o
define a relac¸a˜o de dependeˆncia que pode existir entre duas requisic¸o˜es quaisquer, e portanto,
define a ordem em que essas requisic¸o˜es podem ser reproduzidas. Por sua vez, a polı´tica de
temporizac¸a˜o define os instantes de tempo nos quais as requisic¸o˜es devem ser reproduzidas.
Os reprodutores ARTC e TBBT definem dois grupos de polı´ticas de ordenac¸a˜o equivalen-
tes. O primeiro grupo (composto pela polı´tica ROOT, no reprodutor ARTC, e pela polı´tica
FS dependency, no reprodutor TBBT) leva em considerac¸a˜o a semaˆntica das operac¸o˜es do
sistema de arquivos para definir a ordem entre as requisic¸o˜es. Por exemplo, uma requisic¸a˜o
de escrita para um arquivo na˜o pode ser reproduzida antes da requisic¸a˜o que cria o arquivo.
O segundo grupo (composto pela polı´tica temporal, no reprodutor ARTC, e pela polı´tica con-
servative no reprodutor TBBT) considera a ordem encontrada no rastro capturado (com base
nas marcac¸o˜es de tempo do rastro), ou seja, uma requisic¸a˜o sera´ reproduzida somente depois
que as requisic¸o˜es anteriores tenham sido.
Uma vez que as polı´ticas de ordenac¸a˜o dos reprodutores ARTC e TBBT sa˜o equivalentes,
para facilitar o trabalho do leitor, no que segue, nos referiremos a`s polı´ticas do primeiro
grupo como FS e a`s polı´ticas dos segundo grupo como temporal.
Os reprodutores ARTC e TBBT tambe´m adotam polı´ticas de temporizac¸a˜o semelhantes.
Ambos os reprodutores implementam a polı´tica de temporizac¸a˜o fullspeed. Nessa polı´tica,
qualquer possı´vel intervalo entre as requisic¸o˜es e´ ignorado e elas sa˜o reproduzidas o mais
ra´pido possı´vel, desde que seja respeitada a polı´tica de ordenac¸a˜o. Ale´m da polı´tica fulls-
peed, o reprodutor TBBT implementa a polı´tica de temporizac¸a˜o timestamp. De acordo
com essa polı´tica, as requisic¸o˜es sa˜o reproduzidas o mais pro´ximo possı´vel das marcac¸o˜es
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de tempo originais, conforme o rastro, novamente, desde que seja respeitada a polı´tica de
ordenac¸a˜o.
A carga de trabalho para os reprodutores baseados em compilac¸a˜o e em eventos foram
geradas com base nos mesmos rastros. A Tabela 6.1 descreve o formato dos rastros usados.
Tabela 6.1: Formato do rastro.
Campo Descric¸a˜o
pid A identificac¸a˜o do processo que chamou a func¸a˜o do sistema de arquivos.
tid A identificac¸a˜o da thread que chamou a func¸a˜o do sistema de arquivos.
begin A marcac¸a˜o de tempo em que a func¸a˜o do sistema de arquivos foi chamada.
end A marcac¸a˜o de tempo em que a func¸a˜o do sistema de arquivos retornou.
function O nome da func¸a˜o do sistema de arquivos que foi chamada.
args Os argumentos da func¸a˜o do sistema de arquivos que foi chamada.
rvalue O valor de retorno da func¸a˜o do sistema de arquivos que foi chamada.
O reprodutor ARTC, enquanto alternativa baseada em compilac¸a˜o, toma o rastro como
entrada e gera co´digo fonte que representa a carga de trabalho capturada. O co´digo fonte ge-
rado cria uma thread para cada thread encontrada no rastro. No co´digo fonte esta˜o definidos
estaticamente os dados associados com cada requisic¸a˜o, por exemplo, os argumentos para
as func¸o˜es do sistema de arquivos que sera˜o reproduzidas. No co´digo fonte tambe´m esta´
definida a sequeˆncia de requisic¸o˜es que cada thread reproduzira´ — novamente, tal como
encontrado no rastro — e a relac¸a˜o de dependeˆncia especificada pela polı´tica de ordenac¸a˜o
escolhida. Para implementar essa relac¸a˜o de ordem, a estrutura de dados que representa
uma requisic¸a˜o no co´digo fonte gerado pelo ARTC conte´m a identificac¸a˜o das requisic¸o˜es
dependentes. Durante a reproduc¸a˜o do rastro, a thread responsa´vel pela execuc¸a˜o de uma
requisic¸a˜o precisa antes verificar se as requisic¸o˜es predecessoras ja´ foram executadas, blo-
queando em uma varia´vel condicional quando na˜o for o caso.
Nossa implementac¸a˜o, ilustrada na Figura 6.1, baseada em eventos segue o projeto do
reprodutor TBBT [50]. Ela evita os passos de gerac¸a˜o do co´digo fonte e compilac¸a˜o. O
reprodutor toma como entrada o rastro capturado e o mapeia para um formato de entrada
mais estruturado. Nessa estrutura e´ declarada a relac¸a˜o de ordem entre as requisic¸o˜es. O
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reprodutor processa este arquivo formatado e o traduz em chamadas ao sistema para serem
reproduzidas. Essas operac¸o˜es sa˜o realizadas por dois grupos de threads: coordenador e
trabalhadores. A thread de coordenac¸a˜o gera os eventos que sa˜o reproduzidos pelas threads
de trabalho.
Figura 6.1: O reprodutor processa o rastro como entrada e o traduz em chamadas ao sistema
para serem reproduzidas. Essas operac¸o˜es sa˜o realizadas por dois grupos de threads: co-
ordenador e trabalhadores. A thread de coordenac¸a˜o gera os eventos que sa˜o reproduzidos
pelas threads de trabalho.
A gerac¸a˜o de eventos se desenvolve de acordo com as regras definidas pelas polı´ticas
de ordenac¸a˜o e temporizac¸a˜o e pelo progresso feito pelas threads de trabalho. O reprodutor
utiliza um algoritmo de marcac¸a˜o para gerar os eventos, conforme mostrado na Figura 6.2.
Nesse algoritmo, uma requisic¸a˜o pode assumir treˆs estados: i) indisponı´vel; ii) disponı´vel; e
iii) reproduzida. A thread de coordenac¸a˜o gera um evento para cada requisic¸a˜o disponı´vel,
e adiciona esses eventos na fila de eventos disponı´veis. Uma thread de trabalho ociosa re-
tira um evento dessa fila e executa a chamada ao sistema relacionada. Apo´s a reproduc¸a˜o,
a thread de trabalho adiciona o evento em uma fila de eventos reproduzidos. A thread de
coordenac¸a˜o retira eventos dessa fila e modifica o estado da requisic¸a˜o de disponı´vel para
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reproduzida. Em seguida, a thread de coordenac¸a˜o muda o estado das requisic¸o˜es que su-




Figura 6.2: O reprodutor baseado em eventos usa um algoritmo de colorac¸a˜o para produzir
os eventos que sera˜o reproduzidos pelas threads de trabalho. Uma thread de trabalho ociosa
executa eventos disponı´veis (cinza). Apo´s a execuc¸a˜o, o coordenador marca o evento como
reproduzido (preto) e muda a marcac¸a˜o de seus sucessores de indisponı´veis (branco) para
disponı´veis (cinza).
Nossa ferramenta baseada em eventos executa como um processo real time para evitar
a preempc¸a˜o do processo do reprodutor por outros processos em execuc¸a˜o no ambiente de
experimentac¸a˜o, como recomendado por Joukov et al. [41] e adotado por Tahiri et al. [63].
Procedimento de medic¸a˜o
Antes de reproduzir os rastros, e´ necessa´rio recriar o estado do sistema de arquivos tal como
encontrado durante a fase de captura. Para recria´-lo, usamos uma co´pia dos dados coletada
logo antes do procedimento de captura. Apo´s essa etapa, o procedimento de medic¸a˜o ini-
cia descarregando a cache de pa´ginas, dentries e inodes do sistema de arquivos, atrave´s da
execuc¸a˜o do comando drop caches. Isso e´ feito para assegurar que mudanc¸as na cache
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do sistema de arquivos, feitas durante a execuc¸a˜o de um experimento de reproduc¸a˜o, na˜o
afetem a execuc¸a˜o dos experimentos subsequentes. Depois do descarregamento das caches,
no´s iniciamos a reproduc¸a˜o dos rastros e esperamos sua finalizac¸a˜o para coletar os dados
gerados pela reproduc¸a˜o. Para reduzir a interfereˆncia entre o armazenamento dos dados ge-
rados pelo reprodutor e as requisic¸o˜es da carga de trabalho reproduzida, tanto os dados de
entrada usados pelos reprodutores quanto os dados gerados por estes sa˜o armazenados em
um disco e sistema de arquivos diferentes.
6.1.3 Identificac¸a˜o das fontes de incerteza
Nesta sec¸a˜o, no´s descrevemos as fontes de incerteza mais importantes para os me´todos de
reproduc¸a˜o de rastros, mostradas na Figura 6.3, e discutimos as causas que contribuem para












Figura 6.3: Fontes de incerteza que contribuem para erros na reproduc¸a˜o de rastros de
utilizac¸a˜o.
A carga de trabalho afeta o comportamento do sistema de arquivos e do sistema opera-
cional. Como exemplificamos na Sec¸a˜o 5.1.3, o descarregamento das caches do sistema de
arquivos e´ governado pela proporc¸a˜o entre pa´ginas da memo´ria usadas e livres (ambos os fa-
tores dependem da carga de trabalho) [22]. Uma vez que o processo do programa reprodutor
de rastros na˜o esta´ isolado do sistema de arquivos nem do nu´cleo do sistema operacional —
por exemplo, compartilham CPU e memo´ria — a carga de trabalho pode tambe´m impactar
os instrumentos de medic¸a˜o, desse modo, afetando os erros de medic¸a˜o.
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Uma ferramenta de reproduc¸a˜o perfeita deveria ser capaz de reproduzir um rastro de tal
modo que os valores do mensurando (em nosso caso, o tempo de resposta do sistema de
arquivos) fossem iguais aos valores medidos caso as aplicac¸o˜es alvo do rastro estivessem em
execuc¸a˜o no ambiente de reproduc¸a˜o.
Naturalmente, tanto deciso˜es de projeto quanto deciso˜es de implementac¸a˜o atrapalham
a construc¸a˜o dessa ferramenta ideal. Por exemplo, em ambos os reprodutores baseados em
eventos e em compilac¸a˜o, o acesso concorrente feito a`s regio˜es crı´ticas pelas threads dos
reprodutores precisa ser controlado; os atrasos adicionados para controlar esse acesso con-
corrente sa˜o fontes de erros sistema´ticos. No reprodutor baseado em eventos, uma vez que ha´
um componente extra para coordenar a reproduc¸a˜o, os erros sistema´ticos devidos ao controle
de acesso concorrente podem ser ainda maiores.
As polı´ticas de ordenac¸a˜o e temporizac¸a˜o tambe´m sa˜o fontes de erros. Isso porque essas
polı´ticas moldam a carga de trabalho que sera´ reproduzida, por exemplo, alterando o nı´vel
de concorreˆncia que pode existir na carga de trabalho e a carga de trabalho por si e´ uma fonte
de incertezas, como descrevemos anteriormente.
Finalmente, a plataforma de execuc¸a˜o, nela incluı´da o hardware e o software, tambe´m
impacta a incerteza de medic¸a˜o. Por exemplo, o sistema de arquivos atua como uma ca-
mada de software entre as aplicac¸o˜es e o sistema de entrada/saı´da. Esta interac¸a˜o do sistema
de arquivos com as camadas subjacentes define o desempenho do sistema de arquivos. A
plataforma de execuc¸a˜o e´ uma fonte de incerteza importante quando se analisa questo˜es de
reprodutibilidade, por exemplo, quando se compara medic¸o˜es feitas por laborato´rios dife-
rentes. Entretanto, uma vez que nesse trabalho nos concentramos somente nas incertezas
que podem ser avaliadas em um u´nico laborato´rio, no´s na˜o consideramos a influeˆncia da
plataforma de execuc¸a˜o nesta prova de conceito.
6.1.4 Caracterizac¸a˜o da medic¸a˜o
Para caracterizar as medic¸o˜es, os valores medidos sa˜o comparados como valor verdadeiro
da medic¸a˜o. Como descrevemos no Capı´tulo 3, uma vez que esse valor e´ desconhecido,
adotamos valores de refereˆncia como aproximac¸a˜o.
Ha´ duas maneiras populares para obter essas aproximac¸o˜es: i) realizar medic¸o˜es com
um me´todo de refereˆncia (um me´todo com erros conhecidos e menores do que os erros do
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me´todo sob avaliac¸a˜o); e ii) realizar medic¸o˜es com objetos de refereˆncia (objetos com pro-
priedades definidas, por exemplo pesos-padra˜o mantidos por entidades de metrologia legal).
Na˜o podemos adotar a primeira soluc¸a˜o, uma vez que na˜o existe um reprodutor de rastros
reconhecidamente mais acurado que pudesse ser adotado para obter medic¸o˜es de refereˆncias.
Por essa raza˜o, adotamos a soluc¸a˜o baseada em objetos de refereˆncia.
Adotamos como valores de refereˆncia as medic¸o˜es para o tempo de resposta do sistema
de arquivos como mostradas no rastro capturado. Note que o me´todo de captura tambe´m
pode ser visto como uma fonte de incerteza, como mostramos no capı´tulo anterior. Para
amenizar este problema, ao inve´s de usar os dados capturados com as ferramentas strace e
SystemTap, usamos os rastros colhidos no nı´vel de aplicac¸a˜o — as medic¸o˜es de refereˆncia
usadas no capı´tulo anterior. Essa abordagem permite usar os valores mais pro´ximos do tempo
de resposta do sistema de arquivos, percebido pelas aplicac¸o˜es, sendo assim, mais pro´ximo
do valor verdadeiro do mensurando.
Para a caracterizac¸a˜o da reproduc¸a˜o de rastros, ilustrada na Figura 6.4, no´s capturamos
a execuc¸a˜o de dois programas que geram cargas de trabalho de complexidade diferentes. O
primeiro programa e´ o micro-benchmark usado no capı´tulo anterior, o qual executa chamadas
ao sistema em um nı´vel de carga configura´vel. O segundo programa e´ o macro-benchmark
filebench que configuramos para gerar uma carga de trabalho que emula a atividade de
um servidor de arquivos.
Figura 6.4: As ferramentas de reproduc¸a˜o tomam como entrada rastro captura da
interceptac¸a˜o da carga de trabalho gerada por micro e macrobenchmarks.
Como descrito no capı´tulo anterior, o nı´vel de carga do micro-benchmark e´ definido pelo
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nu´mero de threads no micro-benchmark que executam as chamadas ao sistema. Cada thread
executa um nu´mero configura´vel de chamadas para um arquivo de 10GB diferente.
Tal como antes, consideramos 4 nı´veis de carga e 4 tipos de carga. Os nı´veis de carga
variam de 1 ate´ 4. Os tipos de carga sa˜o: i) random read; ii) random write; iii) sequential
read; e iv) sequential write. Cada chamada leˆ ou escreve em blocos de 4096 bytes. Cada
thread do reprodutor executa 2000 chamadas.
Para cada combinac¸a˜o de nı´vel e tipo de carga, no´s geramos rastros em treˆs diferentes
modos: i) sem pausa entre as requisic¸o˜es; ii) com uma pausa de 10µsec entre as requisic¸o˜es; e
iii) com uma pausa de 50µsec entre as requisic¸o˜es (para os cena´rios com pausa consideramos
somente os tipos de carga sequential read e sequential write).
Os rastros gerados com o primeiro modo sa˜o usados para as medic¸o˜es tanto do reprodutor
baseado em compilac¸a˜o quanto do baseado em eventos, com a polı´tica de temporizac¸a˜o
fullspeed. Os rastros gerados com demais modos sa˜o usados apenas pelo reprodutor baseado
em eventos, com a polı´tica de temporizac¸a˜o timestamp.
Com respeito ao macro-benchmark, o programa filebench foi configurado para
emular a atividade de um servidor de arquivos. Nessa configurac¸a˜o, 4 threads execu-
tam sequeˆncias de operac¸o˜es de criac¸a˜o, remoc¸a˜o, concatenac¸a˜o, leitura e escrita, ale´m de
operac¸o˜es sobre metadados de arquivos (chamadas stat). O macro-benchmark opera sobre
um conjunto de 1000 arquivos. O tamanho dos arquivos e´ dado por uma distribuic¸a˜o gama
(com os paraˆmetros me´dia e gama iguais a 131072 e 1.5 respectivamente). Operac¸o˜es de lei-
tura e escrita envolvem todo o conteu´do do arquivo. O tamanho me´dio dos blocos usados nas
operac¸o˜es de concatenac¸a˜o e´ de 16KB. A durac¸a˜o de cada execuc¸a˜o do macro-benchmark
foi de 30 segundos.
Incidentalmente, a carga de trabalho gerada pelo programa filebench e´ mais com-
plexa do que a carga gerada pelo micro-benchmark. Por exemplo, na carga gerada pelo
filebench, o tamanho dos arquivos varia, desse modo, cada thread executa uma carga
de trabalho diferente. Ale´m disso, os arquivos manipulados por essas cargas podem ser ate´
duas ordens de magnitude menores do que os arquivos manipulados pelo micro-benchmark,
assim e´ possı´vel que os arquivos usados pelo filebench estejam completamente na cache
do sistema. Em u´ltima instaˆncia, o macro-benchmark ressalta a importaˆncia do conjunto
de trabalho em memo´ria do processo gerador de carga, para o desempenho observado do
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sistema de arquivos.
Nas sec¸o˜es seguintes, discutiremos os me´todos que aplicamos para analisar a precisa˜o e
a tendeˆncia de medic¸a˜o dos reprodutores baseados em eventos e em compilac¸a˜o.
Determinac¸a˜o da precisa˜o da medic¸a˜o
Para aferir a precisa˜o das medic¸o˜es, realizamos 50 experimentos replicados para cada ras-
tro de utilizac¸a˜o. O resultado do experimento e´ o valor me´dio do tempo de resposta das
chamadas realizadas no experimento.
No´s analisamos a precisa˜o dos me´todos de reproduc¸a˜o de rastros os comparando com a
precisa˜o dos valores de refereˆncia, segundo o mesmo me´todo aplicado na prova de conceito
de captura, que repetimos aqui para facilitar a leitura. Aplicamos um teste F para compa-
rar a precisa˜o dos me´todos de reproduc¸a˜o: para um me´todo de medic¸a˜o A, seja u(RAw) a
precisa˜o do me´todo, ou seja, a componente da incerteza devida aos erros aleato´rios. Se-
gundo esse me´todo, ha´ evideˆncia que um me´todo B e´ menos preciso do que o me´todo A se






e Fα,NB−1,NA−1 e´ o valor crı´tico da distribuic¸a˜o F com NB − 1 e NA − 1 graus de liberdade
ao nı´vel de significaˆncia α [12].
Determinac¸a˜o da tendeˆncia da medic¸a˜o
Para avaliar o erro sistema´tico, comparamos as medic¸o˜es feitas com os reprodutores base-
ados em eventos e em compilac¸a˜o e os valores de refereˆncia usados nos experimentos para
determinac¸a˜o da precisa˜o da medic¸a˜o, para as mesmas combinac¸o˜es de nı´vel de carga e tipo
de carga de trabalho. Para decidir se a tendeˆncia de medic¸a˜o dos me´todos e´ aceita´vel ou na˜o,
aplicamos o mesmo crite´rio usado anteriormente: a tendeˆncia de uma medic¸a˜o e´ significativa
caso sua magnitude seja maior que o dobro da incerteza [37].
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6.1.5 Calibrac¸a˜o
Em muitas aplicac¸o˜es de metrologia, os resultados da ana´lise de tendeˆncia sa˜o a base para
a construc¸a˜o de um procedimento de calibrac¸a˜o, que posteriormente e´ aplicado para corri-
gir os erros sistema´ticos. Por exemplo, no capı´tulo anterior, mostramos que a calibrac¸a˜o e´
fundamental para a correc¸a˜o das medic¸o˜es de captura de rastros.
Embora a calibrac¸a˜o seja u´til, em alguns casos ela na˜o pode ser aplicada — a reproduc¸a˜o
de rastro e´ um desses casos. Isso acontece porque qualquer procedimento de calibrac¸a˜o e´
especı´fico para um instrumento de medic¸a˜o e para o ambiente experimental que foi usado
para determinar a tendeˆncia da medic¸a˜o. Uma vez que os me´todos de reproduc¸a˜o de rastros
sa˜o tipicamente aplicados para avaliar um sistema diferente daquele usado para capturar os
rastros, ou ainda, para avaliar mudanc¸as no ambiente de experimentac¸a˜o, tais como o uso
de um novo componente de hardware, as premissas para o emprego do procedimento de
calibrac¸a˜o na˜o se aplicam.
Ainda que na˜o possamos aplicar os resultados da ana´lise de tendeˆncia para definir um
procedimento de calibrac¸a˜o, eles podem ser usados para identificar problemas no projeto e
implementac¸a˜o das ferramentas de reproduc¸a˜o. Quando possı´vel, ao remover essas fontes de
problemas, e´ possı´vel reduzir os erros sistema´ticos.
6.1.6 Determinac¸a˜o da incerteza de medic¸a˜o
Nesta validac¸a˜o dos me´todos de reproduc¸a˜o temos o mesmo cena´rio metrolo´gico conside-
rado para a captura de rastros: levamos em conta as fontes de incertezas possı´veis de serem
avaliadas em um u´nico laborato´rio. Por isso, mais uma vez, a incerteza combinada, uc, e´




Como descrevemos na Sec¸a˜o 4.1, a componente u(Rw) contabiliza a incerteza em virtude




Nesta sec¸a˜o, no´s discutimos os resultados da validac¸a˜o dos me´todos de reproduc¸a˜o de ras-
tros, inclusos os resultados da caracterizac¸a˜o da medic¸a˜o e da determinac¸a˜o da incerteza
de medic¸a˜o, tanto para o micro quanto para o macro-benchmark. Para amparar o uso do
protocolo de metrologia, descrevemos em maiores detalhes os resultados da validac¸a˜o da
reproduc¸a˜o da carga de trabalho gerada pelo micro-benchmark.
Para esta carga de trabalho, na Sec¸a˜o 6.2.1, no´s mostramos os resultados da
caracterizac¸a˜o da reproduc¸a˜o de rastros em termos de precisa˜o e tendeˆncia da medic¸a˜o. Na
Sec¸a˜o 6.2.2, nos concentramos no uso da ana´lise da tendeˆncia de medic¸a˜o para embasar a
reduc¸a˜o dos erros sistema´ticos.
Nas Sec¸o˜es 6.2.1 e 6.2.2, consideramos os resultados para os cena´rios sem pausa entre
as requisic¸o˜es, tanto para o reprodutor baseado em eventos, quanto para o reprodutor ba-
seado em compilac¸a˜o. O reprodutor baseado em compilac¸a˜o na˜o da´ suporte a` polı´tica de
temporizac¸a˜o timestamp, deste modo, os cena´rios com pausa entre as requisic¸o˜es sa˜o exclu-
sivos do reprodutor baseado em eventos. Os resultados para estes u´ltimo cena´rios sa˜o dis-
cutidos na Sec¸a˜o 6.2.3 em conjunto com a ana´lise da medic¸a˜o da incerteza para os cena´rios
sem pausa entre as requisic¸o˜es.
Por fim, na Sec¸a˜o 6.2.3, no´s mostramos a incerteza de medic¸a˜o para a carga de traba-
lho gerada pelo macro-benchmark, reproduzidas tanto pela ferramenta baseada em eventos,
quanto pela ferramenta baseada em compilac¸a˜o. Verificamos por testes de shapiro que as
medic¸o˜es com os reprodutores baseados em eventos e compilac¸a˜o sa˜o distribuı´das normal-
mente. Nos apeˆndices E e F, mostramos os testes de normalidade adicionais que suportam
as ana´lises de precisa˜o, tendeˆncia e incerteza.
6.2.1 Caracterizac¸a˜o da medic¸a˜o
Precisa˜o da medic¸a˜o
Na Tabela 6.2 no´s mostramos a raza˜o Fr, como definimos na Sec¸a˜o 6.1.4, para as medic¸o˜es
com os reprodutores baseados em compilac¸a˜o e em eventos, com um nı´vel de significaˆncia
de 0.05, e NB − 1 e NA − 1 nı´veis de liberdade iguais a 49 (com base em 50 experimentos
replicados). O valor calculado para Fα,NB−1,NA−1 e´ 1.607. Tanto o reprodutor baseado em
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compilac¸a˜o quanto o reprodutor baseado em eventos na˜o aumentam a imprecisa˜o observada;
em apenas um dos 64 cena´rios avaliados, a ferramenta baseada em compilac¸a˜o e´ menos
precisa do que as medic¸o˜es de refereˆncia.
Tabela 6.2: Comparac¸a˜o entre a precisa˜o dos me´todos de reproduc¸a˜o e a precisa˜o das
medic¸o˜es de refereˆncia. Os me´todos de reproduc¸a˜o sa˜o precisos: de acordo com o teste
F com nı´vel de significaˆncia de 0.05, em apenas 1 dos 64 cena´rios avaliados, a precisa˜o das
medic¸o˜es de reproduc¸a˜o e´ menor do que a precisa˜o dos valores de refereˆncia.
Nı´vel de carga
1 2 3 4
Random read (RR)
Compilac¸a˜o
FS 0.02 0.45 0.06 0.27
Temporal 0.02 0.07 0.05 0.26
Eventos
FS 0.02 0.44 0.14 0.91
Temporal 0.02 0.67 1.10 0.82
Random read (RW)
Compilac¸a˜o
FS 0.07 0.44 0.25 1.58
Temporal 0.11 0.36 0.26 0.56
Eventos
FS 0.10 0.36 0.28 0.57
Temporal 0.06 1.01 0.82 0.58
Sequential read (SR)
Compilac¸a˜o
FS 0.05 0.02 0.03 0.01
Temporal 0.03 0.01 0.01 0.01
Eventos
FS 0.05 0.19 0.84 0.11
Temporal 0.10 0.13 0.26 0.16
Sequential write (SW)
Compilac¸a˜o
FS 0.28 0.91 0.33 0.25
Temporal 0.34 1.83 0.82 0.34
Eventos
FS 1.08 1.13 0.83 0.93
Temporal 0.95 1.06 1.17 1.46
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Tendeˆncia de medic¸a˜o
A Figura 6.5 mostra o tempo de resposta me´dio para os experimentos replicados de
reproduc¸a˜o de rastros e os valores de refereˆncia me´dios (linhas tracejadas), para todas as
combinac¸o˜es de nı´vel de carga de trabalho e tipos de carga de trabalho.
Figura 6.5: Erro sistema´tico dos procedimentos de reproduc¸a˜o de rastros. Os grupos de
barra representam o tempo de resposta me´dio em medic¸o˜es replicadas com as ferramentas de
reproduc¸a˜o baseadas em compilac¸a˜o e eventos. As linhas tracejadas representam os valores
de refereˆncia me´dios.
Como base no crite´rio definido na Sec¸a˜o 6.1.4, o erro sistema´tico das medic¸o˜es realizadas
com a ferramenta baseada em compilac¸a˜o sa˜o insignificantes, para todas as combinac¸o˜es de
tipos de carga de trabalho e nı´veis de carga. Com base no mesmo crite´rio, o erro sistema´tico
do reprodutor baseado em eventos e´ significativo para a carga de trabalho do tipo sequential
read.
6.2.2 Correc¸a˜o dos erros sistema´ticos da reproduc¸a˜o
Como dissemos na Sec¸a˜o 6.1.5, embora na˜o seja possı´vel aplicar os resultados da ana´lise dos
erros sistema´ticos para definir um procedimento de calibrac¸a˜o, esses resultados podem ser
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usados para identificar problemas no projeto e implementac¸a˜o dos reprodutores de rastros.
Ao remover essas fontes de problemas, e´ possı´vel reduzir os erros sistema´ticos. Com base
no crite´rio de significaˆncia adotado na Sec¸a˜o 5.1.4, os erros sistema´ticos mostrados pelo
reprodutor baseado em eventos, para a reproduc¸a˜o de carga de trabalho do tipo sequential
read indicam bons alvos para aperfeic¸oamento do reprodutor.
Para reduzir os erros sistema´ticos observados para a carga de trabalho do tipo sequential
read avaliamos a influeˆncia do componente coordenador do reprodutor baseado em eventos.
No´s modificamos o projeto original do reprodutor, removendo o componente de coordenac¸a˜o
e distribuindo suas responsabilidades para as threads de trabalho. Nesse novo projeto, os
eventos que cada thread de trabalho ira´ executar sa˜o definidos no inı´cio da execuc¸a˜o do
reprodutor. Uma varia´vel condicional e´ adicionada a cada evento para aplicar a polı´tica de
ordenac¸a˜o; essa varia´vel de guarda sinaliza quando os eventos predecessores de um dado
evento ja´ foram executados.
A Figura 6.6 mostra a reduc¸a˜o dos erros sistema´ticos, para a carga de trabalho de tipo
sequential read, apo´s realizadas a modificac¸a˜o descrita acima para o reprodutor baseado em
eventos. Essa modificac¸a˜o, quando aplicada para a reproduc¸a˜o de cargas de trabalho de tipo
sequential read, reduz o erro sistema´tico relativo de mais de 150% para na˜o mais que 25%.
6.2.3 Determinac¸a˜o da incerteza da medic¸a˜o
Nas sec¸o˜es anteriores, no´s descrevemos os me´todos de reproduc¸a˜o e caracterizamos seus er-
ros. Nesta sec¸a˜o, apo´s as modificac¸o˜es feitas no reprodutor baseado em eventos para mitigar
o impacto das fontes de erros sistema´ticos, completamos o protocolo de validac¸a˜o calcu-
lando a incerteza combinada uc para as medic¸o˜es das cargas de trabalho geradas pelo micro-
benchmark (Sec¸a˜o 6.2.3) e pelo macro-benchmark (Sec¸a˜o 6.2.3).
Micro-benchmark
A Tabela 6.3 mostra a incerteza combinada que calculamos para os reprodutores baseados em
eventos e em compilac¸a˜o, para todas as combinac¸o˜es de tipos de carga de trabalho e nı´veis
de carga de trabalho, bem como polı´ticas de ordenac¸a˜o. Essa tabela mostra os resultados
para os rastros sem pausa entre as requisic¸o˜es, reproduzidos com a polı´tica de temporizac¸a˜o
6.2 Resultados 71
Figura 6.6: Percentual relativo do erro sistema´tico (com respeito aos valores medidos)
do reprodutor baseado em eventos antes (original) e depois (no coordinator) das
modificac¸o˜es no projeto do reprodutor. O erro sistema´tico e´ mostrado para a carga de traba-
lho de tipo sequential read.
fullspeed. Para as reproduc¸o˜es realizadas com o reprodutor baseado em eventos, tambe´m
mostramos a incerteza observada para as reproduc¸o˜es antes das modificac¸o˜es no co´digo do
reprodutor que descrevemos na sec¸a˜o anterior (entre pareˆnteses). A incerteza combinada,
com descrevemos na Sec¸a˜o 4.1, e´ reportada como ym ± 2 · uc, em que ym e´ o valor me´dio
dos experimentos replicados. Consideramos um nı´vel de confianc¸a de 95.5%.
Para as cargas de trabalho de acesso aleato´rio, ha´ pouca diferenc¸a entre as incerte-
zas combinadas dos reprodutores baseados em eventos e compilac¸a˜o, mesmo depois das
modificac¸o˜es feitas no reprodutor baseado em eventos. Para a carga de trabalho de tipo
random read, a incerteza para a ferramenta baseada em eventos e´ de 7.57%. Ja´ para a fer-
ramenta baseada em compilac¸a˜o e´ de 4.8% e de 2.29%, respectivamente antes e depois das
modificac¸o˜es. Para a carga de trabalho de tipo random write, a incerteza da ferramenta base-
ada em compilac¸a˜o e´ de ate´ 2.37%, e de ate´ 2.29% e 10.78% para a ferramenta baseada em
eventos, respectivamente antes e depois das modificac¸o˜es.
Para as cargas de trabalho de acesso sequencial, as modificac¸o˜es no reprodutor baseado
em eventos reduzem bastante a incerteza de medic¸a˜o, entretanto a incerteza para a ferramenta
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baseada em eventos ainda e´ menor.
Para a carga de trabalho de tipo sequential read, a incerteza de ferramenta baseada em
compilac¸a˜o na˜o e´ maior que 20.26%, enquanto a incerteza da ferramenta baseada em eventos
e´ de ate´ 318.29%. antes da sua modificac¸a˜o e de 49.58% apo´s a modificac¸a˜o. Para a carga
de trabalho de tipo sequential write, a incerteza da ferramenta baseada em compilac¸a˜o e´ de
ate´ 1.03%, enquanto a incerteza da ferramenta baseada em eventos e´ de ate´ 16.63%. antes da
sua modificac¸a˜o e de 5.05% apo´s a modificac¸a˜o.
Ale´m dos rastros sem pausa entre requisic¸o˜es, no´s tambe´m mostramos a incerteza para a
reproduc¸a˜o de rastros com pausa entre as requisic¸o˜es, para as cargas de trabalho sequential
read e sequential read (que sa˜o mais afetadas pelos erros sistema´ticos). A Tabela 6.4 e a
Tabela 6.5 mostram os resultados para a ferramenta baseada em eventos para as combinac¸o˜es
de tipos de carga de trabalho, nı´veis de carga de trabalho bem como polı´ticas de ordenac¸a˜o e
a polı´tica de temporizac¸a˜o timestamp. No´s consideramos dois valores para a pausa entre as
requisic¸o˜es quando os rastros foram gerados: i) 10µsec; e ii) 50µsec.
A Tabelas 6.4 e a Tabela 6.5 indicam que a incerteza para a reproduc¸a˜o dos rastros com
pausa entre as requisic¸o˜es e´ maior que a incerteza dos cena´rios sem pausa. Ha´ treˆs razo˜es
para isto: i) as fontes de incertezas mostradas na Tabela 6.3, as quais tambe´m operam para
as reproduc¸o˜es dos rastros sem pausa entre as requisic¸o˜es, retardam a sua execuc¸a˜o; ii) as
func¸o˜es de atraso de tempo normalmente usadas pelos reprodutores sa˜o inacuradas (no´s usa-
mos a func¸a˜o nanosleep); e iii) a polı´tica de temporizac¸a˜o timestamp define que uma
requisic¸a˜o deve ser reproduzida o mais pro´ximo possı´vel das marcac¸o˜es de tempo tal como
se observa no rastro [50]. Quando combinadas, estas condic¸o˜es implicam que o reprodutor,
em muitos casos, na˜o espera antes de reproduzir uma requisic¸a˜o, uma vez que esta requisic¸a˜o
ja´ esta´ atrasada. Como consequeˆncia, as threads de trabalho ficam menos propensas a serem
preemptadas por causa de um bloqueio, assim, reduzindo o tempo de resposta observado;
como a Tabela 6.4 e a Tabela 6.5 mostram, para a carga de trabalho do tipo random read
e random write, os valores medidos me´dios sa˜o menores do que os de refereˆncia (em con-
traste, a Figura 6.5 mostra que, para os cena´rios de reproduc¸a˜o de rastros sem pausa entre as
requisic¸o˜es, os valores medidos me´dios sa˜o maiores do que os valores de refereˆncia).
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Tabela 6.3: Incerteza de medic¸a˜o combinada ym ± 2 · uc com nı´vel de confianc¸a de 95.5%.
Entre pareˆnteses mostramos a incerteza combinada para o reprodutor baseado em eventos
antes das modificac¸a˜o em seu projeto.
Nı´vel de carga FS Temporal
Eventos
Random read (RR)
1 7843.38± 2.78% (7828.84± 2.52%) 7843.42± 2.79% (7818.50± 2.34%)
2 17899.96± 1.18% (17894.79± 1.23%) 17948.12± 0.97% (17961.08± 0.75%)
3 23474.29± 2.30% (23515.92± 2.65%) 22930.96± 4.26% (22803.71± 4.80%)
4 24062.49± 0.38% (24052.98± 0.32%) 24051.38± 0.36% (24062.10± 0.28%)
Random write (RW)
1 8317.32± 1.54% (8278.15± 1.88%) 8302.64± 1.60% (8277.81± 1.90%)
2 18026.41± 1.65% (17988.54± 1.49%) 17964.83± 1.75% (17871.73± 1.70%)
3 23221.51± 2.26% (23286.40± 2.29%)22024.04± 10.78% (23300.97± 2.16%)
4 24057.48± 0.48% (24063.92± 0.52%) 24028.71± 0.54% (24076.65± 0.45%)
Sequential read (SR)
1 3.02± 49.14% (6.31± 318.39%) 3.03± 49.58% (6.31± 318.37%)
2 2.87± 37.41% (6.22± 312.19%) 2.86± 36.29% (6.26± 315.09%)
3 2.90± 40.81% (6.03± 298.52%) 2.99± 47.70% (6.11± 304.41%)
4 2.80± 33.54% (6.10± 306.51%) 2.86± 38.86% (6.13± 309.40%)
Sequential write (SW)
1 99.51± 4.51% (110.25± 16.63%) 99.31± 4.90% (109.95± 16.05%)
2 100.75± 4.29% (111.05± 15.76%) 100.92± 3.96% (110.83± 15.35%)
3 100.63± 4.57% (110.86± 15.36%) 100.62± 4.58% (110.76± 15.16%)
4 100.43± 4.94% (110.75± 15.15%) 100.38± 5.05% (110.71± 15.06%)
Compilac¸a˜o
Random read (RR)
1 7835.39± 2.63% 7833.36± 2.59%
2 17902.81± 1.17% 17928.60± 0.89%
3 23355.96± 1.86% 22466.99± 7.57%
4 24056.48± 0.30% 24054.55± 0.30%
Random write (RW)
1 8294.25± 1.68% 8288.04± 1.78%
2 17962.95± 1.49% 17925.00± 1.47%
3 23153.32± 2.34% 23145.34± 2.37%
4 24095.63± 0.69% 24042.36± 0.50%
Sequential read (SR)
1 2.37± 10.41% 2.39± 9.53%
2 2.23± 18.75% 2.22± 19.16%
3 2.19± 21.24% 2.23± 18.49%
4 2.19± 20.26% 2.23± 17.18%
Sequential write (SW)
1 101.37± 0.94% 101.32± 1.03%
2 102.92± 0.59% 102.79± 0.77%
3 103.11± 0.56% 102.69± 0.77%
4 103.34± 0.86% 103.23± 0.69%
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Tabela 6.4: Incerteza de medic¸a˜o combinada ym ± 2 · uc com nı´vel de confianc¸a de 95.5%,
para a reproduc¸a˜o de rastros com pausa de 10µs entre requisic¸o˜es com o reprodutor baseado
em eventos.
Nı´vel de carga FS Temporal
Sequential read (SR)
1 6.41± 326.95% 6.37± 323.44%
2 6.44± 329.77% 7.15± 387.97%
3 6.11± 304.53% 7.33± 405.63%
4 6.27± 320.42% 7.07± 387.54%
Sequential write (SW)
1 110.30± 16.73% 110.11± 16.37%
2 110.61± 14.92% 110.83± 15.34%
3 110.67± 14.99% 110.11± 14.34%
4 111.15± 15.91% 110.89± 15.41%
Tabela 6.5: Incerteza de medic¸a˜o combinada ym±2 ·uc at a 95.5% com nı´vel de confianc¸a de
95.5% para a reproduc¸a˜o de cargas de trabalho com pausa de 50µs com o reprodutor baseado
em eventos.
Nı´vel de carga FS Temporal
Sequential read (SR)
1 6.44± 329.35% 6.45± 330.42%
2 6.32± 320.09% 8.16± 471.07%
3 6.26± 317.24% 7.36± 407.71%
4 6.26± 319.63% 7.47± 420.12%
Sequential write (SW)
1 110.15± 16.45% 110.41± 16.95%
2 111.09± 15.85% 111.23± 16.12%
3 111.02± 15.67% 110.90± 15.43%
4 111.01± 15.65% 110.82± 15.27%
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Macro-benchmark
Apo´s a ana´lise da incerteza das reproduc¸o˜es das cargas de trabalho geradas pelo micro-
benchmark, no´s analisamos a incerteza das reproduc¸o˜es das cargas geradas pelo macro-
benchmark. A Tabela 6.6 mostra a incerteza combinada que encontramos para os repro-
dutores baseados em eventos e em compilac¸a˜o. Ale´m da incerteza combinada, tambe´m
mostramos o valor de refereˆncia considerado. Assim como na ana´lise da reproduc¸a˜o das
cargas geradas pelo micro-benchmark, reportamos a incerteza combinada como ym ± 2 · uc,
onde ym e´ a me´dia dos valores obtidos nos experimentos replicados, considerado um nı´vel
de confianc¸a de 95.5%.
A Tabela 6.6 mostra somente os resultados obtidos para a polı´tica de ordenac¸a˜o FS;
tal como nas ana´lises anteriores, na˜o ha´ diferenc¸a significativa entre os resultados obtidos
com as polı´ticas de ordenac¸a˜o FS e Temporal. Ale´m disso, a Tabela 6.6 mostra apenas a
incerteza para as operac¸o˜es de leitura e escrita, uma vez que estas teˆm maior impacto sobre o
desempenho da carga de trabalho gerada pelo macro-benchmark do que as operac¸o˜es sobre
metadados tais como a criac¸a˜o e remoc¸a˜o de arquivos.
A Tabela 6.6 indica que a incerteza de medic¸a˜o para a reproduc¸a˜o da carga de trabalho
gerada pelo macro-benchmark, tanto para o reprodutor baseado em evento quanto para o
reprodutor baseado em compilac¸a˜o, e´ maior do que a incerteza da reproduc¸a˜o da carga de
trabalha mais simples, gerada pelo micro-benchmark.
Por exemplo, para as operac¸o˜es de leitura, a incerteza de medic¸a˜o para a ferramenta ba-
seada em compilac¸a˜o atinge 87.24% enquanto que a incerteza de medic¸a˜o relacionada com
a mesma ferramenta para a carga de trabalho read gerada pelo micro-benchmark (SR) na˜o
e´ maior do que 20.26%. Para as operac¸o˜es write da carga de trabalho gerada pelo macro-
benchmark, a incerteza de medic¸a˜o do reprodutor baseado em compilac¸a˜o e´ de 58.8% en-
quanto a incerteza de medic¸a˜o para operac¸o˜es de escrita geradas pelo micro-bechmark (SW)
na˜o ultrapassa 1.03%. Note que, como descrevemos na Sec¸a˜o 6.2.1, as operac¸o˜es read e
write da carga de trabalho geradas pelo macro-benchmark sa˜o operac¸o˜es sequenciais.
Para o reprodutor baseado em eventos, a incerteza de medic¸a˜o para a reproduc¸a˜o das
operac¸o˜es read da carga de trabalho gerada pelo macro-benchmark atinge 120.54% enquanto
a incerteza para a reproduc¸a˜o das operac¸o˜es de leitura para a carga de trabalho gerada pelo
microbenchmark (SR) na˜o e´ maior do que 48.58%. Para o reprodutor baseado em eventos, a
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incerteza de medic¸a˜o para a reproduc¸a˜o de operac¸o˜es write da carga de trabalho gerada pelo
macro-benchmark atinge 88.17% enquanto a incerteza para a reproduc¸a˜o das operac¸o˜es read
(SW) da carga de trabalho geradas pelo micro-benchmark na˜o e´ maior do que 5.05%.
Tabela 6.6: Incerteza combinada ym ± 2 · uc com nı´vel de confianc¸a de 95.5% para
a reproduc¸a˜o da carga de trabalho gerada pelo macro-benchmark. As ferramentas de
reproduc¸a˜o aplicaram a polı´tica de ordenac¸a˜o FS em combinac¸a˜o com a polı´tica de
temporizac¸a˜o fullspeed.
Eventos Compilac¸a˜o Refereˆncia
Read 20.15± 120.54% 28.60± 87.24% 50.72
Write 46.96± 88.17% 59.28± 58.80% 83.95
Observamos que ha´ duas fontes de erro que contribuem para incerteza para a reproduc¸a˜o
da carga de trabalho gerada pelo macro-benchmark. A primeira fonte e´ negativa (reduz
o valor do mensurando) e contribui fortemente para a gerac¸a˜o dos erros sistema´ticos. A
segunda fonte e´ positiva (aumenta o valor do mensurando) e explica a diferenc¸a entre a
incerteza da medic¸a˜o observada para as ferramentas baseadas em eventos e em compilac¸a˜o.
A primeira fonte de erros e´ causada pela diferenc¸a entre os ambientes de captura e
reproduc¸a˜o. Mais especificamente, o consumo de memo´ria das ferramentas de reproduc¸a˜o
e´ menor do que o consumo de memo´ria do macro-benchmark filebench. Como con-
sequeˆncia, durante a reproduc¸a˜o, ha´ mais memo´ria disponı´vel para a cache de pa´ginas, e
assim, e´ mais prova´vel que as operac¸o˜es feitas no sistema de arquivos sejam atendidas pelo
subsistema de memo´ria ao inve´s do disco rı´gido; com isso, reduzindo o tempo de resposta.
A segunda fonte de erro e´ relacionada com as limitac¸o˜es das ferramentas de reproduc¸a˜o
de rastros para corretamente emular a concorreˆncia entre requisic¸o˜es definida pelo rastro
capturado. A Figura 6.7 mostra a func¸a˜o de distribuic¸a˜o cumulativa empı´rica para o nı´vel
de concorreˆncia, que observamos para as cargas de trabalho capturadas e reproduzidas, para
ambos os reprodutores baseados em eventos e em compilac¸a˜o. O nı´vel de concorreˆncia e´
dado pelo nu´mero de requisic¸o˜es em execuc¸a˜o em um dado momento.
A Figura 6.7 mostra que o reprodutor baseado em eventos reduz a concorreˆncia enquanto
que o reprodutor baseado em compilac¸a˜o a aumenta, em comparac¸a˜o com a concorreˆncia
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observada na carga de trabalho de refereˆncia. Para as reproduc¸o˜es realizadas com a fer-
ramenta baseada em eventos, durante a execuc¸a˜o de pelo menos 75% da requisic¸o˜es, na˜o
havia outras requisic¸o˜es em execuc¸a˜o. Por sua vez, para as reproduc¸o˜es realizadas com a
ferramenta baseada em compilac¸a˜o, durante a execuc¸a˜o de mais da metade da requisic¸o˜es,
outras duas requisic¸o˜es estavam em execuc¸a˜o ao mesmo tempo. Quanto maior for o nı´vel de
concorreˆncia, maior e´ o tempo em que uma thread ficara´ sem executar apo´s uma preempc¸a˜o.
Figura 6.7: Func¸a˜o de distribuic¸a˜o cumulativa para o nı´vel de concorreˆncia encontrada na
reproduc¸a˜o das cargas de trabalho gerada pelo macro-benchmark e para a carga de trabalho
de refereˆncia.
6.3 Discussa˜o
O estado-da-pra´tica sobre os me´todos de reproduc¸a˜o de rastros e´ marcado por um bom
nu´mero de ferramentas, projetos e procedimentos bastante dı´spares. Nesse cena´rio, ao ca-
racterizar a qualidade dos me´todos disponı´veis, o protocolo de validac¸a˜o ajuda na˜o apenas
a escolha de alternativas adequadas mas tambe´m ajuda a refinar as melhores pra´ticas no uso
destes me´todos — por derradeiro, contribui para o desenvolvimento de um me´todo padra˜o
para a reproduc¸a˜o de rastros.
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Para as cargas de trabalho de tipo random read e random write, na˜o ha´ grande diferenc¸a
entre a incerteza dos reprodutores. Ale´m disso, a incerteza e´ baixa para ambos os reproduto-
res.
Quando se tem como alvo a reproduc¸a˜o de cargas de trabalho do tipo sequential read, no´s
tambe´m argumentamos que os reprodutores baseados em compilac¸a˜o e em eventos sa˜o es-
colhas equivalentes (por uma raza˜o mais sutil). Nesse cena´rio, mesmo apo´s as modificac¸o˜es
feitas no reprodutor baseado em eventos, a incerteza da ferramenta baseada em compilac¸a˜o
e´ menor, para todas as combinac¸o˜es de nı´vel de carga e polı´ticas de reproduc¸a˜o. Entretanto,
a diferenc¸a entre os valores medidos esta´ na faixa dos nanossegundos. Ou seja, embora te-
nhamos uma diferenc¸a no erro sistema´tico, e´ improva´vel que essa diferenc¸a leve a qualquer
consequeˆncia pra´tica na ana´lise de desempenho de sistema de arquivos.
Observamos tambe´m que o reprodutor baseado em eventos apresenta limitac¸o˜es para
reproduzir rastros com pausa entre requisic¸o˜es — a incerteza e´ mais alta do que aquela
para a reproduc¸a˜o de rastros sem pausa entre requisic¸o˜es. Por exemplo, para cargas de
trabalho de tipo sequential read sem pausa entre requisic¸o˜es, a incerteza combinada e´ de ate´
49.58%, enquanto para a reproduc¸a˜o da carga de trabalho de mesmo tipo, com pausa entre
as requisic¸o˜es chega ate´ 387.97%. Para a carga de trabalho sequential write, a incerteza da
reproduc¸a˜o de rastros sem pausa na˜o e´ maior que 5.05%, enquanto que para a reproduc¸a˜o de
rastros com pausa e´ de ate´ 16.73%. Essas observac¸o˜es indicam que, quando se mede uma
me´trica sensı´vel tal como a que adotamos nesta prova de conceito (o tempo de resposta), as
func¸o˜es de controle de tempo normalmente usadas podem na˜o ser apropriadas para serem
empregadas na implementac¸a˜o da polı´tica timestamp. Em termos de metrologia, isso impo˜e
um limite de quantificac¸a˜o na escala de microssegundos. Uma possı´vel soluc¸a˜o para reduzir
a incerteza nestes cena´rios seria adotar me´todos de controle de tempo de maior resoluc¸a˜o,
embora menos porta´veis, tais como o registrado HPET [1].
Finalmente, observamos que para reproduzir rastros de maneira acurada e´ importante
coletar mais informac¸a˜o sobre o ambiente de captura, ale´m da atividade do sistema de arqui-
vos. Como mostra a ana´lise da incerteza para a reproduc¸a˜o da carga de trabalho gerada pelo
macro-benchmark, diferenc¸as entre os ambientes de captura e reproduc¸a˜o — no caso, o uso
de memo´ria — podem afetar a qualidade das medic¸o˜es. Por exemplo, a Tabela 6.6 aponta que
a incerteza para a reproduc¸a˜o das operac¸o˜es do tipo read atinge 120.54% com a ferramenta
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baseada em eventos e 87.24% com a ferramenta baseada e compilac¸a˜o. A incerteza tambe´m e´
alta para a reproduc¸a˜o das operac¸o˜es do tipo write, atinge 88.17% para a ferramenta baseada
em eventos e 58, 80% para a ferramenta baseada em compilac¸a˜o. Em ambos os casos, a in-
certeza para a reproduc¸a˜o da carga de trabalho gerada pelo macro-benchmark e´ maior do que
incerteza para a reproduc¸a˜o da carga de trabalho gerada pelo micro-benchmark. Em nosso
caso, como o ambiente experimental de reproduc¸a˜o e´ o mesmo da captura, e´ possı´vel mitigar
esse problema; por exemplo, aumentando artificialmente o consumo de memo´ria durante a
reproduc¸a˜o para emular o consumo maior que foi observado durante a captura. De qualquer
modo, esse resultado indica que os me´todos de reproduc¸a˜o que consideramos podem na˜o ser
adequados para serem usados em condic¸o˜es de reprodutibilidade, por exemplo, quando ha´
diferenc¸as entre os ambientes de experimentac¸a˜o. Da mesma maneira que fizemos para a
prova de conceito de captura de rastros, no Apeˆndice C, compilamos as caracterı´sticas dos
me´todos de reproduc¸a˜o avaliados.
Capı´tulo 7
Conclusa˜o
Ha´ ainda muito o que ser feito na a´rea de metodologia da avaliac¸a˜o de desempenho de sis-
temas de arquivos. Por isto, encerrando esse trabalho, e´ apropriado recapitular os resultados
descritos ao longo do documento e indicar algumas implicac¸o˜es desses resultados bem como
problemas em aberto na a´rea.
No Capı´tulo 2, descrevemos os problemas nesta a´rea de avaliac¸a˜o de desempenho. Eles
foram identificados primeiro por Zadok et al. [65] e ao longo dos anos houve pouco sinal de
mudanc¸a. A maior parte dos trabalhos que aplicam metodologias baseadas em reproduc¸a˜o
de rastros desenvolve seu pro´prio ferramental, sem maiores considerac¸o˜es metodolo´gicas
(muitas vezes na˜o ha´ qualquer descric¸a˜o que possibilite a reproduc¸a˜o do trabalho). Ha´ ainda
trabalhos que usam ferramentas de captura e reproduc¸a˜o desenvolvidas (ou rastros captura-
dos) por outros autores. Infelizmente, pouco se discute se a aplicac¸a˜o dessas ferramentas e´
adequada em um contexto diferente.
No Capı´tulo 3, apresentamos alguns aspectos ba´sicos de metrologia. O principal objetivo
da apresentac¸a˜o foi motivar o uso dessa disciplina para entender os problemas dos me´todos
baseados em reproduc¸a˜o de rastros. Visto atrave´s das lentes de metrologia, os experimentos
de captura e reproduc¸a˜o de rastros empregam instrumentos de medic¸a˜o para obter um men-
surando, geralmente envolvendo alguma medida de durac¸a˜o de tempo, por exemplo, tempo
de resposta. As medic¸o˜es sa˜o afetadas por fontes de incerteza, tais como a imprecisa˜o dos
mecanismos de temporizac¸a˜o do sistema operacional, que ocasionam os erros de medic¸a˜o.
As fontes de incerteza causam prejuı´zo a` exatida˜o da medic¸a˜o — o grau de concordaˆncia
entre o valor medido e o valor verdadeiro.
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No Capı´tulo 4, consideramos com mais detalhes como aplicar metrologia no cena´rio de
captura e reproduc¸a˜o de rastros. Descrevemos um protocolo experimental, popularmente
aplicado em outras cieˆncias, por exemplo, em quı´mica analı´tica, para verificar se um proce-
dimento de medic¸a˜o e´ adequado para o uso pretendido. Esse protocolo considera: o levan-
tamento das fontes de incerteza que afetam os me´todos sob ana´lise; o controle dessas fontes
e a observac¸a˜o de seus efeitos sobre os erros de medic¸a˜o; a correc¸a˜o destes erros, quando
possı´vel; e por fim, a contabilizac¸a˜o da incerteza de medic¸a˜o. Procuramos manter a descric¸a˜o
feita nesse capı´tulo independente de sua aplicac¸a˜o nos cena´rios de captura e reproduc¸a˜o de
rastros — esperamos que o conteu´do possa ser u´til em outros contextos.
Em seguida, aplicamos o protocolo descrito em duas provas de conceito, que consideram
a ana´lise de me´todos de captura e reproduc¸a˜o populares na literatura.
No Capı´tulo 5, aplicamos o protocolo de validac¸a˜o na ana´lise de dois me´todos de captura.
O primeiro baseado na ferramenta strace que executa no espac¸o do usua´rio. O segundo
baseado na ferramenta SystemTap que executa como um mo´dulo do sistema operacional.
E´ u´til pensar nos resultados dessa primeira prova de conceito tanto do ponto de vista da
conduc¸a˜o de novas medic¸o˜es de captura quanto do uso de rastros capturados por outros.
Quando se considera novas capturas, o resultado mais direto do estudo e´ a organizac¸a˜o de um
cata´logo dos me´todos de medic¸a˜o. Tal como em outras cieˆncias, com um cata´logo disponı´vel,
e´ mais fa´cil avaliar os compromissos entre a facilidade de uso e acura´cia das ferramentas
strace e SystemTap, enta˜o, decidir se um dado me´todo atender o propo´sito definido.
No Apeˆndice B, compilamos os resultados principais da prova de conceito de captura em um
desses cata´logos.
E´ importante ter em mente que a qualidade do me´todo de medic¸a˜o escolhido estara´ con-
forme o especificado, caso: i) o procedimento seja conduzido como definido; ii) os materiais
usados no experimento e a configurac¸a˜o do ambiente estejam de acordo como o determi-
nado; e iii) as fontes de erro atuem conforme o esperado. Enquanto os dois primeiros fatores
dependem da capacidade do laborato´rio e da proficieˆncia dos operadores, o terceiro fator,
muitas vezes, na˜o e´ possı´vel de ser controlado completamente. Por exemplo, o levantamento
das fontes de erros feitos na validac¸a˜o do me´todo na˜o e´ exaustivo, deste modo, alguns fato-
res podem ter sido negligenciados. Uma boa pra´tica para verificar a possibilidade de uso de
um me´todo de medic¸a˜o e´ reproduzir os experimentos usados na validac¸a˜o desse me´todo; ta˜o
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melhor sera´ caso a incerteza medida seja equipara´vel a`quela encontra na validac¸a˜o.
Em muitos casos, os rastros, caso tenham sido publicados, sa˜o usados em propo´sitos na˜o
determinados quando da captura. Em outras palavras, na˜o e´ possı´vel antecipar se a esco-
lha do me´todo de captura sera´ adequada para todos os usos que sera˜o feitos dos rastros no
futuro. Para melhor apoiar o uso posterior dos dados coletados, deve-se incentivar a coleta
e publicac¸a˜o dos dados adicionais que permitam tanto o ca´lculo da incerteza de medic¸a˜o
quando a criac¸a˜o das curvas de calibrac¸a˜o. Como vimos anteriormente, os me´todos de cap-
tura na˜o sa˜o seletivos com respeito a` carga de fundo; e´ preciso que se colete informac¸o˜es
sobre essa carga de fundo, caso contra´rio, na˜o e´ possı´vel realizar uma calibrac¸a˜o adequada.
Ale´m de na˜o serem seletivos, os me´todos de captura sa˜o afetados pela configurac¸a˜o do am-
biente de testes, por exemplo, pelo sistema operacional em uso. Assim, principalmente em
medic¸o˜es de longa durac¸a˜o (nas quais o sistema operacional instalado pode ser modificado)
esses me´todos podem ser inconsistentes — ou seja, podem apresentar erro varia´vel. Nesses
casos, para ter um procedimento de calibrac¸a˜o apropriado, e´ preciso manter um inventa´rio
da configurac¸a˜o do ambiente de testes durante a captura dos rastros.
No Capı´tulo 6, aplicamos novamente o protocolo de validac¸a˜o, dessa vez para a ana´lise
de dois me´todos de reproduc¸a˜o de rastros. O primeiro me´todo emprega uma ferramenta
de captura baseada em compilac¸a˜o. O segundo me´todo emprega uma ferramenta baseada
em eventos. A primeira observac¸a˜o importante de nossa ana´lise indicou que uma pra´tica
sugerida na literatura, a execuc¸a˜o do programa de reproduc¸a˜o como um processo real time,
apresenta um efeito colateral: o aumento dos erros sistema´ticos. Acreditamos que em muitos
casos essa pra´tica pode ser abandonada; uma vez que o ambiente experimental de reproduc¸a˜o
e´ controlado, e´ possı´vel evitar a execuc¸a˜o de processos e servic¸os intrusivos. Diferente da
prova de conceito anterior, procedimentos de calibrac¸a˜o na˜o sa˜o aplica´veis em experimen-
tos de reproduc¸a˜o de rastros. De qualquer forma, a ana´lise dos erros sistema´ticos pode ser
usada para guiar o melhoramento das ferramentas de reproduc¸a˜o. A segunda observac¸a˜o
importante de nossa ana´lise indicou que, uma vez otimizada, a incerteza das medic¸o˜es com
a ferramenta baseada em eventos se aproxima da incerteza das medic¸o˜es com a ferramenta
baseada em compilac¸a˜o. Por fim, observamos que as polı´ticas de temporizac¸a˜o descritas na
literatura bem como sua implementac¸a˜o no reprodutor baseado em eventos na˜o sa˜o adequa-
das para a reproduc¸a˜o de cargas de trabalho com pausas entre requisic¸o˜es. Enquanto que os
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resultados de captura pode ser analisados com dois interesses — da realizac¸a˜o da captura e
do uso dos rastros — os resultados da prova de conceito de reproduc¸a˜o interessam princi-
palmente ao pesquisador que precisa escolher um me´todo de reproduc¸a˜o. Nessa prova de
conceito, tal como fizemos para a prova de conceito de captura, compilamos os resultados
principais da prova de conceito de reproduc¸a˜o em um cata´logo no Apeˆndice C.
7.1 Trabalho futuros
Na ana´lise da variabilidade das medic¸o˜es de captura e reproduc¸a˜o, o protocolo adotado nesse
documento assume a execuc¸a˜o de experimentos em condic¸o˜es repetı´veis — condic¸o˜es em
que na˜o ha´ mudanc¸a nos materiais empregados, no ambiente experimental e nos instrumentos
de medic¸a˜o durante a execuc¸a˜o dos experimentos. Entretanto, na pra´tica, alguns fatores po-
dem aumentar a variabilidade das medic¸o˜es ainda mais. Este e´ o caso, por exemplo, quando
usamos ma´quina diferentes para reproduzir os rastros — algo comum quando se e´ necessa´rio
comparar resultados obtidos em laborato´rios diferentes. Uma vez que no protocolo que ado-
tamos na˜o se leva em considerac¸a˜o estas fontes de erros, a incerteza calculada e´, de fato,
um limite inferior. Nessa direc¸a˜o, as ana´lises aqui descritas poderiam ser expandidas para
considerar condic¸o˜es reproduzı´veis de experimentac¸a˜o — condic¸o˜es em que ha´ mudanc¸as
nos materiais, ambiente ou no instrumento de medic¸a˜o.
Na prova de conceito de captura de rastros, aplicamos um procedimento de calibrac¸a˜o
para corrigir erros sistema´ticos. E´ importante ter em conta que, embora eficaz, o proce-
dimento de calibrac¸a˜o na˜o e´ perfeito. Como consequeˆncia desta limitac¸a˜o, o pro´prio pro-
cedimento de calibrac¸a˜o e´ uma uma fonte de erros, contribuindo enta˜o para a incerteza da
medic¸a˜o. Para compreender melhor as limitac¸o˜es do procedimento de calibrac¸a˜o, e´ preciso
analisar o impacto do uso de curvas de calibrac¸a˜o imperfeitas sobre a incerteza das medic¸o˜es
de captura de rastros. Em particular, e´ importante estudar o cena´rio em que o procedimento
de calibrac¸a˜o e´ usado para corrigir cargas de trabalho diferentes daquelas usadas para definir
a curva de calibrac¸a˜o.
Na prova de conceito de reproduc¸a˜o, observamos limitac¸o˜es na ferramenta de reproduc¸a˜o
baseada em eventos na reproduc¸a˜o de cargas de trabalho com pausas entre requisic¸o˜es. E´
preciso estudar como superar estas limitac¸o˜es. Como um primeiro passo nesta investigac¸a˜o,
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poderia se avaliar uma nova implementac¸a˜o da polı´tica de temporizac¸a˜o Temporal que em-
pregue mecanismos de controle de tempo de maior resoluc¸a˜o, por exemplo, o mecanismo
baseado nos registrador HPET. Outra direc¸a˜o de trabalho futuro e´ implementar essa polı´tica
de temporizac¸a˜o tambe´m na ferramenta baseada em compilac¸a˜o, assim, permitindo avaliar
se outros aspectos do projeto dos reprodutores afetam a reproduc¸a˜o de cargas de trabalho
com pausa entre as requisic¸o˜es.
Tanto na prova de conceito de captura quanto de reproduc¸a˜o, consideramos a carga de tra-
balho submetida ao sistema de arquivos como uma fonte de erros. Em nossos experimentos,
geramos cargas bastante simples. E´ possı´vel que cargas mais complexas gerem um padra˜o
de erros diferente daquele que observamos nas provas de conceito que conduzimos. Validar
os me´todos de captura e reproduc¸a˜o com novas cargas de trabalho em ordem crescente de
complexidade e´ outra direc¸a˜o para trabalhos futuros. Por exemplo, podemos usar cargas de
trabalho geradas por rastros da atividade de aplicac¸o˜es reais.
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Apeˆndice A
Outros aspectos de metrologia
Em metrologia, os objetos podem ser considerados, grosso modo, por medic¸o˜es ou
validac¸o˜es [25]1. Nessa categorizac¸a˜o, medic¸o˜es teˆm como objetivo a obtenc¸a˜o, de maneira
empı´rica, do valor de um mensurando associado a um objeto. Ja´ validac¸o˜es (tambe´m chama-
das de testes ou ensaios de medic¸a˜o) teˆm como objetivo a determinac¸a˜o das caracterı´sticas
de um objeto ou processo.
De antema˜o, as medic¸o˜es precisam de um me´todo definido, que especifica como os ins-
trumentos de medic¸a˜o sera˜o usados para obter o mensurando. A definic¸a˜o completa de um
me´todo de medic¸a˜o inclui sua incerteza: um paraˆmetro que caracteriza a dispersa˜o dos valo-
res atribuı´dos a um mensurando.
Validac¸o˜es sa˜o necessa´rias quando ainda na˜o temos um me´todo definido, padronizado,
para determinado propo´sito — este foi o caso dos estudo descritos nos capı´tulos anteriores
desse documento. A metrologia fornece a base metodolo´gica para conduzir as validac¸o˜es.
A escolha entre os diversos me´todos de validac¸a˜o dependem tanto do conhecimento dos
fenoˆmenos associados com a medic¸a˜o quanto do propo´sito esperado para o me´todo. A Fi-
gura A.1, mostra uma visa˜o geral de alguns me´todos de validac¸a˜o. Em comum, todos os
me´todos comec¸am com a definic¸a˜o do mensurando e com o levantamento das fontes de in-
certeza que afetam o me´todo. Ao fim, todos os me´todos levam ao ca´lculo da incerteza de
medic¸a˜o associada como me´todo sob validac¸a˜o.
Como mostra a Figura A.1, ha´ basicamente 4 me´todos de validac¸a˜o. Dentre esses, te-
mos uma abordagem baseada no modelo matema´tico da lei de propagac¸a˜o de incertezas
1Em particular, tal como vista pela comunidade de quı´mica analı´tica, bastante influente em metrologia.
93
94
(GUM [26]) e treˆs abordagens baseados em experimentac¸a˜o.
Definição do mensurando























Figura A.1: Me´todos para estimativas da incerteza.
Segundo o me´todo GUM, um modelo matema´tico funcional do processo de medic¸a˜o pre-
cisa ser concebido. Esse modelo relaciona o mensurando com todas as outras quantidades
das quais o mensurando depende, aı´ incluı´das todas as fontes de erro. Em seguida, sa˜o cal-
culadas incertezas-padra˜o para todas as entradas do modelo. Por fim, a incerteza combinada
e´ calculada com base na lei de propagac¸a˜o de incertezas.
Em muitos casos, definir um modelo matema´tico para o me´todo de medic¸a˜o e´ difı´cil. Por
exemplo, os processo fı´sicos subjacentes que relacionam os instrumentos de medic¸o˜es e as
fontes de erros podem ser desconhecidos. Os me´todos baseados em experimentac¸a˜o sa˜o a
alternativa nesse cena´rio.
Os me´todos de validac¸a˜o empı´ricos se diferenciam pelos tipos de erro que consideram
para definir a incerteza de medic¸a˜o. Os tipos de erro considerados na validac¸a˜o determi-
nam como as medic¸o˜es que sera˜o realizadas posteriormente, com o me´todo validado, podem
ser comparadas. Por exemplo, determina se podemos concluir que os resultados de duas
medic¸o˜es sa˜o equivalentes ou diferentes.
Em nossas provas de conceito, aplicamos o me´todo empı´rico de validac¸a˜o por um u´nico
laborato´rio. Como o nome aponta, nesse me´todo, as estimativas de tendeˆncia de medic¸a˜o e
precisa˜o sa˜o obtidas organizando experimentos conduzidos em um u´nico laborato´rio.
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Embora seja possı´vel quantificar os efeitos de muitas fontes de erro em um u´nico labo-
rato´rio, outras sa˜o geralmente consideradas agregando resultados de mu´ltiplos laborato´rios.
Isso porque alguns fatores tais como o uso e desgaste de instrumentos de medic¸a˜o, o am-
bientes de teste (por exemplo, condic¸o˜es clima´ticas) e a experieˆncia dos operadores dos
instrumentos, sa˜o difı´ceis de manipular em um u´nico laborato´rio.
Ha´ uma diferenc¸a ba´sica entre os dois me´todos inter-laboratoriais. Na abordagem de
validac¸a˜o entre laborato´rios, descrita na se´rie de padro˜es ISO 5725 [7–12], os dados de um
conjunto de laborato´rios sa˜o coletados de uma u´nica vez e publicados. Qualquer outro la-
borato´rio capaz de conduzir as medic¸o˜es, pode usar os dados publicados como estimativa
da incerteza. Por sua vez, a abordagem de teste de proficieˆncia (PT) tem como objetivo, ao
inve´s de reuso de dados coletados a` priori, a verificac¸a˜o perio´dica do desempenho de um
laborato´rio [38]. Assim, um laborato´rio que participa do esforc¸o coletivo do teste de pro-
ficieˆncia compara os resultados de suas medic¸o˜es com as medic¸o˜es feitas por outros labo-
rato´rios. Nesse me´todo, o desvio padra˜o das medic¸o˜es feitas pelos laborato´rios participantes
do teste e´ visto como uma estimativa da incerteza do me´todo.
Naturalmente, o esforc¸o necessa´rio para proceder com os me´todos acima mencionados
na˜o e´ o mesmo. E´ fa´cil notar que os esforc¸o coletivo, bem como de coordenac¸a˜o, para con-
duzir um teste de proficieˆncia e´ maior do que o esforc¸o para conduzir uma validac¸a˜o por um
u´nico laborato´rio. Na pro´xima sec¸a˜o introduzimos o conceito de precisa˜o intermedia´ria. Esse
conceito e´ um meio-termo entre a validac¸a˜o por um u´nico laborato´rio e as abordagens inter-
laboratoriais. Considerando o estado-da-pra´tica da avaliac¸a˜o de desempenho em sistemas de
arquivos, explorar esse conceito seria um passo natural para avaliac¸o˜es mais complexas de
reprodutibilidade, como discutimos na Conclusa˜o (Capı´tulo 7) desse documento.
A.1 Condic¸o˜es intermedia´rias de precisa˜o
Em metrologia, a precisa˜o e´ uma medida da variabilidade das medic¸o˜es. Mesmo quando
medic¸o˜es sa˜o realizadas com um mesmo instrumento sobre material/objetos ideˆnticos
(condic¸o˜es repetı´veis), obte´m-se resultados diferentes. Isso porque na˜o e´ factı´vel contro-
lar todas as fontes de incerteza, portanto existira˜o erros aleato´rios em qualquer medic¸a˜o.
Ale´m desses fatores, que estabelecem um limite inferior para a incerteza da medic¸a˜o, ha´
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ainda outros que podem tambe´m contribuir para a variabilidade dos resultados, entre esses
fatores temos:
• Tempo: Se o intervalo de tempo entre medic¸o˜es sucessivas e´ longo ou curto.
• Calibrac¸a˜o: Se o equipamento e´ calibrado ou na˜o entre medic¸o˜es sucessivas.
• Operador: Se o mesmo operador ou se operadores diferentes manipulam o instru-
mento entre medic¸o˜es sucessivas.
• Instrumento: Se o mesmo instrumento e´ usados nas medic¸o˜es.
A influeˆncia desses fatores e´ maior do que a existente quando experimentos sa˜o conduzi-
dos em condic¸o˜es repetı´veis. Por essa raza˜o, convencionou-se avaliar a precisa˜o dos me´todos
de medic¸a˜o entre dois extremos: de condic¸o˜es repetı´veis para condic¸o˜es reproduzı´veis. Essas
u´ltimas incorporam variac¸o˜es nos fatores acima listados. O documento ISO 5725-3 discute
condic¸o˜es intermedia´rias, nais quais um ou mais dos fatores listados acima esta˜o presentes.
Nesse documento ISO, o ca´lculo da precisa˜o intermedia´ria e´ definido em M-fatores
(M = 1, 2, 3 ou 4), a depender das mudanc¸as que acontecem em um ambiente de
experimentac¸a˜o (tempo, calibrac¸a˜o, operador ou instrumento). TemosM = 1 quando apenas
um dos quatro fatores sa˜o considerados ate´ M = 4, quando todos eles sa˜o considerados.
Com respeito ao fator tempo, medic¸o˜es conduzidas em intervalos curtos minimizam as
mudanc¸as provocadas em condic¸o˜es ambientais que na˜o podem ser garantidas constantes,
por exemplo, temperatura e umidade. Em contraste, medic¸o˜es conduzidas em intervalos
longos procuram observar os efeitos que estas condic¸o˜es ambientais podem criar.
O fator calibrac¸a˜o e´ considerado no ca´lculo da precisa˜o intermedia´ria em cena´rios nos
quais o processo de calibrac¸a˜o e´ aplicado em perı´odos regulares. Ou seja, na˜o se trata daque-
les me´todos que requerem a calibrac¸a˜o feita de maneira obrigato´ria para obter cada medic¸a˜o.
Pretende-se, portanto, entender o impacto nos erros devido ao processo contı´nuo de perda de
calibrac¸a˜o.
O fator operador pode tambe´m incluir todo um time de operadores, caso a operac¸a˜o
do me´todo em questa˜o empregue um operador para partes especı´ficas do procedimento de
medic¸a˜o. Assim, qualquer troca de pessoal na equipe ou ainda mudanc¸a de responsabilidades
entre os membros da equipe e´ considerada como uma variac¸a˜o no fator operador.
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O fator equipamento, para ca´lculo da precisa˜o intermedia´ria, e´ abrangente a ponto de
incluir tambe´m partes ou componentes do instrumento de medic¸a˜o. Nesse ponto, o analista
precisa atuar para decidir se a influeˆncia de um dado componente e´ importante o suficiente
para que tenhamos um equipamento diferente.
A maneira mais simples de calcular a precisa˜o intermedia´ria para medic¸o˜es realizadas
em um u´nico laborato´rio consiste em conduzir uma conjunto de n medic¸o˜es para uma amos-
tra, objeto (ou colec¸o˜es de amostras/objetos caso eles sejam destruı´dos pelo processo de
medic¸a˜o) com mudanc¸as dos fatores entre a medic¸o˜es. E´ recomendado que n na˜o seja menor
que 15. Esse me´todo pode na˜o ser satisfato´rio quando comparado com outros me´todos. De
qualquer modo, em particular, e´ um me´todo u´til para estudar o efeito da mudanc¸as no fa-
tor tempo, realizando medic¸o˜es sobre determinadas amostras em dias consecutivos ou para







em que yk e´ a k-e´sima medic¸a˜o replicada e y¯ e´ o valor me´dio de n medic¸o˜es replicadas.
Um me´todo alternativo considera r grupos de medic¸o˜es, cada grupo contendo n resulta-
dos de experimentos replicados. Por exemplo, em um laborato´rio, um conjunto de r amostras
podem ser, cada uma, medidas, em seguida, um dos fatores intermedia´rios e´ mudado, e as r
amostras medidas novamente. Ate´ obter n medic¸o˜es para uma das r amostras. Cada grupo
de n testes deve ser obtido de um mesmo material (ou um conjunto de amostras presumivel-
mente ideˆnticas). E´ recomendado que o valor t(n− 1) na˜o seja menor que 15. Nesse caso, a








em que yjk e´ o resultado da k-e´sima medic¸a˜o do j-e´simo material e y¯j e´ o valor me´dio de n
medic¸o˜es sobre o j-e´simo material.
Para o caso mais comum, no qual ha´ dois testes para cada material, a equac¸a˜o acima e´
simplificada para:








Cata´logo de medic¸a˜o para captura de
rastros
Neste apeˆndice no´s sumariamos os resultados da validac¸a˜o dos me´todos de captura strace
e SystemTap. Ale´m da declarac¸a˜o do mensurando, da faixa de valores medidos e do ambi-
ente experimental, a Tabela B.1 e a Tabela B.2 mostram os resultados da caracterizac¸a˜o,
calibrac¸a˜o e incerteza combinada para os me´todos strace e SystemTap, respectiva-
mente.
Tabela B.1: Metrologia do me´todo de captura strace. Precisa˜o e Tendeˆncia sa˜o mos-
trados como percentuais relativos (com relac¸a˜o ao valor medido me´dio e ao valor de re-
fereˆncia me´dio, respectivamente). A incerteza combinada e´ definida com nı´vel de confianc¸a
de 95.5%. Mostramos os valores antes da calibrac¸a˜o entre pareˆnteses. Precisa˜o, tendeˆncia e
incerteza sa˜o apresentados para todos os nı´veis da faixa de medic¸a˜o.
Mensurando Tempo de resposta do sistema de arquivos Ext4.
Faixa de medic¸a˜o Nı´vel da carga capturada varia de 1 ate´ 4, com base no nu´mero de
threads usadas pelo microbenchmark.
Ambiente experimental Estac¸a˜o de trabalho Intel E6550 Core 2 Duo 2.33GHz, com 2 GB
de memo´ria principal, com sistema operacional Linux 2.6.32-41.
Esta ma´quina conte´m dois discos rı´gidos: um disco SATA de 7200
RPM e 8 MB de memo´ria cache, e um disco SATA de 5400 RPM





Precisa˜o A precisa˜o relativa e´ 0.94%, 0.39%, 0.66% e 0.42%.
Tendeˆncia A tendeˆncia relativa e´ 0.26%, 0.17%, 0.23% e 0.35%.
Seletividade Seletiva com respeito a` carga de trabalho de fundo.
Calibrac¸a˜o Na˜o e´ necessa´ria uma vez que o erro sistema´tico na˜o e´ significa-
tivo.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.94%, 0.39%, 0.66% e 0.42%.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.95%, 0.40%, 0.92% e 0.38%.
Incerteza combinada A incerteza combinada e´ 2.67%, 1.12%, 2.26%, 1.12%.
Random write (RW)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.84%, 0.52%, 0.68% e 0.47%.
Tendeˆncia A tendeˆncia relativa e´ 0.01%, 0.08%, 0.21% e 0.18%.
Seletividade Seletiva com respeito a` carga de trabalho de fundo.
Calibrac¸a˜o Na˜o e´ necessa´ria uma vez que o erro sistema´tico na˜o e´ significa-
tivo.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.84%, 0.52%, 0.68% e 0.47%.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.74%, 0.62%, 1.02% e 0.27%.
Incerteza combinada A incerteza combinada e´ 2.23%, 1.61%, 2.45%, 1.08%.
Sequential read (SR)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.76%, 1.80%, 0.76% e 0.69%.
Tendeˆncia A tendeˆncia relativa e´ 618.47%, 575.14%, 543.41% e 536.89%.
Seletividade Na˜o e´ seletiva com respeito a carga de trabalho de fundo.
Calibrac¸a˜o A curva de calibrac¸a˜o e´ dado por 73.51b1 − 161.96.
Incerteza da medic¸a˜o
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Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.07%, 0.17%, 0.07% e 0.06%
(0.76%, 1.80%, 0.76% e 0.69%).
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 4.29%, 4.09%, 4.62% e 4.33%
(618.48%, 575.16%, 543.43% e 536.91%).
Incerteza combinada A incerteza combinada e´ 8.58%, 8.19%, 9.24% e 8.65%
(1236.96%, 1150.31%, 1086.85% e 1073.81%.)
Sequential write (SW)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.17%, 0.15%, 0.18% e 0.15%.
Tendeˆncia A tendeˆncia relativa e´ 17.58%, 16.13%, 15.77% e 15.57%.
Seletividade Na˜o e´ seletiva com respeito a carga de trabalho de fundo.
Calibrac¸a˜o A curva de calibrac¸a˜o e´ dado por −0.37b1 + 158
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.53%, 0.45%, 0.54% e 0.46%
e (0.17%, 0.15%, 0.18% e 0.15%).
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.21%, 0.77%, 0.23% e 0.65%
(17.58%, 16.13%, 15.77% e 15.57%).
Incerteza combinada A incerteza combinada e´ 1.13%, 1.79%, 1.17% e 1.59% (35.15%,
32.25%, 31.54%, 31.14%).
.
Tabela B.2: Metrologia do me´todo de captura SystemTap. Precisa˜o e tendeˆncia sa˜o mos-
trados como percentuais relativos (com relac¸a˜o ao valor medido me´dio e ao valor de re-
fereˆncia me´dio, respectivamente). A incerteza combinada e´ definado com nı´vel de confianc¸a
de 95.5%. Mostramos os valores antes da calibrac¸a˜o entre parenteses. Precisa˜o, tendeˆncia e
precisa˜o sa˜o apresentados para todos os nı´veis da faixa de medic¸a˜o.
Mensurando Tempo de resposta do sistema de arquivos Ext4.
Faixa de medic¸a˜o Nı´vel da carga capturada varia de 1 ate´ 4, com based no nu´mero
de threads usadas pelo microbenchmark.
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Ambiente experimental Estac¸a˜o de trabalho Intel E6550 Core 2 Duo 2.33GHz, com 1.92
GB de memo´ria principal, com sistema operacional Linux 2.6.32-
41. Esta ma´quina conte´m dois discos rı´gidos: um disco SATA de
7200 RPM e 8 MB de memo´ria cache, e um disco SATA de 5400
RPM com 32 MB de memo´ria cache.
Random read (RR)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.82%, 0.44%, 0.68% e 0.11%.
Tendeˆncia A tendeˆncia relativa e´ 0.22%, 0.15%, 0.07% e 0.01%.
Seletividade Seletiva com respeito a carga de trabalho de fundo.
Calibrac¸a˜o Na˜o e´ necessa´ria, uma vez que o erro sistema´tico na˜o e´ significa-
tivo.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.22%, 0.15%, 0.07% e 0.01%.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.94%, 0.39%, 0.90% e 0.13%.
Incerteza combinada A incerteza combinada e´ 2.49%, 1.18%, 2.25% e 0.34%.
Random write (RW)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.84%, 0.51%, 1.00% e 0.18%.
Tendeˆncia A tendeˆncia relativa e´ 0.01%, 0.00%, 0.05% e 0.01%.
Seletividade Seletiva com respeito a carga de trabalho de fundo.
Calibrac¸a˜o Na˜o e´ necessa´ria, uma vez que o erro sistema´tico na˜o e´ significa-
tivo.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.84%, 0.51%, 1.00% e 0.18%.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.74%, 0.62%, 1.00% e 0.19%.
Incerteza combinada A incerteza combinada e´ 2.23%, 1.60%, 2.82% e 0.52%.
Sequential read (SR)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 3.16%, 2.59%, 2.81% e 2.57%.
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Tendeˆncia A tendeˆncia relativa e´ 14.27%, 9.51%, 8.63% e 8.65%.
Seletividade Seletiva com respeito a carga de trabalho de fundo.
Calibrac¸a˜o A curva de calibrac¸a˜o e´ dado por 4.97b1 − 5.38
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.72%, 0.57%, 0.61% e 0.56%
(3.16%, 2.59%, 2.81% e 2.57%).
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 4.31%, 4.11%, 4.62% e 4.33%
(14.90%, 10.36%, 9.79% e 9.67%).
Incerteza combinada A incerteza combinada e´ 8.73%, 8.29%, 9.32% e 8.72% (30.46%,
21.34%, 20.36% e 20.01%).
Sequential write (SW)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.22%, 0.19%, 0.20% e 0.19%.
Tendeˆncia A tendeˆncia relativa e´ 0.86%, 0.39%, 0.34% e 0.27%.
Seletividade Seletiva com respeito a carga de trabalho de fundo.
Calibrac¸a˜o Na˜o e´ necessa´ria, uma vez que o erro sistema´tico na˜o e´ significa-
tivo.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.22%, 0.19%, 0.20% e 0.19%.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.88%, 0.45%, 0.40% e 0.33%.
Incerteza combinada A incerteza combinada e´ 1.82%, 0.97%, 0.90% e 0.75%.
Apeˆndice C
Cata´logo de medic¸a˜o para reproduc¸a˜o de
rastros
Nesta sec¸a˜o no´s sumariamos os resultados da validac¸a˜o dos me´todos de reproduc¸a˜o basea-
dos em eventos e em compilac¸a˜o. Ale´m da declarac¸a˜o do mensurando, da faixa de valores
medidos e do ambiente experimental, a Tabela C.1 e a Tabela C.2 mostram os resultados da
caracterizac¸a˜o e do ca´lculo da incerteza combinada para os me´todos baseados em compilac¸a˜o
e em eventos, respectivamente.
Tabela C.1: Metrologia do me´todo de reproduc¸a˜o baseado em compilac¸a˜o. Precisa˜o e
tendeˆncia sa˜o mostrados como percentuais relativos (com relac¸a˜o ao valor medido me´dio
e ao valor de refereˆncia me´dio, respectivamente). A incerteza combinada e´ definido com
nı´vel de confianc¸a de 95.5%. Precisa˜o, tendeˆncia e incerteza sa˜o apresentados para todos os
nı´veis da faixa de medic¸a˜o.
Mensurando Tempo de resposta do sistema de arquivos Ext4.
Faixa de medic¸a˜o Nı´vel da carga capturada varia de 1 ate´ 4, com base no nu´mero de
threads usadas pelo microbenchmark.
Ambiente experimental Estac¸a˜o de trabalho Intel E6550 Core 2 Duo 2.33GHz, com 1.92
GB de memo´ria principal, com sistema operacional Linux 2.6.32-
41. Esta ma´quina conte´m dois discos rı´gidos: um disco SATA de
7200 RPM e 8 MB de memo´ria cache, e um disco SATA de 5400





Precisa˜o A precisa˜o relativa e´ 0.13%, 0.24%, 0.23% e 0.07% para a polı´tica
FS e 0.11%, 0.10%, 0.21% e 0.07% para a polı´tica Temporal.
Tendeˆncia A tendeˆncia relativa e´ 0.94%, 0.39%, 0.14% e 0.02% para a
polı´tica FS e 0.92%, 0.24%, 3.67% e 0.01% para a polı´tica
Temporal.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.13%, 0.24%, 0.23% e 0.07%
para a polı´tica FS e 0.11%, 0.10%, 0.21% e 0.07% para a polı´tica
Temporal.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 1.31%, 0.53%, 0.90% e 0.13%
para a polı´tica FS e 1.29%, 0.44%, 3.78% e 0.13%
Incerteza combinada A incerteza combinada e´ 2.63%, 1.16, 1.85% e 2.59%, 0.89%,
7.56% e 0.29% para a polı´tica Temporal.
Random write (RW)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.19%, 0.41%, 0.50% e 0.24% para a polı´tica
FS e 0.25%, 0.37%, 0.51% e 0.14% para a polı´tica Temporal.
Tendeˆncia A tendeˆncia relativa e´ 0.36%, 0.06%, 0.35% e 0.15% para a
polı´tica FS e 0.44%, 0.16%, 0.39% e 0.07% para a polı´tica
Temporal.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.19%, 0.41%, 0.50% e 0.24%
para a polı´tica FS e 0.25%, 0.37%, 0.51% e 0.14% para a polı´tica
Temporal.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ para a polı´tica FS e´ 0.82%,
0.62%, 1.06% e 0.25% e 0.85%, 0.64%, 1.07% e 0.20% para a
polı´tica Temporal.
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Incerteza combinada A incerteza combinada e´ 1.67%, 1.48%, 2.34% e 0.69% para




Precisa˜o A precisa˜o relativa e´ 1.03%, 0.68%, 0.89% e 0.43% para a polı´tica
FS e 0.75%, 0.42%, 0.53% e 0.52% para a polı´tica Temporal.
Tendeˆncia A tendeˆncia relativa e´ 2.78%, 8.41%, 9.52% e 9.15% para a
polı´tica FS e 1.95%, 8.65%, 7.99% e 7.40%para a polı´tica
Temporal.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 1.03%, 0.68%, 0.89% e 0.43%
para a polı´tica FS e 0.75%, 0.42%, 0.53% e 0.52% para a polı´tica
Temporal.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 5.10%, 9.35%, 10.58% e
10.12% para a polı´tica FS e 4.70%, 9.57%, 9.23% e 8.57% para a
polı´tica Temporal.
Incerteza combinada A incerteza combinada e´ 10.41%, 18.75%, 21.23% e 20.26% para




Precisa˜o A precisa˜o relativa e´ 0.11%, 0.20%, 0.12% e 0.09% para a polı´tica
FS e 0.12%, 0.29%, 0.19% e 0.11% para a polı´tica Temporal.
Tendeˆncia A tendeˆncia relativa e´ 0.41%, 0.01%, 0.14% e 0.37% para a
polı´tica FS e 0.46%, 0.14%, 0.26% e 0.27% para a polı´tica
Temporal.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.11%, 0.20%, 0.12% e 0.09%
para a polı´tica FS e 0.12%, 0.29%, 0.19% e 0.11% para a polı´tica
Temporal
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Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.45%, 0.21%, 0.25% e
0.42%para a polı´tica FS e 0.50%, 0.26%, 0.34%, 0.33% para a
polı´tica Temporal.
Incerteza combinada A incerteza combinada e´ 0.93%, 0.58%, 0.55% e 0.85% para
a polı´tica FS e 1.02%, 0.77%, 0.77% e 0.68% para a polı´tica
Temporal.
Tabela C.2: Metrologia do me´todo de reproduc¸a˜o baseado em eventos. Precisa˜o e tendeˆncia
sa˜o mostrados como percentuais relativos (com relac¸a˜o ao valor medido me´dio e ao va-
lor de refereˆncia me´dio, respectivamente). A incerteza combinada e´ definido com nı´vel de
confianc¸a de 95.5%. Precisa˜o, tendeˆncia e incerteza sa˜o apresentados para todos os nı´veis da
faixa de medic¸a˜o.
Mensurando Tempo de resposta do sistema de arquivos Ext4.
Faixa de medic¸a˜o Nı´vel da carga capturada varia de 1 ate´ 4, com base no nu´mero de
threads usadas pelo microbenchmark.
Ambiente experimental Estac¸a˜o de trabalho Intel E6550 Core 2 Duo 2.33GHz, com 1.92
GB de memo´ria principal, com sistema operacional Linux 2.6.32-
41. Esta ma´quina conte´m dois discos rı´gidos: um disco SATA de
7200 RPM e 8 MB de memo´ria cache, e um disco SATA de 5400
RPM com 32 MB de memo´ria cache.
Random read (RR)
Caracterı´stica da medic¸a˜o
Precisa˜o A precisa˜o relativa e´ 0.11%, 0.24%, 0.33% e 0.13%para a polı´tica
FS e 0.14%, 0.30%, 0.95% e 0.12% para a polı´tica Temporal.
Tendeˆncia A tendeˆncia relativa e´ 1.04%, 0.40%, 0.65% e 0.04% para a




Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.11%, 0.24%, 0.33% e
0.13%para a polı´tica FS e 0.14%, 0.30%, 0.95% e 0.12% para
a polı´tica Temporal.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 1.39%, 0.54%, 1.10% e 0.14%
para a polı´tica FS e 1.39%, 0.39%, 1.91% e 0.13% para a polı´tica
Temporal.
Incerteza combinada A incerteza combinada e´ 2.78%, 1.18%, 2.30%, 0.37% para a




Precisa˜o A precisa˜o relativa e´ 0.23%, 0.37%, 0.53% e 0.14% para a polı´tica
FS e 0.18%, 0.62%, 0.95% e 0.15% para a polı´tica Temporal.
Tendeˆncia A tendeˆncia relativa e´ 0.09%, 0.41%, 0.06% e 0.00% para a
polı´tica FS e 0.26%, 0.07%, 5.21% e 0.12% para a polı´tica
Temporal.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.23%, 0.37%, 0.53% e 0.14%
para a polı´tica FS e 0.18%, 0.62%, 0.95% e 0.15% para a polı´tica
Temporal.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 0.74%, 0.74%, 1.00% e 0.19%
para a polı´tica FS e 0.78%, 0.62%, 5.31% e 0.23% para a polı´tica
Temporal.
Incerteza combinada A incerteza combinada e´ 1.54%, 1.65%, 2.26% e 0.48% para




Precisa˜o A precisa˜o relativa e´ 0.79%, 1.52%, 3.53%, 1.21% para a polı´tica
FS e 1.07%, 1.24%, 1.91%, 1.46% para a polı´tica Temporal.
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Tendeˆncia A tendeˆncia relativa e´ 24.18%, 18.19%, 19.56%, 16.16% para a
polı´tica FS e 24.39%, 17.63%, 23.32%, 18.88% para a polı´tica
Temporal.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o para a polı´tica FS e´ 0.79%, 1.52%,
3.53%, 1.21% para a polı´tica FS e 1.07%, 1.24%, 1.91%, 1.46%
para a polı´tica Temporal.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 24.56%, 18.64%, 20.10% e
16.73% para a polı´tica FS e 24.77%, 18.10%, 23.77% e 19.37%
para a polı´tica Temporal.
Incerteza combinada A incerteza combinada e´ 49.14%, 37.41%, 40.80%, 33.53% para




Precisa˜o A precisa˜o relativa e´ 0.22%, 0.23%, 0.19% e 0.19% para a polı´tica
FS e 0.21%, 0.22%, 0.23%, 0.23% para a polı´tica Temporal.
Tendeˆncia A tendeˆncia relativa e´ 2.23%, 2.12%, 2.27% e 2.45% para a
polı´tica FS e 2.43%, 1.96%, 2.27% e 2.51% para a polı´tica
Temporal.
Incerteza da medic¸a˜o
Incerteza da precisa˜o A incerteza relativa da precisa˜o e´ 0.22%, 0.23%, 0.19% e 0.19%
para a polı´tica FS e 0.21%, 0.22%, 0.23%, 0.23% para a polı´tica
Temporal.
Incerteza da tendeˆncia A incerteza relativa da tendeˆncia e´ 2.24%, 2.13%, 2.27% e 2.46%
para a polı´tica FS e 2.44%, 1.97%, 2.28% e 2.51% para a polı´tica
Temporal.
Incerteza combinada A incerteza combinada e´ 4.50%, 4.29%, 4.56%, 4.93% para a
polı´tica FS e 4.89%, 3.96%, 4.58% e 5.05% para a polı´tica
Temporal.
Apeˆndice D
Testes de normalidade para as medic¸o˜es
de captura de rastros
Mostramos nas Figuras D.1, D.2, e D.3 abaixo, os quantis para as medic¸o˜es de refereˆncia de
captura, bem como as medic¸o˜es feitas com as ferramentas strace e SystemTap.
Figura D.1: Quantis para as medic¸o˜es de refereˆncia de captura, para todas a combinac¸o˜es de
nı´vel e tipo de carga de trabalho
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Figura D.2: Quantis para as medic¸o˜es com a ferramenta de captura strace, para todas a
combinac¸o˜es de nı´vel e tipo de carga de trabalho
Figura D.3: Quantis para as medic¸o˜es com a ferramenta de captura SystemTap, para todas
a combinac¸o˜es de nı´vel e tipo de carga de trabalho
Apeˆndice E
Testes de normalidade para as medic¸o˜es
de reproduc¸a˜o dos rastros gerados pelo
microbenchmark
Mostramos nas figuras abaixo os quantis para as medic¸o˜es de reproduc¸a˜o com as ferramentas
baseadas em compilac¸a˜o e em eventos. As Figuras E.2 e E.1 mostram os quantis para
as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em compilac¸a˜o para as polı´ticas de
ordenac¸a˜o Temporal e FS, respectivamente. Por sua vez, as Figuras E.3 e E.4 mostram
os quantis para as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em compilac¸a˜o para
as polı´ticas de ordenac¸a˜o Temporal e FS, respectivamente.
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Figura E.1: Quantis para as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em eventos
todas a combinac¸o˜es de nı´vel e tipo de carga de trabalho, com a polı´tica de ordenac¸a˜o FS.
Figura E.2: Quantis para as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em even-
tos todas a combinac¸o˜es de nı´vel e tipo de carga de trabalho, com a polı´tica de ordenac¸a˜o
Temporal.
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Figura E.3: Quantis para as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em
compilac¸a˜o para todas a combinac¸o˜es de nı´vel e tipo de carga de trabalho, com a polı´tica
de ordenac¸a˜o FS em combinac¸a˜o com a polı´tica de temporizac¸a˜o fullspeed.
Figura E.4: Quantis para as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em
compilac¸a˜o para todas a combinac¸o˜es de nı´vel e tipo de carga de trabalho, com a polı´tica
de ordenac¸a˜o Temporal em combinac¸a˜o com a polı´tica de temporizac¸a˜o fullspeed.
Apeˆndice F
Testes de normalidade para as medic¸o˜es
de reproduc¸a˜o dos rastros gerados pelo
macrobenchmark
Mostramos nas Figuras F.1 e F.2 abaixo os quantis para as medic¸o˜es de reproduc¸a˜o com
as ferramentas baseadas em compilac¸a˜o e em eventos, para as cargas de trabalho read e




Figura F.1: Quantis para as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em
compilac¸a˜o para as cargas de trabalho read e write, com a polı´tica de ordenac¸a˜o FS em
combinac¸a˜o com a polı´tica de temporizac¸a˜o fullspeed.
Figura F.2: Quantis para as medic¸o˜es com a ferramenta de reproduc¸a˜o baseada em eventos
para as cargas de trabalho read e write, com a polı´tica de ordenac¸a˜o FS em combinac¸a˜o
com a polı´tica de temporizac¸a˜o fullspeed.
