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A definition of a Markov field is given which allows for noncommuting 
fields. In the commutative case, we recover Nelson’s definition (E. Nelson, 
Construction of quantum fields from Markoff fields, J. Functional Analysis 12 
(1973), 97-112). Conditional expectations are shown to exist in a regular 
probability gage space, and, using an independence property of these in the 
free fermion gage space, it is shown that the free fermion field over 2-‘(R”) 
is a Markov field. 
A Markov-type property has been introduced into quantum field 
theory by Nelson [5, 61. The notion of a Markov field is defined and, 
in [5], Nelson shows how to construct a relativistic Wightman theory 
[12] from a Euclidean Markov field. In [6], it is shown that the free 
scalar boson field over the Sobolev space, X-l(KP), is, in fact, a 
Markov field. The fields are assumed to be random variables on some 
probability space, and the Markov property is given in terms of 
conditional expectations with respect to subsets of fields: the 
conditional expectation of an observable in a region with respect to 
the fields in the complement is the same as that with respect to the 
fields on the boundary. 
It is natural to ask whether or not these notions can be introduced 
into a theory of fermion fields. These do not commute, and so cannot 
be represented as random variables. However, it is well known that 
many results of integration theory have direct analogues in the 
noncommutative integration theory of Segal[2,3,4, 7,10,11,13, 141. 
The Radon-Nikodym theorem and the existence of a conditional 
expectation are no exceptions. 
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In Section 1, we define the relevant integration algebra (gage space) 
for the free fermion field, and in Section 2, we prove the existence of 
a conditional expectations in gage space, and give some of their 
properties. 
Finally, in Section 3, a definition of a Markov field is given which 
allows the fields to be noncommutative. It is shown that the free 
fermion field over X-l(@) is indeed a Markov field. 
1. THE FERMION GAGE SPACE 
Let 2 be a complex Hilbert space, the fermion “one-particle” 
space, and let A” (X’) denote the Hilbert-space antisymmetric n-fold 
tensor product of % with itself. Then the fermion Fock space, A (Z), 
is the Hilbert-space direct sum @& A” (Z), where A0 (Z) = C, 
the complex numbers. 
For each z E Z, the creation operator C(x): An (if) -+ Anfl(Z) 
is defined by u E An (ST), u tt (n + l)lje .d(x @ u), where & is the 
antisymmetrization projection. By linearity, C(x) defines a bounded 
operator on A (X) with norm I( C(z)ll = /I z 11 [l]. 
The annihilation operator, A(x), z E 2, is defined to be the adjoint 
of C(z); A(x) = C(z)*. Thus C(e) is complex linear in its argument, 
whereas A(*) is antilinear; A(Xz) = XA(z) for h E @. 
One has the following anticommutation relations [I]: 
C(z) A(d) + A(d) C(z) T= (2, z’) Q (1-l) 
where ( , ) is the inner product in X. (All inner products will be 
taken as linear in the jirst variable). 
Let J: Z-P -+ &? be a conjugation. That is, J is antilinear, anti- 
unitary (i.e., (Jz, Jz’) = ( z’, z)), and J2 = 1. For z E 2, the fermion 
field Y(z) is defined on A (SF) by Y(z) = C(z) + A(Jx). One has 
Y(z) Y(.z’) + Y(.z’) Y(x) = 2(2, Jz’) II (1.2) 
for z, z’ in 3. Evidently, V(e) is complex linear in its argument. 
Let V denote the von Neumann algebra generated by the bounded 
operators {Y(z) I x E X}. V is called the weakly closed Clifford 
operator algebra of (Z, J) [3]. 
DEFINITION 1.1 [7]. A regular probability gage space r, is a 
triple (X, 2l, m) consisting of a complex Hilbert space X, a von 
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Neumann algebra, ‘$I, of operators on X, and a faithful, central, 
normal state m on ‘8: i.e., m is a linear map: 5!I 4 @ such that 
(i) m(I) = 1; A > 0 * m(A) > 0 
(i.e., m is a state), 
(ii) if A E ‘%, A > 0 and m(A) = 0, then A = 0 
(i.e., m is faithful), 
(iii) for all A, B E ‘8, m(AB) = m(BA) 
(i.e., m is central), 
(iv) if {PJ is a family of mutually orthogonal projections in a, 
then 
m(&~u) = OVCJ 
(i.e., m is normal). 
Condition (ii) says that I’ is regular, and (i) that it is a probability 
gage space (cf. when ‘8 is a function space, and m is the integral). 
A priori, this definition is less general than that originally given by 
Segal [7], but, by virtue of Theorem 10 of [7], they are, in fact, 
equivalent. 
THEOREM 1.2. Let D denote the element 1 in A0 (Z) C A (#). 
Let m: V ---t @ be the map A I+ (AQ, Q). Then (A (S), V, m) = F 
is a regular probability gage space. 
For a proof of Theorem 1.2, we refer to [3, 91. 
Remark. 9 is called the “vacuum,” or “no-particle state.” 
DEFINITION 1.3. For 1 < p < co, Lp(F) is defined to be the 
completion of V with respect to the norm A t--t 11 A lip = m(l A IP)l/P. 
Here, 1 A I denotes the modulus of a (closed) operator, 
1 A I = (A*A)l12. L”O(r) is defined to be the Banach space %’ with 
respect to its operator norm. We shall simply write Lp for LP(r), 
1<p<co. 
It has been shown by Segal [7] and Kunze [4] that the Banach 
spaces, Lp, are spaces of, in general, unbounded operators affiliated 
with V, and that if TED, with II T 11, = 0, then, as an operator, 
T = 0. As Segal has remarked, this is important if one wants to 
identify points of dzJ&rent P’s [lo]. 
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It is convenient at this stage to state the following theorem, which 
can be read off from Segal [7] and Kunze [4]. 
THEOREM 1.4. Let r = (-X, %, m) be a regular probability gage 
space, with the LP spaces dejned as above. Then, if A E LP and B E LP’ 
with p’ = p/( p - l), we have 
and 
I/ A Ijp = SUP{/ m(AS) 1 j SE 2l, (! S j’9, < l} (1.3) 
I NABI < II A lip II B lip, . (1.4) 
Remark. Equation (1.4) is Holder’s inequality forgage spaces. 
It is easy to see from (1.4) that if 1 < p < q < CO, then 11 *jlp < (1 * jlQ . 
Indeed, Holder’s inequality applied to m(\ A 1”) gives 
m(l A 1”) < m(l A IP*‘P)P’~ m(I) = 11 A 11,”  
i.e., II A lip G II A Hp. . 
Let M, be an arbitrary subset of %, the one-particle space of the 
fermion Fock space, such that M, is invariant under J, and consider 
the set S(M,) = (Y(x) 1 z E M,}. We shall be concerned with the 
subalgebras of 9? generated by sets of this form. Since Y’z &Y -+ 
B(A (s)) is linear and continuous (where G% is given its strong 
topology, and B(A (Z)), th e algebra of all bounded operators on 
A (Z), is given its operator norm topology) it is clear that we may 
assume that M, is a closed J-invariant subspace of Z. That is to say, 
if M is the closure of the linear span of M, , then S(M,) and S(M) 
generate the same von Neumann algebra, say, 9?(M). 
Since V(M) is a subalgebra of %‘, we can define Lp(M), for 
1 < p < CO, to be the completion of V(M) with respect to Ij . lip , 
which is then a closed subspace of LP. 
2. THE CONDITIONAL EXPECTATION 
The LP spaces constructed above enjoy many of the properties of 
the conventional Lp function-spaces [4, 7, 131, in particular, the 
Radon-Nikodym theorem has a noncommutative analogue [7]. This 
allows the definition of a conditional expectation in a noncommutative 
integration theory [ 131. 
THEOREM 2.1. Let G = (X, 2I, m) be a regular probability gage 
580/15/1-z 
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space, and let QII, be a von Neumann subalgebra of ‘?I, so that 
Gl = (s, ‘%, m r %) is also a regular probability gage space. Let 
LP and Lp, 1 < p < co, be, respectively, the appropriate completions 
of !I$ and ‘%I . If A E LP, then there exists a unique A E LIP such that 
m(AB) = m(AB) 
for all B E L,“O. 
Proof. By Theorem 1.4, for T E LIP, we have 
II TII, = SUP{1 ew I I s ELlrn, II s lld < 11 
WI 
where p’ = p/( p - 1). The uniqueness of a E LP satisfying (2.1) 
follows immediately. 
To prove the existence, we note that for A ELM, a can be defined 
as the Ls-projection onto L12, and satisfies (2.1). 
Let A EL*. Then, with A defined as above, we have [4,7], for 
l<P<cQ 
II All, = sup{1 m&q I I s E-Grn, II s lld < I), 
= sup{1 m(AS) I I S Gm, II S llp~ < l>, 
since A satisfies (2.1), 
< sup{1 m(AS) I I S cLm, II S lb < 11, 
We conclude that the map A ++ A? is a contraction from Lw -+ LIQJ 
with respect to the I[ * I&- norm for all 1 <p < co, and therefore 
extends, by continuity, to a contraction: LP --+ LIP. Since, by Holder’s 
inequality (1.4), A tt m(AB) from LO --j. @ is continuous for each 
B EL@, it is clear that the above extension also satisfies (2.1). 
Q.E.D. 
Remark. Sums and products in LP are strong sums and products 
[7]. From [4], one has that, for 1 <p < 00, 
II Tll, = sup{Il Z-S II1 I S ELM, TS ELM, II S lb B 13. 
In the proof of Theorem 2.1, we have (with T = a) that T E L2 and 
so, for S ELM, one has TS E L1. Furthermore, if TS = U 1 TS 1 
is the polar decomposition of TS (which is a closed operator [7]), 
then (I TS((, = m(l TS [) = m(U*TS) = m(TSU*) and SU* ELM 
with (1 SU* (Ipl < I( S [lpe I( U* (IO0 < I( S $,* . It follows that the 
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relevant suprema of the (1 TS (I1 and 1 m(TS) ( are equal. We have used 
the latter. 
Theorem 2.1 is a Radon-Nikodym theorem for regular probability 
gage spaces. We note that, by Holder’s inequality, (2.1) remains 
valid for all B EL?‘, where p’ = p/( p - 1). 
DEFINITION 2.2. The map A * A, : Lp -+ LrP, given by Theorem 
2.1 is called the conditional expectation of A with respect to 911, 
and is denoted by m(. j ‘%,). 
If G = r, the fermion gage space, and M is a J-invariant subspace 
of LF, we shall write m( * ) M) for m( * j Y(M)). 
COROLLARY 2.3. The conditional expectation satisjies the following 
properties : 
(i) m(. 1 au,) is a contraction from Lp onto LIP for all 1 < p < co; 
(ii) m(. 1 a,) is positivity preserving; 
(iii) if ‘u, and SC, are independent, i.e., fey all A E 5X1, B E 91,, 
m(AB) = m(A) m(B), then m(A j ‘+I&) = m(A)1 for alt A E Lzp. 
(iv) ;f ‘& C ‘91u, , th en m(m( * j 2I,) j ‘21,) = m( * / 91,). 
Proof. Properties (i), (iii), and (iv) can be seen immediately, and 
(ii) is proved as in [3, p. 631. 
We shall need a result which expresses the fact that orthogonal 
one-particle subspaces lead to independent Clifford algebras. 
THEOREM 2.4 [3, 91. Let M and N be orthogonal J-invariant 
subspaces of Z. Then V?(M) and V(N) are independent: that is, for any 
A E V(M) and B E 9?(N), we have 
m(AB) = m(A) m(B) (2.2) 
Proof. Since m is linear and normal, it is enough, by continuity 
and linearity, to consider the case when A and B are monomials in 
the fields; 
A = Y(z,) -0. Y&J, ZfEM, 1 <i<?Z, 
and 
B = W-d *-- Wd, &EN, 1 \(j<k. 
Now, any x in % can be written as z = a’ + iz” where a’ and a” 
are J-real: Jz’ = z’, Jz” = au. If z belongs to M (respectively, N), 
then z’ and x” also belong to M (respectively, N). Then the linearity 
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of Y(s) and the anticommutation relations (Eq. (1.2)) imply that 
we need only consider A and 3 of the form 
and 
A = al + a’Y(zl) a-* Y(z,), Z$EM, 
B = P Q + B’y(t) -*- y(L), 5, E N 
where the x’s and 5’s are J-real and mutually orthogonal, and OL, $, 
/I, /Y E a=. But then it is easy to see that (A - oll)*Q 1 (B - /3Q)Q, 
(A - orQ)Q 1. Q, and that (B - /321)52 1 9, and so 
m(AB) = $3 = m(A) m(B) Q.E.D. 
Remark. Theorem 2.4 follows from Wick’s theorem [15] - only 
“contractions” within A and B survive because of the orthogonality 
of M and N. 
We shall need a further independence property of the conditional 
expectation, but first let us introduce some notation. 
If M is a J-invariant subspace of S, let g1 , VI(M) and %?i( Ml) 
denote the algebraic span of the fields Y(z) with z E 2, z E M, and 
XE Ml, respectively. 
As in Theorem 2.4, it is evident that any A E $?r can be written as 
A = gE1 B&, , for some N < 03, and B, E Gfl(M), Cc E +Zl(Ml), 
1 < i < N. Moreover, each Ci can be written as C, = c,Q + Di 
where ci E @ and Di 1 Q in L2, i.e., m(D,) = 0. Thus, absorbing the 
ci into the B, , we see that any A E G?i has the form 
A = B + i B,Di (2.3) 
i=l 
with B, B$ E V,(M), Di E Sfl(M~), m(D$) = 0, for 1 < i < N, some 
N< co. 
B is uniquely determined from Eq. (2.3). This follows because B 
is simply the La-projection of A onto L2(M), as can be seen from 
Theorem 2.4. 
THEOREM 2.5. Let M, V and W be J-invariant subspaces of 3?, 
with M J- W and V L W. If N = V @ W, and A ED(M), some 
1 < p < co, then 
m(A [ N) = m(A ) V). (2.4) 
Proof. Let A ELM. We shall show that m(A ) N) E La(V). Let 
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[ E %,(V @ W), and let f = B + Z&D, with B, B, E U,(V), 
D, E U,(W), m(DJ = 0 be the decomposition as in Eq. (2.3). 
‘%‘,(V @ W) is strongly dense in U(V @ W) and hence is dense in 
L2(V @ W). 
e = B + ZB,Di is the orthogonal decomposition of .$ with respect 
to L2(V) and L2(V)-L in L2(V @ W). In other words, elements of the 
form BD with B E U,(V), D E %i(W) and m(D) = 0 are total in 
L2(V @ W) @La(V). But, with N = V @ W, 
m(m(A 1 N)(BD)*) = m(A(BD)*), by definition of m(* 1 N) 
= m(B*AD*) = ?@*A) ?np*> 
= 0, since m(o*) = m(o)* = 0. 
Hence, m(A 1 N) is orthogonal to L2(N) @L2(V), and since 
m(A 1 N) cL2(N) we conclude that m(A 1 N) ELM. 
If we write P, for the L2-projection onto L2(N) etc., we have 
m(A 1 N) = P,.,A = P,P,A, 
= P,A, since L2(V) CL2(N), 
= m(A I VI, 
which is Eq. (2.4). 
The result for arbitrary A ED(M), 1 < p < cc, follows by 
continuity (- if two continuous maps agree on a dense set, then they 
agree everywhere). Q.E.D. 
3. MARKOV FERMION FIELDS 
In this section, we shall extend Nelson’s definition [5] of a Markov 
field to allow for noncommuting fields, and we shall show that the 
free fermion field yields an example; this will follow from this last 
property of the conditional expectation which we have obtained. 
We denote by Z-l(Rd) the Sobolev space over !P with index - 1. 
%‘-l(Rd) is the H’lb t 1 er space of distribututions on Rd whose Fourier 
transforms are functions (i.e., classes of functions) square-integrable 
with respect to the measure (gd_lpd2 + p)-l j&, dp, on Rd. (p is a 
positive constant, the “mass” of the fermion). 
DEFINITION 3.1. Let ?P be a map from z@-~(!P) into the set of 
measurable operators in a regular probability gage space, 
G = (.X, ‘%, m). Let 0 C IP be an open set with complement 0’ 
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and boundary 86. Let U, U’ and alJ denote the subspaces of zP-~(FP) 
generated by elements with support in 9, 0’ and a0 respectively, and 
let Lp(U), L*(U’) and Lp(alJ) be the P-spaces generated by the Y(f) 
with f in U, U’ and Xl respectively. Then Y is said to be a Markov 
field if, for all open sets 0 C V, and A ELP( U), 1 < p < CO, one has 
m(A 1 U’) = m(A ) au). (3.1) 
Remark. We refer to [7] for a definition of measurability with 
respect to a gage space. Suffice it to say that if Y(f) is measurable 
then it is a closed operator affiliated with the ring of the gage space. 
If Y(f) E 9l, as is the case for the free fermion field, then Y(f) is 
measurable. (It is because of this, and the fact that we only consider 
the free fermion field, that we have not given the formal definition 
of measurability.) 
Since Y(f) is a closed operator, the von Neumann algebras 
L”(U), L”(U’) and L”O(aU) are defined to be those generated by the 
Y( f )‘s, f E U, U’, Al respectively, via their polar decompositions: 
viz if Y( f ) = W 1 Y( f )I with W a partial isometry, then the W’s and 
the spectral resolutions of ( Y( f )I g enerateLa( U) as f runs over U, etc. 
The conditional expectation (we have written m(* 1 U’) for 
m(- ( L”(U’)), etc.) exists [13] by Theorem 2.1. 
If Z were abelian, then we would recover Nelson’s definition [5] 
(except for the Euclidean covariance, which we refrain from 
formulating here) since an abelian regular probability gage space is 
a conventional integration algebra [7]. 
THEOREM 3.2. Let r = (A (X), V, m) be the fermion gage space 
of section 1, with S = s~-~(W), and with J given by complex con- 
jugation. Let Y: Z?-l(W) -+ 59 be the free fermion jield. Then Y is a 
Markov field. 
Proof. Let 0 C Rd be open. Define the J-invariant subspaces of 
Z-~(FP), U, U’, and alJ to be those generated by f E #‘-l(Rd) with 
supp f C 8, supp f C O’, and supp f C a0, respectively. 
Let f E U. Then, if f = h @ h’, h E U’, is the orthogonal 
decomposition of f with respect to U’ and U’-L, we have h E au. 
For a proof of this, we refer to [6]. 
Let W = U’ @ au, i.e. U’ = alJ @ W. Then, for f E U, w E W, 
f 1 w, i.e. U 1. W. Hence, by Theorem 2.5, 
m(A 1 U’) = m(A ) au) 
for all A E Lp(U), 1 < p < co. Q.E.D. 
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It is clear that the free fermion field over s?-~(UV) enjoys Euclidean 
covariance. One can incorporate many-component fermion fields 
simply by taking ti, the one-particle space, to be a suitable direct 
sum of copies of SP1(Rd), and the theorem remains valid. 
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