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A certain method of calculating the capacity of a discrete memoryless 
channel is studied. First, we discuss a fundamental criterion for the direct 
application of Muroga's method to a regular channel matrix, and then, to a 
nonregular channel matrix, a necessary and sufficient condition for reducing 
the rows of the matrix to a regular one. This shows that the Cheng's condition 
is necessary and sufficient in a sense. 
1. INTRODUCTION 
It is well known that in order to calculate the channel capacity for a given 
channel matrix, we must select the necessary and sufficient numbers of the 
rows needed for the calculation. This remains to be a troublesome problem 
especially in nonregular channel matrices. For this reason, "capacity problem" 
seems to have been solved by way of computing algorithm through which the 
capacity value can be attained rapidly (cL Arimoto, 1972). However, capacity 
problem seems to be very important for the classification of a discrete 
memoryless channel and the study of a channel structure, which may give 
a suggestion in considering the variation of the capacity of a channel with 
memory corresponding to the memory length. Then we study first the 
capacity problem for regular channel matrices and second, for nonregular 
matrices, a necessary and sufficient condition for the reduction of the rows 
to a regular one. Generally, since we must solve some intricate transcendental 
equations, it may require more struggle for this development. However, our 
results may be somewhat useful for the selection of, in a sense, the least 
numbers of the rows to be checked in the computation of the capacity. 
2. DEFINITIONS 
Let U and V be the variables representing the symbols of the input and 
the output alphabets {1, 2,..., n} and {1, 2,..., m}, respectively. A channel 
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matrix P of a discrete memoryless channel is given by the elements of the 
conditional probabilities pij such that p/:- = P(V  -~J l U = i), i = 1, 2,..., n; 
j = 1, 2,..., m, as 
P ~- (p~j). (1) 
From now on we assume that each output can be reached from at least one 
input. Thus the capacity achieving output probability vector is uniquely 
determined. Let Pi and qj be input and output probabilities uch that 
p~ = P(U  = i), i = 1, 2,..., n 
and (2) 
qj = P (V  = j] = ~ P iP , j ,  j = 1, 2 ..... m. 
i=l  
Then the capacity of the channel is defined 
C = max ~ PiPij log Pij 
(We always assume that the base of logarithm is equal to 2.) 
(3) 
LEMMA 1 (Gallager, 1968). A discrete memoryless channel defined by 
P = (p~j) (i = 1, 2,..., n ; j  ~- 1, 2,..., m) achieves the capacity C for an input 
probability vector p ~ (Pl , P2 .... , p~ , 0,..., O) i f  and only i f  
~p/ j  log = C, i -~ 1, 2,..., s (4) 
J=l q0 
~P i j ' l og  ~C,  i~-s+l , s+2 .... ,n (5) 
j=l qs 
hold together for the corresponding output probability vector q = (ql , q2 ,-.., q,~)- 
Assume that an output probability vector q be given. Then in what cases 
can we find an input probability vector p which realizes this output assignment 
through the channel ? For this, we can show the following. 
~LEMMA 2. Assume that rank(P) -~ r, and if necessary, rearranging rows 
and columns, the matrix R ~ (PiJ), i , j -~  1, 2,...,r, is regular. Let ei 
(i ~ 1, 2,..., n --  r) be nonnegative numbers with ~ i  ci ~ 1. Then we can f ind 
some input probability vector p for a given output probability vector q i f  and only i f  
det(R~R) ) 0, j = 1, 2,..., r (6) 
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holds, where Rj is defined by replacing thejth row of R by (ql', q2',..., q/), 
q/ -~q j - -  ~ ci-rPij, j=  1,2,...,r. 
i=r+l  
Pro@ Since rank(P) = r and det(R) =/= 0, there exists a unique system 
{7r3~ } such that 
Pis = ~ ~r~kPik , i = 1, 2,..., n; 
/c=l 
j=r+l , r+2, . . . ,m.  
Thus for j  = r -1- 1,..., m, 
?z 
i=i i= l  lc=l ?c=l i=1 k=l 
(7) 
Consider the equation of pi's 
q~ = ~ PiPij , j=  1,2 .... , m. 
The solution p, always satisfies ~i*'=i Pi = 1, so that we have only to solve 
qj' ---- )_, PiPij , j -~ 1, 2,..., r, (8) 
i=l  
where q~' ---- qj --  ~i=~+l ci_~pij, j = 1, 2,..., r. Clearly, (8) has a solution 
pj =- det(Rs)/det(R), which requires to hold (6). 
On the other hand, if (6) holds for the given q and ci, i ~- 1, 2 ..... r, (8) 
always gives a proper solution. Q.E.D. 
Especially, if the last (n --  r) rows of P need not be considered in the 
capacity calculation, we can at least let c~ -= 0 for all i and we can apply q~- 
directly in place of qj. 
3. REGULAR CHANNEL 
Now consider a special form of the channel matrix P -  (PiJ), 
i , j  ~- 1, 2,..., n. In this case Muroga (1953) studied a fundamental method of 
the calculation of the capacity. We state here a necessary and sufficient 
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condition for the application of this method. Let hi (i = 1, 2, ..., n) be the 
entropy of the ith row of the channel matrix P. Let Pa" be the matrix obtained 
by replacing thejth column of P by *(hi, h2 ,..., h~). 
Assume that the capacity can be achieved using just n rows. Then Lemma 1 
asserts that the equations 
i PiJ log = C, i = 1, 2,.., n Pi_j_J 
j=l qJ 
must hold. Let Xj = --log 2Cqj. Clearly, it becomes 
~, p i jX j  = h i ,  i = 1, 2,.. . ,  n. (9) 
~1 
Since det(P) ~ I P I # 0, we have immediately 
Xj = I PJ l/l P 1, j = 1, 2,..., n. (10) 
However, in general, (10) cannot always give a proper, corresponding input 
probability vector. Here "proper" means that the input vector has really the 
properties of a probability measure. Thus, if the corresponding input vector 
is proper, the above method irectly gives the capacity defined 
C = log ~ 2 -le~lllel. (11) 
i~1 
For simplicity, we call this calculating method Muroga's method. Using 
Lemma 1 and Lemma 2, we have 
COROLLARY 1. Let P be a regular channel matrix of the size n × n and let 
Q~ be the matrix defined by replacing the jth row of P by 
(2-1ell/lel, 2-1P21/IPI,..., 2-1P~l/lel). 
Then the capacity of the channel can be found by Muroga's method irectly if 
and only if 
det(QjP) >/0, j = 1, 2,..., n (12) 
holds. 
This condition may not be a simple criterion, however, it seems to be 
useful in studying some sufficient conditions for the channels which achieve 
the capacity given by (1 1). 
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COROLLARY 2. Let  P be g iven as 
b 1 - -b  
with  a 4- b ~ 1 and  0 ~ a, b ~ 1. Then  it  a lways achieves the capacity 
def ined by (11) and 
C - -  (bh 1 + ah2)/(1 - -  a - -  b) + log(2 -la/(1-~-~) 4- 2-t~/(1-~-~)). 
Proof .  Consider the equations 
(1--a) X l + aX~ = h 1 
6x l  + (1 - b) X2 = h~, 
where h 1 = -a  log a - (1 - a) log(1 - a) and h 2 ~ -b log b - (1 - b) log O - b). 
Then  we have 
)21 ~ - - (bh l  4- ah2)/(1 - -  a - -  b) 4- h~/(1 - -  a - -  b) 
and 
X 2 = - - (bh~ + ah2)/(1 - -  a - -  b) + h2/(1 - -  a - -  b). 
Clearly, we have only to check the vector 
(A, B) = (2 -ht/(~-~-~), 2-h~/(1-~-b)). 
Since we have 
sign(det(Q1P)) = sign((1 - -  a - -  b)((1 - -  b) A - -  bB) 
and 
sign(det(Q~P)) = sign((1 - -  a - -  b ) ( - -aA  4- (1 - -  a)B)),  
we can see that the assertion is true, using the equalities 
log(1 - -  b) A /bB  = (a log a/(1 - -  b) + (1 - -  a) log(1 - -  a)/b)/(1 - -  a - -  b) 
and 
log(1 - -  a) B /aA  = (b log b/(1 - -  a) 4- (1 - -  b) log(1 - -  b)/a)/(1 - -  a - -  b). 
Q.E.D. 
COROLLARY 3. A regular symmetr ic  hannel  wi th  n × n matr ix  achieves the 
capaci ty  C = log n - -  h w i th  equal ly l ikely inputs and  outputs,  where h is the 
entropy o f  the row. 
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4. NONREGULAR CHANNEL 
Let  P = (pig') have the size n × m. Assume that rank(P)= r and 
R = (Pij)i,9'=a,~ ..... ,. is regular. ( I f  necessary, rearrange rows and columns). 
Clearly, there exist unique coefficients {A~+t,~} and {%+~.~} such that 
P~+t,~ = ~,  A~+~,~p~,  t = 1, 2 , . . . ,  n - -  r; j = 1, 2 . . . . .  m.  (13)  
k=l 
and 
t = 1, 2,..., m - -  r; 
7c~1 
Thus,  
i = 1, 2,.. . ,  n. (14) 
qr+*= ~r~+~,~q~, t= l ,2  .... ,m- - r .  (15) 
3:=1 
Assume that the channel with P attains the capacity using just the first s 
rows. Then  by Lemma 1, it is required that s ~ r. Here we assume that the 
same rows are reduced to one row. In fact, i fs  > r and the rows o f i  = r + 1, 
r + 2,..,, s are chosen for this requirement,  here do not exist qg"s satisfying (4) 
in Lemma 1 unless 
hi = ~ Ai~hl~, i = r + 1, r + 2,..., s (16) 
k=l 
holds. However, if  (16) holds, clearly we can reduce these (s - -  r) rows. 
Moreover,  it must  be remarked that the capacity attaining output  probabi l i ty  
vector is contained in the convex hull of l inearly independent  rows of P. 
Now, let Xg' = - - log  2Cqj ( j  = 1, 2,..., m) and consider the equations 
q~z 
pi jXg'  = h i ,  i = 1, 2 . . . . .  s 
j=l 
( i)  
m 
~ pijXg' <.~ ht , i = s + l, s + 2,..., n 
1=1 
and 
( i i )  
pijXg' = h i , i = 1, 2 ..... r 
j=l 
m 
~,p i jXg '<~hi ,  i=r+l , r+2, . . . ,n  ( s~<r) .  
9'=1 
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Assume that the X/s  satisfying (I) really give the capacity and the corre- 
sponding input vector becomes P = (P l ,P2  .... ,ps,0, . . . ,0) ,  Pi > 0, 
(i = 1, 2,..., s), ~.,~=lPi = 1. Then condition (I) is necessary and sufficient. 
On the other hand, since rank(P) = r with det(R) v~ 0, the X /s  satisfying (II) 
can be determined uniquely and they also satify (I). Thus if, at least, the last 
(n --  r) rows are taken off, they must at least satisfy (II). On the contrary, if 
(II) holds, we can take off at least the last (n --  r) rows in calculating the 
capacity. Therefore we have the following theorem. 
THEOREM 1. Let P be a channel matrix of the size n × m with the rank r and 
det(R) @ 0. Let hi be the entropy of the ith row (i = 1, 2 , . ,  n) and Zr+~, 
(t = 1, 2 , . . . ,n -  r; k = 1, 2 , . ,  r) be the combination coefficient of the 
(r + t)th row with respect to the kth row. Then we can calculate the capacity 
taking off at least the last (n --  r) rows if  and only if 1 
i A,,+~.khk <~ hr+t, t = 1, 2 ..... n --  r (17) 
holds. 
This condition becomes necessary and sufficient for the selection of the 
rows if the corresponding first r input probability assignments are all positive. 
Moreover, if more than two different submatrices of P each containing its 
regular R can be found using (17), we can further abolish the rows which 
are not contained in common in each of the submatrices. 
Proof. By the earlier discussions, we see that at least the last (n --  r) rows 
can be taken off if and only if (II) holds. Since rank(P) = r and det(R) =/= 0, 
we see at once that (13) holds. Therefore, we have 
j=l j=l k=l 
k=l j=l 
= ~ A,.+t,kh~ <~ h~+~, t = 1, 2,..., n --  r. 
k=l  
Thus (17) holds if at least the (n -- r) rows are to be omitted. 
1 I t  must  be remarked that the sufficiency of this condit ion was proved independent ly  
by Cheng in 1974. The  above shows that we need not consider the other sufficient 
condit ions for the selection of r rows. 
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On the contrary, if (17) holds, we have 
p,.+,dXj <~ hr+~, (t = 1, 2,... ,  n - -  r) 
j= l  
under 
p i jX j  = h i ,  (i = 1, 2,... ,  r). 
j= l  
Therefore, we can take off at least the last (n --  r) rows by (I). 
Now, show that further abolition of the rows can be expected if more than 
two different submatrices fil (~(~)~ fil (J) = ~i j  , ' " ,  = (P i t )  each having its own 
regular submatrix R 1 ,..., R s can be found. Without any loss of generality, 
l e t f  = 2 and let the following equations be satisfied. 
p}jl)Xj = h~ a), i = 1, 2 .... , r  (18) 
j= l  
~p}2)X  i 1, 2 ..... r. (19) h(~) 
J= l  
Since R 1 and R 2 are assumed to be regular, we can get each of the solutions 
X1, X~ ,..., X~ from (18) and (19) using (15), respectively. Then we see that 
the solution of (18) is not equivalent to that of (19) except for the trivial case 
in the sense of (16). In fact, for the rows in/~2 which are different from any 
rows in/~1, we can represent them by the linear combinations of the rows 
in i l l ,  so that we can find from (19) the same solution as that of (18), if and 
only if the entropies of the corresponding rows in/~z are their own linear 
combinations of h~ 1), i = 1, 2,..., r. However, such a case is trivial, and 
otherwise, the solutions are not the same. Thus we must abolish them. This 
is derived from the fact that the capacity can be attained whichever/51 or 
i6~ is selected. Just in the same way, using the revised/~2, we see that the 
rows which are contained both in/~1 and/~2 are to be selected. In fact, the 
revised (15) must be used. Q.E.D. 
TI-IEOREM 2. Condition (17) is equivalent o the next two requirements under 
the same conditions as in Theorem 1. 
r 
y p~#? = h , ,  i = 1, 2 , . . . ,  r (20)  
j= l  
~ p~+,,~Xj ° <~ hr+,, t = 1, 2 ..... n - -  r. (21) 
j= l  
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Proof. Using (13), we have from (21) 
h~+~ >~ ~ pr+,.jX 9
j=l  
5~1 k=l k~l j=l k=l 
Moreover, the above requirements are derived from (II) directly. Let 
Xr+t = at ,  t = 1, 2,..., m - -  r. Then clearly, we have 
Xj = Xj ° - -  ~, a~_~%j, j = 1,2,..., r, (22) 
k=r+l 
where X~ ° is determined by (20) and 7rkj is the combination coefficient of the 
kth column with respect o thejth column. In addition, at's (t = 1, 2,..., m - r) 
are determined by the next transcendental equations: 
2-~ = ~r~+t,52-x0+, ~=~+~r' - ,~k j  , t = 1, 2 . . . .  , m - -  r .  (23)  
5=1 
Then we have 
5=1 3--1 5=r+1 
= ~ Pr+t,5 X~ ° - -  a1~-,%5 + p~+t,~aj_~ 
5=1 k=r+l  j=r+l  
d=l 5=~+1 k=l  
= ~ P~+t,sXj ° ~ h,.+t. Q.E.D. 
3"=1 
COROLLARY. I f  Z,~+t,~ >~ 0 (k = 1, 2,..., r) holds for  some t in  a choice of  R,  
we can immediately omit that row. 
Proof. Using the convexity, we see that 
Ar+t,~hk ----- ~+t,k PkJ l°gpkJ ~ Ar+t,~ Pk~ l°gpr+t,~" 
k=l  k=l  k=l  
= A~+t.kp~s logp~+~,j = --~ Pr+~,J log pr+~,j = h~+t • 
5=1 k=l  5=1 
Q.E.D. 
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Our results eem to be useful for the reduction of the rows to a regular case. 
But unfortunately, direct computation does not go through without solving 
the transcendentral equations like (23) such that 
2 -"* = ws+ej-xk °+ z ~J-,~J,0 t = 1 2,..., m - -  s, (24) 
k=l 
and making one more check for the inputs corresponding to the X j .  Thus  it 
appears to be more effective if we use our reduction rule just before applying 
the comput ing algorithm. 
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