Abstract-For a class of homogeneous hybrid systems we present a generalization to the hybrid systems framework of Chetaev's theorem and we propose a set of Lyapunov-like conditions for studying instability of the point xe = 0 and overshoots of solutions (namely when the norm of the solution vector x at some time instant exceeds the norm of the initial condition of x). Based on these results, we design a sum of squares algorithm that constructs a suitable Lyapunov-like function to fulfill such conditions.
I. INTRODUCTION
Hybrid systems combine continuous processes whose dynamics depends on differential equations, and discrete processes whose behavior depends on a specific transition relation. A mass subject to Coulomb friction, robots controlled by a finite state machine, electrical circuits that combine analog and digital components, are all examples of systems that combine continuous and discrete processes and that can be conveniently characterized within the hybrid systems framework.
Several models of hybrid systems can be found in the literature, [5] , [7] , [13] , [17] . Here we consider the framework outlined in [9] for which several structural results have been developed [11] , [23] , [24] and partially summarized in [10] . Although several new phenomena arise from the interaction of continuous and discrete dynamics, important results on stability theory like Lyapunov-like tools, invariance principles and converse theorems, have been generalized to the hybrid systems framework, [1] , [2] , [3] , [6] , [11] , [23] .
Here we propose a Lyapunov-like approach to study properties of solutions to a particular class of homogeneous hybrid systems [27] in the neighborhood of the point x e = 0. We analyze the following cases: (P1) Solutions that do not satisfy the classical (δ, ε)-stability property, that is, solutions for which there exists ε > 0 and U ⊂ R n , such that for each δ > 0, and each initial condition belonging to U ∩δB, the solutions eventually leave εB, no matter how small δ is. (P2) Solutions that grow unbounded, that is, solutions for which there exists a set U ⊂ R n such that, for any given ε > 0, δ > 0, and for any initial condition in U ∩ δB, the solutions eventually leave εB, no matter how big ε is.
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(P3) Solutions that grow by a factor ρ > 1, that is, solutions for which there exists a set U ⊂ R n such that for any initial condition belonging to U, the solution's distance to the origin is eventually bigger than ρ times the distance of the initial condition to the origin. Such behavior is denoted as overshoot. (P1) is analyzed by proposing a Chetaev-like theorem [14, Theorem 4.3] generalized to the hybrid systems framework. (P2) and (P3) are addressed by following a Lyapunov-like approach, that is, by defining a set of conditions whose satisfaction, in a suitable subset of the state-space, guarantees (P2) or (P3). Based on such theoretical results, we propose a sum of squares algorithm [20] to fulfill such conditions.
The use of sum of squares algorithms in control and, in particular, the use of sum of squares algorithms to construct Lyapunov functions, is well developed. See for example [18] , [22] , [25] , [26] , [19] . A study of solutions behavior with sum of squares, not related to stability problems, can be found in [21] , where safety problems are taken into account (namely problems in which solutions must not enter a given subset of the state space or they must reach some particular subset of the state space). A similar approach based on approximations of solutions with polyhedra is proposed in [4] .
Here, relying on (P1), (P2), and (P3), we characterize the behavior of solutions whose initial condition belongs to the neighborhood of the point x e = 0, thus characterizing in an indirect way the stability of the point x e . Indeed, if (P1) or (P2) occur, then x e is unstable. (P3) refers to properties of convergence of solutions to x e . In fact, overshoots with a large factor ρ do not necessarily indicate instability, while they can be considered as a characterization of the convergence properties of the solutions from a neighborhood of x e (large overshoots can be interpreted as a sign of poor performance). Finally, the sum of squares algorithms presented below can be used to check whether or not this kind of phenomena occurs.
The work is organized as follows: the hybrid systems framework and some useful definitions are introduced in Section II. The main theoretical results are presented in Section III. The sum of squares algorithm is developed in Section IV. The conclusions follow.
the flow set and the jump set, while F : R n ⇉ R n and G : R n ⇉ R n are set-valued mappings, respectively, the flow map and the jump map. F and G characterize the continuous and the discrete evolution of the system, that is, the motion of the state, while C and D characterize subsets of R n where such evolution may occur. A hybrid system H can be conveniently represented as follows
Intuitively, the state either flows continuously through C, by following the dynamic given by F , or it jumps from D, according to G. Such alternation of jumps and flow intervals can be conveniently characterized by using a generalized notion of time, called hybrid time.
In what follows, we recall the notions of hybrid time and of solution to a hybrid system. For details, see [9] , [10] , [11] . Definition 1: A set E ⊆ R ≥0 × N is a hybrid time domain if it is the union of infinitely many intervals of the form [t j , t j+1 ] × {j} where 0 = t 0 ≤ t 1 ≤ t 2 ≤, . . . , or of finitely many such intervals, with the last one possibly of the form
Definition 2: A hybrid arc x is a map x : dom x → R n such that (i) dom x is a hybrid time domain, and (ii) for each j, the function t → x(t, j) is a locally absolutely continuous function on the interval I j = {t : (t, j) ∈ dom x}. A hybrid arc x : dom x → R n is a solution to the hybrid system H if x(0, 0) ∈ C ∪ D and (i) for each j ∈ N such that I j has a nonempty interior,
(ii) for each (t, j) ∈ dom x such that (t, j + 1) ∈ dom x, x(t, j + 1) ∈ G(x(t, j))
A solution ξ to a hybrid system H is nontrivial if dom ξ contains at least one point different from (0, 0); maximal if it cannot be extended, that is, there are no solutions ξ ′ to H such that dom ξ is a proper subset of dom ξ ′ and ξ ′ (t, j) = ξ(t, j) for each (t, j) ∈ dom ξ; complete if dom ξ is unbounded.
We consider the following standing assumption.
Assumption 1 (Basic Assumption):
The hybrid system H of equations (1), satisfies the following properties:
n is an outer semicontinuous set-valued mapping, locally bounded on C and, for each x ∈ C, F (x) is nonempty and convex. 3) G : R n ⇉ R n is an outer semicontinuous set-valued mapping, locally bounded on D and, for each x ∈ D, G(x) is nonempty. Regularity of solutions has effects also on stability theory. See [11] , [23] .
A key notion used in the paper is the homogeneity of a hybrid system [27] , [12] .
Definition 3: A hybrid system (1) is homogeneous with respect to the standard dilation if for each λ > 0 and x ∈ R n (i) if x ∈ C then λx ∈ C, and ∀f ∈ F (x), λf ∈ F (λx); (ii) if x ∈ D then λx ∈ D, and ∀g ∈ G(x), λg ∈ G(λx).
Finally, following [10] , for a hybrid system H, the point x e = 0 is (i) stable if for each ǫ > 0 there exists δ > 0 such that any solution x to H with |x(0, 0)| ≤ δ satisfies |x(t, j)| ≤ ǫ for all (t, j) ∈ dom x; (ii) pre-attractive if there exists δ > 0 such that any solution x to H with |x(0, 0)| ≤ δ is bounded and x(t, j) → 0 as t + j → 0 whenever x is complete. (iii) pre-asymptotically stable if it is both stable and pre-attractive. Finally, we say that x e is unstable if it is not stable.
III. OVERSHOOTS AND INSTABILITY
The following theorem is a generalization of Chetaev's Theorem [14, Theorem 4.3] to hybrid systems of the form (1). Thus, it can be used to characterize the instability of x e = 0 and it is related to (P1) in the introduction (the proof of the theorem is omitted due to space constraints).
Theorem 1 (Chetaev-like theorem): Consider a hybrid system H given by (1). Let V : R n → R be a continuously differentiable function in C ∪ D. Choose r > 0 and define
Then x e = 0 is unstable. The following theorem provides a set of Lyapunov-like conditions for studying overshoots of solutions to hybrid systems of equations (1) that are homogeneous with respect to the standard dilation (Definition 3). The conditions are parameterized by c > 0 and ρ > 1, which define the set A c,ρ = {x | c ≤ |x| ≤ ρc} in which the conditions must be satisfied. The conditions of the theorem guarantee that at least one solution ξ to H with initial condition satisfying c ≤ |ξ(0, 0)| ≤ c + ε grows to satisfy |ξ(T, J)| ≥ ρc, for some given (T, J) ∈ dom ξ. Thus, Theorem 2 is related to point (P3) of the introduction.
Theorem 2: Consider a hybrid system H given by (1), homogeneous with respect to the standard dilation. Let ℓ ∈ R >0 , c ∈ R ≥0 , ε > 0 and ρ > 1 be such that ρc > c + ε and, for some continuously differentiable function V : R n → R,
where
Then, for each λ> 0, there exists a solution ξ to H such that |ξ(0, 0)| = λ(c + ε) and |ξ(T, J)| ≥ λρc, for some (T, J) ∈ dom ξ.
Note that, for ε ≪ c, the conditions of the theorem guarantees that there exists an entire set of initial conditions (a ray excluding the origin) from which the solutions grow of (almost) a factor ρ. The meaning of those conditions can be explained by looking at Figure 1 , where we consider the case of a planar hybrid system for which the conditions of Theorem 2 are satisfied. When ε ≪ c, Conditions (i) and (ii) guarantee that there is a point in the set {x | V (x) = ℓ} that is close to the circle of radius c. Conditions (iii)-(vi) guarantee that no solution can stay forever in U , that is, in the intersection of the gray colored set of Figure 1 with the annulus c ≤ |x| ≤ ρc. By adding a simple condition to Theorem 2, whose key point is to guarantee that {x | |x| = ρc} ⊆ {x | V (x) > ℓ}, it is possible to characterize solutions that grow unbounded. Corollary 1 is related to points (P2) and of the introduction.
Corollary 1: Consider a hybrid system H given by (1), homogeneous with respect to the standard dilation. Under the hypothesis of Theorem 2, if conditions (i)-(vi) hold and the following condition is satisfied (vii) min |x|=ρc V (x) > ℓ, then each solution to H with initial condition in C ∪ D \ {0} grows unbounded.
Remark 3: It is important to mention that Theorems 1 and 2, and Corollary 1 characterize the behavior of all the solutions from a subset of C ∪D. Indeed, consider the system with state
T defined as
In this case, for any given δ > 0, the hybrid arc ξ 1 (t, 0) = [ δe t 0 ] T , t ≥ 0, is a solution to H from the initial condition
T . Thus, x e is unstable. Despite the instability of x e , Theorem 1 does not apply. In fact, from any given initial condition x 0 ∈ R 2 , the hybrid arc ξ 2 (0, 0) = x 0 , ξ 2 (0, j) = 0, for each j ∈ Z, j > 0, is a solution to H. Thus, Condition (ii) of Theorem 1 cannot be satisfied.
Theorem 3: Consider a hybrid system H given by (1), homogeneous with respect to the standard dilation. Under the hypothesis of Theorem 2, if Conditions (ii)-(iv),(vi) of Theorem 2 are satisfied and Condition (i) is replaced by max |x|≤c V (x) ≤ ℓ, then the conclusion of Theorem 2 still holds. Moreover, if Condition (vii) of Corollary 1 is also verified, than the conclusion of Corollary 1 still holds.
IV. SUM OF SQUARES ALGORITHMS
In what follows we consider a specific class of homogeneous hybrid systems for which flow set and jump set are defined as the union of closed polyhedral cones, and flow map and jump map are defined, respectively, as the convex hull and the union of several linear vector fields. Then, we propose a sum of squares algorithm to find a function V that fulfills the conditions of Theorem 2 for the class of hybrid systems considered.
Let i be an index number in N, and let R (i) be a closed set defined as follows
where r (i) belongs to N and m
is a row vector, for each j = 1, . . . , r (i) . Then, we consider hybrid systems given by (1) whose flow and jump sets are defined as
where I C , I D are disjoint and finite index sets 1 . Moreover, we consider flow and the jump map defined as follows. Consider the following set-valued maps F i : R n ⇉ R n , for i ∈ I C , and
where F ik ∈ R n×n and r F ∈ N.
• for each i ∈ I D ,
where G ik ∈ R n×n and r G ∈ N. Then, flow and jump mappings, F : R n ⇉ R n and G : R n ⇉ R n , can be constructed as
Note that F (x) reduces to F i (x) when x belongs only to one cone R (i) , for some i ∈ I C . The same holds for G(x). Claim 1: A hybrid system H of equations (1), (4) 
where N ∈ N and, for each i = 1, . . . , N , A i ∈ R n×n and C i is a conic subset of R n . Such systems can be easily defined within the class of hybrid systems considered above, by defining F i (x) = A i x if x ∈ C i and F i (x) = ∅ otherwise, for each i = 1, . . . , N .
For the class of hybrid systems given by equations (1), (4)- (8) we propose a sum of squares algorithm to construct a function V that satisfies the conditions of Theorem 2. For instance, (i) the input of the algorithm is filled by the data of the hybrid system H, by some parameters ε, c, ρ, d 1 and d 2 , and by the 3-tuple (case, k 1 , k 2 ) (section INPUT of the algorithm). (ii) A set of inequalities is then constructed (section CONSTRAINTS of the algorithm). (iii) A semidefinite program solver runs over such inequalities. A solution is computed by relaxing the satisfiability problem of the whole set of inequalities to a sum of squares decomposition problem. The sum of squares decomposition problem is then solved by using a semidefinite program solver. (iv) If the solver finds a solution, the set of constraints is feasible (section OUTPUT of the algorithm). Thus, a function V is constructed and it satisfies the conditions of Theorem 2. The construction of the inequalities in the algorithm is based on the following polynomials q(x), ∆ 1 (x), and ∆ 
Then, q(x) is a polynomial defined as
where q 0i belongs to R, for each i ∈ {1, . . . , n}. Definition 5: For each ε 1 , ε 2 ∈ R ≥0 , let ∆ 1 (ε 1 , ε 2 , ·) : R n → R be a map defined as
Definition 6: For any given i ∈ I C ∪ I D , the function ∆ (i) 2 (x) : R n → R is defined as follows
where, for any given combination of indices j,k,. . . , p j , p jk , . . . denote functions in R n → R ≥0 , defined by nonnegative polynomials of a given degree. We refer to the whole set of polynomials p j , p jk , . . . by using the name slack polynomials.
By suitable conditions on elements of Q and on elements of [q 01 . . . q 0n ], q(x) can be interpreted as a function of x that is positive in some subset of R n . Specifically, the 3-tuple (case, k 1 , k 2 ) at the input of the algorithm will be used to define some specific conditions on Q and on [q 01 . . . q 0n ] that force q(x) to be greater than zero in some subset of R n . For example, consider a planar space and assume q 11 +q 22 > 0 and q 12 = 0. Then, q(x) = q 01 x 1 +q 02 x 2 +q 11 x 2 1 +q 22 x 2 2 is positive in a conic subset of R
2 . An example is summarized in Figure 2 .
while it is possibly negative for x / ∈ R (i) , based on the particular configuration of the slack polynomials. ∆ 1 (ε 1 , ε 2 , x) is positive for ε 1 ≤ |x| ≤ ε 2 , and is strictly negative otherwise. A planar example of subset of R 2 with positive ∆ 1 and ∆ 2 is in Figure 3 . ∆ 1 and ∆ 2 are used in Algorithm 1 for relaxing the conditions on V to hold only in a subset of R n .
2 (x) < 0 possibly Fig. 3 . Subsets of the state-space related to the sign of ∆ 1 and ∆ 2 .
With the quantities q(x), ∆ 1 (x), and ∆
2 (x), the algorithm can be characterized as follows. Note that each inequality of the algorithm below can be divided into two parts: the first part defines some constraints on V while the second part uses ∆ 1 , ∆ (i) 2 and q to require the satisfaction of such constraints only in a specific subset of R n .
Algorithm 1:
INPUT: data F, G, C, D of the hybrid system H; constants ε, c, ρ ∈ R >0 , with ε ≪ c and ρ > 1;
OUTPUT: feasibility of the sum of squares problem. VARIABLES: scalars ℓ; polynomials V (x), s
1 (x), for each i in I C and k ∈ {1, . . . , r F }, s (ik) 2 (x) for each i in I D and k ∈ {1, . . . , r G }, s 3 (x), s 4 (x), and s
6 (x), for each i in I D , and all the slack polynomials. CONSTRAINTS: let V (x) be a polynomial of degree d 2 . Let ǫ be a scalar variable.
• ∀i ∈ I C , ∀k ∈ {1, . . . , r F }, let s
6 (x) ≥ 0 (15) • q(x) satisfies the following inequalities: (13), (14) and ( 2 (x) used in an inequality that involves G ik1 in (14) must not be confused with slack polynomials of ∆ (i) 2 (x) used in an inequality that involves G ik2 in (14), with k 1 = k 2 .
Remark 6: Despite the number of indices, the algorithm is much more simple in practical cases. For example, if differential equations replace differential inclusions, for each cone, then k = 1 in (13) and (14) .
Suppose now to run Algorithm 1 and to find a feasible solution to the set of inequalities constructed by Algorithm 1. Then, (i) by (13) and (14), the derivative of V (x) is positive, for each x ∈ C and each f ∈ F (x) such that c ≤ |x| ≤ ρc. The difference V (g) − V (x) is positive, for each x ∈ D and each g ∈ G(x) such that c ≤ |x| ≤ ρc. Inequalities (13) and (14) are related to Conditions (iii) and (iv) of Theorem 2.
(ii) By (16), q(x) is not a non-positive function. To see this, note that if Q is not negative semi-definite, then there exists a conic subset of R n such that q(x) > 0. And so, inequalities (16) each break a necessary condition for negative semidefiniteness of Q. (iii) The first inequality of (15) guarantees that V (x) ≤ ℓ for each c ≤ |x| ≤ c + ε. Thus, it is related to Condition (i) of Theorem 2. The second inequality of (15) guarantees that V (x) > ℓ for some c + 2ε ≤ |x| ≤ c + 3ε. Then, V (x) = ℓ in at least one point of c + ε ≤ |x| ≤ c + 2ε. Thus, it is related to Condition (ii) of Theorem 2. (iv) If the system H jumps from a state x in {x | c ≤ |x| ≤ ρc} to a state g in {x | |x| ≤ c}, then the second to the last inequality of (15) guarantees that V (x) ≤ ℓ. Therefore, the system cannot jump from the set {x | V (x) > ℓ} ∩ {c ≤ |x| ≤ ρc} to the set {x | |x| < c}. Thus, that inequality is related to Condition Algorithm 1 can be modified to construct a function V that fulfills the condition of Corollary 1. For instance, by replacing the second inequality of (15) with
and by deleting (16), the following proposition hold. Proposition 2: For any given hybrid system H defined by equations (1), (4) Remark 7: According to Theorem 3, Algorithm 1 still works if we delete the fifth inequality of (15) and we replace the first inequality of (15) with ℓ − V (x) − s 3 (x)((c + ε)
2 − x T x) ≥ 0. Remark 8: By (13) and (14), Algorithm 1 searches for a function V whose directional derivative and increment are both positive in c ≤ |x| ≤ ρc. According to Theorem 2, such conditions on V can be relaxed by requiring that both directional derivative and increment of V are positive only in a suitable subset of R n . It follows that Algorithm 1 is conservative.
Remark 9: A candidate solution to the set of inequalities of the algorithm is computed within the limits of floating point computation. By [16] , it is possible to check if this candidate solution is indeed a solution to the set of inequalities of the algorithm. See 0 −1 x ≥ 0 . We increase λ r progressively so that the continuous dynamics of the hybrid system is characterized (i) by an asymptotic stable system, (ii) by a stable system and (iii) by an unstable system. We use Algorithm 1 to estimate the overshoot of H. For instance, we study H for increasing values of λ r and, for each λ r , we run several times Algorithm 1 (for c = 0.5 and d 2 = 10) looking for the greatest values of ρ for which the set of constraints is still feasible. Some level sets of the function V (x) constructed by Algorithm 1 are summarized in Figure 4 . Note that, although some solutions to the hybrid system go unbounded for λ r = 2 and λ r = 4, the greatest value achieved for ρ is finite. Comments on this result are in Remark 3.
V. CONCLUSIONS We have shown a set of local conditions for studying solutions of a class of homogeneous hybrid systems in a neighborhood of the point x e = 0. Based on such results we proposed a sum of squares algorithm to fulfill such conditions.
