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ABSTRACT 
The interfaces of neat water and aqueous solutions play a prominent role in many technological 
processes and in the environment.  Examples of aqueous interfaces are ultrathin water films that cover 
most hydrophilic surfaces under ambient relative humidities, the liquid/solid interface which drives many 
electrochemical reactions, and the liquid/vapor interface, which governs the uptake and release of trace 
gases by the oceans and cloud droplets.  In this article we review some of the recent experimental and 
theoretical advances in our knowledge of the properties of aqueous interfaces and discuss open questions 
and gaps in our understanding.    
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1. INTRODUCTION 
Aqueous interfaces are ubiquitous in nature and technology. Processes at aqueous interfaces are 
paramount to the understanding of the most challenging questions in, e.g., atmospheric science, 
geochemistry, electrochemistry, and corrosion. For instance, about 50% of CO2 from anthropogenic 
sources are taken up by the earth’s oceans, where the initial steps of this process happen at the air/ocean 
interface.1  Another example are electrochemical reactions, which are controlled by the characteristics of 
the liquid/solid interface, in particular the properties of the electric double layer.2  Our knowledge of the 
fundamental physical chemistry of aqueous interfaces is very limited compared to that of solid surfaces. 
Although substantial progress has been made over the past decades, the investigation of these interfaces is 
still a challenge, both using experimental and theoretical methods.  One experimental challenges is the 
high vapor pressure of aqueous solutions at ambient temperatures, which complicates – though no longer 
prevents – the application of many of the standard surface science techniques that have been successfully 
used to characterize clean and adsorbate-covered metal, semiconductor, and oxide surfaces.  A further 
 
Figure 1.  Schematic representation of aqueous interfaces discussed in this review. Examples for (a) 
liquid-solid, (b) liquid-vapor, (c) thin water films under ambient relative humidity, and (d) the liquid-
like layer on ice.  Although the presence of ions is indicated here, there are a number of model studies 
on neat water where ions are not present. 
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complication is the preparation of clean aqueous interfaces under controlled conditions, which is difficult 
due to the elevated background pressure and limited pumping as well as fast diffusion in liquids that 
allows trace amounts of bulk contaminants to rapidly accumulate at the interfaces.  Theoretical modeling 
of aqueous solution interfaces is also more challenging compared to that of a solid/adsorbate interfaces 
due to, e.g., the high fluctuations in the atomic positions in a liquid which requires the sampling of many 
different configurations, as well as the existing difficulty to adequately describe the intermolecular 
interactions between water molecules. 
The most commonly encountered aqueous interfaces are schematically depicted in Figure 1.  The 
liquid/solid interface (Fig. 1a) plays a crucial role in processes as diverse as photoelectrochemical 
reactions, the weathering of rocks, and corrosion, and its investigation is arguably the biggest challenge in 
surface science in the years ahead.3,4  A detailed understanding of the properties of the liquid/solid 
interface under operando conditions and on the molecular scale is still lacking. A complete investigation 
of heterogeneous processes at liquid/solid interfaces requires measuring the chemical composition of four 
distinct regions: (1) The bulk liquid, (2) when present, the electric double layer at the interface, (3) the 
solid interface in contact with the liquid, and (4) the sub-surface region of the solid.  In particular the 
direct measurement of the chemical species and electric potential distribution across the electric double 
layer is a major challenge. Experimental measurements of the narrow (a few nanometers wide) interfacial 
region is complicated by the requirement to enhance the signal from the interface over those of the 
adjacent bulk liquid and solid phase. The properties of the electric double layer and the near-interface 
region of the adjacent solid substrate govern mass and charge transport across the interface and thus the 
rates of, e.g., catalytic reactions and corrosion processes.   
Liquid/vapor interfaces (Fig. 1b) play a major role in particular in natural processes. For example, 
they strongly influence the abundance and reactivity of trace gas molecules that drive heterogeneous 
processes in atmospheric and environmental chemistry. The chemical composition of the aqueous 
solution/vapor interface can vary significantly from that of the bulk due to, e.g., differences in the 
propensity of different ions for the interface, which has direct implications for the modeling of 
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atmospheric reactions.  Surfactants can alter the propensity of the ions for the interface5 and also strongly 
influence condensation and evaporation rates.6 To date, little is known about the concentration of a wide 
range of solution phase species at the liquid/vapor interface. Even less is known about the fundamental 
pathways in heterogeneous reactions of gas phase species at liquid/vapor interfaces. Widely-used 
atmospheric science experimental techniques monitor changes in the gas phase composition to conclude 
upon reactions at the liquid/vapor interface, but do not provide direct information about the reaction 
products and other properties of the liquid/vapor interface. However, recent combined non-linear optical 
spectroscopy, X-ray-absorption and photoemission spectroscopy experiments with molecular dynamics 
simulations have over the last decade provided new details about the chemical composition of aqueous 
solution/vapor interfaces as a function of bulk concentration, pH and the presence of surfactants.7 
Intimately related to the properties of liquid/solid and liquid/vapor interfaces are the initial stages of 
water reaction with and adsorption on solid substrates, from which with increasing solution film thickness 
the bulk liquid/solid and liquid/vapor interfaces develop.  In the limit of very thin (~nm) solution layers, 
the liquid/solid and liquid/vapor interfaces interact and jointly determine the properties of the thin 
solution film (see Fig. 1c).  This is the situation for solid surfaces at ambient relative humidity, where – 
depending on the surface properties of the substrate – a thin water or solution layer is formed, which 
diverges to a macroscopically thick film (wetting or non-wetting) at the saturation relative humidity. 
Despite their great importance for, e.g., cloud nucleation and atmospheric corrosion, the initial reaction of 
water vapor with solid substrates (e.g., hydroxylation vs. water adsorption), the thickness and the 
structural properties of the thin liquid films as well as their influence on the chemical reactivity and 
physical properties of the host substrate are largely unexplored.  
The last example for an important and ubiquitous aqueous interface is the ice/vapor interface (Fig 1d), 
which plays a major role in many environmental processes, including thundercloud electrification, frost 
heave, and heterogeneous chemical reactions in the atmosphere and polar regions. The properties of ice 
surfaces under environmental and atmospheric conditions, in particular the presence of a liquid-like layer 
at the ice surface at temperatures close to the melting point, are still far from being understood – indeed, 
 8 
reported thicknesses of the liquid-like layer at temperatures close to the melting point vary by a factor of 
up to two orders of magnitude!8 This is partly due to the influence of adsorbates, which most likely 
influence the onset temperature for pre-melting, and which are difficult to quantify in current 
experiments. The interaction of trace gases with ice has also attracted considerable attention over the past 
decades due to its relevance for atmospheric and polar chemistry. Trace gases adsorbed on the ice surface 
may initiate, e.g., chemical and photochemical processes that are relevant for the ozone layer and the 
nitrogen oxide budget in the upper troposphere. On Earth, snow covered areas (especially the Arctic) act 
as sinks and sources for organic and inorganic trace gas species. Systematic investigations are essential 
that correlate the surface and near-surface chemistry and the properties of the liquid-like layer over the 
temperature range relevant to atmospheric and environmental science, i.e., >200 K, and relevant trace gas 
concentrations. 
This review briefly summarizes recent progress in these areas and emphasizes existing open questions 
and challenges to the experimental and theoretical investigation of aqueous interfaces, starting from well-
controlled low water coverages on single crystalline metal surfaces at low temperatures and under ultra-
high vacuum conditions, to thin water layers under ambient conditions, to the bulk liquid/solid and 
liquid/vapor interfaces, concluding with the ice/vapor interface.  Given the wide variety of aqueous 
interfaces and the vast number of original publications on this subject, only a subset of topics related to 
these interfaces are discussed; these topics were chosen for their relevance and also as representatives for 
a broad range of experimental and theoretical approaches that are being used to gain a deeper 
understanding of the properties and processes at aqueous interfaces. 
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2. ULTRATHIN WATER LAYERS AT METAL SURFACES 
The application of modern experimental surface science techniques and atomistic computer 
simulations has made water-metal systems the ‘fruit fly’ of the water-interfaces field, with detailed 
studies revealing the atomic structure of water at a number of metal surfaces. As a result we now know 
rather more about the behavior of water at metal interfaces than at many other surfaces, for example at 
oxide surfaces, which show more specific chemistry. Here we briefly describe some recent key results 
that have developed our understanding of the structures formed during water adsorption at low 
temperatures, before outlining questions still to be resolved. These systems have been reviewed 
before9,10,11,12 but the questions we would particularly like to address here include how water bonds to the 
substrate, the role of water-water versus water-solid bonding, the effect of lattice parameter and symmetry 
on the water networks formed, what is the molecular orientation of water at the interface, will water form 
an ‘icelike’ bilayer, does it dissociate and, finally, how does multilayer formation modify or restructure 
the interface layer?  
 
2.1 Introduction 
Water generally adsorbs weakly on transition metal surfaces, with a binding energy similar to that of 
water on bulk ice. A consequence of this weak interaction is that water is stabilized only by the 
combination of direct bonding with the metal and hydrogen bonding to other water molecules, allowing 
us to tune the interface from wetting to non-wetting by varying the metal and surface symmetry. For 
 
Figure 2. Schematic showing an ordered (√3 x √3)R30° water structure on a close packed surface. a) 
hypothetical water bilayer with H oriented away from the surface (‘H-up’) and b) a modified ‘H-
down’ structure.31  
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example Ag(111) and Cu(111) are hydrophobic and do not wet, whereas Cu(110) and Pt(111) form a 
stable water layer.9 The observation of a (√3 x √3)R30° structure on several close packed metal surfaces, 
and the close match to the lattice spacing of ice, led to the early suggestion that water adopts a simple 
hexagonal ‘icelike’ bilayer structure, shown in Figure 2a.11 This structure has half the water bound atop 
the metal atoms, via the O, while the upper layer of water completes the hydrogen bonding network. In 
this arrangement water occupies a pseudo-tetrahedral environment, with the uncoordinated proton on the 
upper water molecule pointing away from the metal surface. A similar distorted hexagonal network was 
proposed for the rectangular f.c.c. (110) surfaces, where a c(2 x 2) structure was found. This model was 
first challenged in 2002, based on theoretical calculations, when Feibelman suggested that water adsorbed 
on Ru(0001) should be unstable compared to 3D ice, and that adsorption could be stabilized by partial 
dissociation to form a mixed OH/water structure.13 Since then, new experiments have shown that the (√3 
x √3)R30° 9,14,15 and c(2x2) structures16  are generally formed by hydroxyl coadsorption. Adsorption of 
intact water is much more complex than was anticipated, forming structures that are sensitive to both the 
chemical nature of the surface and its symmetry. In fact, the ‘icelike’ bilayer envisaged in Figure 2a has 
not been observed on any metal surface. Progress in understanding water-metal interfaces has relied on a 
close interaction between computer simulations, usually density functional theory (DFT), and 
experiments that deploy the full range of surface structural probes. These new experiments reveal 
considerable diversity in the structural behavior of water at metal surfaces and new insight into the 
wetting behavior. 
 
2.2 Low temperature, metastable clusters 
When deposited at 4 K water adsorbs as a monomer, adopting a flat geometry, close to the atop metal 
site17 so as to optimize the interaction of the 1b1 lone pair on O with the metal.18 STM and vibrational 
spectroscopy reveal aggregation and clustering at T≥20 K, forming hydrogen bonded networks with long 
range order above ca. 135 K, depending on the surface. Water sublimes between 160 K (bulk ice) and ca. 
180 K in UHV, although water/hydroxyl structures may be stable to 220 K or above, so investigating 
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metal-water interfaces at higher temperatures requires a static vapor pressure of water, as discussed in 
sections 3 and 4.  
 
Figure 3. Different types of water structure formed at metal surfaces. 1D clusters on a) Ru(0001) at 130 
K and b) Pd(111) at 100 K; 2D chains on c) Cu(110) at 150 K and d) Ru(0001) at 145 K; 2D layer on e) 
Pt(111) at 140 K; 3D film growth on f) Pt(111) at 140 K. Figures adapted from a) ref [19] © RSC, b) ref 
[20] © APS, c) ref [10] © Macmillan, d) ref [21] © APS, e) ref [22] © APS  and f) ref [23] © APS. 
 
Figure 3 shows STM images of water on several metal surfaces, illustrating the range of adsorption 
behavior observed. Depending on the metal, and surface temperature, water may form small clusters (0D 
structures), extended (1D) chains or (2D) networks of hydrogen bonded water molecules. STM 
experiments are able to manipulate water, assembling clusters of known size and examining their 
structures by comparison to DFT calculations. On the rectangular Cu(110) surface Kumagai et al. 24,25 
have formed "ferroelectric" zigzag water chains of trimer to hexamer, aligned along the Cu close packed 
rows. The trimer prefers this chain form to a cyclic structure, in spite of the reduced number of hydrogen 
bonds, highlighting the crucial role of the water-substrate interaction in stabilizing adsorbed water 
molecules. On the other hand, the cyclic cluster becomes more favorable for the tetramer, as the angle of 
the hydrogen bonds increases.24 The close packed metal faces, with their threefold symmetry, give rise to 
different clusters. STM images of the water dimer on Pt(111) show a star shaped image that is associated 
with rotation of the asymmetric dimer.26 One water is bonded flat to the metal while the other water acts 
as an acceptor, sitting further from the metal and able to hop between adjacent atop sites around the lower 
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water.27 Water hexamers are found on the inert, close packed Ag and Cu surfaces.28 Calculations find that 
these hexamers are buckled, with three of the water molecules bonded atop the metal and the other three 
held by hydrogen bonds in a second layer, giving an asymmetric structure with three long and three short 
hydrogen bonds. The buckling of the hexamer cannot be imaged directly, but further water molecules 
attach preferentially to the lower water molecules (which are better H donors) to form clusters up to the 
nonamer.  
On more chemically reactive metal surfaces, such as Pd and Ru (which, unlike Ag and Cu, form a 
wetting layer), the hexamer is bound flat, optimizing the metal water interaction at the expense of forcing 
the H-bonding angle to 120°.29 The close match between the metal lattice parameter and the O-O 
hydrogen bond length allows all 6 water molecules to bind atop the metal, compensating the distortion of 
the H-bonding network. Addition of a second ring creates one site where the water must adopt a double 
acceptor geometry; this configuration requires one water to rotate out of plane, sacrificing bonding to the 
metal surface in order to form two hydrogen bonds. Small clusters containing multiple rings with double 
acceptor sites have been observed on Pd(111) below 100 K, Figure 3, along with metastable 1D chains of 
water hexamers.20 The chains are a kinetic structure, consisting of flat water hexamers, linked into 
extended chains by a minimum number of water molecules with the double acceptor configuration, a 2D 
phase forms after extended annealing. 
 
2.3 One dimensional water structures 
Whereas the small clusters and chains discussed above are stable only at low temperatures, 1D 
structures form in preference to 2D networks on Cu(110)10 and Ru(001)21. On Cu(110), water forms 
extended chains running perpendicular to the close packed rows, restructuring to form a 2D phase only as 
the surface saturates with water. The short metal spacing on Cu (2.55 Å) hinders formation of hexamer 
rings, which would have to be compressed laterally by ca. 1 Å in order for water to sit in the favored atop 
site. Instead, water forms a chain of face sharing pentamers, with each pentamer consisting of a four water 
molecules adsorbed flat atop the Cu and the final water bound in the double accepter configuration, 
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completing the ring, Figure 3c. On Ru(0001), with its larger lattice parameter (2.65 Å), water forms 
chains of face sharing water hexamers21, Figure 3d. Just as on Cu(110), these chains consists of water 
adsorbed flat, atop the Ru, with one double acceptor water per ring. In both cases the chain structures 
maximize the water-metal bonding while providing a relatively strong hydrogen bonding network. The 
reduced H-bond coordination in these chains compared to a 2D network illustrates clearly that the number 
of hydrogen bonds is not the overriding factor in determining the stability of water structures.  
 
Figure 4. a) STM image of water on Pt(111) and b) structure of the water in the depressions showing 
formation of a flat hexamer (O atoms in red) linked in to a 5, 7 defect structure. Adapted from ref [30] © 
APS. 
 
2.4 Extended, two dimensional water networks 
Having seen that water prefers to form 1D chains instead of a 2D network on some surfaces, it is little 
surprise that the 2D water phase is more complex than anticipated by the bilayer model, with water 
forming large, complex unit cells on many close packed surfaces. Images of the saturation √39 and sub-
saturation √37 water layers formed on Pt(111)30 show triangular shaped depressions, separated by 
hexagonal rings of water that are rotated 30° from the direction expected by simple registry with the 
metal, Fig 3. DFT simulations find the structures are built from a flat water hexamer, bound tightly to the 
metal, surrounded by five and seven membered rings that embed the flat hexamer within a hexagonal 
network of H-down water rings. This structure allows a strong interaction between the central water 
hexamer and the metal, and a strong, relatively unstrained hydrogen bonding network. Simulations 
reproduce the STM images observed on Pt(111) and are consistent with the flat and H-down water found 
by X-ray absorption spectroscopy31 (XAS) and reflection absorption infrared spectroscopy (RAIRS).32 
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Structures similar to this unit have been observed in disordered clusters formed on other surfaces33, giving 
credence to the idea that this may be a general model for the 2D wetting layer on close packed metal 
surfaces, at least where the water-metal interaction is relatively weak.  
One way to demonstrate the role of the water-metal bonding, and to force water into a simple 2D 
commensurate bilayer structure, such as in Figure 2, is by alloying the metal to produce a template that is 
incompatible with other networks. Substituting Sn into Pt(111) creates a Sn template that stabilizes a 
simple  (√3 x √3)R30°, H-down water bilayer34, similar to the structure shown in Fig. 2b. This structure is 
not stable on alloys with a reduced metal spacing35, implying that the template must match closely the 
bulk O-O spacing, as predicted by calculations.36,37 
 
2.5. Hydroxyl stabilized structures 
As indicated earlier, hydroxyl forms easily at metal surfaces, e.g. by partial dissociation, reaction with 
O, or electron damage, and has a profound influence on the first layer structure. The presence of OH pins 
the water/hydroxyl structures into registry with the surface, making them easier to image in STM. Pt(111) 
forms a stoichiometric 2D structure, with a composition of 1OH:1H2O, each O atom being surrounded by 
3 H atoms to complete a flat hexagonal (√3 x √3)R30° hydrogen bonding structure with no uncoordinated 
H atoms. 9,38,39 Other transition metals show similar commensurate networks, although the OH/H2O 
composition appears to vary. 14 On Cu(110) mixed OH/H2O chains, assembled by manipulation using an 
STM tip, demonstrate H transfer triggered by vibrational excitation.40 In the absence of water, OH binds 
in the short bridge site on Cu, forming (OH)2 dimers with the acceptor pointing away from the surface.41 
Water dissociation is activated, forming a series of structures with different OH/H2O ratios. The c(2 x 2) 
structure, which is also seen on other f.c.c.(110) surfaces, consists of a distorted 2D hexagonal network 
with a composition of ca. 2H2O:1OH. Instead of forming a complete hydrogen bonding network, the 
excess water is stabilized by forming a network of flat lying water containing OH Bjerrum defects.16 This 
arrangement maximizes the bonding of water to the metal and the number of strong hydrogen bonds 
formed by donation to OH. A stoichiometric 1OH:1H2O phase appears at higher temperature, consisting 
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of water adsorbed flat in a 1D zigzag chain above the close packed Cu rows, with each water donating to 
an OH bound in the bridge site. This structure allows both species to adopt their optimum adsorption site 
and geometry, while forming strong hydrogen bonds to water and OH. A common theme of all these 
studies is that OH is a poor H donor but a good acceptor, so structures involving water and OH will prefer 
to have water bound flat above the metal, donating H to water or OH at the expense of losing weaker 
bonds formed by OH donation.16 The partially dissociated phase formed on Ru(0001) also consists of 1D 
chains, but the structure is very different21, consisting of face sharing chains one hexamer wide, decorated 
by flat, single acceptor water molecules. In this case OH is embedded within the hexagonal chains, 
enabling the structure to stay flat and maximize the amount of water bonding flat atop Ru. This abrupt 
change in OH adsorption behavior demonstrates succinctly exactly how sensitively the first layer 
structure reflects differing water and hydroxyl interaction with the metal substrate. 
 
2.6 Multilayer growth 
Based on a better picture of how water behaves in contact with a metal surface, we can ask how 
multilayer films grow and how the first layer of water is modified to stabilize the thicker ice film. 
Experiments in this area are less extensive, reflecting the experimental difficulty of characterizing 
multilayers in detail, but it is clear that the nature of the first layer strongly influences the growth behavior 
of water multilayers, depending on the ability of the first layer to rearrange and stabilize additional water. 
Hydrophobic surfaces show a preference to form clusters consisting of two water layers42, with the water 
structures showing a complex morphology, not a simple close packed basal plane of ice. The wetting 
layer formed on the majority of metal surfaces contains a mixture of flat and H-down water9, with no 
dangling OH groups available to stabilize second layer adsorption. On surfaces where this layer is tightly 
bound it will be unfavorable for the water layer to relax during multilayer adsorption. For example, on 
Ru(0001)43 and on the mixed OH/H2O structure formed on Pt(111)44, the first layer does not wet, instead 
water forms 3D clusters that only cover the surface completely when the film is 100’s of layers thick. In 
contrast the mixed OH/H2O phase on Cu(110) contains excess H atoms, and this surface adsorbs second 
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layer water freely16, presumably by relaxation of the first layer to stabilize multilayer water. Because the 
first layer water on Pt(111) is optimized to bond to the metal, with no free OH groups available to act as 
H donors, multilayer adsorption is initially unfavorable45, but further water adsorption will reconstruct the 
first layer to form islands of incommensurate ice, oriented to the metal close packed rows.46 STM 
measurements show formation of flat multilayer ice crystallites with a height that reflects the energy cost 
of restructuring the first layer water to create the bulk ice-Pt interface.23 Growth of thicker films is 
enhanced by the formation of screw dislocations which grow by step flow, avoiding the need for a new 
water layer to nucleate and leading to cubic rather than hexagonal ice.47  
 
2.7 Outlook 
As the preceding discussion illustrates, the combination of new detailed experiments and DFT 
calculations has proved a reliable probe of water-metal interfaces, revealing details about the behavior of 
water from which more general models can be proposed. However, several questions remain. At present 
our ability to probe the atomic structure of buried interfaces is limited, while we know little about the 
large unit cell structures that form on rectangular (110) surfaces, such as Cu(110)48, or the behavior of 
water on the square fcc(100) surfaces. DFT, even with relatively simple generalized gradient (GGA) 
approximation functionals has proved reliable in predicting the relative stability of water structures at 
metal surfaces and reproducing detailed experiments, offers a way to explore systems that are 
experimentally intractable. However, the GGA functionals widely used have various well-documented 
shortcomings when it comes to dealing with bulk liquid water49. Van der Waals dispersion forces are 
particularly relevant when seeking to obtain accurate quantitative determinations of adsorption 
energies.50,51,52  Aside from working towards improving the accuracy of DFT exchange-correlation 
functionals53, an important step forward in this area would be the development of proper quantitative 
models for the water-surface interaction for specific metals, benchmarked against DFT calculations and 
able to reproduce the stability of real structures, to allow new MD models to provide a realistic simulation 
of specific water-metal interfaces, rather than just the generic solid-water interface modeled presently. An 
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important step forward would be the development of quantitative structural models of water at metals 
against which DFT could be further benchmarked and classical empirical potentials trained. We will have 
more to say about this in the next section but the development of more realistic classical potential models 
for specific water-metal interfaces, rather than the relatively simple generic models currently used, is 
highly desirable to allow simulations to investigate the variety of behavior exhibited by water at different 
interfaces. 
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3. BULK WATER/METAL INTERFACES 
After the discussion of low coverage and monolayer water adsorption at low temperatures and under 
ultra high vacuum conditions we now turn our attention to bulk aqueous solution/metal interfaces, which 
are of paramount importance to a broad range of scientific and technological areas, including 
electrochemistry, heterogeneous catalysis and energy storage.54,55,56,57,58,59 Consequently these interfaces 
have been investigated for more than 100 years using both experimental and theoretical approaches. 
While a thorough discussion of the current literature is outside of the scope of this work, Refs. 9, 60, 61, 
and 62 offer relevant recent reviews.  
At ambient conditions, when metal interfaces are in contact with liquid water, the molecular  structure 
of the interface is no longer directly accessible like it is at monolayer coverages and ultrahigh vacuum 
conditions. Thus, indirect measurements and theory are needed. A number of recent experimental 
methods have recently provided important insight into water-metal interfaces. For instance, temperature 
programed desorption of ice-metal interfaces has uncovered a weakly interacting first monolayer of water 
suggestive of a mostly in-plane hydrogen bonding geometry.63 Similar weak interactions have been 
inferred from altered wetting behavior either with un-dissociated water molecules31 or in mixed water-
hydroxyl overlayers.9 The importance of surface hydroxyl groups for the wettability has been 
demonstrated for a metal under ambient conditions of relative humidity and temperature: While Cu(110) 
is covered by a mixed hydroxyl/water layer at a RH of 5%, Cu(111) does not show the presence of 
molecular water at the same RH, due to the higher dissociation barrier of water on the less reactive (111) 
surface.64,65 Electrochemical kinetic measurements with simple kinetic modeling have unveiled the 
potential for unexpectedly long timescale relaxation times,66 which is also consistent .with recent probes 
of electronic relaxation.67 Recently, x-ray absorption experiences have been preformed at water-gold 
interfaces under bias, and has unveiled an altered interfacial water structure.68 Together with first 
principles modeling, it was determined that applied voltage can shift the number of molecules that are 
bound to the interface, losing hydrogen bonds to the liquid. 
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Modeling extended water-metal interfaces at a molecular level is difficult for a number of reasons 
generic to other aqueous interfaces, as well as many specific problems arising from the structure and 
dynamics of water at the interface as a result of the subtle balance of water-water and water-substrate 
interactions. This balance is manifested already at monolayer coverages on simple planar metal surfaces, 
where STM experiments have exposed a rich variety of two-dimensional hydrogen bonding structures, as 
discussed in the previous section. At ambient temperatures, where entropic effects mix many of these 
nearly degenerate configurations, this balance is also evident and can result in a wide range of wetting 
behaviors from hydrophobic to hydrophilic.62,69,70 While the intermolecular interactions between water 
molecules are notoriously difficult to capture, for water-metal interactions a coherent picture of the forces 
acting on a single molecule on a closed-packed planar surface has emerged over the last 10 
years18,71,72,73,74, but collective effects that arise from multi-body interactions and the influence of step 
edges (e.g., on higher indexed surfaces) and other defects are largely unknown and unexplored. 
Apart from the specifics of the intermolecular interactions, the statistical nature of the liquid state in 
contact with the metal necessitates an adequate treatment of fluctuations.  This means that an ensemble 
must be sampled, requiring a way of generating many independent configurations which populate an 
appropriate Boltzmann distribution. Independent configurations are typically generated using molecular 
dynamics simulations, which can be hampered by long correlation times common for liquids in 
heterogeneous environments.75 For most systems of interest the appropriate ensemble fixes the 
temperature, volume, particle number, and importantly, the applied electric potential within the metal. In 
practice, molecular dynamics simulations of water near metal interfaces have come in two varieties, either 
ab initio from electronic structure theory or with empirical force fields. In the former, forces are 
computed “on the fly”, typically with DFT.76 While this approach affords minimal assumptions as to the 
form of interactions among water molecules, and between water, the metal surface and solutes, the 
relatively high computational expense limits the system size, although calculations involving thousands of 
molecules are possible.77 These two types of simulations are illustrated in Figure 5. 
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The aim of ab initio calculations has, however, primarily been to model chemical bonds and reactions 
rather than dynamic properties of interfacial water. Ab initio models have previously suffered difficulties 
in the numerical description of water due to the strong non-bonding interactions. The numerical 
description of the interaction of water molecules on a metal surface has traditionally met more success.76,78  
Differences in adsorption energies on metal surfaces appear to be generally well described by DFT with 
standard GGA functionals such as PBE79 and RPBE80, which are computationally relatively inexpensive. 
For example, ground state structures predicted at this level of theory for monolayer and sub-monolayer 
coverages are typically in good agreement with those observed in low-temperature STM 
experiments.10,81,82 However, various functionals which account for van der Waals dispersion forces have 
recently been developed and applied to water/solid interfaces.83,84,85,86 These functionals are expected to 
 
Figure 5. Characteristic snapshots taken from molecular dynamics simulations of the water-platinum 
interface. These two molecular renderings illustrate roughly the current state of the art with regard to 
simulation sizes approachable with empirical molecular mechanics (MM) and ab initio forces (QM). 
Empirical models are capable of simulating 104-105 molecules over hundreds of ns, while ab initio 
models are capable of following 102-103 molecules over 10-100 ps. However, only the latter is able to 
capture chemical bonding rearrangements necessary for a complete description of electrochemically 
relevant phenomena. 
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provide a more balanced description of water-water versus water-surface interactions and have been 
shown to improve the wetting properties of water monolayers on metals.87 Most importantly, ab initio 
calculations of water/metal interfaces are able to describe instances of dissociative adsorption and mixed 
water-hydroxide or water-hydride interfaces. Many recent studies have exploited that benefit as well as 
exploring the structure and dynamics of aqueous water-/metal interfaces (although we caution that with 
AIMD simulations relatively small system sizes and/or short dynamical trajectories are a necessary 
evil).76,88,89,90,91,92,93,94  
The modeling of electrochemical reactions at the metal-water interface requires to allow for the 
exchange of species like protons or counter ions (rather than working with a constant number of 
particles), which is not straightforward in molecular dynamics simulations.95 In addition, the modeling of 
electrochemical interfaces poses additional challenges related to the applied potential68 and the 
electrochemical environment.96 In recent years, a number of small advances have been made towards ab 
initio models that include these features.88,97,98,99The general challenge is that the simulation of open 
quantum systems is exponentially complex. Grand canonical ensembles with continuously varying 
numbers of electrons have been consistently formulated within a DFT framework100,101,102,103, however, 
these methods have not yet garnered widespread use largely due to their computational complexity. Other 
more practical methods have been developed specifically aimed at static electrochemistry. These methods 
use an a posteriori mapping from fixed charged calculations to a Grand Canonical ensemble. Here the 
electron work function is taken as a measure of the electrode potential or electron free energy.92,104,105,106  
These systems are still not in equilibrium with the ionic chemical potentials, since the number of ions 
is kept constant. Nevertheless, it is possible to measure pH and potentials in a simulation using the work 
function as potential scale and a variable number of protons in the simulation cell. By doing so it has been 
observed that changing the pH at a fixed driving force can cause water to reorient at the interface.89 By 
combining small monolayer calculations with continuum dielectric theory, in the form of Poisson-
Boltzmann theory, Jinnouchi and Anderson104 were able to accurately compute the potential of zero 
charge of the water-platinum electrode. Electrochemical reactions including charge transfer across the 
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water-metal interface and its dependence on the interfacial water structure can now be calculated with ab 
initio models. Such studies have started to appear within the last decade.88,99  
While most ab initio calculations of liquid water near extended metal interfaces are fairly recent, 
there is a long history of studies using classical molecular dynamics simulations based on empirical force 
fields. These studies typically use static electronic structure calculations to parameterize intermolecular 
potentials and are able to handle systems of 104 to 105 molecules and trajectories of 10-100 ns. While 
many intermolecular potentials for water exist, only a few different potentials for the water-metal 
interface are routinely used. 92,107  These potentials usually recover the single molecule binding energies 
and diffusion barriers with good accuracy.92,108 However, they are mostly unable to reproduce the complex 
ground state structures of single monolayers, unlike ab initio models which accurately describe both 
water-water and water-metal interactions.69,109  Moreover, most classical models are also not flexible 
enough to easily incorporate bond breaking and charge transfer, though there has been success in adapting 
Empirical Valence Bond models to describe the dynamics of excess protons near the water-metal 
interface through multi-state approaches.110,111,112,113,114  The utility of a force-field based approach is that 
collective effects from the correlated dynamics of many molecules can be sampled and subsequently 
thermodynamic properties can be computed with reasonable assurance as to their statistical convergence. 
This has enabled studies of water orientational dynamics110,115,116, ionic adsorption117,118,119 and 
solvation69,120,121 within the interface. These studies have been largely limited to defect-free low index fcc 
surfaces due to the complexity of the interactions at defect sites. Further, they have also been largely 
constrained to instances where dissociative adsorption does not occur, at least at low temperatures. 
The relevance of these studies for a better understanding of electrochemical reactions has been 
increased by methods that sample a constant electric potential ensemble and combine that with rare event 
methods.122 The most widespread and versatile method for doing this was developed by Seipmann and 
Sprik109 for studying interactions of water adlayers with an STM tip and adapted to electrochemical cell 
calculations by Madden and coworkers.123 In this treatment the charge distribution on each electrode 
changes dynamically, subject to a constraint of a fixed electrostatic potential. By monitoring the charge 
 23 
fluctuations on a given electrode, the Johnson-Nyquist relation allows for the facile calculation of the 
capacitance of the cell124,125. These calculations are capable of recovering known capacitances and 
potential drops across the interface and have also provided a useful means for testing fundamental 
assumptions about the mechanisms, driving forces and timescales of electron transfer and liquid 
reorganization.126,127 Specifically, by computing vertical energy gaps for standard redox couples at various 
distances from the electrode, Willard et al. have shown that energy gaps are Gaussian as expected from 
Marcus theory, and that the reorganization energy includes terms from the solvent dielectric as well as 
unscreened image charges on the electrode.128 Limmer et al. have found that constraints on strongly 
adsorbed interfacial water can result in a hierarchy of timescales of solvent motion, ranging from the ps 
relaxation times of bulk density fluctuations to 10-100 ns for dipolar fluctuations of water within the 
adlayer.69 These fluctuations are important to the chemistry at metal/solution interfaces, as slow 
polarization fluctuations within the solvent couple to charge reorganization; simulation approaches that 
are not able to reach these relaxation times lead to results that are difficult to interpret. 
There are a number of efforts to combine the accuracy provided by ab initio methods in describing 
water-metal interfaces, including bond formation and breaking as well as charge transfer, with the 
computational tractability afforded by classical molecular dynamics, in particular their ability to describe 
long range correlations and slow dynamical processes. Recently Golze et al. have implemented a method 
for including polarization effects in hybrid quantum mechanics/molecular mechanics simulations of 
adsorbate-metal systems.110  This method provides a density functional theory treatment of liquid water, 
combined with an empirical force model for the water-platinum interaction that includes polarization 
fluctuations on the metal with the correct constant potential ensemble.  This method mitigates the 
complexity associated with the electronic structure of the metal, while allowing for bond-breaking within 
the liquid. Voth and co-workers have employed force matching to parameterize reactive models of water 
that include excess protons and hydroxide, which could be used together with generalized water-metal 
potentials to study dissociative adsorption.117,129 An attractive avenue for further pursuit is to generate 
potentials using neural networks130 or other machine learning approaches 131 or many-body expansions132 
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which offer a higher degree of flexibility over standard force field approaches and could be used to 
parameterize molecular forces fields for a description of water-metal interactions with higher level 
electronic structure theory than used previously.  These mixed quantum classical calculations may offer 
the potential to advance the modeling of water-metal interfaces in the short term, while full ab initio 
descriptions for now are confined to limited system size. 
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4. WATER/OXIDE INTERFACES  
Water/oxide interfaces impact many natural processes, for example the hydrodynamic properties of 
Earth’s subsurface or cloud nucleation in the atmosphere.133,134,135 Fuel cells, solar-energy production and 
catalysis are a few examples of technological applications where the oxide/water interface plays a crucial 
role.  
In particular thin water films are important in many environmental reactions and technical 
applications since at ambient relative humidities thin water or solution layers will cover most surfaces 
(see Fig. 1c), and a large majority of solid surfaces in the environment and technical applications are 
oxides, since the vast majority of metals and semiconductors are terminated by a native oxide layer under 
ambient conditions.  Section 2 showed that our understanding of the structure and properties of thin water 
layers on metals at low temperatures has advanced considerably over the last decades.  Due to their 
ubiquity and importance for environmental and technological processes it is of great importance to 
expand this atomic level understanding to aqueous films under ambient conditions of temperature and 
	
	
Figure 6.  Equilibrium water vapor pressure as a function of temperature (solid line).  The water vapor 
pressure for a relative humidity of 10 % is also shown for ambient temperatures.  Measured desorption 
rates from ice, taken from Ref. , are shown as solid circles.  These data show the two obstacles that 
experiments under ambient relative humidity face: high background pressures of water vapor, and rapid 
condensation/evaporation rates for bulk liquid and ice samples upon deviation from the equilibrium 
relative humidity. 
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water vapor pressure.  The main experimental challenges in such investigations are the elevated vapor 
pressure of water and the high adsorption/desorption rates, as shown in Fig. 6.  Most experiments on thin 
water films where performed at temperatures below 200 K (see section 2), where the water vapor pressure 
is negligible.  If one defines ambient temperatures as those above 240 K, then the measurements have to 
be performed in the milli-Torr to tens of Torr water vapor partial pressure range, lest the films evaporate 
from the surface.  Over the last decades a range of surface sensitive techniques that are able to operate 
under these non-UHV conditions has been developed, including infrared and non-linear optical 
spectroscopy136, scanning probe microscopy137, and X-ray based core level spectroscopies138, to name a 
few.  Structural insight into interfacial water on oxide surfaces on the molecular scale is gained through 
the use of surface sensitive X-ray diffraction methods. 139,142 It is not only considerably more challenging 
to investigate water adsorption on oxide surfaces under ambient conditions experimentally, but also 
computationally. As briefly touched upon in the previous section, DFT studies are hampered by the fact 
that it is not trivial to include macroscopic variables, such as pH and the electrostatic potential, in the 
models. However, a number of molecular dynamics simulations with classical or ab initio force fields do 
provide structural information which can be interpreted essentially as valid in an environment with 
undefined electrochemical variables. 
 
4.1 Open questions 
Some of the main open questions in these studies are molecular vs. dissociative water adsorption, the 
onset relative humidity for water adsorption and the possible formation of hydroxyl layers, the influence 
of the presence of contamination layers on water adsorption, and the influence of the presence of 
hydroxide/molecular water layers on the reactivity of the substrate towards gas phase molecules.  Another 
important question is the influence of the substrate on the water layer structure and properties, i.e., at 
which layer thickness do the properties of the thin film converge with those of bulk water (see Fig. 7).  
Conversely, one can consider the properties of the ultrathin liquid films from the point of view of those of 
a bulk solution/solid and bulk solution/gas interface (discussed in section 6):  At which bulk solution 
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thickness do the chemical and physical properties of the solid/liquid interface influence those of the 
liquid/vapor interface, and vice versa?  Given that the thickness of many solution layers on oxide surfaces 
under ambient relative humidity is of the order of a few nanometers or less, this is an important question 
for the understanding of the heterogeneous chemistry of surfaces under realistic environmental 
conditions. We have taken only small steps in our basic understanding of these questions so far.   
Electrochemical experiments and theoretical continuum electrostatic models have been applied for 
many decades to characterize interfacial water on oxide/solution interfaces, in particular the electric 
double layer. One of the most important macroscopic quantities, the dielectric constant, is reported to be 
an order of magnitude lower on the interface compared to bulk water: On mica, for example, it is ~4 at the 
interface compared to ~78 in bulk water.140 This can be rationalized by interactions between water 
molecules with the electric field at the oxide/solution interface. The dielectric constant is thus expected to 
vary dramatically for interfaces with a strong reordering interaction compared to those with weak 
perturbations to the bulk properties. Yet, the dielectric constant is a macroscopic property, and like other 
continuum variables, it does not provide a satisfactory microscopic description. Despite their long history, 
electrochemical methods are an indirect way to probe the solution/solid interface, since they only directly 
 
 
Figure 7. Microscopic perturbations to the average water density as a function of distance to an 
interface. These perturbations usually decay within 10Å of the surface. Reprinted from Ref. 139. 
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detect charge transfer to and from the electrodes, and no direct information on the interfacial water 
structure.   
In this section we will limit the discussion to some of the most stable oxide surfaces that have been 
widely studied both experimentally and theoretically: Mica, SiO2, Fe2O3, Al2O3, MgO and TiO2. For 
broader recent reviews on the subject see, e.g., Refs. 141 and 142. 
 
4.2 Mica 
We first consider the formation of non-dissociative water adsorption and the influence of the substrate 
on the structure of the first monolayer of water.  One of the most widely studied surface is muscovite 
mica, which is a layered alumino-silicate. Extended, flat (0001) basal plane surfaces can be prepared by 
cleaving using adhesive tape, owing to the weak bonding between adjacent (Al,Si)O2 layers.  Early first 
principle molecular dynamics simulations (involving a small simulation cell and a very short dynamical 
trajectory) showed a strong templating effect of the mica(0001) surface on the first water layer (see Fig. 
8), which forms a two-dimensional hydrogen bonded network with a preferential orientation of hydrogen-
donor bonds of the adsorbed water with the oxygens in the mica surface.143  This leads to a structure of the 
first water monolayer without any dangling H-bonds and with a net dipole moment with the positive end 
 
 
Figure 8. Side and top view of the optimized structure of a water monolayer on muscovite mica 
obtained from ab initio molecular dynamics simulations. Dashed lines are hydrogen bonds, while 
black, white, and gray spheres depict oxygen, hydrogen, and potassium atoms, respectively. An 
ordered 2D ice-like structure forms on the mica surface. [Reprinted with permission from Ref. 143. 
Copyright 1997 by the American Physical Society. 
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pointing towards the surface. This model has been confirmed using SFG144 and Kelvin probe 
microscopy145, which showed that there are no detectable dangling OH bonds at relative humidities below 
~80% (i.e., below the monolayer coverage)144 and that the surface potential of mica decreases upon 
adsorption of water145, in agreement with the orientation of the water dipoles with the positive end 
towards the substrate.  The SFG measurements also showed that at higher relative humidities, where 
multilayer water is present, dangling OH bonds are observed, hinting at a certain degree of disorder in the 
second layer, where some of the order in the first layer is lost, at least at measurement at room 
temperature.  
Strong templating, like the one described above for mica, has also been observed for water 
monolayers on non-oxide surfaces, e.g. BaF2(111) using a combination of near edge X-ray absorption fine 
structure spectroscopy and MD simulations.146 BaF2(111) has been widely studied in view of the close 
match of its lattice constant to that of the ice Ih (0001) basal plane.147  The recent combined polarization-
dependent NEXAFS and MD investigations by Kaya et al. reveal that the first monolayer of water on 
BaF2(111) shows an unusually high density (1.23 g/cm3).146 This high density is due to a very narrow 
distribution of the water molecules in the first layer in the direction perpendicular to the BaF2(111) 
surface, as well as a collapse of the 2nd coordination shell within this layer, with a O-O distance of ~3.3 Å 
compared to 4.4 Å for bulk water.  This small 2nd coordination shell radius is comparable to that for very 
high density water (VHDL), only that in the case of the water monolayer on BaF2(111) the surface itself 
provides the driving force for the compression of the layer.   
We now return to the discussion of the water/mica interface and consider the templating effect of the 
mica surface on adjacent water in the presence of bulk water, which was demonstrated in a high-
resolution X-ray reflectivity study.148  Oscillations in the water oxygen density in the direction normal to 
the surface provided evidence of interfacial water ordering, in quantitative agreement with a later Monte 
Carlo study.149  The density distribution of water oxygen atoms at the interface shows more than four 
distinguishable peaks, where the two water layers closest to the mica interface have an oxygen density 
that is about twice that of bulk water.  At the same time, the water density does not drop well below the 
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bulk density at any point, leading to an overall increased water density at the mica interface as discussed 
for BaF2(111) above. The density oscillations are observed at a distance of within about 1 nm from the 
interface. Even though there is strong ordering of water and an increase in the density of water at the 
mica/water interface, molecular dynamics calculations of the shear dynamics of water layers with 
thicknesses <2.5 nm confined between two mica surfaces show a high fluidity of the interfacial layers.150  
This surprising finding was explained by the persistent mobility of water in the hydration layer through 
fast rotational and translational dynamics of water molecules.150  
 
4.3 Silica 
Micas are a two dimensional subspecies of the much more widely found and important silica minerals 
(SiO2) which are the main component of the Earth’s crust. Freshly cleaved silica exhibits coordinatively 
unsaturated Si-O bonds, which will react rapidly with atmospheric moisture, leading to the formation of 
surface (Si-OH) groups.  The interfacial layer at the silica/water interface was experimentally explored 
by, e.g., SFG which revealed that the orientation of interfacial water molecules were strongly affected by 
electrostatic interactions and hydrogen bonding to the oxygen in the quartz surface.136,151  Theoretical 
studies of the silica/water interface focused, e.g., on the acid-base chemistry of silica surfaces using ab 
initio molecular dynamics on multiple representative crystalline silica surfaces.152 These studies revealed 
that silanol groups are only present on strained or defective surfaces, with a pKa of ~4.5. Classical MD 
simulations of the structural and dynamical properties of water at hydroxylated silica surfaces showed a 
slower dynamics of interfacial water compared to that of the bulk.153  
 
4.4 MgO 
We now turn our attention to the dissociative adsorption of water on oxide surfaces at ambient 
relative humidities, and the effect of surface hydroxyl groups on the hydroscopic properties of the oxide.  
Many of these studies were performed using ambient pressure X-ray photoelectron spectroscopy 
(APXPS)154,155 156, which can operate at pressures in the Torr range, and is an excellent method to 
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determine the onset relative humidity (RH) for hydroxylation and water adsorption, since it can 
distinguish between  oxide, hydroxide and molecular water species via their different "chemical shifts" in 
O 1s photoelectron spectra.  Over the past decade APXPS was been used to study water adsorption on the 
single-crystalline oxide surfaces of TiO2(110)157, a-Fe2O3(0001)158, Fe3O4(001)159, thin film 
MgO(100)/Ag(100)160,161, and on thermally-grown or native oxides of SiO2/Si(111)162, Al2O3/Al163, 
Al2O3/NiAl164and Cu2O/Cu(111)165.  Figure 9 shows results of APXPS measurements of the reaction of 
water vapor with MgO(100), arguably one of the most closely studied surface in terms of water 
adsorption, both theoretically166,167 and experimentally.  The APXPS and IR data (adapted from Refs. 161 
and 168, respectively) show that hydroxylation and water adsorption starts at RH<0.1 %.  While the 
growth of the hydroxide layer terminates at ~ 1 ML at a RH of ~0.1 %, the thickness of the water layer 
increases with increasing RH, reaching 1-2 MLs at ~20 % RH.  The concomitant stabilization of 
significant amounts of molecular water on the MgO(001) surface with the onset of hydroxylation 
 
Figure 9.  Water film thickness as a function of relative humidity on MgO(0001) as measured by 
APXPS (open circles) and IR spectroscopy (filled circles). The inset shows a close-up of the low RH 
region, plotted vs. the log of RH, with the thickness of the hydroxylated layer on MgO(0001) shown as 
open diamonds. The APXPS data show an onset for hydroxylation and water adsorption on α-
Fe2O3(0001) already below 0.1 % RH.  Both IR and APXPS show the presence of a ~1-2 ML thick 
water layer at RH above 20 % RH. Data adapted and reproduced with permission from Ref. [161] 
(APXPS) and Ref. [168] (IR). 
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underlines the importance of OH-H2O bonding (which are stronger than H2O-H2O bonds) during the 
initial stages of water adsorption.   
 
4.5 TiO2 
Another important oxide/water interface where the formation and role of hydroxyls has widely been 
discussed is the TiO2/water interface.169 TiO2 occurs in three crystal structures: rutile, anatase and 
brookite. Of these, rutile has been studied the most, especially its most stable face, i.e. (110).  There is 
strong experimental evidence that water dissociation occurs at defect sites (see e.g. ref. 170) The results of 
theoretical studies of water on the defect free surface, in particular the question of intact versus 
dissociative adsorption has been hotly debated.171,172,173,174,175,176,177,178 This has been a controversial issue 
mainly because the energetic difference between the intact and dissociated water molecule states is very 
small (<0.1eV). As a consequence the relative energy of the states depends sensitively on the details of 
the computational set-up used; most notable the thickness of the simulation slab and the exchange-
correlation functional. The debate of how water adsorbs is not limited to single water molecule 
adsorption, but extends to monolayer adsorption as well as thicker water films on rutile(110). Figure 10 
illustrates the challenge faced by theory in predicting whether or not water dissociates on the pristine 
TiO2(110) surface by revealing the relative energy of intact versus dissociated water as a function of the 
number of layers in a TiO2 slab. Strong oscillations can be observed with the prediction of whether 
molecular or dissociative adsorption is favored exhibiting an odd-even oscillation. Oscillations, 
essentially quantum size effects, such as this are well known and understood for TiO2.179 It is clear from 
Fig. 10 that the ‘amplitude’ of the oscillations also depends on the particular exchange-correlation 
functional used and this goes some way to explaining apparently contradictory results. Nonetheless it is 
clear from Fig. 10 that with sufficiently thick slabs all functionals considered predict that intact water is 
thermodynamically more stable than dissociated water on the pristine surface. Liu et al. ran large ab initio 
MD simulations of a thin water film on rutile revealing important information about the structure of the 
interface: water formed a well-defined contact layer in which water molecules bonded to Ti sites of the 
 33 
substrate.180,181 Due to this strong bonding to the surface, water in the first interfacial layer moved 
considerably more slowly than water molecules in the layers above it. The exchange dynamics between 
water molecules in the first and second water overlayer agreed well with electron stimulated desorption 
measurements.182 An intact non-dissociated water film emerged when Liu et al. used a sufficiently thick 
(4-layer TiO2 slab) and indeed on this slab even when water molecules were manually pre-dissociated 
 
Figure 10. Computed energy differences between intact and partially (1 monolayer, ML) or fully 
(0.5 ML) dissociated states versus number of TiO2 layers in a slab model of TiO2. A layer of TiO2 
is defined as one O-Ti-O trilayer. (a) PBE at 1 ML. (b) RPBE at 1 ML. (c) BLYP at 1 ML. (d) PBE 
at 0.5 ML. Number of dissociated water molecules at the TiO2 surface as a function of simulation 
time for three ab initio molecular dynamics simulations at a coverage of 1 ML. (e) An overlayer of 
intact water molecules on a four-layer TiO2 slab. No dissociation takes place during the simulation. 
(f) An overlayer on a four-layer slab with four out of the eight water molecules initially dissociated. 
As the simulation progresses, water molecules recombine until at about 20 ps no dissociated water 
molecules remain (i.e., all adsorbed OH and H groups recombine). (g) An overlayer of initially 
intact water molecules on a three-layer slab. Unlike on the four-layer slab, dissociation of water 
molecules is quickly observed. Results are for the PBE functional at 360 K.  The figures illustrate 
how both at low coverage (top panel) and for a liquid film whether water dissociates or not is 
extremely sensitive to the slab model used to represent the TiO2 surface. Top panel taken from Ref. 
180 and bottom panel from Ref. 181. 
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water molecules recombined during the course of the ab initio MD simulation, as shown in Fig. 10(f).180 
In contrast, and consistent with the simulations at ≤1 ML, if an insufficiently thick 3-layer TiO2 slab is 
used to support the liquid water film, water molecules dissociate (Fig. 10(g)). Overall this reveals how 
incredibly sensitive the structure and dissociation state of water on rutile TiO2(110) is to the precise 
details of the computational set-up used and certainly there is still scope for improving upon the ab initio 
MD studies of this system that have been performed so far.  Nevertheless, an important area where 
improvements have been made is in the ab initio modeling of the aqueous interface under finite pH. The 
delicate balance between intact and dissociative water adsorption may be altered by the value of the pH. 
Cheng et al.148 have investigated the role of pH using free energy perturbation methods to compute the 
dissociation constant from ab initio MD simulations. However, they found that water dissociation is 0.6 
eV less stable than intact adsorption under standard pH conditions, in agreement with the conclusion 
drawn from Fig.10. 
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4.6 Thin solution layers on hematite: A case study 
Ultrathin water films under ambient conditions can contain dissolved ions and will almost invariably 
be in contact with carbonaceous material, through reaction with, e.g., CO2 from the atmosphere, or 
adsorption of surfactants.  For a better understanding of the influence of these contaminants in the 
adsorbed water layers, it is essential to determine their chemical state and relative location within the 
adsorbed layer with respect to the solution/solid interface and solution/gas interface.  The properties of 
bulk solid/liquid and liquid/vapor interfaces will be discussed below in this chapter; here we focus on 
solution layers with thicknesses of a few nm or less, as they will be present at relative humidities below 
100%.  A recently introduced combination of APXPS with the standing wave (SW) method is a 
promising strategy to investigate these thin films with depth (SW) and chemical (XPS) resolution.183  The 
 
Figure 11.  (a) O 1s rocking curves from a (Cs,Na)OH thin film deposited on a hematite thin film 
sample, which in turn was grown on a 3.4 nm period Mo-Si multilayer sample.  The relative humidity 
during the measurement is 8%.  The incident photon energy is 910 eV, resulting in a 1st order Bragg 
angle of ~11.7 deg.  The differences in the oxide and OH/H2O rocking curve peak position and shape 
indicates that these species are at different positions above the multilayer grating.  (b) The analysis of 
the Cs 4d, Na 2p, C 1s , O 1s and Fe 2p rocking curves provides the spatial distribution of the different 
components as a function of distance above the multilayer, with Na in close proximity to the 
hematite/solution film interface. A hydrophilic carbon species (carbonate) is evenly distributed 
throughout the film, while a hydrophobic component is located at the solution/vapor interface. Data 
adapted and reproduced with permission from Ref. 183. 
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exciting X-ray wave field is tailored into a standing wave by interference of the incident and reflected X-
rays under the first Bragg angle, e.g. off a multilayer grating, where the standing wave has a wavelength 
of about that of the multilayer periodicity.  The standing wave is scanned through the interface of interest  
(e.g., by varying the incident angle around the Bragg angle in a rocking curve) and thus provides much 
increased depth-resolution in XPS experiments.184  The advantage of the standing wave approach is that it 
provides a built-in ruler, i.e., the period of the standing wave, to determine absolute depth distributions of 
chemical species throughout the probed volume.  Using this method Nemšák et al. have investigated a 
mixed CsOH/NaOH solution layer on a polycrystalline hematite substrate at a relative humidity of 8 %.183  
The results showed that Na is bound to the hematite surface, while the Cs was excluded from the 
solid/liquid interface (see Fig. 11).  A promising observation in this study is that two different carbon 
species could be distinguished: one hydrophilic (carbonate or carboxylic acid) that is distributed 
throughout the solution film and another hydrophobic (aliphatic carbon), which is located in a narrow 
layer at the solution/vapor interface.  The results of this study are an encouraging first step towards the 
elucidation of the role of ubiquitous hydrocarbon species in the surface and interfacial chemistry of thin 
water films as well as bulk water/solid interfaces.  
 
4.7 Bulk solution/oxide interfaces 
In the following we will discuss bulk solution/oxide interfaces.  The experimental study of bulk 
water/oxide interfaces has mostly been performed by non-linear optical spectroscopy and X-ray 
diffraction methods, often in combination with theoretical modeling.  For the case of hematite a variety of 
surface terminations have been found, and thus the structure of interfacial water is also expected to be 
diverse, depending on the termination.139 Crystal Truncation Rod diffraction and DFT calculations185 
suggest that the hydrated (0001) surface at a p(H2O) of 10-4 Torr or higher at room temperature is 
hydroxylated, which is in agreement with the previously mentioned APXPS data158. Systematic studies of 
the interfacial water layer in the presence of bulk water and as a function of the surface crystallography 
were performed by Catalano et al. using X-ray reflectivity on the (012), (110) and (001) facets.186 These 
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studies all show a dense hydration layer in contact with hematite, with a gradual transition from a layered 
structure to bulk properties occurring within the first 1 nm (equivalent to ~3-4 layers) from the surface. 
This is analogous to the interfacial water layer observed for mica.148  Force field molecular dynamics 
simulations provided more details about the nature of the water/hematite interface. They show in 
particular stable linear hydrogen bonds from water in the liquid phase donated to triply coordinated 
surface oxygen on the hematite (012) and (110) facets.187 The (001) facet shows a weaker reordering of 
the water layer.  The interfacial water has been less studied on for iron oxyhydroxides, in particular 
goethite (FeOOH), which is one of the most important minerals in the environment188, and it is highly 
likely that hematite is covered by an oxyhydroxides layers under humid conditions or when in contact 
with bulk water.  
The most common aluminum oxide is a-alumina (Al2O3). It has the same crystal structure as hematite 
and is thus a good test case for distinguishing between the role of crystal structure and surface chemistry 
in view of the interaction of the surface with water.  Alumina is hydroxylated at much higher relative 
humidities than iron oxides, and vapor/oxide studies show a much weaker layering of water on 
a-alumina compared to iron oxide, with a thinner interface region.139,185 Ab initio molecular dynamics 
simulations of water on a-Al2O3(0001) and water on AlOOH(101) provide some new insights into the 
interaction between surface hydroxyls and the interfacial water189,190,with surface hydroxyls donating and 
receiving bonds from water molecules, causing a weak lateral and surface normal water reordering.  Force 
field studies parameterized for a-Al2O3(0001)191 predict better wetting on a hydroxylated surface 
compared to an aluminum-terminated surface, in agreement with ab initio studies and Monte Carlo 
simulations with force field potentials.192 
In summary, common features of interfacial water on oxide surfaces include the width of the 
interfacial (structured) region to be ~10 to 30 Å, with a slower dynamic for the first water layer directly in 
contact with the oxide surface.  It is also well established from experiments and simulations, that the 
molecular orientation of interfacial water is governed by the pH, by the surface charge and the 
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electrostatic environment and by the presence of ions. The explicit inclusion of these factors in numerical 
simulations is still a challenge. In addition, most simulations are using classical force fields, which are 
parameterized to reproduce experimental results on a particular material and particular facet. Ab initio 
approaches are still computationally expensive if they are to reproduce long range effects in water, 
although they have gained ground rapidly over the last five years. Certainly our understanding about 
lateral ordering is still limited, and also a great challenge in experiments.  For the limiting case of 
ultrathin water layers on oxide surface a picture emerges in which hydroxylation and molecular water 
adsorption occurs on mot oxide surfaces at relative humidities far below those encountered in the 
environment (<1%), with consequences for, e.g., weathering of rocks and cloud nucleation processes.  
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5. WATER AT HYDROPHOBIC SURFACES 
After the discussion of the interaction of water with the overwhelmingly hydrophilic oxide surfaces, 
we now turn our attention to hydrophobic interfaces.  The molecular structure of water next to extended 
hydrophobic surfaces is crucial for understanding hydrophobic interactions ubiquitous in technology 
applications and biological systems, from the phase separation in oil and water mixtures, to the vital 
mechanisms that control protein folding. In contrast to water molecules surrounding small hydrophobic 
solutes, where relative to the bulk no breaking of hydrogen bonds is required, in extended hydrophobic 
surfaces, interfacial water molecules have no other option but to sacrifice, on average, less than one 
hydrogen bond per molecule.193,194  The corresponding non-hydrogen bonded OH group is then expected 
to point towards the hydrophobic surface, much like at the liquid/vapor interface (see next section). 
Experimental evidence for that interfacial water molecules have a broken hydrogen bond or “free 
OH” has been obtained using vibrational sum frequency spectroscopy.195 The existence of water 
 
 
Figure 12. Sum Frequency spectra in the OH stretching region of four hydrophobized silica/water 
interfaces with varying degrees of order. Silica surfaces were hydrophobized by self-assembly of 
octadecyltrichlorosilane monolayers. Receding contact angles in water (qwater) and specially 
hexadecane (qHexadec) appear to correlate with the order and/or defects in the monolayer, with the most 
ordered layer displaying the highest values. The average error in contact angles is ±2-3o.  Spectra were 
collected under the SSP polarization combination and the solid lines are guides to the eye joining 
consecutive data points. Figure adapted from reference 200.  
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molecules with a single dangling OH bond next to a hydrophobic surface is unambiguously observed by 
the presence of a relatively sharp band in the sum frequency spectrum centered at ~3680 cm-1 (see for 
example Figure 12). The fact that only a single band is observed rules out the presence of water molecules 
with two dangling OHs at the interface. First observed by Shen and co-workers more than 20 years ago196, 
this feature has been reproduced numerous times by others197,198,199,200, although the exact peak position 
varies depending on the nature of chemical groups exposed by the hydrophobic surface.197 Besides the 
sharp dangling OH peak, a broader band is usually observed at lower frequencies in the sum frequency 
spectrum and is assigned to interfacial water molecules forming hydrogen bonds of varying strength and 
coordination. This is particularly true for the most frequently used model system for probing the 
hydrophobic/water interface, which consist of silica substrates hydrophobically modified by self-
assembled alkyl silane monolayers (see for example Figure 12 for the lowest receding contact angles). 
The presence of this broad band at a relatively low wavenumbers (~3200 cm-1) assigned to molecules 
forming strong hydrogen bonds, was originally interpreted as the ability of the hydrophobic medium to 
induce order beyond the first monolayer of interfacial water molecules.196 However, this interpretation has 
been put in doubt by a number of recent studies. Firstly, sum frequency spectroscopy measurements at 
varying pHs at the alkyl silane hydrophobic interface have suggested that the effects observed in the 
bonded OH region are not due to the interactions of water with the hydrophobic monolayer, but are 
instead a consequence of the underlying fused silica substrate.199 Secondly, the addition of high 
concentrations of non-specific adsorbing ions results in an almost total cancellation of the broad OH 
stretching band, consistent with the screening of the field originating from the charged silica surface.197 
This latter study also concluded that water access to the solid substrate is granted through defects in the 
self assembled monolayer and not through penetration of the monolayer alkyl chains.197 Finally, 
measurements on hydrophobic monolayers of various degrees of order have shown that the broad OH 
feature in pure water practically vanishes for defect-free alkyl silane monolayers, while at the same time 
the intensity of the dangling OH increases (see Figure 12).200 Since the remaining features in the spectrum 
are primarily linked to water molecules having a dangling OH, these results provide conclusive evidence 
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that bulk isotropic properties are already present at sub-nanometer distances from the surface of well-
ordered hydrophobic monolayers: the induced ordering of water molecules is essentially limited to the 
first monolayer200 (notice that sum frequency spectroscopy remains insensitive to water molecules having 
both their OH bonds aligned parallel to the surface plane). In the same studies an apparent correlation was 
found between the interfacial molecular properties and macroscopic receding contact angle 
measurements, and in particular those measured in hexadecane (see Figure 12).200 It should be noted that 
no such correlation was found with the static and advancing contact angles in water. Contact angles are 
commonly used as a macroscopic measure to quantify hydrophobicity.193 
The fact that the surface induced order is essentially limited to the first water layer has important 
implications. One such case is regarding the origin of the attractive hydrophobic interaction between two 
hydrophobic surfaces. This interaction that is inherently due to the hydrophobicity of the surfaces (“true 
hydrophobic force”) becomes detectable at distances in the order of 10-20 nm when using force 
measuring techniques.193,201,202 Atomic force microscopy measurements between surfaces of various 
degrees of hydrophobicity (as estimated by their static contact angles) prepared by either, silane or thiol 
chemistry, show that the strength and range of the attraction increases with the contact angle.203,204 One 
mechanism that has been put forward to explain the origin of this attractive force is associated to changes 
in the ordering of water molecules between the two approaching surfaces.193,205 The vibrational 
spectroscopy results presented above, alas, for a single interface, suggest on the contrary that the order of 
water molecules at a distance of just a few Å from the most hydrophobic surface (as judged by its 
receding contact angle), is not different from that in the bulk.  
Additional information from the extended hydrophobic/water interface has been obtained by X-
ray206,207,208,209 and neutron reflectivity.210,211 These techniques are sensitive to the electron and scattering 
length density, respectively, and can be used, in principle, to determine water density profiles from the 
interface. Similarly to VSFS, the preferred model system has been alkylsilane terminated monolayers, 
self-assembled on silicon dioxide surfaces. One important result that has emerged from these studies is 
evidence supporting the presence of a density depletion layer next to the hydrophobic surface. The actual 
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thickness of this gap remains a source of debate, but the latest consensus suggests that for alkyl silane 
monolayers it is in the order of 1.5 Å or less,207,209,212,213 that is, just a fraction of a water monolayer (note 
that when considering error bars the possibility of having no gap at all is also an option in many studies). 
Besides the difficulties associated with preparing defect-free silane monolayers of sufficiently good 
quality described previously for VSFS,197,200 the other factors contributing to the uncertainty in the gap 
determination are linked to limitations in the instrument resolution, which are more patent in neutron 
reflectivity.209,213 Recent confirmation of the presence of an interfacial depletion layer comes for example 
from X-ray reflectivity (XRR) on perfluorinated self-assembled monolayers of varying fluorocarbon 
chain length (see Figure 13).212 Defect-free fluorocarbon self-assembled monolayers are more difficult to 
prepare than equivalent alkylsilane monolayers.214,215 However, their increased hydrophobicity enhances, 
in principle, the gap width relative to the resolution limit.  
 
 
Figure 13. X-ray reflectivity data for a series of fluoralkylsilane monolayers, CF3(CF2)n(CH2)2SiCl3, 
with varying lengths of CF2 groups in contact with water. For FAS13, FAS17, FAS21, and FAS25 the 
values of “n” is equal to 5, 7, 9, and 11, respectively. Fits to the spectra are shown as solid lines. 
Unambiguous gaps with minimum confidence errors of just a fraction of an Å are only observed for 
the longer chain monolayers (FAS21 and FAS25). Reproduced from reference 212. 
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A comparison of the XRR and VSFS results suggests that the apparent density depletion layer is 
linked to water molecules with a dangling OH bond in direct contact with the hydrophobic surface. 
Nonetheless, the VSFS spectra clearly indicate that those dangling OHs, as well as the terminal methyl 
groups of the alkyl silane monolayer, are vibrating in neither vacuum nor air. This is confirmed by the red 
shift of ~25 cm-1 and ~3 cm-1, relative to when in contact with air, for the “free OH” and CH3 stretching 
modes, respectively.196,197,200 It is worth mentioning, however, that in perfluoroalkylsilane monolayers the 
relative shift for the OH dangling mode is limited to just ~10 cm-1.197  
We will close this section with a few words on the molecular structure of water next to fluid model 
hydrophobic interfaces, such as oil/water interfaces, where available information is much more limited 
compared to the case of solid hydrophobic interfaces. Investigating liquid hydrophobic interfaces has 
been hampered by experimental challenges.216 Nevertheless, planar fluid interfaces, including 
water/CCl4198 and water/alkane196,198,217 systems have been investigated using VSFS. In all cases and 
similarly to the alkylsilane monolayer systems, water molecules with dangling OHs have been detected. 
The extent of ordering of water molecules beyond the first monolayer remains, however, uncertain due to 
conflicting reports, where the purity of the oils used may play a significant role in the interpretation of the 
results.198,217 Interestingly, careful ellipsometric studies at a series of planar oil/water interfaces have 
provided support for a depletion layer of just a fraction of an Å (0.3-0.4 Å).218 These reported values are 
close to those expected simply from hard sphere repulsion. The calculate thickness for the gap, remain 
however, model dependent.  
The results obtained for planar oil/water interface may not necessarily extend to curved interfaces, 
even if the radius of curvature is large relative to molecular scales. A recent vibrational sum frequency 
scattering study on alkane/water nanodroplets (~275 nm in diameter), reports that non-dangling OH bonds 
are observed at such interfaces.219 Even if not yet confirmed by others, it is clear that a number of open 
questions remain regarding the surface structure of water next to hydrophobic surfaces. 
  
 44 
6. LIQUID/VAPOR INTERFACES 
In this section we will discuss the interface of liquid water and aqueous solutions with vapor. This 
interface represents a termination of the hydrogen-bonding pattern of liquid water. Water molecules at the 
very surface will on average have a reduced number of hydrogen bonds compared to those in bulk liquid 
water. For pure water, this results in various surface-specific phenomena, as discussed in Ref. 220. We 
will in this chapter focus on surfaces of aqueous solutions, which are highly relevant in environmental 
sciences and as models for hydrophobic interfaces. In atmospheric science, the role of the liquid-vapor 
interface is an important but insufficiently understood factor for climate change.221 In particular, due to 
their high surface-to-bulk ratios, the properties of atmospheric aerosols are strongly influenced by 
interfacial molecular-scale phenomena. Moreover, the vapor phase above the aqueous surface effectively 
acts as a very hydrophobic surface, making the liquid-vapor interface a useful model for hydrophobic 
interfaces, which were discussed in the previous section. 
A key issue in these contexts is how the composition of the surface of a solution differs from that of 
the bulk. Some idealized cases are schematically illustrated in Fig. 14. While solutes are homogeneously 
 
Figure 14. Schematic illustration of how the composition of the surface of a solution may differ from 
that of the bulk for a solution with a single solute (Ia and b) or two solutes (IIa, b and c). 
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distributed in the bulk of a solution, the spatial distribution of solutes in the surface-near region is often 
different. While some solutes are enriched at the surface (Fig. 14 Ia), others are instead depleted (Fig. 14 
Ib). In solutions with two or more solutes, the distribution of the solutes close to the surface may be 
independent from each other and add up to the sum of the single solute cases. For example, a mixture of 
two surface-depleted species, each with a distribution as in Fig. 14 Ib, would result in a spatial 
distribution like the one in Fig. 14 IIc, while a mixture of two surface enriched species, each with a 
distribution as in Fig. 14 Ia, would be spatially distributed such as depicted in Fig. 14 IIb. 
Due to effects such as differences in solvation energy, leading to competition for solvating water 
molecules, and inter-solute interactions, such as complex formation or ion-pair formation, the spatial 
distribution of the solutes at the interface may, however, be different from the sum of the two separate 
cases. The addition of a second solute may cause a species, which is surface enriched on its own as in Fig. 
14 Ia, to avoid the surface as shown in Fig. 14 IIc. An independently surface depleted species, as in Fig. 
14 Ib, may become surface enriched due to the addition of a second species as in Fig. 14 IIa. In the case 
of a mixture of two independently surface enriched species, each with a distribution as in Fig. 14 Ia, the 
result may be that one of the two solutes dominates the surface region as in Fig. 14 IIa. Some selected 
results from literature, which demonstrate those general examples, are described below.    
 
6.1 Methods 
To probe the surface of water and aqueous solutions various surface sensitive and selective 
experimental techniques are established, mainly vibrational sum-frequency spectroscopy (VSFS)222,223, 
second harmonic generation (SHG)224 and X-ray photoelectron spectroscopy (XPS) on liquid micro jets225 
and on deliquescent salt crystals5. Furthermore, other techniques such as X-ray and neutron scattering226, 
and various X-ray based experimental methods such as grazing incidence X-ray diffraction, X-ray 
reflectivity and total reflection X-ray fluorescence227 are used to study monolayers of amphiphilic 
molecules on the aqueous surface. VSFS and SHG allow for deduction of structural information on 
composition and orientational distributions from vibrational modes. In XPS, where chemical compounds 
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are monitored directly, chemical and structural information as well as spatial distributions of species are 
revealed by means of detection of photoelectrons. The surface sensitivity in the non-linear optical 
techniques (VSFS and SHG) relies on a disruption in inversion symmetry at the interface, and in XPS 
surface sensitivity is obtained by a short attenuation length of the emitted photoelectrons in the condensed 
phase. Inaccuracies in the quantification of the spatial distributions of ions and molecules at the aqueous 
surface arise in VSFS and SHG from the fact that the position where the symmetry breaks changes for 
various solutions and in XPS from the fact that the attenuation lengths of photoelectrons in water in 
dependence on their kinetic energies are in particular for lower kinetic energies not exactly determined. 
Both VSFS and XPS experiments can be performed at ambient conditions. In liquid-micro jet 
experiments the solution surface is continuously renewed, which avoids problems due to beam damage in 
XPS experiments. In contrast to that is the preparation of a contamination-free surface in static samples, 
like it is used in e.g. SFG experiments, extremely challenging.  Information about the aqueous surface on 
the microscopic scale can also be obtained by Molecular Dynamics simulations.228,229,230 These provide 
detailed information about the spatial distributions of different species at the surface. The accuracy of the 
simulations depend critically on the quality of the used force fields, and the results are also influenced by 
the limited size of the systems possible to simulate. 
 
6.2 Structure and chemical composition of the aqueous interface: Pure water 
From VSFS studies on the structure of the pure aqueous interface, there seems to be common 
agreement that a single OH group projects into the vapor phase free of hydrogen bonding (i.e., a hydrogen 
dangling bond), which corresponds to a peak at 3700 cm-1.222 We note that this peak is blue-shifted by 20 
cm-1 when compared to methyl terminated solid hydrophobic/ water interfaces discussed above). In the 
past the peak around 3200 cm-1 has been assigned to an “ice-like” structure, i.e. tetrahedral and strongly 
bonded water molecules, while the one around 3450 cm-1 was attributed to more disordered water. 
However, more recent studies indicate that these peaks are due to a mixing of the bending overtone modes 
in water with the stretching motions causing Fermi resonance and splitting the band into two peaks.231 
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Regarding the acid/base characteristics of the aqueous interface there are contradictory statements. There 
is a discrepancy in experimental results and in theoretical predictions from simulations regarding the 
spatial distribution of protons (and structure/hydration: e.g. Eigen and Zundel) and hydroxide ion at the 
aqueous interface.224,228,232 The structure of the aqueous interface, as well as its acid/base characteristics, is 
discussed in more detail in Ref. 220. 
 
6.3 Structure and chemical composition of the aqueous interface: Solutions 
Many of the fundamental processes of biological, environmental and atmospherically relevance occur 
at the water-vapor interface, however the understanding of the behavior of ions, organic and inorganic 
molecules at the interface is still under development. Most studies conducted on the aqueous interface 
during the last decades, show a clear difference in the chemical composition at the interface in 
comparison to the bulk. 
  
6.3.1 Salts  
Many efforts have been expended on giving simple rules on how various compounds behave at the 
aqueous surface, however strong controversial claims give rise to discussions. The common consensus 
seems to be that simple rules are difficult to state. However, trends for classes of compounds, such as 
halides or organic molecules can be given. Small inorganic ions, such as halides, are classically expected 
to be depleted from the surface, see Fig. 14, Ib, in part due to the lack of polarizable solvent outside the 
air-water interface.233 It is, however, largely agreed on in the community that big, polarizable halide 
anions are less depleted from the surface in comparison to smaller, less polarizable ions, and that iodide 
may even be enriched (Fig 14, Ia). Nevertheless, their quantitative enhancement, determined both 
experimentally and theoretically, is discussed and there is considerable disagreement on quantitative 
values.234,235,236,237 Besides the studies on pure halide salts, mixtures of various inorganic salts in aqueous 
solutions have been investigated throughout the years and cooperative effects were found.238 Depending 
on the exact mixture, the interaction between ions may be driven by various energetic and entropic effects 
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resulting in e.g. ion pairing and/or segregation of one species at the water vapor interface. Furthermore, 
close to the interface region less water is available for hydration of the compounds. At elevated salt 
concentrations / ionic strength this fact leads to competition for full hydration among the different 
dissolved ions. This may favor ion pairing such as solvent-separated ion pairs, contact ions pairs and 
complex formation at the interface239, all of which are effects that are rather unexplored.240,241 Another 
issue is the interaction between ions and molecules242,243 as well as molecules and molecules, which are 
also in the scope of numerous investigations and are discussed in more detail in the following section. 
 
6.3.2 Molecules  
In contrast to inorganic ions, which can exhibit either surface enrichment or depletion, organic 
molecules are often enriched at the interface causing a decrease in surface tension. Already rather small 
organic compounds that are freely miscible in water can be enriched at the aqueous surface, i.e. the 
surface concentration is in general larger than the bulk concentration. As a result of this surface 
enrichment in particular surfactants, i.e., surface-active amphiphilic molecules, can show orientation 
effects at the aqueous interface which are most often driven by minimization of hydrophilic-hydrophobic 
interactions and an increase in van der Waals interactions between hydrophobic parts of the molecules.244 
A known example in this context is that alkyl-chains of organic molecules or ions can be oriented 
perpendicular to the water surface plane at monolayer coverages.244,245,246  Thus the interfacial structure of 
a solution can be strongly altered depending on the solutes. For certain compounds (i.e., acetic acid, 
methanol, acetone) even the formation of centrosymmetric or antiparallel double layer structures at the 
surface has been observed at elevated concentrations.247,248,249,250 
In mixtures of molecules and inorganic salts in aqueous solutions, different cooperative effects have 
been observed which affect, e.g., the concentration and structure of solutes at the aqueous interface. In 
this context, terms such as “salting out” and “salting in” were established by F. Hofmeister251, based on 
experiments on mixtures of inorganic ions and proteins. This effect of cations and anions on the solubility 
of organic compounds, which is caused by direct and indirect interactions between the solutes, has also 
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been observed for various other amphiphilic organic molecules affecting their behavior close to the 
interface (Ref. 252 and references therein). Some experiments show for example evidence for direct 
interaction between the organic compounds and the dissolved ions, which effectively can change the 
spatial distribution and orientation of the solutes at the aqueous interface. 242,253  
 
As discussed in Ref. 220, the pure water surface may be different from the bulk in terms of hydroxide 
and hydronium ions. Connected to this is the behavior of an acid or base at the aqueous surface, which 
has been studied for example by XPS.254,255,256 The results for acetic acid are schematically shown in Fig. 
15. Assuming equal activities, the protonated and deprotonated forms exist with the same concentration in 
the bulk at a pH equal to the bulk pKa, i.e. 4.8. At the surface, however, the protonated species dominates. 
At pH << pKa, the bulk is dominated by the protonated species, which furthermore is surface enriched. At 
pH >> pKa, the deprotonated species dominates the bulk, and very little of either species is found at the 
surface. The surface composition is thus different from the bulk composition in terms of both the solute 
amount and speciation. Similar behavior has also been observed for other acids.247,254,255  There are, 
however, other aspects on the surface behavior of acids. Mass-spectroscopic studies of hexanoic acid / 
 
Figure 15. A schematic illustration of the differences in composition between the surface and bulk of 
aqueous acetic acid as function of pH. 
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water droplets suggest that the deprotonation of the acid can occur at the surface down to pH well below 
the bulk pKa, interpreted as caused by the presence of hydroxide ions at the surface at pH down to 4.232 
There are several factors that may influence the speciation of an acid/base at the water surface, such as the 
possible prevalence of either hydronium or hydroxide ions, the possible change of the pKW at the surface, 
and surface segregation phenomena of both the protonated and deprotonated species.   
 
6.4 Open issues  
As briefly mentioned above, there are a number of open issues connected to the liquid-vapor 
interface. For neat water, there are issues such as the number of dangling OH-groups, and the possibly 
different pKW and pH. Regarding aqueous solutions of molecules and ions, a precise determination of the 
spatial distribution of different species at the aqueous interfaces and connected effects, such as possible 
double-layer formations, orientational or cooperative effects, is both of strong fundamental interest and 
highly relevant in, e.g., atmospheric science. Single solute systems are now actively studied, and the 
understanding of such relatively simple systems is a necessary prerequisite to proceed to more complex 
systems closer to those found in nature, such as mixtures of two or more solute species. How the presence 
of solutes at the surface influences the adsorption of water molecules from the vapor phase, a key process 
in water accommodation in the atmosphere, has only been begun to be explored. All these effects can be 
expected to exhibit a temperature dependence, which remains to be studied in more detail.  
On the methodological side, both experimental and theoretical methods employed to study the 
aqueous surface on the molecular scale have unsolved challenges requiring certain assumptions to be 
made when results are analyzed and interpreted. Thus, results need to be treated with caution and often 
only qualitative trends can be concluded. Hence, there is a need to specify insufficiently determined 
parameters even more in order to improve the accuracy of the results. For example the attenuation length 
of electrons in aqueous matter, which is a measure of the surface sensitivity of XPS is not known 
accurately.  
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Molecular dynamic models are strongly dependent on the employed force fields, while ab initio 
quantum chemical simulations, which are computationally more expensive, can only be applied to smaller 
systems and are still not exact, suffering from errors in the treatment of e.g. van der Waals forces (as 
mentioned earlier) and self-interaction (which is particularly relevant to the acid/base properties of pure 
water)257,258. Thus results from these studies can at best give trends, while the precise determination of e.g. 
the spatial distribution of compounds at the interface and connected effects is still very challenging.  Our 
understanding of the liquid-vapor interface is now rapidly developing, and further progress on issues of 
both fundamental interest and applied relevance can be expected from established experimental and 
theoretical techniques, and especially combinations thereof, and possibly new techniques. 
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7. ICE/VAPOR INTERFACES 
Like most solids, ice undergoes a melting transition at the solid/vapor interface at temperatures below 
the bulk melting point.259,260  As such, the ice surface can essentially change its nature from that of a 
solid/vapor to a liquid/vapor interface, depending on the temperature.  The existence of a disordered, 
liquid-like layer (LLL; sometimes also called “quasi liquid-like”) has consequences for, e.g., the friction 
and adhesion of ice surfaces, the adsorption, reaction and release of trace gases from the ice surface, and 
is also a key component in models for the mechanism leading to thundercloud electrification. The 
existence of a LLL at the ice surface was first proposed by Michael Faraday in 1859, based on 
observations of a growing contact area between two ice spheres in contact with each other, which Faraday 
interpreted as a sign for the presence of a mobile layer at the ice surface.261  Experimental proof for the 
existence of the LLL on the ice surface proved to be elusive for a long time; only in the last decade of the 
past century did several surface-sensitive techniques show that the ice surface indeed exhibits a 
premelting transition. However, the nature of the LLL is far from being understood - there is not even 
agreement on its two most fundamental characteristics, namely the onset temperature for surface melting 
and the thickness of the LLL as a function of temperature. There is even less information on other 
important parameters, such as the density of the LLL, its viscosity, and its ionic and electric conductivity, 
and whether there is a sharp boundary between the LLL and the solid ice, or rather a gradual transition. 
 
7.1 Thickness of the liquid-like layer 
The onset temperature and thickness of the LLL have been studied using a variety of techniques, 
including proton channeling, grazing incidence X-ray diffraction, SFG, AFM, ellipsometry, and 
NEXAFS.  A compilation of the results of these measurements is shown in Fig. 16.8 The thickness of the 
LLL varies by up to two orders of magnitude for a given temperature, depending on the measurement.  
These large discrepancies are most likely due to two factors. For one, different techniques measures 
different physical properties to distinguish liquid water from solid ice, e.g. X-ray diffraction the disorder 
in the O lattice positions, ellipsometry a change in the complex refractive index, and AFM the adhesion 
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force between the tip and the ice surface.  With the uncertainty in the properties of the liquid layer this 
can lead to variations in the results.  A second possible reason for the large uncertainties is the role of 
impurities in the surface melting of ice, which may alter the onset temperature for 
premelting.262,263,264,265,266  
A surface science approach to the study of the physical and chemical properties of the ice surface 
requires the preparation of well-ordered single crystal surfaces as well as the control of impurities in the 
experiments.  Each one of these conditions has been fulfilled during the last decade, yet not in one-and-
the-same experiment.  Dosch et al. have conducted ground-breaking glancing angle X-ray scattering 
experiments on carefully-prepared hexagonal (00.1) and non-basal (10.0) and (11.0) ice Ih surfaces, 
where X-rays with a photon energy of ~8.3 keV where incident on the surface at an angle of total external 
reflection, about 0.14 deg to the plane of the surface.267,268  Under these conditions the probing depth in 
the experiments can be varied from ~5 nm to ~100 nm by slight variations of the angle of incidence.  The 
 
Figure 16: Thickness of the liquid-like layer as a function of temperature, as determined using various 
experimental and theoretical methods.  Reproduced with permission from Ref. 8. 
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extreme grazing incidence angle required the preparation and the maintenance of very smooth and 
extended surfaces.  By monitoring both the X-ray reflections due to the oxygen atoms in the ice lattice 
and the hydrogen-forbidden (00.4) reflections, these studies yielded information about the disorder in the 
water molecule positions as well as the disruptions in the hydrogen-bonded network due to Bjerrum 
defects.  The glancing X-ray scattering experiments revealed an onset temperature for premelting of -13.5 
C for the basal and -12.5 C for the non-basal surfaces, with LLL thicknesses of 30 nm and 10 nm at -1 C 
for the basal and non-basal surfaces, respectively.  These data are in good agreement with a 
thermodynamic model based on a minimization of the interfacial free energy through lattice calculations 
in the grand canonical ensemble by Henson et al.269  They are also consistent with coarse-grained free 
energetic modeling and molecular simulations of a minimal model of water.270 
A number of ab initio simulations of the ice surface and classical MD simulations of melting at the 
ice surface have been performed to understand various molecular level aspects of the ice/vapor 
interface.271,272,273,274,275,276,277,278,279,280,281,282,283 For example, ab initio simulations have focused on 
understanding how protons in the hydrogen bonded network of ice order at the surface and how this 
ordering impacts upon adsorption and pitting at the surface.277,283 Classical MD simulations have focused 
on the formation of the LLL, and in this regard it is encouraging that they do consistently predict the 
formation a LLL below the melting temperature of ice and that it increases in thickness as the temperature 
approaches the melting temperature (or more precisely the water model used). Fig. 17 shows an example 
of one such classical MD simulation for an ice nanoparticle. It shows that at >30 K below the melting 
temperature of the nanoparticle there is some configurational disorder of the water molecules at its 
surfaces but no clear LLL. In contrast at just a couple degrees below the melting temperature of the 
nanoparticle a ca. nanometer thick LLL is apparent. The particular study from which Fig. 17 was 
extracted also explored where in the nanoparticle pre-melting was favored, revealing that it was initiated 
at the corners of the crystals, then the edges between facets, and finally at the flat surfaces, i.e., the 
melting temperature is related to the degree of coordination. A strong dependence of the melting 
temperature with the nanoparticle size was also observed, with the combination of small particle size and 
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pre-melting leading nano-sized ice crystals to have liquid-like surfaces as low as about 130 K below the 
bulk ice melting temperature. 
  
7.2 Reaction of ice with adsorbates 
One unsolved problem in these experiments is the presence of surface contamination, which are in 
general not easily to detect using X-ray scattering.  Impurities at the ice surface may originate from 
adsorption from the surrounding gas atmosphere, or from the bulk itself, where even small amounts of 
impurities in the stock solution from which the ice is grown can give rise to considerable amounts of 
impurities at the surface.  A promising method for the simultaneous measurement of the surface chemical 
composition and surface disorder of ice is a combination of ambient pressure X-ray photoelectron 
spectroscopy (APXPS) and near-edge X-ray absorption fine structure (NEXAFS) at the oxygen K-edge. 
NEXAFS probes unoccupied orbitals and is sensitive to the local bonding environment, for instance to 
changes in the hydrogen bonding between water molecules.  When operated in the partial electron yield 
mode, with a probing depth of about several nm, it allows probing the degree of disorder at the ice 
surface.  Using this approach an onset temperature of about –20 °C for the premelting of a polycrystalline 
ice sample was found266, in reasonable agreement with the grazing incidence X-ray scattering experiments 
 
Figure 17. Snapshots from classical MD simulations of an ice nanocrystal as a function of temperature 
(relative to the melting temperature of the nanoparticle with a particular classical model). At low 
temperatures (left image) there is some configurational disorder at the ice surface but no significant 
LLL. At just a couple of degrees below the melting temperature (middle image) a clear LLL has 
emerged. This particular nanoparticle contains about 10,000 water molecules. Image adapted from 
Ref. 280. 
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shown above.  These measurements also indicated that adventitious carbon contamination from the 
vacuum chamber background enhances premelting. 
Over the recent years several combined APXPS/NEXAFS studies have addressed the influence of 
contamination on the premelting of ice.  An illustrative example is shown in Fig. 18, where an initially 
clean ice surface was exposed to increasing partial pressures of NO2, and important trace gas in the 
atmosphere.284  The experiments were performed at -43 °C.  XPS and Nitrogen K-edge NEXAFS both 
showed the formation of nitrate species at the ice surface through the reaction of NO2 with water.  The left 
panel in Fig. 18 presents the O K-edge NEXAFS spectra for the clean ice (blue line), a submonolayer 
coverage of nitrate on the ice surface formed at a NO2 partial pressure of 0.003 Torr (green points), and a 
spectrum of a nitrate solution droplet which formed at a NO2 partial pressure of 0.05 Torr.  The peak at 
~532 eV is due to oxygen in the nitrate.285  The transition from solid ice to a nitric acid solution is visible 
through the characteristic increase in the intensity of the peak at 535 eV (see earlier section) and the 
increase in the main edge intensity (~537 eV) over that of the post edge (~542 eV) for the solution 
compared to the ice. The right panel in Figure 18 shows the results of a linear compilation of the pure ice 
 
 
Figure 18. Effect of the presence of a submonolayer of HNO3 on the ice surface at 230 K.  The 
NEXAFS data of the HNO3 covered ice (green dots) can be approximated in a linear combination of 
the O-K edge NEXAFS spectrum of clean ice (blue line) and a HNO3 solution (black line) in a ration 
of 0.8:0.2 (see right panel).  These data indicate that the disordered layer at the ice surface in the 
presence of a submonolayer coverage of HNO3 is due to an HNO3 solution, instead of a premelted 
ice layer. From Reprinted with permission from Ref. 284. 
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with the pure solution spectrum to fit the spectrum obtained for sub-monolayer nitrate coverage.  The best 
fit is achieved with 0.8 clean ice + 0.2 nitric acid solution, which would be consistent with a coexistence 
of the two components without additional premelting induced by the presence of nitric acid.  Other 
experiments of ice/adsorbate interfaces have been performed with acetone286, acetic acid287 and 2-
propanol.288 
While this is an important step forward in our understanding of the influence of impurity phases on 
the nature of the ice surface, many more measurements spanning range from stratospheric temperatures to 
the melting point, and impurities, including alkali halides, acids and organics, are necessary to provide 
much needed input data for models of the heterogeneous chemistry of polar snow packs and ice aerosol 
particles in the atmosphere.  An ideal experiment would combine simultaneous measurements using 
surface sensitive X-ray crystallography (such as gracing incidence X-ray scattering) and XPS which 
would provide structural as well as chemical information on the surface.  With the advent of dual 
hard/soft X-ray beamlines this might not be too far-fetched a dream. 
 
8. CONCLUDING REMARKS 
If one would attempt to sort aqueous interfaces by the degree of molecular-level understanding we 
have gained through theoretical and experimental studies over the past decades, the solid/vapor interface 
would surely rank highest, in particular in view of the wealth of information gleaned from experimental 
studies at low-temperature conditions and theoretical modeling of water adsorption on well-ordered 
substrates.  Structural motifs, hydrogen-bonding between water molecules, dissociative vs. molecular 
adsorption, and the kinetics of water molecule migration along the interface have been explored with a 
range of theoretical and experimental methods.  Much less is known about the interfaces of bulk aqueous 
solutions at ambient temperatures, e.g., the bulk liquid/vapor and liquid/solid interface, which in the case 
of aqueous solutions in general show deviations in the chemical composition compared to that of the bulk, 
and where the hydrogen bonding network may deviate from that in the bulk due to the presence of the 
interface. The highly dynamic nature of these interfaces at ambient temperatures poses challenges to both 
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experimental and theoretical investigations. While we have made progress in the molecular-scale 
description of the steady-state properties of liquid/solid as well as liquid/vapor interfaces over the last 
years, a detailed understanding of heterogeneous processes at aqueous interfaces is still a major challenge 
and requires new experimental and theoretical approaches.  Progress in this area will have a strong impact 
across many diverse areas of science and technology, including such important phenomena as the uptake 
of CO2 at the ocean surface, and the fundamental processes involved in electrochemical reactions, such as 
corrosion, in particular simultaneous charge and mass transport.   
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