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ABSTRACT
The work described in this thesis pertains to the design of safe and stabilizing controllers
for robotic systems and neural networks. Problems such as collision avoidance in multi-arm
robots, and safe control under time-delays in communication are formulated as a control
system design problem and studied under a Lyapunov framework. A study on a widely
used recurrent neural network is also presented from a dynamical systems viewpoint. In
the first part of this thesis, we develop a strategy for collision avoidance among a system of
robotic manipulators in the joint space. The resulting joint-feedback controller is obtained
in a closed form, which means that the joint positions are directly used in computing the
joint torques, without any additional intermediate steps for computing shortest distances
or gradients of shortest distances between the links. Furthermore the collision avoidance
controller can be augmented to any stable controller with different objectives, such as posi-
tion tracking, velocity synchronization, coordination, formation control etc. As an example,
set point stabilization is considered as a control objective and convergence of the joints to
their desired positions is shown while guaranteeing collision avoidance among the links of
the manipulators and avoiding deadlocks (unwanted local minima).
The second part studies a well known problem in bilateral teleoperation systems in pres-
ence of asymmetric communication delays, for the case when there is a controller saturation
constraint on both the local and remote manipulators. Stability under time delays has been
a key challenge in the control of teleoperation systems, and several controllers, mostly based
on the concept of passivity have been proposed over the past two decades. The recently
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proposed controllers with damping injection, improve tracking performance in addition to
guaranteeing stability, due to explicit position information in the controller. We extend these
results in the case of manipulators that can only produce bounded joint torques for coordi-
nation and force reflection. Sufficient conditions for guaranteeing stability and tracking are
provided under such a controller restriction. The proposed controllers are validated using
some simulation and experimental results.
In the third part, we study some of the dynamical properties of Long Short-Term Memory
Neural Networks (LSTMs). Such studies are needed in order have better insights into how
and why LSTM models work so well with time-series data, with the ultimate goal of im-
proving their training and performance. Towards that direction, two sufficient conditions on
global asymptotic stability for autonomous LSTMs, are presented. One of these conditions
is obtained in analytical form whereas the other is obtained through linear matrix inequality
(LMI) based computation. Since these conditions are formulated in terms of the networks’
weight matrices and biases that are essentially control variables, the same conditions can
be viewed as a way to globally asymptotically stabilize these networks. These conditions
and how to compute numerical values for the weight matrices and biases are illustrated by
a number of numerical examples.
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Intelligent systems are ubiquitous today - we may interact with them in the form of actual
physical systems such as autonomous or semi-autonomous robots, or through less tangi-
ble but equally pervasive AI systems. The approach for controlling and/or designing these
systems to achieve various kinds of interesting and important behavior requires careful con-
sideration of the system dynamics, type of feedback information available and controller
capabilities, even though control theory provides many powerful tools for analyzing and
designing controllers for general dynamical systems. We take into consideration three ex-
amples that together cover a very wide range of dynamical systems - autonomous vs human
operated systems, continuous vs discrete time systems, passive vs chaotic systems, and time-
delayed systems. This thesis presents control techniques to specific problems such developing
closed-form avoidance controllers, control under time-delays and actuator saturation, and
stabilization of a chaotic system. In particular, the three application areas that motivate
these problems are: real time collision avoidance in multi-arm robotic manipulators with
high-dimensional configuration space, bilateral teleoperation system for remote surgery and
training of Long Short-Term Memory neural networks which is a type of recurrent neural
network. The research objectives and contributions in the three primary parts that this
thesis is divided into, are detailed in their respective chapters. But an overview is presented
in what follows.
Robotic manipulators with multiple arms are common in robot assisted surgery (see Fig-
ure 1.1). The configuration space for such systems can be complicated, high-dimensional
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Figure 1.1: Da Vinci Xi Patient-side Cart
manifolds, which puts limitations on the use of motion planning algorithms for ensuring
safety in real time. Moreover, for applications such as surgery with dynamic environments
and constantly changing goals, one would need frequent re-planning, which further limits
planning based approaches. We describe a control theoretic approach to this problem, which
uses avoidance functions (or barrier functions) to encode safety sets. These avoidance func-
tions are constructed as closed-form functions of joint angles of the arms, and are smooth.
Smoothness of the avoidance function allows us to have: 1) Smooth gradients which can be
used in the design of controllers, and 2) Lyapunov like analysis to obtain theoretical guaran-
tees on collision avoidance. The approach is discussed in detail in Chapters 2 and 3 of this
thesis.
The problem studied next is the control of time-delayed Lagrangian systems, in the con-
text of bilateral teleoperation. Tele-manipulation is the control of robotic manipulators by
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a human operator from a remote location. Bilateral teleoperation over a communication
network with delays is a significant challenge even today. Time-delay induced instabilities
in bilateral teleoperation systems is an even more critical challenge in safety critical applica-
tions like robotic surgery. Adding additional considerations such as actuator saturation adds
to the difficulty of designing stable controllers under delays, and yet is an essential, practical
constraint that needs to be respected. For example, such a control saturation may occur due
to limited capacity of the actuators, or may need to be artificially introduced to ensure that
robot exerts only a certain bounded force on the human operator or the environment being
manipulated. In Chapter 5, this problem is formulated and related work is discussed. The
controller design, and stability and performance analysis is presented in Chapter 6.
Next, in Chapter 7 we introduce Long Short-Term neural networks (LSTMs). LSTMs
are a particular type of recurrent neural network, which are powerful for classification and
prediction of time-series data. As dynamical systems, LSTMs are known to have a very
rich behaviour, including chaotic motions, even in the absence of inputs. Having a better
understanding of their dynamical properties is a crucial first step that needs to be taken
towards improving current training practices and performance, and yet, very little effort
has been made in that direction so far. Chapter 7 motivates the significance of studying
stability properties and equilibrium analysis of LSTM based on strong empirical evidence
that the edge of chaos for LSTM systems can be correlated to the edge of stability of the
linearized system. Along similar direction, we study the global asymptotic stability property
for LSTMs in the subsequent chapters and provide sufficient conditions for the same. As an
important intermediate step, we propose a homotopy approach for computation of non-trivial
equilibrium of LSTMs in Chapter 8.
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CHAPTER 2
SAFE, COLLISION FREE COORDINATION FOR
MULTI-ARM ROBOTS
2.1 Background
Collision avoidance for robotic manipulators is crucial in several applications where the arms
work in close proximity to one another or in cluttered, obstructed environments. Some of the
applications include surgical robots, manufacturing and military robots used for explosive
disposal etc. Motion planning for collision avoidance has received a lot of interest and a
survey can be found in [9]. However, for certain applications, such as teleoperated robotic
surgery for instance, there is very limited amount of planning that can be done since these
robots are far from autonomous.
Several approaches exist for real-time collision avoidance in robotic manipulators. For re-
dundant manipulators, kinematic control is a common approach for collision avoidance, which
has been used for collision avoidance with stationary obstacles ( [28], [6], [36]) and in dynamic
environments ( [24]). Kinematic approaches however do not guarantee collision avoidance
particularly for cases where the response of the robot may not be fast enough to accurately
track the collision free reference trajectory. Real-time collision avoidance using proximity
sensors (such as in [33]) also do not consider the dynamics, and require additional hardware.
Artificial potential based methods have also been widely used ( [12], [14], [13], [8], [22]),
largely for collision avoidance between a robotic manipulator and the environment. A more
recent work for controlling manipulator motion and its interaction with the environment us-
ing learned potential functions can be found in [11]. Use of velocity dipole fields for collision
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avoidance can be found in [26]. Elastic strip framework have been considered in [2] and [3],
where pre-planned paths are modified in reaction to dynamic changes in the environment.
One common step involved in many of these is imposing constraints involving the shortest
distance between the links. Although using shortest distance as a measure of closeness of
the arms is sensible, it is unnecessarily rigid if avoiding collision is the objective. We could
in fact use any function that provides some measure of distance between the two arms, not
necessarily a linear or even strictly monotonic function of the shortest distance between the
two arms. In this chapter, we derive functions whose non-positive level sets indicate colli-
sions between two arms. If such functions are continuously differentiable and can be found
in closed form, then we can directly generate a feedback control for avoiding collision which
is simply a continuous function of the joint angles of the robotic arms. This is clearly an
advantage over computation of shortest distance in each control loop and then computing
controls based on those distances. Furthermore, this is particularly useful in saving compu-
tations in case of robots with limited frequency in the control loop due to hardware constraint.
In this thesis, a control systems rooted approach is taken to formulate and solve the col-
lision avoidance problem for robotic manipulators. We shall consider a general nonlinear
Lagrangian dynamics for the robotic manipulators and provide results for guaranteed colli-
sion avoidance between the links. Each of the manipulators involved together try to avoid
mutual collision while moving to their desired positions. Avoidance functions and Lyapunov-
like analysis have been used in non-cooperative scenario to develop sufficient conditions for
collision avoidance in [18], [16], [17], [19], [20], and [1]. Extension to uncertain dynamical
systems was made in [4] and to dynamic systems with timescales in [27]. There are several
related works on guaranteed cooperative collision avoidance between multi-agent systems,
and are flexible in the sense that they can be easily appended to other control objectives. The
use of avoidance functions to guarantee collision avoidance between cooperative multi-agent
agent systems on top of an optimal control law can be found in [35]. Robustness of these
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avoidance controls to bounded external disturbances was shown in [7]. Results were further
extended to a double integrator dynamic system in presence of sensing uncertainties and
bounded control input in [30] and [31]. Application in systems with holonomic constraints
can be found in [25] and [32]. In [5], navigation functions are considered for agents with
single integrator dynamics and sensing uncertainties. An earlier work on collision avoidance
using navigational functions for bounded torque actuated robot can be found in [29]. All
of these prior works are however applied to multi-agent systems where the agents can be
approximated as point masses or bounded by circles, which simplifies to a great extent the
construction of avoidance functions, since the distance between the two agents is simply the
norm of the relative position between them. Although in case of robotic manipulators, com-
puting the shortest distance between links isn’t as straightforward, one can still follow the
same approach for robotic manipulators. This thesis presents a more generalized approach
for constructing avoidance functions for manipulators where explicit computation of short-
est distance between the links is not required to generate avoidance control. The avoidance
control then just becomes a state feedback control without the intermediate step of distance
calculation.
The remainder of the material on collision avoidance problem is organized into the follow-
ing sections. In Section 2.2, we formulate the problem, the dynamics of the system under
consideration and the control laws. The next sections, 2.3 and 3.1, are dedicated to the devel-
opment of avoidance functions for robotic manipulators in 2 and 3 dimensional workspaces.
These functions give a sufficient conditions to avoid collision between the links in terms of
nonlinear constraints which can then be used to develop controllers for collision avoidance.
Finally, we present some results in Section 4.1, for both planar and 3-dimensional manip-
ulators, and evaluate the avoidance functions developed in the previous sections. Future
directions and possible improvements areas in the approach are also provided in Section 4.3.
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2.2 Dynamics
We consider the problem of coordination of a system of N robotic agents with guaranteed
collision avoidance. We assume that each robot can be described by the nonlinear Euler-
Lagrange equations
Mi(θi)θ̈i + Ci(θi, θ̇i)θ̇i + Gi(θi) = τ̄i + di(θi, θ̇i), i=1,2,...,N (2.1)
where θi ∈ Rn is the vector of generalized coordinates. Mi(θi) is a positive definite inertia
matrix Ci(θi, θ̇i) is comprised of Coriolis and Centrifugal terms, and Gi(θi) is the vector of
gravitional torques. τ̄i ∈ Rn is the input torque, and di is a disturbance. It shall be assumed
from here on that gravity is compensated for in each manipulator using a feedforward control
term in τ̄i. We shall therefore omit the gravity term in (5.1) and replace τ̄i by τi, which is
part of the input torque without the gravity comensation term. Each component of the
disturbance di is assumed to be uniformly bounded, i.e., ‖di‖ ≤ ρi < ∞,∀i ∈ {1, 2, ..., N}
for some positive bounds ρi. Let ρ = max
i∈{1,...,N}
ρi. Furthermore, we assume that di(, 0) = 0,
which is similar in structure to vanishing perturbations (see [10], Chapter 9). We make the
following assumptions on the agents’ dynamics
A.1. ∃ constants σ̄i and σi such that σi ≤ ‖Mi(θi)‖ ≤ σi
A.2. ∃ constants kCi such that
∥∥∥Ṁi(θi)∥∥∥ ≤ 2 ∥∥∥Ci(θi, θ̇i)∥∥∥ ≤ 2kCi ∥∥∥θ̇i∥∥∥
A.3. The matrices Ṁi(θi)− 2Ci(θi, θ̇i) are skew symmetric
These assumptions are satisfied in case of a wide class of robotic manipulators and therefore
are not very restrictive.
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2.2.1 Modified Avoidance functions
The goal of control is to avoid a certain set, while converging to a given equilibrium point.
The collision avoidance is achieved by using avoidance functions. First, we define our avoid-
ance regions in terms of continuously differentiable scalar functions Φj, j = 1, 2, ...,M as the
set Ωavoidance = {Θ|Φj(Θ) ≤ γj,∀j = 1, 2, ...,M} and some non-negative constants γj, where
Θ = {θ1, θ2, ..., θN}.
These avoidance regions may also be interpreted as nonlinear constraints that need to be
satisfied at all times (For example, in simple case of mobile robots this constraint may be
maintain a certain minimum separation, as shown in Figure 2.1). In order to do so, modified
avoidance functions are introduced as follows











∀j = 1, 2, ...,M , where Γj > γj ≥ 0 for each j. The avoidance functions V aj are continuously








, if Γj > Φj > γj
 . (2.3)
2.3 Objective and Control Law
The control objective is to make each of the N robotic arms converge to their respec-









(Ni denotes the degree of freedom in the i
th manipulator arm) for




Figure 2.1: (a) Simple example of Φ function in case of mobile robots bounded by spherical
avoidance regions. (b) In case of multiple manipulators, such a continuously differentiable
Φ may not necessarily have a monotonic relation to the physical shortest distance between
the links, but rather is a convenient tool for constructing avoidance functions
First, we present a controller that achieves the collision avoidance objective in the follow-
ing theorem. The second objective, that is, convergence to desired goal position is discussed
in the subsequent theorem.
Theorem 1. Consider the controller for the kth joint of the ith manipulator




|θ̇i,k| , θ̇i,k 6= 0




















i,k(θi,k − θei,k), if
∣∣(θi,k − θei,k)∣∣ < (µei,k/kei,k)
µei,ksgn(θi,k − θei,k), otherwise
, ∀i = 1, 2, ...,N,




i,k > 0 are respectively, the damping constant
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and proportional gain of the agent i and kaj > 0 is the avoidance gain corresponding to
each avoidance function V aj . Such feedback controllers lead to collision free trajectories in
presence of bounded input disturbances.































∣∣θi,k − θei,k∣∣ < µei,kkei,k
µei,k
∣∣θi,k − θei,k∣∣− (µei,k)22kei,k , otherwise .


















































‖θ̇i,k‖ , θ̇i,k 6= 0






















































Since Vcol is decreasing and bounded by zero from below, it converges to some positive
finite value. This implies that the avoidance functions have finite values at all times, and
therefore the avoidance constraints are always satisfied.
Note that for guaranteeing collision avoidance or for boundedness of the state variables,
it suffices for the disturbance input to be uniformly bounded, without requiring it to vanish
at zero velocity. In case of a more general disturbance that satisfies a linear growth bound
such as ‖di‖ ≤ υi
∥∥∥θ̇i∥∥∥ + ρi,∀i ∈ {1, 2, ..., N} where υi > 0 is some constant, simply adding
an additional term −υiθ̇i,k to the disturbance rejection term udi,k in (2.4) would lead us to
V̇col ≤ 0.
It is well known that the gradient based controllers suffer from the existence of local
minima. To overcome this significant issue, we will use an additional control as originally
developed in [31]. 1 With this control we can achieve convergence of each manipulator arm
to their respective equilibrium position, if they are outside the avoidance regions. We state
this in next theorem. But first, we show that each control term is bounded. It is immediate
that uei,k and u
d
i,k are bounded by µ
e
i,k and ρ respectively. Now, since Vcol is bounded, from
(6.6), we can explicitly compute the upper bound for each joint velocity using boundedness
assumption A1 (we shall denote this upper bound as µvi ). Also, as we will show in the next
section, uai,k is bounded.
1There is a wide range of approaches to overcome the issue of local minima, yet we choose the one
used in [31], as it allows us to remain within the framework of Lyapunov analysis, which is the primary
tool of analysis of the robot trajectories in this chapter. In practice, numerical errors in computation and
measurement noise may be sufficient to perturb the system out of a local minima.
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∥∥∥θ̇Ti (θi − θei )∥∥∥ = ∥∥∥θ̇Ti ∥∥∥ ‖θi − θei ‖ ,




where ê⊥i is a unit vector chosen to be orthogonal to (θi − θei ). 2 Then, the trajectories of
the closed loop system (5.1) with this additional control term, converge to the desired final
position θei , assuming θ
e
i 6∈ Ωavoidance.
Proof. Clearly, this new control term is orthogonal to θ̇i and therefore doesn’t affect the
previous Lyapunov argument for collision avoidance in Theorem 1. Moreover, upi is bounded
by some positive constant µpi . We have already shown the boundedness of other terms in the
controller. Therefore, the right-hand side of equation (5.1) is uniformly bounded by some
positive constant (which we shall denote as µ̄), implying








τi = −uei − diag(bi)θ̇i − uai + u
p
i
2Such an ê⊥i can always be chosen for Ni ≥ 2. Moreover, this vector isn’t unique, and therefore results in
different ways of avoiding a deadlock, depending on what we choose this vector to be.
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ensures absolutely continuous states θi and θ̇i for all i = 1, 2, ..., N . Note that the per-
turbation control term makes the entire controller discontinuous w.r.t the state variables.
However,since the states are absolutely continuous, we follow the analysis given in [31], and
use the Lyapunov function Vcol along with a generalization of LaSalles invariance principle
developed for systems with discontinuous right-hand side (see [34]) to conclude that the
states of the closed loop system given by (5.1) and the above controller converge to the
largest invariant subset of
{(
θi, θ̇i
) ∣∣∣θ̇i ≡ 0,∀i = 1, 2.., N }. This means each θi converges to




i = 0 (the vanishing property of the disturbance is assumed here).
From the definition of the perturbation control term, if upi 6= 0, then uai + uei must be less
than µpi , which does not satisfy the condition of the equilibrium set, since ‖u
p
i ‖ = µ
p
i if
upi 6= 0. Thus, u
p




i = 0, from the condition of the
equilibrium set. Now from the definition of upi , we get that ‖θi − θei ‖ must be equal to 0.
Therefore, θi → θei , θ̇i → 0 ∀i = 1, 2, ..., N , which proves the convergence.
2.4 Chapter summary
Collision avoidance is a key component in the control of robotic systems. Real time con-
trollers in closed-form are of particular interest, since they make the performance and safety
analysis more tractable, allowing us to have provable guarantees for collision avoidance while
ensuring the control objectives are met in a satisfactory manner. Though this problem has
been approached in many different ways for mobile robots, the case of robotic manipula-
tors still remains an interesting problem, primarily because the configuration space is more
complicated and collisions are more difficult to describe and quantify, compared to mobile
robots. This chapter introduces a methodology to extend existing techniques like barrier




AVOIDANCE FUNCTIONS FOR MANIPULATORS
The controller and the collision avoidance proof provided in the previous chapter are valid
for any general avoidance function of form of equation (2.2). In this chapter, we focus on the
specific problem of collision avoidance between manipulators, and lay out a methodology of
constructing such avoidance functions for the same. We also show that the gradients of these
avoidance functions would be bounded, which is an ingredient in showing the boundedness
of uai in equation (2.4).
3.1 Construction of the avoidance functions: Planar case
Consider a system of Na robotic arms. We will use the following notations to describe the
system: Subscripts are used to denote the link/joint number and superscripts are used to
denote the arm number. Furthermore,
N il denotes the number of links in i-th arm
θi,j denotes the j-th joint of the i-th arm
li,j denotes the j-th link of the i-th arm
θi denotes the column vector [θi,1, θi,2, ..., θi,N il ]
T
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l = 3. Shown in orange are the local coordinate frames of
the links; the solid arrow indicates the y-axis whereas the dashed arrow indicates the
x-axis. The base frames of the left and right arms are shown by green and yellow frames,
respectively. The frame in green is also the global reference frame.
The robotic arms obey the usual Lagrangian dynamics, as described in the earlier section
M(θi)θ̈i + C(θi, θ̇i)θ̇i = τi + di, i = 1, 2
as well as satisfies the assumptions A1-A3. Gravity isn’t considered in the dynamics as it
is assumed to be compensated by the controller. Additionally, links are modelled as line
segments in this section. In order to develop avoidance functions, we first need to develop
continuously differentiable functions that represent avoidance regions in terms of (possibly
nonlinear) inequalities. But before moving to manipulators in R3, we motivate the general
idea by first considering the planar robotic arms shown in Figure 3.1. Clearly, from pure
geometry, the two arms touch each other (i.e., collide) for a given set of configuration θ1 and
θ2 if and only if ∃αi,j ∈ [0, 1] such that the following is satisfied:
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α1,1(l1,1 cos(θ1,1)) + α1,2(l1,2 cos(θ1,2 + θ1,1))
+ α1,3(l1,3 cos(θ1,3 + θ1,2 + θ1,1)) + α2,1(l2,1 cos(θ2,1))
+ α2,2(l2,2 cos(θ2,2 + θ2,1)) + α2,3(l2,3 cos(θ2,3 + θ2,2 + θ2,1)) = L
α1,1(l1,1 sin(θ1,1)) + α1,2(l1,2 sin(θ1,2 + θ1,1))
+ α1,3(l1,3 sin(θ1,3 + θ1,2 + θ1,1))− α2,1(l2,1 sin(θ2,1))
− α2,2(l2,2 sin(θ2,2 + θ2,1))− α2,3(l2,3 sin(θ2,3 + θ2,2 + θ2,1)) = H
αi,j ∈ (0, 1)⇒ αi,k = 1 ∀k < j, αi,m = 0 ∀m > j.
(3.1)
In order to make our problem more tractable, we consider pairwise collisions between the
links of the two arms. As an illustration, let us consider link 2 of arm 1 (denoted as l1,2) and




l1,2 cos(θ1,2 + θ1,1)
l1,2 sin(θ1,2 + θ1,1)
−l2,3 cos(θ2,3 + θ2,2 + θ2,1)





L− l1,1 cos(θ1,1)− l1,2 cos(θ1,2)− l2,2 cos(θ2,2 + θ1,2)
H − l1,1 sin(θ1,1)− l1,2 sin(θ1,2)− l2,2 sin(θ2,2 + θ1,2)
 .
The following proposition gives a necessary and sufficient condition for the two links in
consideration to collide, which shall be used for constructing an avoidance function for the
given pair of links.









 lies on or inside the unit square centered at the origin,
assuming they are not parallel.
Proof. The points on l1,2 are parametrized by α1,2 as
X1,2(α1,2) =
l1,1 cos(θ1,1) + α1,2(l1,2 cos(θ1,2 + θ1,1))
l1,1 sin(θ1,1) + α1,2(l1,2 sin(θ1,2 + θ1,1))
 , α1,2 ∈ [0, 1].
Likewise, all the points in l2,3 are parameterized by α2,3 as
X2,3(α2,3) =

L− (l2,1 cos(θ2,1) + l2,2 cos(θ2,2 + θ2,1)
+α2,3(l2,3 cos(θ2,3 + θ2,2 + θ2,1)))
H − (l2,1 sin(θ2,1) + l2,2 sin(θ2,2 + θ2,1)
+α2,3(l2,3 sin(θ2,3 + θ2,2 + θ2,1)))

α2,3 ∈ [0, 1].
Now, l1,2 and l2,3 will collide if and only if ∃α1,2, α2,3 ∈ [0, 1] such that X1,2(α1,2) = X2,3(α2,3).
Rearranging, we get
α1,2
l1,2 cos(θ1,2 + θ1,1)






−l2,3 cos(θ2,3 + θ2,2 + θ2,1)






L− l1,1 cos(θ1,1)− l1,2 cos(θ1,2)− l2,2 cos(θ2,2 + θ1,2)












 = r(θ1, θ2), (3.2)
Solving for α1,2 and α2,3
1, and translating the origin, we obtain the condition for collision
given in Proposition 3.1.
From equation (3.2) one can see that the condition for collision between the links l1,2 and
l2,3 has a simpler, geometric interpretation, which is particularly useful for the 3-dimensional
case discussed later: the links collide iff r lies in the parallelogram formed by p and q as
defined in (3.2)).
Since the unit square in R2 doesn’t have a closed form, and isn’t continuously differentiable,
we cannot use Proposition 3.1 directly; we need functions with level set that approximates
the unit square, while being C1. We can do that by using the functions of the form







, a, b > 0. (3.3)
where a and b are even numbers.
Figure 3.2 shows the level sets of function g(x, y) for a = 20 and b = 18. The zero level set,
as labelled, approximates and bounds the unit square which is shown in dashed lines. Note
that although the zero level set of g(x, y) can be made arbitrarily close to the unit square by
appropriately choosing a and b, it will always be an over-approximation. Therefore, using
Proposition 3.1 and the approximating function (3.3), the collision avoidance constraint
between the aforementioned links is obtained as the following sufficient inequality condition
1W becomes non-invertible when the two links are parallel. This Singular case is handled later in this
section in detail.
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Figure 3.2: C1approximation of unit square. The level sets of the function g(x, y) with
a = 20 and b = 18 are shown using the solid lines. In particular, the level sets with values
0.2, 0 and -0.2 are marked. The dashed line indicates the unit-square centered around the
origin. As it can be seen, the zero level set of g(x, y) closely approximates the square.
Positive level sets lie strictly outside the unit square.
(which can be made as less conservative as we desire by choosing large values of a and b) :
Φ23 =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
l1,2 cos(θ1,2 + θ1,1)
l1,2 sin(θ1,2 + θ1,1)
−l2,3 cos(θ2,3 + θ2,2 + θ2,1)




L− l1,1 cos(θ1,1)− l2,1 cos(θ2,1)
−l2,2 cos(θ2,2 + θ2,1)
H − l1,1 sin(θ1,1)− l2,1 sin(θ2,1)














)(a−1b ) ≥ 0,
where ‖ . ‖p denotes the p norm. The function Φij(θ1, θ2) can be computed for other pairs




With the basic idea in place, we now demonstrate this approach of collision avoidance in the
case of robotic arms with workspace in R3. Just as in case of the planar manipulators, the
condition of collision between any two given links can be equivalently stated as:
The links collide iff vector r(θ1, θ2) is outside the parallelogram region defined by
α1p(θ1) + α2q(θ2), α1, α2 ∈ (0, 1), (3.4)
where r, p and q are now vectors in R3, but defined in the same way as before.
In order to deal with the issue of singularity that was seen earlier in the 2-D case, we
consider two different avoidance functions, one when the links are skewed and once, when
they are parallel or close to being parallel. In particular, we find an avoidance function for
each of these cases and then merge them together into one, in a smooth (or at least C1)
way. First, we consider the case when the links are not close to parallel and state a sufficient
condition for collision avoidance as the following theorem:
Theorem 3. Let |p̂ · q̂| ≥ 1 − ε for some constant 0 < ε  1 (p̂ and q̂ are unit vectors
along p and q respectively). Then, there exists a C1 function ΦA1(θ1, θ2) such that the links
are collision free whenever ΦA1(θ1, θ2) > 0, and the corresponding avoidance controller is
bounded.






















Note that these values also form the solution to the optimization problem
min
α1,α2∈R
J(α1, α2) = ‖r(θ1, θ2)− (α1p(θ1) + α2q(θ2))‖2
(ᾱ1, ᾱ2) = arg min
α1,α2
J(α1, α2) and (ᾱ3)
2 = J(ᾱ1, ᾱ2). Restricting the arguments α1 and α2
to the set [0, 1] will in fact give the exact shortest distance between the two links, and
the corresponding points on each link. However, optimizing J over the constrained set,
though not a difficult problem in itself, involves more work and doesn’t give us a closed form
solution, which is one of our most important objectives. For |p̂ · q̂| ≥ 1 − ε, the gradient of[
ᾱ1 ᾱ2 ᾱ3
]































(r − ᾱ1p− ᾱ2q) .
From the manipulator kinematics, it can be easily verified that ∇r,∇p,∇q are continuous,
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and are bounded if the joint positions are bounded (for manipulators with revolute joints
only, then the joint position do not need to be bounded). ‖p‖ and ‖q‖ are the respective
lengths of the two links in consideration, and obviously bounded. Also since, |p̂ · q̂| ≤ 1− ε,




continuous and is bounded if we assume ᾱ1 and ᾱ2 to be bounded. Similarly, ᾱ3(∇ᾱ3) is
bounded if ᾱ1 and ᾱ2 along with their gradients are bounded, and is continuous since it is
comprise of terms that are continuous. Now, by condition (3.4), for the computed values
of ᾱ1, ᾱ2 and ᾱ3, the links in consideration collide iff 0 ≤ ᾱ1, ᾱ2 ≤ 1 and ᾱ3 = 0. Next,




(ᾱ1 − 0.5)A + (ᾱ2 − 0.5)A + (ᾱ3)A
) 1






with even numbers A,B > 0. It can be easily verified that if ΦA1(θ1, θ2) > 0, then either
0 ≤ ᾱ1, ᾱ2 ≤ 1 or ᾱ3 = 0 must be false, which means that the links do not collide. Again,
like the 2-d case, this function can approximate the avoidance condition to any arbitrarily
close value if the values of A and B are chosen appropriately large. In the region ΦA1 > 0,

















Now in the region where γ < ΦA1 < Γ,
(
















⇒ |ᾱ1| < Γ̄
1
A + 0.5, |ᾱ2| < Γ̄
1




This means that the gradients of ᾱ1, ᾱ2 and ᾱ3 are bounded, from the previous discussion.
Therefore, in a bounded region γ < ΦA1 < Γ, ∇ΦA1 is defined everywhere, and is bounded
from above. Also, all the terms in the expression for ∇ΦA1 are continuous. The correspond-
ing avoidance function Va1 can then be constructed in the usual way, and has a continuous,
bounded gradient (i.e., the avoidance controller is continuous and bounded). Note that ΦA1
and Va1 are designed for and well behaved only in the set S
.
= {(θ1, θ2) | |p̂(θ1) · q̂(θ2)| < 1− ε}
for some chosen small, positive constant ε.
Next we consider collision avoidance in the case when the links are close to being par-
allel and the W(θ1, θ2) matrix approaches singularity (i.e., when (θ1, θ2) ∈ S̄, which is the
complement of set S ).
Theorem 4. Consider the region where |p̂ · q̂| > 1− ε, i.e., (θ1, θ2) ∈ S̄. Then, there exists
a C1 function ΦA2(θ1, θ2) such that the links are collision free whenever ΦA2(θ1, θ2) > 0, and
the corresponding avoidance controller is bounded.
Proof. First, we first construct a cylinder C(p, q) (see Figure 3.3) with center at (p + q)/2
and length of ‖p‖ + ‖q‖ (which is simply equal to the sum of the lengths of the links in
consideration), and axis aligned to q (‖q‖ is assumed to be greater than or equal to ‖p‖
without loss of generality). Then, the collision condition in (3.4) is “over” approximated as:
The links collide if r lies inside the cylinder C(p, q).
This approximation may appear very conservative, and indeed it is when the angle between
p and q is large. However, for (θ1, θ2) ∈ S̄, it can be easily shown that the shortest distance
between a point in the parallelogram region (in red in Figure 3.3) and C(p, q) is upper
bounded by the radius of the cylinder, which is continuously dependent on ε and approaches
zero as ε → 0. Therefore, just like the previous case, this approximation too can be made
arbitrarily close to the actual collision condition by choosing ε small enough. Now, by simple
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Figure 3.3: Approximation when (θ1, θ2) ∈ S̄. The more aligned the two links are, the
smaller is the radius of the cylinder as constructed above. By condition (3.4), a sufficient
condition for avoiding collision is that the vector r should lie outside the cylinder.





∥∥∥∥r − p + q2
∥∥∥∥2 −
((












r − p + q
2
)
· q̂ ≤ ‖p‖+ ‖q‖
2
(3.5)













‖p‖+‖q‖ then the condition (3.5)







B − 2 1B with even numbers A,B > 0. If ΦA2(θ1, θ2) > 0, then atleast one of |β1|























q+(∇q)T (r− p+q2 )
)
‖q‖‖p‖+‖q‖2 are continuous and bounded, for the same reason as the









A−2 (β1(∇β1)) + Aβ2A−1∇β2
)
is well defined, continuous and if
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Figure 3.4: C1 function λ used to merge the two avoidance functions
ΦA2 is bounded from above, then both β1 and β2 are bounded, which implies that ∇ΦA2 is
bounded. We can get the avoidance function Va2 from ΦA2 using equation (2.2), and the
corresponding avoidance control is bounded due to boundedness of terms in the right-hand
side of equation (2.3).
Now that we have the two avoidance functions Va1 and Va2, we can merge them together
into one continuously differentiable avoidance function. We first construct a continuously
differentiable function λ : [−1, 1]→ [0, 1] as follows:
λ(x) =

1 , x ∈ [e1, (e1+e2)2 ]




















, x ∈ [−1,− (e1+e2)
2
]
where 0 < e1 < e2 < 1 are two constants, with
e2 = 1− ε . This function is depicted in Figure 3.4.
Now using function λ, we get a continuously differentiable overall avoidance function
Va := λ(p̂.q̂)Va1 +(1−λ(p̂.q̂))Va2 . In our construction, λ is piecewise quadratic in the region
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[−e2, − e1] ∪ [e1, e2] , which makes λ and Va only C1 and not smooth. Though some other
smooth λ can be chosen in place of quadratic, in our case it suffices to be just C1. Merging
the two avoidance functions in this way ensures that whenever (θ1, θ2) ∈ S̄, the avoidance
control is based on the function Va2 and when the links aren’t close to parallel, the function





λ∇Va1 + (1− λ)∇Va2
+ (Va1 − Va2)∇λ
,if |p̂.q̂| ≤ e1
,if e2 ≤ |p̂.q̂| ≤ 1
, elsewhere
(3.6)
From Section 2.3, we know that along the trajectories of the closed loop system given by
equations (5.1) and (2.4), Va is bounded. This means that both Va1 and Va2 are bounded.
Now, this would mean that ∃γa1, γa2 such that γ < γa1, γa2 ≤ Γ, and ΦA1 > γa1,ΦA2 > γa2.
If not, then ΦA1 and ΦA2 can take values arbitrarily close to r, in which case Va1 and Va2
can be arbitrarily large. Since we have shown that each component in (2.3) is bounded, the
boundedness of ∇Va1 and ∇Va2 follows. Boundedness of ∇λ is straightforward. Therefore,
from (3.6), it follows that ∇Va is bounded.
In this section we showed how we can approximate, to any arbitrary precision, the con-
ditions for collision avoidance in terms of continuous functions and thereby design state
feedback controllers which avoid collisions without explicitly computing the shortest dis-
tance between the links. As was mentioned before, these conditions were developed using
the assumption that the link geometries are just line segments. However, we can easily ex-
tend these to links with cylindrical geometries by tuning the values of γj in equation (2.2)
appropriately, given that they have small diameters.
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3.2.1 A remark on avoidance functions for more general link geometry
A simple approach for constructing avoidance functions, that works even for links other than
ones modelled as line segments, is by bounding them by primitive geometries (commonly re-
ferred to as ‘bounding box’) such as ellipsoids or capsules or cuboids, and then finding some
kind of distance between them. Like before, this need not be the actual shortest distance
between the bounding primitives. Instead we require to find a continuously differentiable
function whose zero level set would describe a sufficient condition for collision between the
two primitives without being too conservative. In fact, the shortest distance between com-
mon primitives is not available in an analytical closed form, even though numerical methods
may exist.
In case of planar manipulators, a reasonable way to bound the links with ellipses. Note that
even for such a simplified case, a closed form solution for the shortest distance does not exist
so far. However, recent work in [37] obtains the distance of closest approach between two
ellipses in closed form, and which we use in constructing our avoidance function. The distance
of closest approach for two non-overlapping ellipses is defined as the distance between their
centers when they are translated towards each other along the line joining their centers until
the are externally tangent, and is a function of the orientation and dimension of the two
ellipses. In case of ellipsoids, however, closed form solution for this is surprisingly still an
open problem, but a fast algorithm is presented in [38]. Consider two links, bounded by
ellipses E1 and E2 respectively, as shown in Figure 3.5. Let d̄ be their distance of closest
approach. Let d be the distance between the centers of the ellipses. Then, the two ellipses
do not collide (i.e. touch/overlap) if and only if the function Φ = d− d̄ ≥ 0.
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Figure 3.5: Using ellipses to bound link with arbitrary geometry, and using closed form
expression for the distance of closest approach d̄, an appropriate avoidance function can be
created.
3.3 Chapter summary
The construction of modified avoidance functions is the first step in the control design pro-
cess. Avoidance functions can be used to encode any constraint in general and then the
corresponding gradient can be used in the controller to enforce the constraints. For our spe-
cific objective of collision avoidance between manipulator links, the constraints are defined
appropriately and the avoidance functions are constructed to facilitate avoidance controller
design. Although the construction isn’t straightforward, this needs to be done only once,




EXPERIMENTAL AND SIMULATION CASE
STUDIES
Once we have constructed the avoidance function in closed form, collision avoidance control
can be computed easily in real-time. In this chapter, we demonstrate avoidance control for
planar robots as well as manipulators with 3-dimensional workspace.
4.1 Planar robot
The controller in (2.4) is used to demonstrate collision avoidance between the two planar
robotic arms, placed side by side as shown in Figure 3.1. Each of the links lij i = 1, 2; j =
1, 2, 3 are taken to be of unit length. The masses of links are assumed to be point masses
at the centers of the links, with values m11 = 4,m12 = 2,m13 = 1,m21 = 4,m22 = 2,m23 =
1. The dynamic equations for the two planar manipulators are identical and have have
been derieved using Euler-Lagrange method. One can verify that the inertia matrix for the











































C11 C12 −12(θ̇i1 + θ̇i2 + θ̇i3)(sin(θi2 + θi3) + sin(θi3)
C21 −12(θ̇i3 sin(θi3)) −
1
2




(θ̇i1 + θ̇i2) sin(θi3) 0
 ,
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where C11 = −θ̇i2(12 sin(θi2+θi3)+2 sin(θi2))−
1
2
θ̇i3(sin(θi2+θi3)+sin(θi3)), C12 = −θ̇i1(12 sin(θi2+
θi3) + 2 sin(θi2)) − θ̇i2(12 sin(θi2 + θi3) + 2 sin(θi2)) −
1
2




sin(θi2 + θi3) + 2 sin(θi2)) − 12 θ̇i3 sin(θi3), and C31 =
1
2
θ̇i1(sin(θi2 + θi3) + sin(θi3)) +
1
2
θ̇i2 sin(θi3). The vector if gravity torques, is given by
Gi =

49 cos(θi1) + 19.6 cos(θi1 + θi2) + 4.9 cos(θi1 + θi2 + θi3)
19.6 cos(θi1 + θi2) + 4.9 cos(θi1 + θi2 + θi3)
4.9 cos(θi1 + θi2 + θi3)
 .






























































and initial positions are shown in the first and the last snapshots of Figure 4.1. For the
avoidance function, the detection radius Γ and avoidance radius γ are chosen as 0.4 and
0.15, respectively. The disturbance inputs di are uniformly distributed in the range [−5, 5].
At their initial positions, we have Φi,j > Γ, for each i, j = 1, 2, 3 and thus the avoidance
control is 0. But as the two arms come closer, avoidance control is active through the next
three snapshots (see Figure 4.1), until they reach a safe configuration, from where they con-
verge to their respective desired positions. The desired positions have been chosen such that
we again have the condition Φi,j > Γ for i, j = 1, 2, 3. In a more general case when the
desired final position may be in the avoidance regions, however, it can be shown that the
joint angles would converge to a bounded region around the desired position.
Figure 4.2 shows simulation result for the same setup, without collision avoidance control.
It can be seen that as expected, the two arms pass through each other, before they reach
their final position. Figure 4.3 shows the the actual shortest distance between the links of
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Figure 4.1: Snapshots of the robot with avoidance control at times t=0s (top left),
t=0.178s (top right), t=0.822s (middle left), t=0.889s (middle right), t=1.110s (bottom
left) and t=1.40s (bottom right)
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Figure 4.2: Snapshots of the robot without avoidance control at times t=0s (top left),
t=0.053s (top right), t=0.076s (middle left), t=0.087s (middle right), t=0.117s (bottom
left) and t=0.807s (bottom right).
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the two arms, which is strictly greater than zero for all times. The convergence of the joint
positions of each arm to their respective goal position can be seen from Figure 4.4.
Figure 4.3: Shortest distance between the links of the two arms. The distance between the
nine pairs of links always remain strictly greater than zero, which validates collision
avoidance. Beyond the time step of 5000, the links are at a safe distance from one another
and collision avoidance control is zero. The pairwise distances between the links converge
to constant values as the arms converge to their final desired position.
4.2 Robot with 3d workspace
In case of a robot with 3-D workspace, the robot chosen for experiments is a 7-dof surgical
robot named RAVEN-II. The details of the kinematics of the robot can be found in [15].
Torques due to gravity are compensated by feedforward control in the Raven robot (see [23]).
We considered collision avoidance only between the tools, highlighted in red, in Figure 4.5.
This is because firstly, these links are the closest to each other during normal operation of the
robot and more likely to collide than any other links. Secondly, it is simpler to implement the
collision avoidance controller for those links. The graspers are not considered as they may
frequently and intentionally touch each other in various surgical tasks.The links considered
have a cylindrical geometry, with a diameter of approximately 1 cm.
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The collision avoidance controller was implemented on a high fidelity model of the Raven-
II (developed in Open Dynamics Engine (ODE)) which was then simultaneously tracked by
the actual Raven robot. ODEs collision detection algorithm have been used to provide a
visual indication of collision in the simulations (by changing the color of the links to red
if they make contact as in Figure 4.6(a)), which is more convenient as compared to moni-
toring collisions directly on the actual robot. The details of the simulator can be found in [21].
For the experiment, the initial joint position of the left arm is set to be [206◦, −54◦, 280
mm, 60◦, −45◦, 0◦, 0◦], and the right arm joint position is set as [57◦, 113◦, 276 mm, 0◦, 90◦,
0◦, 0◦]. The final desired position of joints are chose to be [246◦, −54◦, 280 mm, 60◦, −45◦,
0◦, 0◦] and [17◦, 113◦, 276 mm, 0◦, 90◦, 0◦, 0◦] for the left and right arms respectively. These
joint positions have been chosen so that the tool insertion links head for a direct collision as
the arms move to their goal position, as shown in Figure 4.6. For the avoidance function,
the detection region Γ and avoidance region γ are taken to be 0.4 and 0.05, respectively.
Figure 4.4: Joint position of the two arms show that they converge to the final desired
position.
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Figure 4.5: The Raven-II surgical robot. Collision avoidance controller is demonstrated
using the two links marked by red. The vectors p, q and r used for constructing the
avoidance function and the collision avoidance control, are as they appear in Section 3.1.
We do not consider the graspers while avoiding collisions in our experiment, but the same
methodology can be extended to include the graspers.
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(a) Snapshots of the simulation, from left to right, top to bottom. The final positions of
the two arms are set so that the shoulder joints of each arm rotate in opposite directions,
causing the tool insertion links to come closer to each other. The two links eventually
collide, as is indicated by red, in the final panel. The contact between the mesh geometries
of the two links is detected using ODE’s inbuilt library.
(b) Distance between the links. Collision occurs at point where the two lines intersect i.e.,
when the distance between the distance between the central axis of the two links is equal to
the diameter of the links.



































































Figure 4.7: Trajectories of the tool insertion links while avoiding collisions. Snapshots of
the left and right links at a given time step are indicated in red and green links
respectively, whereas the circular markers indicate the end effector position. As time moves
forward in each panel, the colors become darker and the marker size becomes larger. Top
left shows the links at timesteps [1,1000]. The ‘bend’ indicates that the links have entered
the avoidance region, and begin the collision avoidance maneuver. The next two panels,
top right at timesteps [1000,2000] and bottom left at [2000,4000]) clearly show how the
links turn around each other to reach to their final position. Bottom right at [4000, 14000]
shows convergence to the final position once the links are in a safe region. (Note : Since
the Raven-II robot is designed as a Minimally Invasive Surgical (MIS) robot it has a
(virtual) pivot point by design, which serves as a MIS port as can be found in [15].
Kinematically, all the joint axes intersect at this point. This pivot point is the reason for
the conical appearance of the link trajectories in each panel.)
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Figure 4.8: Bottom view of the complete trajectory of the links. The markers indicate the
end-effector position, whereas the snapshots of the left and right links are indicated by red
and green respectively. As the tools move towards their goal position (indicated by the
initial straight trajectories of the end effector), they enter the avoidance set, which leads
them to a collision avoidance maneuver (indicated by the first ‘bend’ in both the
trajectories, as well as the ‘bend’ in first panel of Figure 4.7). This allows the links to steer
clear of each other. Once they are clear of each other, they continue along the y-direction,
as seen after the second ‘bend’ (also seen in top left panel of Figure 4.7). Once out of the
avoidance set (indicated by the final ‘bend’ in the trajectories of the end effector), they
safely converge to their desired goal position. One can see that without the collision
avoidance maneuver, the end effectors would continue along their initial path along the
y-direction to get to the point position.
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Again, like the planar case, the initial and final goal positions of the arms are set so that the
condition Φ > Γ holds at those positions.
Figures 4.7 and 4.8 show the trajectories of the tool insertion link of the two arms. The
collision avoidance maneuver is indicated by the change in direction of end-effector velocities
in the top panels of Figure 4.7. From Figure 4.9, it can be verified that the two arms converge
to their desired goal position safely without colliding. The dashed-line at bottom of Figure
4.9 depicts the (scaled down) value of the function Φ computed for the tool insertion links
of the Raven robot. The avoidance control is active for the timesteps [490,1768], which is
depicted by the ‘flat’ region of the dashed-curve. Throughout, Φ remains above the safety
limit given by γ. Furthermore, the plot indicates that Φ can indeed be effectively used as
a measure of proximity between links for the purpose of collision avoidance, rather than
computing the actual shortest distance between them.
For applications in teleoperated robotic surgery, it may be sometimes undesirable for the
links to move autonomously as a result of collision avoidance control, or might even be a
potential risk for the patient being operated on. In cases such as these, the collision avoidance
methodology presented here can be used to provide haptic feedback to the remote operator,
instead of using it for avoidance control directly.
4.3 Conclusion and future work
A methodology for guaranteed collision avoidance with input disturbance, is presented for
multiple robotic manipulators. An analytical avoidance function is derived in closed form,
which is then used by a gradient based controller for collision avoidance and set point con-
vergence. The proposed methodology does not require explicit computation of the shortest
distance between the links; the controller is obtained in closed form as a function of the joint
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Figure 4.9: (Top) Joint displacement of the left and right arm. The convergence guarantee
to final position is validated here. (Bottom) Shortest distance between the tool insertion
links of Raven robot. The distance between the links always remains strictly greater than
1cm, which is the diameter of the cylindrical links thus validating collision avoidance. Also,
the avoidance function φ remains greater that the safety limit γ.
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positions alone. State feedback controllers like these are amenable to Lyapunov like analy-
sis, for studying the system performance or guaranteeing certain behaviour, such as collision
avoidance, convergence to a point, velocity consensus etc. The procedure to compute the
avoidance functions for each pair of links may appear cumbersome compared to using the
shortest distance. But this just needs to be done once, before we start the robot motion,
as opposed to shortest distance which requires additional computation in each control loop.
Our future work will focus on extending the methodology presented here to robotic links





Bilateral teleoperation enables a human operator to perform complex tasks via a remote
manipulator (slave), while getting force feedback from the remote site through a local haptic
device (master). Such a kinesthetic feedback allows the operator to feel the interaction be-
tween the remote manipulator and the environment, and to have a better sense of presence,
compared to just having visual feedback from the remote site. A practical challenge in bilat-
eral teleoperation is to achieve coordinated accurate control of multiple dynamical systems
independently of communication and input delays. The use of communication networks to
remotely operate multiple agents inevitably introduces delays into the control process due,
for the most part, to large distances among agents and control components, slow sampling
rates, and congested networks. Such delays are well known to cause performance degrada-
tion and, in the worst scenario, instability of the overall system. Passivity based approaches
that made use of scattering transformations were introduced first in [41], [42] and elaborated
in [52] for constant time delays, and later extended to variable time delays in [51], [44] by
multiplying the wave variables by a delay dependent time varying gain. These scattering
based methods however, were inadequate in terms of tracking performance of the slave robot
and force reflection to the master. Controllers on the master and the slave side needed to be
tuned for impedance matching to tackle the issue of wave reflection (see [53], [54]). Moreover,
the introduction of wave variables in the control design process made the analysis a little less
intuitive than dealing only with power variables. Position drifts were commonly known is-
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sues in classical scattering based approaches. Improvements in position tracking performance
were achieved in [45], [46] by sending position information of each manipulator in addition
to scattering variables. [50] proposed a passivity based controller that used explicit position
feedback from the master through a delayed Proportional-action to improve position coordi-
nation. The controller was designed entirely in power variables using Lyapunov-Krasovskii
technique, thus departing from the prior scattering based approaches. Other damping injec-
tion schemes used a delayed velocity error term in addition to the delayed Proportional-term
for example in [57], which was later shown to work for variable time delays as well in [56].
An extensive survey of various control approaches to bilateral teleoperation can be found
in [49], and a more recent survey of passivity based approaches can be found in [55]. Besides
the problem of communication delays, teleoperation over a network such as the internet, can
suffer from a loss of passivity due to packet losses. However, we shall not consider the effects
of packet loss in communication here. Readers are referred to [48] for a study on the effects
of packet processing protocols on stability and performance. A communication management
module to guarantee passivity under time-varying delays and data loss is proposed in [43].
Figure 5.1: Block diagram for a bilateral teleoperation system (source: [50])
.
In the discussion to follow, we consider the effects of controller saturation on stability
and performance of bilateral teleoperation under time-varying delays and extend results
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on delayed-Proportional controllers with damping injection (P+d) to the case of bounded
controller torques. Such an extension is important for two reasons. Firstly, the local and
the remote manipulator controllers might not be capable of providing adequate torques
when the coordination errors are large, which would lead to controller saturation. It isn’t
immediately clear whether stability and performance under time delays would still be same
with limited actuation. Secondly, for practical applications, it may be desirable to have the
force feedback on the masters side remain below what the human operator can comfortably
handle, which means that the force feedback would have to be artificially saturated even
though the local device can provide a much larger force feedback. In fact, the same may
need to be done on the slave side, for example, to ensure safety in case of surgical robots that
operate on soft tissues. Applying excessive force could rupture the object being remotely
manipulated. Another application may be in remote haptic rehabilitation of stroke patients
(see [58] and [47]).
5.2 Related work
The study of bilateral teleoperation under communication delay with input saturation have
been considered in several recent works. In [59], scattering based nonlinear controller with
saturation was designed to achieve synchronization and [60] proposed an anti-windup control
with scattering scheme to show ultimate boundedness of signals under constant time delays
and control saturation. Synchronization with the proposed controller in [60] was proved
only in case of no delays. Variable time delays with sandwich linearity in actuators, were-
considered in [61] by passing the proportional term through a nonlinear, bounded function
(nP+d controller) while [63] extended the results of [61] for cases where velocity measure-
ments were unavailable. Authors in [62] considered unknown gravity term and proposed
an adaptive controller with separate saturation for damping (SP+Sd) that used estimated
velocities. Sufficient conditions for stability were provided in those works for the saturation
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case following analysis using Lyapunov-Krasovskii functionals. Similar nonlinear saturation
function was considered in [64] along with a switching scheme to deal with input saturation
in a P+d controller. State independent input-to-output stability was achieved, for passive
and non-passive external forces. An anti-windup compensator was proposed in [65] to han-
dle input saturation. Although such adaptive and switching based controllers may promise
good synchronization performance along side stability, having additional nonlinear and/or
non-smooth control terms could potentially lead to inconsistent and non-intuitive kines-
thetic force feedback to the user, which is an integral part of bilateral teleoperation. P+d
scheme, though simple, allows more transparency in terms of force reflection. We study the
saturated P+d controller and provide sufficient conditions for stability and convergence in
terms of controller gains and saturation limit. All of the previous works mentioned here use
Lyapunov-Krasovskii analysis, which requires the derivative of the functional to be negative
semidefinite at all times. We employ a different analysis approach based on [56], where such
a condition isn’t required to be satisfied point-wise in time. Since we do not impose that the
Lyapunov function monotonically decrease along the system trajectory, the control law can
be designed with less restrictions. Consequently, the sufficient conditions for stability that
are proposed here are less restrictive - Firstly, the minimum damping required in the local
and remote manipulators are obtained as a coupled inequality. This is useful since this would
enable us to make the master manipulator feel ’less viscous’ by increasing the damping in
the slave device manipulator. Secondly, the relation between proportional gain and damping
coefficients is more clear and straightforward. Choosing a smaller proportional gain allows
a designer to have smaller damping.
The remainder of the chapter is organized into the following sections. The notations
followed in this chapter and the next, are given in Section 5.3. In Section 5.4 we formulate
the problem, the dynamics of the teleoperation system and the control laws. The next
Chapter, which contains the main result, discusses the stability of the closed-loop system as
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well as performance guarantees starting at Section 6.1. Finally, we present some experimental
results in Section 6.4, validating the proposed controller. Concluding remarks and future
directions are provided in Section 6.5.
5.3 Notation
Throughout this chapter and the next, the subscript ‘m’ shall be used to denote the master
robot and the subscript ‘s’ shall be used to denote the slave robot and the subscript ‘i’ will be
used as a placeholder for ‘m’ or ‘s’ unless explicitly stated otherwise. The subscripts ‘e’ and
‘h’ denote environment and human, respectively. Also, the terms master and slave will be
used interchangeably with the terms local and remote, respectively. The signals that depend
on time shall be written without the time argument at certain places for brevity. ρ̄() and
ρ() denote the largest and smallest singular value of its matrix argument.‖‖ indicates the l2
induced-norm in case of a matrix. ‖‖2 indicates the L2 norm. Lastly with a slight abuse of
notation, for a scalar functions f() and g(), the term ḟ(g(t)) means that df(θ)
dθ
is evaluated




The Euler-Lagrange equations of motion for the teleoperation system are given as
Mm(xm)ẍm + Cm(xm, ẋm)ẋm + Gm(xm) = τ̄m + fh
Ms(xs)ẍs + Cs(xs, ẋs)ẋs + Gs(xs) = τ̄s + fe
(5.1)
where xi ∈ Rn, (i = m, s) is the vector of generalized coordinates for the manipulator.
Mi(xi), (i = m, s) is a positive definite inertia matrix Ci(xi, ẋi), (i = m, s) is comprised of
Coriolis and Centrifugal terms, and Gi(xi), (i = m, s) is the vector of gravitional torques.
τ̄i ∈ Rn, (i = m, s) is the input torque, and fi, (i = h, e) is external force applied by the
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human operator or by the environment force. Gravity is assumed to be compensated for in
each manipulator using a feedforward control term in τ̄i, (i = m, s). We shall therefore omit
the gravity term in (5.1) and replace τ̄i by τi, which is part of the input torque without the
gravity compensation term. A discussion on gravity compensation is provided at the end of
Section 6.1. The inertia and Coriolis matrices are assumed to have the following well known
properties:
A.1. ∃ positive constants λi and λi such that λi ≤ ‖Mi(xi)‖ ≤ λi.
A.2. The matrices Ṁi(xi)− 2Ci(xi, ẋi) are skew symmetric.
A.3. There exists a positive constant kCi for all xi, ẋi ∈ Rn such that ‖Ci(xi, ẋi)ẋi‖ ≤
kCi ‖ẋi‖
2.
Proposition 1. For a robotic manipulator with only revolute joints, the matrix Mi(xi(t))
−1
is uniformly continuous, if ẋi ∈ L∞.
Proof. Since the inertia matrix is strictly positive definite, its inverse is well-defined for all
time t. Now, d(Mi
−1Mi)/dt = 0⇒ ˙
(
Mi
−1) = −Mi−1ṀiMi−1. The elements in the matrix
product on the left-hand side are products of sines and cosines of joint angles, joint and mass




which implies that Mi
−1 is uniformly continuous.
Additionally, we shall assume that the following:
B.1. The human operator and the environment are passive, in the sense that ∃ci > 0
(i = m, s) such that
t∫
0
ẋTm(θ)fh(θ)dθ ≤ cm and
t∫
0
ẋTs (θ)fe(θ)dθ ≤ cs ,∀t ≥ 0 .
B.2. The variable time delays on the master and the slave side are bounded, i.e., 0 ≤ Ti(t) ≤
T ∗i , i ∈ {m, s} for some constants T ∗m, T ∗s , and
∣∣∣Ṫi∣∣∣ are bounded.
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Given such a system, the goal is to design a bounded controller that guarantees stability
under time-varying asymmetric delays, while achieving asymptotic master-slave coordination
in free motion (i.e., zero external forces) and asymptotic force reflection in the steady state.
We consider a P+d control scheme, and find sufficient conditions on the controller parameters
that would guarantee certain system performance.
5.5 Chapter Summary
Despite tremendous growth of interest in autonomous systems in recent times, human inter-
vention and supervision is inevitable in certain applications. Remote operation of robotic
systems while providing realistic haptic feedback to the human operator, is known to suffer
from time-delay induced instability, even with stable local controllers and passive terminal
ports (human operator and environment). Additional constraints such as control satura-
tion make the process of designing the controller challenging. This chapter formulates the
problem and discusses some relevant literature.
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CHAPTER 6
CONTROLLER DESIGN AND PERFORMANCE
In this chapter, we present the controller design and analysis. Sufficient conditions are
obtained for stable bilateral teleoperation under time-varying delays and actuator satura-
tion. We shall build upon the P+d scheme and show that the controller can be designed
independent of the bounds on the control input.
6.1 Control law
First, we define e(t) = xm(t) − xs(t) , em(t) = xs(t − Ts(t)) − xs(t) and es(t) = xm(t −
Tm(t))− xs(t). Next, consider the controllers
τi = −udi + ui (6.1)
where
ui = ui(ei) =
 kei, if ‖ei‖ ≤
µ
k






i (ẋi) = Biẋi, i ∈ {m, s}.
(6.2)
Bi > 0 is a symmetric, damping matrix and k is a scalar, proportional gain. µ > 0 is con-
stant such that ‖ui‖ < µ. We consider the saturation value µ and the proportional gain k
to be the same for both the master and the slave so that in steady state, the human-master
interaction force equal to the slave-environment interaction force. We will show in the next
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subsection that such a control law with saturation is stable and leads to master-slave asymp-
totic position coordination and force reflection if certain sufficient conditions are satisfied.
But first, we study the conditions under which velocities are bounded, and show that the
constants µ and Bi can be chosen in a way that the controller (6.1) is bounded, i.e. ∀γ > 0
there exists µ > 0,Bi > 0 such that ‖τi‖ < γ, i ∈ {m, s}.
6.2 Boundedness of Control
Suppose that the master and slave actuators can only provide torques that are norm bounded
by some positive constant γ. ui is clearly bounded by µ. For implementation and practical
purposes it is desirable for udi to be bounded by some positive constant β such that µ+β = γ.
The sufficient conditions on the controller parameters (which can be fairly easily met) for
this bound to be satisfied is in the proposition below:
Proposition 2. Given any arbitrary constant γ > 0, the controller (6.1) is bounded by γ if












Proof. Consider the positive definite function Vm =
1
2
ẋTmMm(xm)ẋm. Then, along the tra-






= ẋTm (−Cm(xm, ẋm)ẋm + τm + fh) + ẋTmṀm(xm)ẋm
=
(from A.2.)
− ẋTmudi + ẋTmum + ẋTmfh
≤ −ẋTmBmẋm + µ‖ẋm‖+ ẋTmfh
≤ −ρ(Bm)‖ẋm‖2 + µ‖ẋm‖+ ẋTmfh
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Purely for the purpose of reducing clutter, we shall assume that the initial velocities are zero
and therefore Vm(0) = 0. If we define W (s)
.















































, ∀t ≥ 0



























Since we want ‖udi ‖ ≤ β = γ − µ, we must chose µ and Bi such that










≤ β = γ − µ;












Inequality (6.4) is clearly feasible, for any γ > 0, and ci > 0 : we simply need µ and Bi to
be small enough.
So far, we have shown that for any arbitrary bound imposed on the actuator torque, we
can choose the parameters µ and Bi to ensure the control obeys the bound. Before we study
the stability of the controller (6.1), we need another ingredient for the analysis in the next








= εi > 0, (i, j) = (m,h) or (s, e). (6.5)
Then one can verify using triangular inequality and boundedness of velocity, that if ‖e(t)‖ ≥
µ
k




‖em(t)‖ ≥ µk , then ‖xs(θ)− xm(t)‖ ≥ εs,∀θ ∈ [t− Ts(t), t].
6.3 Stability and Performance
We now state the stability and convergence result for bilateral teleoperation with the pro-
posed controller, in the following theorem. Simplified sufficient conditions are presented at
the end of this section, to allow comparison with other works.
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Theorem 5. For the bilateral teleoperation system (5.1) with controllers (6.1) satisfying
conditions of proposition 2, the coordination error e(t) ∈ L∞ and the velocities ẋm, ẋs ∈





















where (i,j)=(m,h)or(s,e), and bi
.
= ρ(Bi). Further, in free motion, i.e., when fh, fe =
0, e(t)→ 0.





k‖e‖2, if ‖e‖ ≤ µ
k
µ ‖e‖ − µ2
2k








k‖ei‖2, if ‖ei‖ ≤ µk
µ ‖ei‖ − µ
2
2k
, if ‖ei‖ > µk
 , i = (m, s).


















Then, along the trajectories of system (5.1) with controllers (6.1) we have,
V̇ = ẋTm
(












− ẋTmfh − ẋTs fe
≤ −bm‖ẋm‖2 − bs‖ẋs‖2
+
ke









T ẋs, if ‖es‖ ≤ µk
µes
T ẋs






T ẋm, if ‖em‖ ≤ µk
µem
T ẋm




Note that in general, each of ‖e‖, ‖em‖ and ‖es‖ can be either equal to, smaller or greater
than µ
k
. So, we consider the following cases.
Case 1. ‖e‖ ≥ µ
k
, ‖em‖ ≥ µk , ‖es‖ ≥
µ
k
. In this region,
V̇ ≤ −bm‖ẋm‖2 − bs‖ẋs‖2 + µ










= −bm‖ẋm‖2 − bs‖ẋs‖2
+ µẋTm
(
xs ((t− T2(t))− xm(t)






xm ((t− T1(t))− xs(t)






Now, for any time σ such that ‖e(σ)‖ ≥ µ
k
, ‖es(σ)‖ ≥ µk , we have
xs ((σ − T2(σ))− xm(σ)
























The integrand above is well defined since the denominator is strictly positive throughout
the range of θ . Thus,
Case 2. ‖e‖ ≤ µ
k
, ‖em‖ ≥ µk , ‖es‖ ≤
µ
k
. The analogous case, ‖e‖ ≤ µ
k




In this region, using the same Lyapunov function (6.6), we get
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xs ((t− Ts(t))− xm(t)
‖xs ((t− Ts(t))− xm(t)‖
− k (xs(t)− xm(t))
)





· xs ((t− Ts(t))− xm(t)
‖xs ((t− Ts(t))− xm(t)‖
− (xs(t− Ts(t))− xm(t))
)
+ kẋTm (xs (t− Ts(t))− xs(t))
= −bm‖ẋm‖2 − bs‖ẋs‖2 + kẋTs (xm ((t− T1(t))− xm(t))
+ kẋTm
xs ((t− Ts(t))− xm(t)
‖xs ((t− Ts(t))− xm(t)‖
µ
k
− ‖xs ((t− Ts(t))− xm(t)‖︸ ︷︷ ︸
=‖em‖

+ kẋTm (xs (t− Ts(t))− xs(t))
≤ −bm‖ẋm‖2 − bs‖ẋs‖2 + k ‖ẋm‖
∣∣∣µ
k
− ‖xs ((t− Ts(t))− xm(t)‖
∣∣∣
+ kẋTs (xm ((t− T1(t))− xm(t)) + kẋTm (xs (t− Ts(t))− xs(t)) .
Since em(t) = xs (t− Ts(t))− xs(t) + e(t), we have
µ
k






















− ‖xs ((t− Ts(t))− xm(t)‖
∣∣∣
+ kẋTs (xm ((t− Tm(t))− xm(t))
+ kẋTm (xs (t− Ts(t))− xs(t))
















Case 3. ‖e‖ ≤ µ
k




Following similar steps as in case 2, we can show that








Case 4. ‖e‖ ≥ µ
k
, ‖em‖ ≤ µk , ‖es‖ ≥
µ
k





, ‖es‖ ≤ µk , is omitted.
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Using the Lyapunov function in equation (6.6), we have
V̇ ≤ −bm‖ẋm‖2 − bs‖ẋs‖2 + µ
eT
‖e‖
















xm ((t− Ts(t))− xs(t)














xm ((t− Tm(t))− xs(t)















xm ((t− Tm(t))− xs(t)



















Now as before, we obtain,
µ
k





























in the region where ‖e‖ ≥ µ
k
, ‖em‖ ≤ µk , ‖es‖ ≥
µ
k
(as well as in the region where ‖e‖ ≥
µ
k




Case 5. ‖e‖ ≥ µ
k




We can proceed as in case 4, and show that
V̇ ≤ −bm‖ẋm‖2 − bs‖ẋs‖2 + 2k ‖ẋs‖
0∫
−Tm(t)
‖ẋm(t+ θ)‖ dθ + 2k ‖ẋm‖
0∫
−Ts(t)
‖ẋs(t+ θ)‖ dθ in
this region too.
Case 6. The final case is when ‖e‖ ≤ µ
k
, ‖em‖ ≤ µk , ‖es‖ ≤
µ
k
. The analysis in this region
would be the same as when we do not have any controller saturation at all, so from [56], we
have V̇ ≤ −bm‖ẋm‖2 − bs‖ẋs‖2 − kẋTs
0∫
−Tm(t)








> k from (9.8)),
the time derivative of the Lyapunov function (6.6) satisfies













‖ẋs(t+ θ)‖ dθ ∀t ≥ 0.
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Integrating, we get



























Using Lemma 1 in [56], we get,
lim
t→∞






























⇒ V (0) ≥ λm ‖ẋm‖22 + λs ‖ẋs‖
2
2












This implies, along with the boundedness of velocities, that ẋm, ẋs ∈ L2
⋂
L∞. Boundedness






















‖ẋs‖22 + V (0),∀t ≥ 0.
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Further, let fh = fe = 0. Then from (5.1) and (6.1), and using properties A.1. and A.3., we
get












Similar inequality holds in case of slave manipulator. From the boundedness of the right-hand
side of the last inequality, ẍm, ẍs ∈ L∞. Therefore, using Barbalat‘s lemma, ẋm, ẋs → 0.
Now if we can show that ẍm, ẍs are uniformly continuous, then again by Barbalat’s lemma,
we can conclude that ẍm, ẍs → 0 as ẋm, ẋs → 0. From equation (5.1) and (6.1),
ẍi = Mi(xi)
−1 (−Ci(xi, ẋi)ẋi −Biẋi + ui) (6.9)
Since ẋi, ẍi ∈ L∞, one can easily verify that Ci(xi, ẋi)ẋi and Biẋi have bounded derivatives
and are therefore uniformly continuous. From Proposition 1, Mi(xi)
−1 is also uniformly
continuous. Next, consider the following proposition.
Proposition 3. Consider the function ui : RN → RN as defined in equation (6.2). Then,
for the closed-loop system (5.1) and (6.1), ui(ei(t)) is uniformly continuous.
proof:(Sketch) First, it can be seen that ėm(t) = ẋs(t − Ts(t))(1 − Ṫs(t)) − ẋm(t) is
bounded since ẋi ∈ L∞ and Ṫm(t) is bounded by assumption B.3. ės(t) is bounded in a sim-
ilar way. Therefore, ei(t) is uniformly continuous. Now, as shown before, ei(t) is bounded
and hence lies inside some compact set C. So, the continuous function ui restricted to a
compact domain C is uniformly continuous. Finally, ui(ei(t)) is uniformly continuous since
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it is the composition of two uniformly continuous functions ei : [0,∞)→ C and ui : C → RN .
Therefore, using Proposition 2, the right-hand side of equation (6.9) is uniformly contin-
uous, which makes ẍi uniformly continuous. Thus, ẍi → 0 ⇒ um,us → 0 and em, es → 0.
This completes the proof for convergence.
At this point we would like to provide some remarks on gravity compensation
and external disturbances as follows:
(i) For the sake of clarity of presentation of our main contributions we have assumed
that the gravity is completely compensated for in the controller. In the literature,
this is a very standard assumption (for example, see [43] [50] [55] [56] [59] [61]). Since
the joint torques due to gravity are sinusoidal functions, the gravity vector Gi(xi) is
bounded. Assuming that the actuators can supply sufficient torques to compensate
for gravity (i.e., greater than ḡ
.
= supy∈Rn ‖Gi(y)‖), we can simply replace γ by γ − ḡ
everywhere in Section 6.1 to include gravity compensation within the actuator bound γ.
In case where the link parameters in the gravity term are unknown, one could use
an adaptive term in the controller to compensate for gravity. The gravity vector can
be written linearly in terms of a constant, unknown vector Θi as
Gi(xi) = Yi(xi)Θi,
where the regressor Yi(xi) is a known matrix. Let Θ̂i denote the estimate of vector
Θi, which is used as a estimate for the gravity term: Ĝi(xi) = Yi(xi)Θ̂i. The adaptive
law to update Θ̂i is given by:
˙̂
Θi = −Yi(xi)T ẋi. (6.10)
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To ensure that Ĝi(xi) is bounded, one can use the projection operator to act on the
right hand side of equation (6.10) (see [66]). Note that using this estimated Ĝi(xi)
instead of the exact Gi(xi) to compensate for gravity, does not affect any of the proofs;
we only need to add additional term 1
2
‖Θi‖2 to the Lyapunov functions Vi in Proposition
2 and V in Theorem 5.
(ii) For practical purposes, let us consider external disturbances to the system (5.1):
Mm(xm)ẍm + Cm(xm, ẋm)ẋm + Gm(xm) + dm = τ̄m + fh
Ms(xs)ẍs + Cs(xs, ẋs)ẋs + Gs(xs) + ds = τ̄s + fe
(6.11)
The distrubance di = di(t,xi, ẋi) may be due to model uncertainties, external noise,
unmodelled dynamics like friction, etc. We assume that di is bounded as ‖di‖ ≤
ψi‖ẋi‖ + ξi, where ψi and ξi are non-negative constants. We further assume that
the disturbance is uniformly continuous. This regularity condition is imposed only to
ensure position coordination of the master and slave device in free motion. Next, we




‖ẋi‖ , if ‖ẋi‖ 6= 0
0, otherwise
 (6.12)
With this new disturbance rejection control added to the control law (6.1), one can
easily verify that the inequality for V̇ remains exactly the same in Proposition 2 and
Theorem 5, and therefore the sufficient conditions in Theorem 5 still hold. However,
the sufficient condition for the control to remain within the bound specified by γ
changes slightly: µ gets replaced by µ + ξi and ρ̄(Bi) gets replaced by ρ̄(Bi) + ψi.
Note that unlike the case without any external disturbance, the sufficient conditions
for boundedness of control won’t be feasible for arbitrarily small γ, when we are also
considering disturbances.
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Figure 6.1: Teleoperation system comprised of two Geomatic TouchTM Haptic devices. xm
and xs are the joint angles (in radians) of the master and the slave devices, respectively.
6.4 Experiments and Results
The experiments were performed using two Geomatic TouchTM Haptic devices, one used as
a master device and the other as a slave device, as depicted in Figure 6.1. Each of them have
three actuated degrees of freedom. The controllers were implemented in Matlab Simulink,
and we consider gravity compensation in the controllers for both Master and Slave devices.
The Simulink libraries PhanSim and PhanTorque were used to interact with the haptic de-
vices and can be found in [40] and [39]. The simulink block diagram can be found in section
A.1 of the appendix. The communication channels between the two devices have asymmet-
ric, time varying delay, which was simulated in Simulink. In real time, the duration of each
simulation time step is variable, and therefore the actual time delay in the communication
channels are in fact, arbitrary as seen from Figure 6.2. The range of variation as well as the
average delay, are close to the ones in the experiments performed in [56], between Cham-
paign (IL), USA and Barcelona, Spain. We performed the experiments for both free and
constrained motion. In free motion, the human operator moves the master device while the
slave moves freely without any interaction with the environment. In the second experiment,
the slave device is constrained by rigid walls.
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Figure 6.2: Time delay in the communication channel from the master to the slave device.
Figure 6.3: Cartesian coordinates and tracking error of the teleoperator while moving in
free space. The solid blue line indicates the master device while the dashed line is for the
slave device.
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Figure 6.4: Generalized joint coordinates and tracking error of the teleoperator while
moving in free space. Solid blue and dashed black lines represent the master and the slave
respectively.
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Figure 6.5: Setup for experiment with constrained slave motion. The rigid surfaces along
with their normal are depicted in by the rectangular shaded regions and arrows. The base
coordinate frame is depicted by the bold arrows.
The controller parameters for the experiments were chosen as the following: Bm = Bs =
0.4I, µ = 0.2 and k = 0.4. The upper bound on the time delay in the communication channel
is taken to be T ∗m = T
∗
s = 0.29. In our experiments, the slave manipulator is either in contact
with a rigid environment, or in free motion. This means ẋTs fe = 0 and therefore cs = 0, which
gives us v̄s = 0.5 . For the master manipulator, although we do not have an estimate of cm,
the value of v̄m can be directly obtained from the experiments, and is considered here to be
0.5 . One can verify that these values satisfy the conditions in Theorem 5. Figures 6.3 and
6.4 show the tracking performance of the bilateral teleoperation system. When the master
device is held stationary, the trajectories converge asymptotically. Without any constraints
on the remote site, tracking errors are small enough such that controller saturation is not
observed in the first experiment.
The second experiment was performed with the slave robot interacting with rigid surfaces
in its environment. The master device was moved in a way to constrain the slave end effector
motion in all the three (x, y and z) directions. Figure 6.5 shows the slave device and the
environment, along with the general regions where the make contact.
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Figure 6.6: Cartesian coordinates and tracking error of the teleoperator while interacting
with rigid walls. At time [7,20] the slave device contacts the yellow region, as the master
device is moved further in the negative x-direction. To a certain extent, friction between
the wall and the end-effector tip restricts the motion in y and z directions. In the interval
[30,45], the slave end-effector contacts the green region, as the master devices continues
moving downward. Finally, the slave end effector is made to contact the red region in the
duration [55,75], restricting its motion in the z-direction. Again, due to friction, tracking
error is also observed in the y-direction.
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Figure 6.7: Generalized joint coordinates and tracking error of the teleoperator while
interacting with rigid walls. Controllers are made to saturate when es and em are more
than the value determined by µ and k (which in this case is 0.5).
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The trajectory of the master and slave device in their respective base coordinate frame of
Figure 6.5 is shown in Figure 6.6. The corresponding joint positions are plotted in Figure
6.7.
Figure 6.8: Joint torques and force reflection error while interacting with rigid walls. One
can compare this figure to the Figure 6.7 to verify that the joint torques saturate (at the set
value of 0.2) in the regions where the slave end-effector makes contact with the rigid walls.
6.5 Conclusion
Control of a bilateral teleoperation system under variable time delays had been studied in
this chapter under the constraint of bounded controller torques. It has been shown that the
simple delayed-Proportional control scheme with damping injection can be extended in case
of controller saturation and conditions for tuning the controller gains have been discussed.
These conditions are sufficient for guaranteeing boundedness of position error and conver-
gence of velocity to zero. Further, if the human operator and environment forces are zero,
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i.e. during free motion, the remote and local manipulator positions are shown to converge
asymptotically. Some experiments have been provided for free motion as well as interaction
with stiff environment, which validate the controller performance and stability. Current
schemes rely on damping injection in the local and remote manipulators as the primary way
of ensuring stability under time-delays. This might lead to slow rates of convergence of the
two manipulators. As far as the experiments are concerned however, this does not seem to
be an issue. In our future work, we will focus on developing tighter conditions for stability
to allow for even smaller values of damping coefficient, that would hopefully improve track-
ing performance, as well as focus on relaxing the assumptions on the external forces on the
manipulators to allow a greater range of application for the proposed controller. Extension
of these results from bilateral teleoperation to teleoperation involving a network of multiple
manipulators will also be considered.
In this and the previous chapters, we focused on problems involving physical systems
such as robotic manipulators. The chapters to follow next take up the study of a popular
Recurrent Neural Network from a control and dynamical systems point of view.
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CHAPTER 7
STABILITY OF LONG-SHORT TERM MEMORY
NEURAL NETWORKS
7.1 Introduction
Long Short-Term Memory neural networks (abbreviated as LSTMs) were proposed in [67]
as a type of recurrent neural networks (RNN), that can store recent input events using feed-
back interconnections. LSTMs have seen enormous applications primarily in areas, where
time-series classification is common, such as speech-processing, text and video recognition.
Although widely popular, LSTMs are not very well understood from a dynamical systems
point of view, as reflected in literature. This is a major setback, while optimizing these
networks for performance and reliability, for which one has to currently rely on trial and
error methods [78].
LSTM neural networks, as dynamical discrete-time systems, exhibit very rich behaviour,
including chaotic motions [79,80], which motivates a rigorous analytic study of such systems.
In machine learning applications, trained RNNs are known to efficiently operate at the edge
of chaos [68]. Recent study on linearized LSTMs has given a good insight into the corre-
lation between the edge of chaos for a nonlinear discrete-time LSTM model and its locally
asymptotically stable region around the origin [69]. In that work, an autonomous LSTM
model was considered and it was shown that the position of the eigenvalues of the linearized
LSTM around the trivial equilibrium gives a very precise indication of the behaviour of the
nonlinear LSTM. More specifically, LSTMs displayed close to chaotic behaviour, whenever
the eigenvalues of the corresponding linearized system were very close to yet outside the
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unit circle. Numerical simulations in Figure 7.1 show the close relation between LSTMs and
their linearization. Indeed, stable eigenvalues correspond to stable LSTMs, and their conver-
gence rate decreases as the magnitude of the largest eigenvalue increases. Moreover, when
the linearized system is unstable, the corresponding LSTM network behaves in a chaotic
manner.
Motivated by this clear link, we study conditions under which the LSTM network is glob-
ally asymptotically stable in terms of constant values of the weight matrices and biases. In
particular, we provide sufficient conditions on the weight matrices and biases of the LSTM
neural network for the zero equilibrium to be globally asymptotically stable [86]. Since these
weight matrices and biases are the control variables, the stability condition provides a way to
compute control values to globally asymptotically stabilize [72] the nonlinear discrete-time
LSTM model with respect to the equilibrium. As a consequence of global asymptotic stabil-
ity, this equilibrium is then unique. The global asymptotic stability condition, provided in
Chapter 9, can be incorporated in the design process of the LSTMs, in two different ways.
One way is by satisfying the constraint, the resulting neural network is guaranteed to be more
stable and robust, with a unique equilibrium. Due to its tightness, the condition can also be
used in the other inverse way. That is, by not satisfying it, the resulting network should be
less stable and may be more efficient which is aligned with the ‘edge of chaos’ conjecture [68].
The materials to follow are organized into multiple sections and chapters. We start by
providing an introduction on the architecture of LSTM neural network, and its underlying
dynamic equation in section 7.2. Section 7.3 describes the autonomous LSTM system and
its linearization around the equilibrium for the general case, when all biases are allowed to
be nonzero. Chapter 8 takes a small detour to present a technique on non-trivial equilibria
computation, and empirically establish behaviour of the system linearized about the non-
trivial equilibrium. In the next chapter, global asymptotic stability is studied in Section
9.1, and a sufficient condition is derived, when an equilibrium is placed at the origin by
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(a) |λm| = 0.7067









(b) |λm| = 0.9989









(c) |λm| = 1.0099
Figure 7.1: h2 versus h1 for a two dimensional autonomous LSTM for different values of
parameters. (a) When Wi = [−1,−4;−3,−2], Wo = [−1,−6; 6,−9], Wf = [−2, 6; 0,−6],
Wg = [−0.5,−4.51.; 4.51,−5], bg = [1.25; 1.55] (b) When Wi = [−1,−4;−3,−2],
Wo = [−1,−6; 6,−9], Wf = [−2, 6; 0,−6],Wg = [−0.5,−4.51; 4.51,−5], bg = [.58;−0.20] (c)
When Wi = [1.18,−3.04; 7.08,−1.08], Wo = [8.78,−4.09;−3.97,−3.34],
Wf = [−0.66,−9.5; 2.96, 6.84], Wg = [−8.92, 3.26;−6.46,−3.38], bg = [−4.24;−1.71]. In all
cases, the red circle shows the last point in the simulation, and red star shows the
equilibrium. The green star is the initial point.
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setting the cell gate bias vector to zero. Given that the weights and biases are control
parameters, it is also shown in the same section how they can be designed, which enables
global asymptotic stabilization of the overall system. A number of illustrative examples
are provided in Section 9.3.2. A linear matrix inequality condition is also proposed to
help design globally asymptotically stable LSTM networks in Section 9.4. Finally, some
concluding remarks are presented in Section 9.5.
7.2 Background
LSTMs can be viewed as a discrete-time dynamical system with an input signal Xt and
output signal ht, with feedback loop as depicted in Figure 7.2 (Image source: [87]). The
purpose of this ‘feedback loop’ is to allow the LSTM network to carry useful and relevant
information from the past on to the future, giving LSTMs the ability to learn timeseries data
where the input at the current time is affected by past inputs. Information from the past is
carried forward by encoding it into a ‘memory vector’ Ct.
Although LSTMs may have a few different variants, mathematically, the standard LSTM
introduced in [67] can be modeled as:
h(k + 1) = ϕ(UoX(k) +Woh(k) + bo) tanh(ϕ(UfX(k) +Wfh(k) + bf ) c(k)
+ϕ(UiX(k) +Wih(k) + bi) tanh(UgX(k) +Wgh(k) + bg)),
c(k + 1) = ϕ(UfX(k) +Wfh(k) + bf ) c(k)
+ϕ(UiX(k) +Wih(k) + bi) tanh(UgX(k) +Wgh(k) + bg), (7.1)
where X is d -dimensional input vector, and h and c are n-dimensional output state vector
and memory vector, respectively. tanh(·) is the tangent hyperbolic function, and ϕ(·) =
exp(·)/(1 + exp(·)) is standard logistic function, which are applied element-wise. Wj, Uj for
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Figure 7.2: Model of a LSTM network. Image source: [87]
j = {o, f, i, g} denote the constant n× n and n× d weight matrices, respectively. bo, bf , bi,
and bg are the constant n× 1 bias vectors. Symbol  denotes the Hadamard product.
7.3 LSTM Model Linearization
Let us first derive the linearized model of LSTMs in the case where all weights and biases
take arbitrary values and study local stability of the linearized system based upon the eigen-
values of the Jacobian.
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Following [83], we write the autonomous LSTM as the difference equation:
h(k + 1) = ϕ(Woh(k) + bo) tanh(ϕ(Wfh(k) + bf ) c(k)
+ϕ(Wih(k) + bi) tanh(Wgh(k) + bg)),
c(k + 1) = ϕ(Wfh(k) + bf ) c(k)
+ϕ(Wih(k) + bi) tanh(Wgh(k) + bg), (7.2)
The autonomous LSTM system (7.2) may in general have multiple equilibrium points.
These equilibrium points are difficult to obtain in closed form. However, in the case when
bg = 0, one can easily verify that (h, c) = (0, 0) is an equilibrium point of the system. Again,
even for this case, the origin may not be a unique equilibrium. Numerical approaches such
as Newton’s method for fixed point iteration may be adopted the very high dimensions as-
sociated with a typical LSTM neural network raises difficulties with these methods. An
alternative approach is to use homotopy method to compute equilibrium point of such sys-
tems. This method essentially starts with the construction of a homotopy map between a
function with known roots to a function whose roots we want to find. Under certain condi-
tions, this map gives us a 1-dimensional manifold, connecting the roots of the two functions,
and we can traverse through this manifold from the known root of the first function to the
root of the second function by solving an ordinary differential equation in one variable. This
method is detailed in the next chapter. But for the following discussion, we simply consider
a general equilibrium point (h̄, c̄).
If we define z = z(h, c) = ϕ(Wfh + bf )  c + ϕ(Wih + bi)  tanh(Wgh + bg), then the






F1(h, z) = ϕ(Woh+ bo) tanh(z)
F2(h, c) = z(h, c).
Jacobian of F with respect to h and c can be computed as
L =
















The terms that appear in (7.4) are:
D1 := ∂F1/∂z = diag(ϕ(Woh+bo))(I−diag(tanh2(z)) andD2 := ∂z/∂c = diag(ϕ(Wfh+bf )),
both of which are diagonal, positive definite matrices. Next, we have
G := ∂F1/∂h = diag(tanh(z)) diag(ϕ(Woh+ bo))︸ ︷︷ ︸
= diag(h), at equilibrium
(I − diag(ϕ(Woh+ bo)))Wo and lastly
M := ∂z/∂h
= diag(c) diag(ϕ(Wfh+ bf )))(I − diag(ϕ(Wfh+ bf )))Wf
+ diag(tanh(Wgh+ bg)) diag(ϕ(Wih+ bi)))(I − diag(ϕ(Wih+ bi)))Wi
+ diag(ϕ(Wih+ bi))(I − diag(tanh2(Wgh+ bg))Wg.
Since at equilibrium, we have diag(c)(I − diag(ϕ(Wfh+ bf ))) =
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diag(tanh(Wgh+ bg)) diag(ϕ(Wih+ bi)), the matrix M evaluated at the equilibrium becomes
M = diag(tanh(Wgh+ bg)) diag(ϕ(Wih+ bi))
(
diag(ϕ(Wfh+ bf ))Wf
+ (I − diag(ϕ(Wih+ bi)))Wi
)
+ diag(ϕ(Wih+ bi))(I − diag(tanh2(Wgh+ bg))Wg.






















and its eigenvalue can be represented as the following:













































Note that the number of zero eigenvalues of L at an equilibrium (h̄, c̄) equals the number of
zero eigenvalues of G, which equals the number of zero entries of h̄. Therefore a half of the
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eigenvalues are zero if and only if h̄ = 0 = c̄. This on the other hand can only happen in the







Following the transformations in [69], we know that a half of the eigenvalues of L are at zero,
and the remaining half are the eigenvalues of
E := diag(ϕ(bi))Wg diag(ϕ(bo)) + diag(ϕ(bf )). If the eigenvalues of E are inside the unit
circle, then the LSTM with zero cell gate bias is locally asymptotically stable at the origin.
In case of a non-zero bg, we do not know the equilibrium (h̄, c̄) in a closed-form, but could
still obtain some sufficient conditions for local asymptotic stability. In order to show how
that can be done, let as assume that A = [aij] is an n× n matrix. The spectral radius of A,
that is, ρ(A), is bounded by min {‖A‖∞, ‖A‖1} [74]. Now from equation (7.5), we have L = G+D1M D1D2
M D2
 . A sufficient condition for ρ(L) < 1 is that (|G|∞ + |M |∞ + |D2|∞) <
1. One can see that ‖G‖∞ ≤ 14‖Wo‖∞. Also, ‖M‖∞ ≤ ‖Wf‖∞ +
1
4
‖Wi‖∞ + ‖Wg‖∞ and
‖D‖∞ ≤ ϕ(‖Wo‖∞ + ‖bo‖∞). So, if ‖Wf‖∞ + ‖Wg‖∞ + (14‖Wi‖∞ +
1
4
‖Wo‖∞) + ϕ(‖Wo‖∞ +
‖bo‖∞) < 1, then the eigenvalues of L lie strictly inside the unit circle. Since the values of
the biases are up to the designer, the choice is to set bg = 0 and then compute weights and
other biases so that the overall system is globally asymptotically stable. Therefore, in the
remainder of the discussion only the case when bg = 0 is considered, and a sufficient condition
under which the equilibrium at the origin is globally asymptotically stable is provided. But
before discussing the stability properties of the zero equilibrium point, we first briefly look
at the equilibria related properties of LSTMs.
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CHAPTER 8
LSTM EQUILIBRIUM COMPUTATION AND
PROPERTIES
8.1 An Overview of Homotopy Method
In topology, a homotopy between two continuous functions F,G : Rn → Rm is defined as a
continuous map H : [0, 1]×Rn → Rm such that H(0, ·) ≡ G(·) and H(1, ·) ≡ F (·). The func-
tions F and G are said to be homotopic if there exists a homotopy that continuously deforms
one function to another. The homotopy continuation method is a well-known technique to
solve the problem of finding the roots and fixed points of nonlinear functions. Suppose we
want to find the fixed point of a continuously differentiable function F : Rn → Rn. We start
by constructing a homotopy between the function x− F (x) and another function x−G(x)
with a known solution x0 (i.e. x0 = G(x0)) as follows:
H(t, x) = t(x− F (x)) + (1− t)(x−G(x)). (8.1)
H is a linear homotopy in this example, but could chosen to have any other form. We are








everywhere on the set M , then M is a 1-dimensional smooth manifold that can be param-
eterized by a scalar θ giving us a curve (t(θ), x(θ)) ∈ Rn+1. This means H(t(θ), x(θ)) ≡ 0
and therefore d
dθ
H(t(θ), x(θ)) = 0. Let us arbitrarily assign (0, x0) as the point (t(0), x(0))
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= 0, (t, x) = (0, x0) at θ = 0. (8.2)
The solver is stopped when θ reaches a value θ̂ such that t(θ̂) = 1. The corresponding x(θ̂)
is the fixed point of F (x), since H(1, x(θ̂)) = x(θ̂) − F (x(θ̂)) = 0. The solution v = v(x, t)
satisfying the equation [∂H/∂t, ∂H/∂x]v = 0 can be obtained in closed form as shown in [88].
Additional details on numerical implementation of this method and some practical tips can
be found in [89].
It is interesting to note that Newton’s method can be viewed as a special case of homotopy
method if in the linear homotopy (8.1), we simply take the function G(x) to be x, and use
first order euler’s approximation for the derivative dx/dθ in (8.2).
8.2 Non-trivial equilibrium for LSTMs
The homotopy continuation method introduced in the previous section can be used effec-
tively to compute the non-trivial equilibrium of LSTMs. We are particularly interested in
computing the equilibrium of LSTMs where bg 6= 0, since for the case of bg = 0, we at least
know of one equilibrium point, which is the origin.
We start by transforming the LSTM equation (7.2) into a more convenient form using a
coordinate change. We let h(k) = q(k)+qc, where q(·) ∈n is a new variable which is assumed
to satisfy Wgqc + bg = 0 so that Wgh(k) + bg = Wgq(k). Such qc will exist if the bias vector
bg is in the span of columns of Wg, which is a very mild requirement. With this coordinate
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transformation, we can rewrite equation (7.2) as:
q(k + 1) = ϕ(Woq(k) + b̄o) tanh(ϕ(Wfq(k) + b̄f ) c(k)
+ϕ(Wiq(k) + b̄i) tanh(Wgq(k)))− qc,
c(k + 1) = ϕ(Wfq(k) + b̄f ) c(k)
+ϕ(Wiq(k) + b̄i) tanh(Wgq(k)), (8.3)
where the new biases are defined as b̄j = bj + Wjqc, for j ∈ {f, i, o}. Moreover, if we define
the column vectors x(k) := [q(k)T , c(k)T ] and xc := [−qTc , 0T ]T , system (8.3) becomes






 σ(Woq + b̄o) tanh(F2(q, c))
σ(Wfq + b̄f ) c+ σ(Wiq + b̄i) tanh(Wgq)
 .
Since x = 0 is a known fixed point of F (x), and we want to find the fixed point of F (x) +xc,
we can define the linear homotopy as:
H(t, x) = ((1− t)(x− F (x)) + t(x− F (x)− xc)
= (x− F (x))− txc.
Clearly H(t, x) is continuously differentiable. Assuming that its jacobian is full rank, there
exists a curve (t(θ), x(θ)) ∈ H−1(0) which is a solution to the following IVP:
(







= 0, (t(0), x(0)) = (0, 0).
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If the eigenvalues of the jacobian of F are stable, then we can parameterize the solution curve







= xc, x(0) = 0. More discussions
on this approach for LSTM equilibrium computation can be found in [70].
8.3 Eigenvalues of Trained LSTMs Linearized Around Non-Trivial
Equilibrium
The homotopy method discussed previously can be used to compute the equilibrium of
LSTMs for any general value of weight matrices and bias vectors. Once we have the equilib-
rium, we can linearize the LSTMs around this point and study the equilibrium of the jacobian
matrix. This section contains training results for LSTMs on three different datasets. In the
first example, the LSTM is trained on the MNIST dataset to recognize hand written digits
and in the second example, we train the LSTM on the Penn Treebank dataset to identify
missing words from a sentence. The third example uses Nottingham dataset to recognize and
predict melodies and harmonics in polyphonic music. The main purpose of these examples
is not to test the effectiveness of LSTMs in certain applications, but rather to study how the
eigenvalues of the linearized LSTM network evolve during and after training.
8.3.1 Example 1 : Handwritten digit recognition
For this first example, the neural network has input layer consisting of 10 neurons, hidden
layer with 128 neurons and 10 output neurons has been chosen. The LSTM network is
trained to recognize handwritten digits from the MNIST data set [90]. The vectors repre-
senting pixel intensities for each row in a digit image are treated as inputs. The LSTM was
trained with a data set of 100 samples and weights and biases were stored every 200 gradient
steps during the training. The magnitude of the corresponding eigenvalues are plotted in
Fig. 8.1. The eigenvalue with the largest magnitude is shown as a function of the training
step in Fig. 8.1c, where an increasing trend can be clearly observed. At the end of the
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training, the maximum is ∼ 0.81, which can be explained by the small number of classes in
the data set.
The eigenvalues at the
equilibrium
The value of the static h
and c of the equilibrium
Dependence of the
magnitude of the maximum
eigenvalue
Figure 8.1: Dependence of the (a) eigenvalues’ magnitudes, (b) equilibria and (c) maximum
eigenvalues’ magnitude during the training with 100 handwritten images.
8.3.2 Example 2 : Language modeling and word prediction
The Penn Tree Bank (PTB) data set [91] is used in this example to train the LSTM to pre-
dict the next word given some previous words. This data set has approximately 10k words
in its vocabulary, which is much larger than the number of classes in the MNIST example
where there are only 10 classes. The size of the input, output, and cell vectors is 200 and the
network configuration is the same as the previous example. The largest eigenvalue can be
seen approaching the boundary of the unit circle as the training progresses, in Figure 8.2a.
Indeed, Figure 8.2b indicates that two eigenvalues have a magnitude of ∼ 0.99. This eigen-
value push towards the unit circle is hypothesized to occur due to the increased complexity
of the data that the LSTM trained on.
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The 80 largest eigenvalues at equilibrium



















The 7 largest eigenvalues at the
equilibrium
Figure 8.2: Dependence of (a) the eigenvalues’ magnitude, (b) the maximum eigenvalues’
magnitude during the training on PTB


























The 80 largest eigenvalues at the
equilibrium



















The seven largest eigenvalues at the
equilibrium
Figure 8.3: Dependence of (a) the eigenvalues’ magnitude, (b) the largest eigenvalues’
magnitude during the training on Nottingham database
8.3.3 Example 3 : Polyphonic music generation
For this example, the single layer LSTM in the previous examples is trained on the Notting-
ham dataset [92] with the input vectors having a dimension of 68; the first half of the input
vector represents the basic musical notes (or the melodies) and the second part the chords
(or harmonics). The dimension of the output vector is 200. Figure 8.3 shows the trend of
increasing eigenvalues with the training steps, and the largest eigenvalue is pushed outside
the unit circle.
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These simulation results reaffirm the hypothesis that during training, the weight matrices
and bias vectors of the LSTM network evolve in a way that the linearized system is pushed to
the boundary of stability. It is further observed, that learning from more complex dataset in
general leads to these eigenvalues distributed closer to the unit circle. The following chapter
presents a study on how the weight matrices and bias vectors affect the LSTM’s equilibrium
properties such as global boundedness, region of attraction and global asymptotic stability.
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CHAPTER 9
GLOBAL ASYMPTOTIC STABILITY OF LSTMS
In this chapter we study the zero equilibrium when the bias bg is chosen to be zero. Assuming
that the weights and biases are chosen to satisfy the condition in [69] for local asymptotic
stability around the origin, we first find a local region of attraction in the following subsection.
Then, we study the nonlinear system to obtain a bound on the solutions. Combining these
two gives us a global asymptotic stability result, which is formulated in terms of the weights
and biases. Again, since the weights and biases are technically control variables this process
can be also viewed as a global asymptotic stabilization of the LSTM model.
9.1 Region of Attraction for Local Asymptotic Stability around
the Origin
First, let us define x := [h; c] where the notation means that vectors h and c are concatenated
column-wise. Using the mean-value theorem for functions in several variables [75], equation
(7.3) can be expressed as
F (h, c) = F (0, 0) + Li|x=[hi;ci]x = L|x=[0;0]x+ (Li|x=[hi;ci] − L|x=[0;0])︸ ︷︷ ︸
:=Γ(x)
x (9.1)
where Li|x=[hi;ci] is a matrix obtained by evaluating the ith row of the matrix L at some point
[hi; ci] ∈ R2n (which in general may be different for each i) on the line segment joining [0; 0]
and [h; c].
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i; ci])− ωki ([0; 0]))
where vi are constant vectors, and ω
k
i ([h, c]) are scalar functions with bounded derivatives.
We can therefore bound the second term on the right-hand side of equation (9.1) as follows:
‖Γ(x)x‖ ≤ ζ‖x‖2. (9.2)
Now, let us consider the region where ‖c‖ ≤ ε, for some ε > 0. Also, define the vector yi :=[
‖W if‖, ‖W ii ‖, ‖W ig‖, ‖W io‖
]T
. Here, superscript i stands for the ith row. By differentiating
and then bounding the terms in the Jacobian L, the constant ζ in equation (9.2) is obtained
as
ζ := ζ(ε) =
n∑
i=1
















































Since the bound in inequality (9.2) holds only when ‖c‖ ≤ ε, for our analysis of global
stability, we need to ensure that the trajectory (h(k), c(k)) remains in that region once it
enters some subset of ‖c‖ ≤ ε. Therefore as the first step, we compute a local region of
attraction for system (7.2), with bg = 0, as stated in the following proposition.
Proposition 4. Consider system (7.2) with bg = 0, such that all eigenvalues of
diag(ϕ(bi))Wg diag(ϕ(bo)) + diag(ϕ(bf )) lie inside the unit circle. Then, with A := L|x=[0;0],
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as the Jacobian at the origin, and ζ(ε), as defined in (9.3), the ball ‖x‖ ≤ ε is a region of
attraction for the system if
ζ(ε)ε ≤ −1 +
√
2− ‖A‖2.
Proof Since all eigenvalues of diag(ϕ(bi))Wg diag(ϕ(bo)) + diag(ϕ(bf )) lie inside the unit
circle, then matrix A := L|x=[0;0] is stable. Therefore, for any matrix Q > 0, we have P > 0
satisfying ATPA− P = −Q.
Next, we consider a quadratic Lyapunov function V (x) = xTPx. At time step k = K,




(where λ(·) and λ(·) represent the largest and the smallest eigenvalue,
respectively). Then,












where p = λ(P ) and q = λ(Q). If (q − pζ2ε2 − 2pζε) > 0, we get V (x(k + 1)) < V (x(k))
for all k ≥ K, leading to convergence of (h(k), c(k)) to the origin while ensuring ‖c(k)‖ ≤ ε.
Therefore, we need






For the right-hand side of inequality (9.6), we ideally need to pick Q > 0 such that q
p
is
the largest. It was shown in [76], that choosing Q = cI for any positive constant c leads to
the maximum value of q
p
, which we denote as r(A). Thus from (9.6), we get the following
sufficient condition:
ζε ≤ −1 +
√
1 + r(A), (9.7)
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We would however like a sufficient condition that is easier to check, yet only slightly more
conservative and thus practical, as it will be shown in examples. Choosing Q = I − αATA
for any α ≤ 1 gives q
p
≥ 1 − ‖A‖2, with equality holding at α = 1. Furthermore, Q =
1 − (Aα)T (Aα), α = 1, 2, ... gives the same lower bound. Thus, we choose Q = I − ATA
and P = I so that λ(P ) = λ(P ), and thus the domain of attraction is the ball ‖x‖ ≤ ε.
Condition (9.6) then becomes:
ζε ≤ −1 +
√
2− ‖A‖2, (9.8)
which completes the proof.
From equations (9.3) and (9.4) it follows that ζ(ε) is quadratic in ε and therefore, the left-
hand side of inequality (9.6) is a cubic polynomial in ε passing through the origin, with
non-negative coefficients. This implies that for ε > 0, ζε is non-zero, and monotonically
increasing. So making the coefficients small would make the left-hand side small.
9.2 Global Bounds on the Solutions
Next we find bounds on the state trajectories of the LSTM system in terms of the constant
weight matrices and biases. The state trajectories can be shown to converge to any arbitrar-
ily small bounded region by appropriately choosing the weight matrices and biases. In this
direction, we formulate and prove the following proposition.
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Proof From equation (7.2), we can extract the scalar equation for each j as follows:




f )cj(k) + ϕ(W
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Since both the logistic and tangent hyperbolic functions are increasing functions, one can
bound cj(k + 1) by
|cj(k + 1)| ≤ ϕ(W jf sign(W
j
f ) + b
j
f )|cj(k)|
+ ϕ(W ji sign(W
j
i ) + b
j





for all k > 1, since |hj(k)| ≤ 1, for all k > 1. Now let aj1 = ϕ(W jf sign(W
j







i ) + b
j




g ), which means 0 < aj1 < 1 and 0 ≤ aj2 < 1.
Using the comparison principle for difference equations [77], we can bound |cj(k)| by the
solutions to the following difference equations
dj(k + 1) = aj1dj(k) + aj2,
that is,
|cj(k)| ≤ dj(k) = akj1dj(0) +
aj2
1− aj1
(1− akj1),when |cj(0)| ≤ |dj(0)|. (9.10)




















As one can note, for a given choice of weight matrices and biases, we can make aj2 arbitrarily
small by choosing bji sufficiently negative. The bounds on cj (and therefore hj) can be made
as small as we choose to.
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9.3 Sufficient Condition for Global Asymptotic Stability
In this subsection, we combine the results of Propositions (4) and (5) to obtain a sufficient
condition for global asymptotic stability, as stated in the following theorem.
Theorem 6. LSTM system (7.2) with bg = 0 is globally asymptotically stable if
(ε̄3 + ε̄2 + 5ε̄)(Y 2 + 0.25Y ) ≤ −1 +
√
2− ‖A‖2,













tanh (‖Wg‖∞) (1 + ‖ exp(bf )‖∞ exp(n‖Wf‖∞)).
Proof
To ensure global asymptotic stability, it is sufficient to have the hyper-rectangle from Propo-
sition 2 strictly inside the region of attraction, that is, the ε-ball given by (9.8). Thus, since
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i=1 tanh (|yi|), ∀yi ∈ R.
Also,
∑n




i=1 |yi|)) ,∀yi,mi ∈ R.


























and even further as
ε ≥ n2
√
2β tanh (‖Wg‖∞) (1 + ‖ exp(bf )‖∞ exp(n‖Wf‖∞))) := ε̄. (9.14)
If the weight matrices are sparse, inequality (9.13) would be much less conservative than
(9.14). Thus, we have a sufficient condition for global asymptotic stability that is clearly
feasible as follows: Choosing Wg and Wf matrices small enough and bi sufficiently negative
will make ε arbitrarily small, which in turn makes εζ arbitrarily small. This process allows
us to satisfy condition (9.8).
Now, in terms of the infinity norms of the weight matrices, we can bound ζ by ζ ≤
σ(E(ε))Y 2 + ‖b(ε)‖Y, where Y = 2nmax (‖Wf‖∞, ‖Wi‖∞, ‖Wg‖∞, ‖Wo‖∞) . Also, it can be
easily shown that σ(E(ε)) < 3 + ε2, and ‖b(ε)‖ can be upper bounded by 0.25(ε+ 5). So,
ζ(ε) ≤ (3 + ε2)Y 2 + 0.25(ε+ 5)Y ≤ (ε2 + ε+ 5)(Y 2 + 0.25Y ). (9.15)
94
Combining (9.8), (9.14), and (9.15) we get the following sufficient condition:
(ε̄3 + ε̄2 + 5ε̄)(Y 2 + 0.25Y ) ≤ −1 +
√
2− ‖A‖2 (9.16)
and thus the proof is complete.
Inequality (9.16) tells us that the locally stable zero equilibrium can become globally asymp-
totically stable by: (a) Having bi sufficiently negative, or (b) Having the weight matrices and
therefore Y sufficiently small. Another consequence of this sufficient condition for global
asymptotic stability is that the origin is the unique equilibrium.
9.3.1 Stabilization of LSTMs
Since we formulated and proved a sufficient condition for global asymptotic stability, we can
design the weights and biases to globally asymptotically stabilize system (7.2) with respect
to the zero equilibrium.
The largest singular value of matrix A that appears on the right-hand side of (9.8) can be
upper bounded as follows:
ATA =















This means that, if we need to make the right-hand side of inequality (9.8) larger, then we
may do so by making ‖Wg‖ smaller and bi, bo, and bf more negative. Making the biases
more negative, and the weights smaller, also causes the left-hand side of (9.8) to decrease
(although not necessarily in a strictly monotonic manner), thus further taking the system
closer towards satisfying the sufficient condition for global asymptotic stability. This gives
us a tuning rule for stabilizing an autonomous LSTM system with zero cell gate bias. In the
next section, we will illustrate with a number of examples that this condition is easy to satisfy.
9.3.2 Numerical examples
Sufficient condition (9.16) for global asymptotic stability was verified via simulations in
Matlab, for the case when the state variables h and c are 2 dimensional. For the first set of
simulations, the weights and biases were chosen such that condition (9.16) is satisfied, and
the system can be seen to be globally asymptotically stable. The second set of simulations
illustrate how one may globally asymptotically stabilize a system by tuning the weights and
biases to satisfy condition (9.16).
9.3.3 Example 1 : Globally Asymptotically Stable System
For the first simulation, the weight matrices were chosen to be Wf =
[0.15,−4.25; 1.97,−4.18], Wg = [−4.25, 3.31; 0.70,−2.04], Wi =
[1.24,−0.81;−0.87, 0.40], Wo = [4.99,−0.30; 2.17,−4.81], and the bias vectors are
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bf = [−14.22;−14.12], bi = [−13.76;−14.58], bo = [−13.22;−10.69]. With these weights
and biases, sufficient condition (9.16) for global asymptotic stability holds true. The initial
condition was taken to be large as [h(0); c(0)]T = [3.38, 2.04, 4.55, 4.31]×106 since simulations
for global stability are more illustrative when the initial conditions are large. The states


































Figure 9.1: Log-log plot showing that the origin is a globally asymptotically stable
equilibrium. The initial state norm is ‖[h(0); c(0)‖ = 7.4× 106.
9.3.4 Example 2 : Stabilization of a Locally but not Globally
Asymptotically Stable System
For the second set of simulations, Wf = [−1.2, 4.4; 2, 3.6], Wg =
[0.3,−0.3;−0.2, 1.4], Wi = [−5.7,−4.5;−8.4, 7.4], Wo =
[8.2,−3.3; 1.4, 9.1] were chosen. All the bias vectors were taken as zero. One can verify that
this system is locally asymptotically stable at the origin since all the eigenvalues of Jacobian
(7.4) at the origin lie inside the unit circle. However, sufficient condition (9.16) for global
asymptotic stability is not satisfied. Figure 9.2 (a) indicates that the origin is not a globally
asymptotically stable equilibrium for this system since the states do not converge to the
origin for the initial condition at [h(0); c(0)]T = [388.6, 192, 355.8, 240.5]. If we change the
values of bi = [0; 0] to bi = [−27;−27] and bf = [0; 0] to bf = [−10;−10], one can verify that
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inequality (9.16) is now satisfied, and the origin is observed to be globally asymptotically







































bi = [0; 0], bf = [0; 0]. Initial condition is
chosen to be small, with


































bi = [−27;−27], bf = [−10;−10]. Initial
condition is chosen to be large, with
‖[h(0); c(0)‖ = 6.65× 106
Figure 9.2: Tuning the weights and biases appropriately, makes the origin globally
asymptotically stable.
9.3.5 Example 3 : Stabilization of a Chaotic System
In the final simulation, we reconsider an example from [81]. The weight matrices are chosen
as Wf = [−2, 6; 0,−6], Wg = [−1,−6; 6,−9], Wi =
[−1,−4;−3,−2], Wo = [4, 1;−9,−7]. All the bias vectors are set to zero. This system was
shown to exhibit a chaotic behaviour, with a ‘strange attractor.’ The origin is not a stable
equilibrium as illustrated in Figure 9.3 (a) which is consistent with the fact that this system
does not satisfy sufficient condition (9.16). However, we can stabilize the system by choosing
bi = bf = bo = [−20;−20] such that (9.16) holds, and the states can be seen to globally













































































Initial condition is chosen to be large, with
‖[h(0); c(0)‖ = 5.08× 106
Figure 9.3: Chaotic behaviour is observed when all the biases are zero. Setting bi, bf , and
bo to -[20;20] makes the system globally asymptotically stable
9.4 LMI based stabilization
We shall again take the case when bg = 0, so that the origin is an equilibrium point of the
system (7.2). The system linearized around this equilibrium point is given by




 , x := [hT , cT ]T and Bj = diag{ϕ(bj)}, j ∈ {o, i, f}, and is
assumed to satisfy the condition for local asympotic condition in [69], i.e. eig(BiWgBo+Bf )
lie inside the unit circle.
Now, let us denote the right-hand side of (7.2) by F =
 F1
F2
 where F2 = ϕ(Wfh(k) +
bf ) c(k) + ϕ(Wih(k) + bi) tanh(Wgh(k)) and F1 = ϕ(Woh(k) + bo) tanh(F2). We can
then rewrite the system (7.2) as




Using the robust stability results in [84] and [85], one can find sufficient LMI conditions on
the constant weights and biases to make the system (7.2) globally stable [86].
In order to be able to study our system using the LMI approach presented in [84] and [85],
we would first need to obtain a sector bound on the ‘perturbation’ term g(x(k)). To make
the equations compact and readable, let us start by defining, for each j ∈ {f, i, g, o}, vectors
dj ∈ Rn, as dkj = |W kj |1 + bkj . The superscript k denotes the kth row. Using these, we can
define diagonal matrices diag(ϕ([d1j , d
2
j , ..., d
n
j ]
T )). Since each element of the output state
vector h is less than or equal to one, it is easy to see that F T1 F1 ≤ tanh(F2)TDToDo tanh(F2).
This gives us






Next, we note that given any vectors v, w ∈ RN , we have (v + w)T (v + w) ≤ 2vTv + 2wTw.
Therefore, for any diagonal matrix D, we obtain
F T2 D
TDF2 ≤ 2cTDTfDTDDfc+ 2 tanh(Wgh)TDTi DTDDi tanh(Wgh). (9.20)























So, from (9.19), we get
F TF ≤ 2cTDTf Y Dfc+ 2hTW Tg DTi Y DiWgh.
We can similarly show that xTATAx ≤ 2cTDTf Y Dfc+ 2hTW Tg DTi Y DiWgh, because Bj 












= ‖A11h+ A12c‖2 + ‖A21h+ A22c‖2














Finally, we obtain an upper bound on g(x) as follows:




T  W Tg DTi Y DiWg 0











 and α = 2√2. The matrix Y 12 is well defined because Y is
a positive definite diagonal matrix. Now, using the LMI stability conditions of [84] and [85],
the LSTM system given by equation (7.2) is globally stable when α ≤ 1/
√
γ∗, where γ∗ is
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ATPA− P ATP GT
PA P − I 0
G 0 −γI
 ≺ 0, P  0.
(9.22)
At this point let us note that in this subsection, we have practically proved the following
result.
Theorem 7. Trained LSTM system (7.2) is globally asymptotically stable if the LMI op-




Let us note that the number 1/8 comes from the value of α2 obtained when we upper bound
the term ‖g(x)‖2.
Later, we shall provide some numerical examples to show that this stability condition
(9.22) can be satisfied for reasonable values of weights and biases. But first, we show how
the LMI can be used in designing the weight matrices so that the LSTM model (7.2) is
stabilized.
9.4.1 Designing for stability
The LMI (9.22) can be used, to design the weight matrices Wf ,Wi and Wo, once we have
chosen the biases bf , bi and bo, and weight matrix Wg such that matrix A in equation (9.17)
is Schur stable.
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1. We start by setting the weight matrices Wf ,Wi to zero. Then Dj = Bj for
j = f, i and solve LMI optimization problem in (9.22) with Dj being replaced
by Bj, j = f, i in matrix G.
2. Let α∗ := 1√
γ∗
and µ := α
∗
α
, where γ∗ is the solution of the LMI. If µ > 1, we
set Wf and Wo such that Dj ≤ µBj, j = f, o.
3. If µBj ≥ 1, j = f, o then Wj can be set to any value, since the sigmoid
function is always less than 1. If µBj < 1, for j = f or o, a bound on the
weight matrix Wj is obtained as follows:
σ(‖W kj ‖1 + bkj ) ≤ µσ(bkj )
=⇒ ‖W kj ‖1 ≤ log(µ)− log
(
1− exp(bkj ) (µ− 1)
)
.
Computing bounds on the weight matrices that guarantee the LSTM in equation (7.2) to
be globally asymptotically stable can be useful in the design of LSTMs, for example during
the pruning process. The pruning process is designed to make the weight matrices sparse,
and is performed after the training of the LSTM. Pruning has been observed to improve
the test accuracy of LSTMs, but the amount of pruning that the matrices are subjected
to is currently being determined in purely empirical ways. Because LSTMs are known to
operate efficiently at the edge of chaos, pruning should be stopped before the condition
‖W kj ‖1 ≤ log(µ)− log
(
1− exp(bkj ) (µ− 1)
)
, j = f, o holds, since this condition would make




In this section, we provide some examples to illustrate the use of LMIs in the design of
LSTMs. The first example shows how the LMIs can be used to check whether or not the
system in equation (7.2) is globally stable, given the set of constant weights and biases.
The second example illustrates how the weight matrices can be tuned to make the LSTM
globally stable. For both the examples, we consider LSTMs where the states h and c are
each 2 dimensional. The biases are 2× 1 vectors and weights are 2× 2 matrices.
9.4.3 Example 1 : Testing global asymptotic stability of the zero
equilibrium
For the system (7.2), we randomly pick the values of weights and biases, such that the LMI
optimization problem (9.22) is feasible. In particular, the values of the weight matrices are























, and bo =
 −1.55
−2.18
. One can check that eig(BiWgBo +Bf ) are stable and
therefore the system is locally asymptotically stable. Also, with these values, the solution
γ∗ is equal to 0.1179, and 1/
√
γ∗ = 2.91 which is greater than 2
√
2. Thus, the condition
for global stability as provided in Theorem 7 is satisfied, and using Matlab the system is





































Figure 9.4: Log-log plot showing that the origin is a globally asymptotically stable
equilibrium. The initial state norm is ‖[h(0); c(0)‖ = 4.66× 106.
9.4.4 Example 2 : Designing weights for stability
The LMI (9.22) along with the conditions for local asymptotic stability of the linearized
system can be used in the design of a globally asymptotically stable LSTM. We first ran-
domly set the weight Wg =
 4.20 −2.71
−2.25 0.18















Next, we solve the LMI formulation in (9.22) by initializing Wf = Wi = 0, which yields
µ = 446.84. This gives a sufficient condition on the matrices Wf and Wi to make the sys-
tem globally stable, in terms of the 1 norm of each row: ‖W 1i ‖1 ≤ 6.13, ‖W 2i ‖1 ≤ 6.2, and
‖W 1f ‖1 ≤ 6.12, ‖W 2f ‖1 ≤ 6.15. Choosing Wf and Wi that satisfy those bounds, the LSTM
model can be made globally asymptotically stable at the origin. To illustrate this, we take
5000 different weights Wf ,Wi whose values were set randomly, but satisfy the norm bounds.
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Each entry of Wf and Wi, were randomly picked from a uniform distribution using the rand()
function in Matlab. The range of the uniform distribution was determined by the bound
on the 1 norm above. For example, each element in the first row of Wi was picked from a
uniform random distribution on the interval [-6.13, 6.13] using 6.13∗ (2∗rand(1, 2)−1). The
norms of the states of the corresponding LSTMs are plotted in Figure 9.5. As one would
expect, the origin is globally asymptotically stable for each case.
Figure 9.5: Log-log plot showing global asymptotic stability of LSTM, with Wf and Wi
designed using LMIs (9.22).
9.5 Conclusions
LSTM systems are known to display a wide-ranging dynamical behaviour, even in absence of
any input signal depending on the numerical values of their weights and biases. Understand-
ing LSTMs from the dynamical systems theory point of view is a crucial first step towards
optimizing their training, performance and reliability. Therefore, in this chapter, a sufficient
condition for global asymptotic stability of LSTMs is provided. It is shown, by examples,
that the constant weights and biases can be computed easily to satisfy this condition. Some
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LMI conditions on the weights and biases under which the origin is a global asymptotically
stable equilibrium, are also presented. Numerical examples show that these conditions can
be easily satisfied for reasonable values of weights and biases, and thus be practically incor-
porated in the design process. How to incorporate this condition into the training of LTSMs
is a topic of our current research activities. In particular, the stability properties of the




This thesis presents control, stabilization and analysis of systems that together cover prob-
lems involving many broad sub-classes of dynamical systems. More specifically, the prob-
lems considered in this thesis are: real time collision avoidance in manipulators with high
dimensional configuration space, delay induced instabilities in tele-manipulation, and global
asymptotic stabilization of Long Short-Term Memory neural networks (LSTMs). For detailed
conclusions for each of the three parts please refer to sections 4.3, 6.5 and 9.5. However, a
more concise presentation can be found below.
• A methodology for collision avoidance in multi-arm robots, in presence of bounded
input disturbance was presented. This control theoretic approach to collision avoidance
problem relies on the construction of ‘modified avoidance functions’ to encode collision
free configurations.
• The avoidance functions are smooth and their gradients can be used in the controller
for collision avoidance in real time. The resulting controller is obtained in closed form
as a function of joint angles of the robot, including the part for collision avoidance,
which is highlights the novelty of this approach.
• Using avoidance functions for constructing controllers for collision avoidance has an
additional advantage in the analysis, since other control objectives can be appended
to the collision avoidance objective and theoretical safety guarantees can be achieved
along with other performance guarantees by a Lyapunov like analysis.
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• A control scheme for bilateral teleoperation has been presented next, illustrating control
techniques for time-delayed systems. The controller on the local robotic manipulator
relies only on delayed information from the remote manipulator and vice versa. Further,
an additional constraint of actuator saturation is imposed on the controllers.
• Under these control constraints, a set of conditions have been shown to be sufficient
to guarantee boundedness of position error and velocity, and asymptotic convergence
in free motion, using Lyapunov-Krasovskii analysis for time-delayed systems.
• In the third part, some dynamical properties of LSTMs have been explored. These neu-
ral networks exhibit rich dynamics, including chaotic behaviours, making its dynamical
analysis crucial towards improving the training process and performance.
• A sufficient condition on the weights and biases of LSTMs for global asymptotic sta-
bility has been given. A LMI based stabilization methodology has also been provided
for LSTMs to achieve global asymptotic stability.
• In addition, this thesis also introduces a homotopy continuation based approach for
computation of non-trivial equilibrium of LSTMs. Such a method is particularly im-
portant in cases of LSTMs where the dimensions may be really large and existing
numerical schemes for fixed point iterations may be impractical.
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APPENDIX A
A.1 Simulink diagram for bilateral teleoperation





Figure A.2: (a) Block diagram for the experiment in section 6.4 (b) Time-delay block for
the master robot (c) Gravity compensation block for slave robot
119
