Abstract. For a long time, coding theory was only concerned by message integrity (how to protect against errors a message sent via some noisely channel). Nowadays, coding theory plays an important role in the area of cryptography and steganography. The aim of this paper is to show how algebraic coding theory offers ways to define secure cryptographic primitives and efficient steganographic schemes.
Cryptography 1 Introduction
Cryptography addresses the following problem : how to scramble a message before sending it in order to make it unintelligible to any outsider. In symmetric cryptography (or private key cryptography), the message is enciphered with a function e and deciphered using a function d. These two functions depend on a parameter k called the secret-key such that for all messages m, d(e(m, k), k) = m. As a consequence, this key must be shared by the sender and the recipient. In practice, this may be very difficult to achieve, especially if the key has to be sent via some channel. In 1976, W. Diffie and M.E. Hellman [37] laid the foundation for public key cryptography (or asymmetric cryptography) asking the following question: is it possible to use a pair of keys (k, ℓ) such that only k be necessary for encryption, while ℓ would be necessary for decryption ? For such a protocol, d and e must satisfy for all messages m, d(e(m, k), ℓ) = m. A cryptosystem devised in this way is called a public key cryptosystem since k can be made public to all users. Obviously, it should be computationally infeasible to determine ℓ from k.
The security of all conventional public key cryptosystems actually deployed in practice depends on the hardness of two mathematical problems coming from number theory : integer factoring and discrete logarithm. At this time no one knows an efficient algorithm in order to solve them in a reasonable time although numerous researchers make good progress in this area. If the security of the schemes based on this two problems is well defined, one drawback is that they rely on arithmetic operations over large numbers. Moerover, Shor's quantum algorithm [97] published in 1994 poses a serious threat to the security of these conventional cryptosystems. Indeed, quantum computers (of an appropriate size) can potentially break them in polynomial time. Although such quantum computers still do not exist, there is a strong need to develop and study alternative public key cryptosystems that would be secured in a post quantum world.
Algebraic coding theory offers an alternative supposed to resist to quantum attackers. Remember that the aim of algebraic coding theory is to restore a message m sent via a channel disrupted by some natural perturbation and that the goal of cryptography is to intentionally scramble a message m before sending it, so that it becomes unintelligible except for its recipient. Obviously there are some links between these two fields. Security of code based cryptographic primitives depends on a problem which in its general form is a well known NP-complete problem : the syndrome decoding problem. Generally these protocols are easier to implement, use only basic operations over the two element field and provides fast encryption and decryption algorithms.
In this section, we recall few notions on coding theory in order to understand the sequel of this paper. For a more complete overview on this topic, the reader is addressed to [74] .
Definition 1 (Linear code).
A linear code C is a k-dimensional subspace of an n-dimensional vector space over a finite field F q , where k and n are positive integers with k n, and q a prime power. The error-correcting capability of such a code is the maximum number t of errors that the code is able to decode.
Definition 2 (Hamming weight). The (Hamming) weight of a vector x is the number of nonzero entries. We use ω(x) to represent the Hamming weight of x.
Definition 3 (Generator and Parity Check Matrix). Let C be a linear code over F q . A generator matrix G of C is a matrix whose rows form a basis of C:
A parity check matrix H of C is is an (n − k) × n matrix whose rows form a basis of the orthogonal complement of the vector subspace C, i.e. it holds that,
For the sequel, we will focus our attention on the decoding problem for binary linear codes (i.e. q = 2). First we recall two important results.
First result. A binary linear code C of length n can correct t errors if for any x, y ∈ C (x = y), B(x, t) ∩ B(y, t) = ∅ where B(x, t) = {y ∈ {0, 1} n | d(x, y) t} and d(x, y) denotes the Hamming distance.
Second result. A binary linear code C(n, k) whose minimal distance is d can correct ⌊(d − 1)/2⌋ errors.
Let C be a binary [n, k, d] code. Let us consider a word c ′ such that c ′ = c 0 + e where c 0 ∈ C and e is what is called an error vector. Let H be a parity check matrix of C and let s be the syndrome of c ′ , i.e. s = H t c ′ . Notice that the 2 k solutions x which satisfy the equation
are given by the set {u + e, u ∈ C} (remember that ∀u ∈ C, H t u = 0). If the Hamming weight of e (i.e. the number of non-zero bits of e) satisfies ∀u ∈ C \ {0}, w(e) < w(u + e) ,
then the error e is the minimum weight solution of (1).
Remark 1. If w(e) ⌊(d − 1)/2⌋, then e satisfies eq. (2).
Hence, without any extra information on the code, to decode c ′ one has to solve an optimization problem. Notice that searching for the minimum weight word which satisfies eq. (1) is equivalent to search for the closest codeword from c ′ . Indeed, it is easy to see that eq. (2) is equivalent to :
One goal of coding theory is to find codes for which the minimum weight solution of (1) can be computed in polynomial time without constraints on the size of H. Such a problem can be stated in a more general setting as it will be developped in the next section.
Except for the Mc Eliece's cryptosystem and the CFS signature scheme, the security of all the code based cryptographic schemes that we are going to detail is based on the difficulty of the Syndrome Decoding Problem. The SD problem is a decision problem which can be stated as follows :
: H(r, n) a binary matrix , s a binary column vector with r coordinates, p an integer. Question : Is there a binary vector e of length n such that H t e = s and w(e) ≤ p ?
In the context of coding theory, if H is a parity check matrix, this means that the problem to decide wether there exists or not a word of given weight and syndrome is NP-complete.
This decision problem is linked to the optimization problem induced by maximum likelihood decoding. Indeed, searching for the closest codeword of a received word x is equivalent to find the minimum weight solution e of the equation H t e = H t x. Now, let (H, s, p) be an instance of the SD problem, the vector e exists if and only if the minimum weight solution of H t x = s is less or equal than p. On the other hand, if one knows a polynomial time algorithm to solve SD, then it can be turned into a polynomial time algorithm to compute the minimal weight of a solution of the system H t x = s. In 1978, E.R. Berlekamp, R.J. McEliece and H.C.A. Van Tilborg [13] proved that this problem is NP-complete reducing it to the Three-Dimensional Matching problem [56] .
Remark 2. The problem still remains NP-complete if :
-the matrix H is full rank (as it is the case for a parity check matrix), -we ask for an s with exactly p 1's.
The SD problem can be stated in terms of the generator matrix since one can go from the paritycheck matrix to the generator matrix (or vice versa) in polynomial time:
Name
: G-SD Input : G(k, n) a generator matrix of a binary (n, k) code C, x ∈ {0, 1} n and p > 0 an integer. Question : Is there a vector e of length n and weight p such that x + e ∈ C?
While the SD problem is NP-complete, there exists weak matrices for which an efficient algorithm can be developed. Hence, one can alternatively define algebraic coding theory as the science whose one goal is to build easy instances of the SD problem, in order to set up polynomial time algorithms for decoding. However for a random matrix H, it is necessary to know for which parameters (n, r, p) the problem seems to be difficult to solve.
Algorithms for the SD problem
Nowadays, there exists eight probabilistic algorithms to compute a solution to the SD problem : Lee and Brickell's algorithm [70] , Leon's algorithm [71] , Stern's algorithm [100] , the toolbox of A. Canteaut and F. Chabaud [25] , Johansson and Jönsonn's algorithm [69] , the "ball-collision" decoding algorithm [18] , the MMT algorithm [75] and the "1+1=0" decoding algorithm [10] . All these algorithms are devoted to search a word of small weight in a random code. Proposition 1. SD problem is equivalent to the following problem : Input : H(k, n) a binary matrix of rank k, p > 0 an integer. Question : Is there a vector x ∈ {0, 1} n such that H t x = 0 , w(x) ≤ p and x n = 1 ?
All these algorithms are based on the notion of information set decoding (ISD) introduced by Prange [88] .
Definition 4. Let G be a generator matrix of an [n, k] code and c = mG be a codeword. Let us denote by G i the i th column of G and let I = {i 1 , . . . , i k } such that G I = (G i1 , . . . , G i k ) be a k × k invertible submatrix. Then these k coordinates uniquely determine the vector m, since m = (c i1 , . . . , c i k )G −1 I . The set I is called an information set. Now suppose that a received word x = (c + e) is such that no errors occur in the information set I. The error pattern e can be recovered by computing (x i1 , . . . , x i k )G −1 I + x. Hence, the main idea used in all the algorithms is to select random information sets from the generator matrix (or the parity check matrix for Stern's scheme) until the support of the error does not meet the selected set which leads to a probability of success of :
Using the usual binomial approximation this gives the following probability of success :
where H 2 (x) is the classical entropy function. Hence, the work factor (number of operations) needed to compute a solution for the SD problem can be roughly estimated by :
where Inv(k) is the cost for inverting a k × k matrix. Usually this operation needs k 3 binary operations (notice that in order to be more precised, we should have take into account the probability for a random k × k matrix to be invertible). The algorithms of Lee and Brickell, Leon and Stern use some heuristic in order to minimize the call to the inverse procedure by :
1. taking into account information set which contains a small part (say w bits) of the support of the error pattern, 2. using a size-ℓ window of zeroes outside of I in order to constrain the possible locations for the error.
Canteaut and Chabaud combine these heuristics with a trick (proposed by J. Van Tilburg [105] and latter by H. Chabanne and B. Courteau [31] ) in order to reduce the cost of the inverse procedure. Let I be the current information set for which the algorithm did not succeed, instead of randomly select k new columns, they exchange one column whose index is in I with a column whose index is in {1, . . . , n} \ I which decreases the cost of the Gaussian elimination. Interested readers can find a complete description and analysis of the first four algorithms in [24, 25] . It follows from the study of [25] that the modified version of Stern's algorithm is the best one to solve the SD problem.
"Ball-collision", MMT and "1+1=0" algorithms are improvement of modified Stern's scheme where the major contribution comes in that some positions of the error vector are also fixed in two subsets Z 1 and Z 2 outside I. Moreover, the "1+1=0" algorithm adds a further improvement in the initial search step. Here is a graphical representation (from [19] ) which illustrates how the word e is searched for a given information set I.
Nowadays, the "1+1=0" algorithm is the best one to solve the SD problem.
Another important result is that hard instances of the SD problem are obtained when the weight of the vector e is near from the theoretical minimal distance d of the code which is given by the Gilbert-Varshamov bound :
Since random binary linear codes attain with overwhelming probability a rate R(= k/n) (which is close to the Gilbert-Varshamov bound) the running time of the decoding algorithms (for random binary linear codes) can be expressed as a function of n and R only, namely algorithm of Johansson and Jönsson is slightly different from the other one. The input is a list of received words and the goal is to try to decode one of them. Since the algorithm works with information set, all the tricks used in the other algorithms can be used in order to optimize it. The probability of success grows with the size of the initial list. When this list is to small, the performances are not better than those of the other algorithms (see table 2 ).
The q-SD problem
The SD problem can be considered over an arbitrary finite field.
Definition 5 (q-ary Syndrome Decoding (qSD) problem). Input : H(r, n) a matrix over F q , s a vector with r coordinates over F q , an integer p > 0. Question : Is there a q-ary vector e of length n such that H t e = s and w(e) ≤ p ? 57 . If the matrix is a public key, the matrix over F 31 can be stored usion 90Kb while the one over F 2 needs 188Kb.
Quantum computers and the SD problem
The SD problem cannot be polynomially solved using quantum computers. However, the Grover's quantum algorithm [63, 64] for computing roots of a function can be used in order to speedup the probabilistic algorithms against SD. In [15] , the author shows that the quantum version of the information set decoding algorithms takes time only c
(1/2+o(1))n/ log 2 n to break a length n and rate R code (with c = 1/(1 − R) 1−R ) where as the non quantum version takes time c (1+o(1))n/ log 2 n . As a consequence, protecting against these quantum attacks requires essentially quadrupling the key size.
The SD Identification Scheme

Introduction
The SD Identification scheme is the first cryptographic protocol whose security relies on the difficulty of the SD problem. An identification scheme is a cryptographic protocol which enables party A (called the "prover") to prove his identity (by means of an on-line communication) polynomially many times to party B (called the "verifier") without enabling B to misrepresent himself as A to someone else. In 1985, S. Goldwasser, S. Micali and C. Rackoff described a very nice solution to this problem with zero-knowledge proofs [61] , where a user convinces with a non-negligible probability an entity that he knows the solution s of a public instance of a "difficult" problem without giving any information on s (see [89] for a nice introduction to zero-knowledge). In 1986, A. Fiat and A. Shamir proved the practical significance of zero-knowledge proofs for public-key identification [42] . Their scheme relies on the difficulty of factoring. Notice that, from a practical point of view, the prover may be identified to a smart card, hence it is supposed that he has reduced computational power and a small amount of memory. Since 1988, there were several attempts to build identification schemes which did not rely on number theory and use only very simple operations so as to minimize computing load. The idea to use error-correcting codes for identification is due to S. Harari [65] , unfortunately his scheme was not zero-knowledge and not really practical due to its heavy communication load. Moreover, the scheme has been proved to be insecure in [106] . Another scheme proposed by M. Girault [59] has been cryptanalysed in [94] .
Stern's scheme
The first truly practical scheme using error-correcting codes is due to J. Stern [101] . The scheme uses a fixed binary (k, n) parity check matrix H which is common to all users. In 1995, a dual version of Stern's scheme has been defined : the G-SD identification scheme [107] . This version improves the communication complexity (number of bits exchanged during the protocol) for exactly the same level of security as those of Stern's scheme. Table 3 lists the secret and public data used in the SD protocol. The pair (i, p) is the public identification of the prover. His data can be computed by a certification center having the confidence of all users or the prover can choose his secret keys and the center certifies the corresponding public keys. The principle of the protocol is the following: the prover (Alice) knows the secret vector s Table 3 . Public and secret data in the G-SD identification scheme
Common public data
: H(k, n) a full rank binary matrix , a hash function denoted by . . Prover's secret data : s ∈ {0, 1} n . Prover's public data : i = Hs and p = ω(s).
which satisfies Hs = i and p = ω(s). Bob (the verifier) asks Alice a series of questions. If Alice really knows s, she can answer all the questions correctly. If she does not, she has a probability q of answering correctly. After r successful iterations of the protocol, Bob will be convinced that Alice knows s with probability 1 − q r . The identification scheme relies on the notion of commitment. Commitment is a protocol between Alice and Bob which operates in 3 stages: From a practical point of view, u is hidden via a cryptographic public hash function. Hence Alice sends to Bob the image u of u. The hash function must be collision-free (i.e. it should be "infeasible" to compute u ′ = u such that u ′ = u ). Discussion on the length of the hash value u can be found in [60] . Let us denote by x.y the concatenation of the binary strings x and y and by yσ the image of y ∈ {0, 1} n under the permutation σ of {1, . . . , n}, the SD scheme includes r rounds each of these being performed as described in table 4.
Security and performances
It can be proved that:
-the scheme is zero-knowledge i.e., informally speaking, during the protocol the transactions contain no information on s (more formally one can construct a polynomial time machine S which outputs a communication tape having the same probability distribution as a real communication). -a cheater can bypass the protocol with a probability bounded by (2/3) r , otherwise one can construct a polynomial-time probabilistic machine which either outputs a valid secret s or finds collision for the public hash function.
Practical security of the scheme is linked to the parameters n, k, p and r. Let H be the parity check matrix used in the scheme. In order to impersonate A, an intruder has to be able to compute a word s of weight p whose image under H is i (this is the SD problem). If p is chosen slightly below Table 4 . A round of the SD scheme -A randomly computes :
-y ∈ {0, 1} n , -σ a permutation of {1, . . . , n}. and send to B three commitments :
-A reveals y and σ, -B checks the value of c1 and c3.
-A reveals y + s and σ, -B checks the value of c1 and c2.
-A reveals yσ and sσ, -B checks the value of c2 and c3 and verifies that w(sσ) = p.
the value of the theoretical minimum distance of C then the probability that there exists a word s ′ = s of weight p such that Hs = Hs ′ is very low. Hence by choosing n = 700, k = 350, p = 75, searching the vector e with the probabilistic algorithms described in section 4 needs around 2
70
operations. Moreover taking r = 35, the probability of success of a cheater is bounded by 10 −6 . If we envisage the prover as a smart card, essentially three parameters are to be taken into account: the communication complexity (number of bits exchanged during the protocol), the complexity of the computations done by the prover and the storage capacity needed by the prover. The SD identification scheme uses only very simple operations over the two element field (i.e. over bits) and can be implemented in hardware in a quite efficient way. One drawback is the size of the matrix H which must be stored by the prover. Another one is the communication complexity since at least 35 rounds are needed in order to achieve a reasonable level of security while for the same level (from a dishonest prover point of view) identification schemes based on number theory can be performed in only few rounds (4 rounds for Fiat-Shamir's scheme). Table 5 sums up the performances of Stern's scheme, G-SD scheme and Fiat-Shamir's scheme (1024 bits version) giving for each one : the number of rounds needed to achieve a probability of success of 10
for a dishonest prover, the total communication complexity, the size of the ROM (number of bits stored by the prover), the total prover's computation complexity (number of binary operations performed by the prover during the whole protocol). Soon after Diffie-Helmman's paper on public key cryptography , R.L. Rivest, A. Shamir and L. Adleman exhibited such a system: the well known RSA cryptosystem based on the factorization of integers [90] . Merkle and Hellman [78] proposed another cryptosystem based on the difficulty of the integer packing "knapsack" problem. There were several variants around this latter but the development of the LLL algorithm made most of them insecure. In 1978, R.J. McEliece defined the first public key cryptosystem using algebraic coding theory [76] . The basic idea is quite simple: use as a secret key a code C which belongs to a family of codes for which a polynomial time decoding algorithm exists and give as a public key an equivalent code C ′ which masks the algebraic structure of C, so that C ′ looks like a random binary linear code. Table 6 describes the general protocol. Of course, one important parameter of this protocol is the Table 6 . A code based public key cryptosystem Secret Key:
-G a generator matrix of a binary linear [n, k, d] code C for which a polynomial time decoding algorithm A is known, -S a non-singular random k × k binary matrix, -P a random binary n × n permutation matrix.
. Message : m ∈ {0, 1} k , . Cryptogram : c = mG ′ + e where e ∈ {0, 1} n satisfies w(e) = t.
Decryption : Since w(eP −1 ) = w(e), successively compute :
code C to use:
-For n, k and d fixed, C must belong to a large family of codes so that it is impossible to find it via an exhaustive search. Notice that is is enough to find an equivalent code to the public one using an algorithm due to N. Sendrier [94] which can determine if two generator matrices define equivalent codes and can find back the permutation, -a polynomial-time decoding algorithm must exist for C, -no information about the code C can be obtained from the generator matrix G ′ .
The third condition eliminates some classes of well known "decodable" codes such as generalized Reed-Solomon codes (as shown by V.M. Sidelnikov and S.O. Shestakov [99] ), and concatenated codes (as shown by N. Sendrier [93] ). The class of binary Goppa codes [62] as suggested by McEliece seems to satisfy these 3 conditions.
whereḡ(z) is the lowest degree perfect square which is divisible by g(z).
Remark 3. For irreducible Goppa codes (i.e. codes for which g(z) is irreducible), we deduce that the minimum distance satisfies d 2 deg g(z) + 1.
Cryptanalysis
McEliece recommended using an irreducible binary -a structural attack, -a generic attack.
A structural attack A structural attack against McEliece's cryptosystem consists in studying the algebraic structure of the public code C in order to build a decoder (or at least to find some parameters of the hidden code). Remember that L and g(z) are the two essential parameters for the decoding algorithm. Until know, there does not exist any algorithm which takes as input a generator matrix of a Goppa code and which outputs these two data. However, as pointed out by J.K. Gibson, if a generator matrix G of a binary Goppa code and L are known, it is then possible to find back the polynomial g(z) [58] . Hence one can devise a cryptanalysis in three steps :
1. fix a permutation of F 2 m sayL = {β 1 , . . . , β 2 m }, 2. search for a permutation π of the columns of G ′ which transforms the public matrix into the generator matrixḠ of a Γ (L,ḡ) Goppa code, 3. computeḡ fromḠ andL and use the decoder of Γ (L,ḡ) to decode the public code C.
In [1] , C.M. Adams and H. Meijer claim that there is no more than one permutation which satisfies step 2 of the cryptanalysis. This is not true, as proved by J.K. Gibson [58] , who showed that there exists at least m2 m (2 m − 1) such permutations. Unfortunately for m = 10, this represents less than 2 −8713 % of all the permutations ! Nevertheless, P. Loidreau and N. Sendrier developed a nice attack when the polynomial g(z) has only binary coefficients [73] . They use the support splitting algorithm (SSA) [94] which is able to decide if two linear codes are equivalent and outputs the permutation. Their structural attack uses the fact that Goppa codes defined from a binary polynomial have a non-trivial automorphism group (and so the automorphism group of the corresponding public code is also non-trivial). This cryptanalysis brings out weak keys in McEliece's cryptosystem even if their number is negligible as compared to the number of possible keys. A "real" structural attack to date necessitates a proper classification of Goppa codes.
A generic attack Without the knowledge of L and g, it seems that it is computationally hard to make the difference between a random matrix and the generator matrix of a Goppa code. This is the Goppa code distinguishing problem (see section 6.4) :
Since there does not exist any suitable algorithm which uses the underlying Goppa code structure of McEliece's cryptosystem, cryptanalysis of the system boils down to the general problem of the decoding of a random binary linear code (the G-SD problem). In fact, cryptanalysis of McEliece's cryptosystem relies on a variant of the G-SD problem. Indeed, the weight t of the error is linked to the parameters of the code. Let n = 2 m , it seems that for irreducible Goppa codes the dimension k always satisfies k = n − mt, hence t = (n − k)/ log 2 (n). The underlying problem to solve is then the following :
Name
: GPBD (Goppa Parametrized Bounded Decoding) Input : G a fullrank binary matrix k × n , y ∈ {0, 1} n Question : Does there exists e ∈ {0, 1} n such that y + e be a linear combination of rows from G and w(e) (n − k)/ log 2 n ? This problem is NP-complete [43] .
McEliece's cryptosystem with its original parameters can be cryptanalysed in 2 64.2 binary operations using the algorithms to solve the SD problem [26] . Johansonn and Jönsson algorithm can output a cleartext from a list of 1024 cryptogram in 2 59.5 operations. In order to obtain a security level of 2 80 the parameters to use are [17] :
For a security level of 2 128 , a set of possible parameters is [46] :
In [19] , the authors proposed a bound on "future improvements" in attacks against the McEliece's cryptosystem, and suggested that designers use this bound to "choose durable parameters".
Remark 4.
In its original form, the cryptosystem is vulnerable to active attacks where an intruder modifies the cryptogram and uses as an oracle a deciphering machine. The protocol is also vulnerable to message replay. That is to say that an intruder is able to distinguish the fact that two cryptogram come from the same plaintext and in this context he can devise an attack which can recover the message in less than 8 iterations for the original parameters.
Niederreiter's variant
In 1986, Niederreiter [84] defined the dual version of McEliece's cryptosystem using the parity check matrix of the code instead of the generator matrix (see table 7 ). From a security point of view Niederreiter's cryptosystem and McEliece's cryptosystem are equivalent (if used with exactly the same parameters [72] ). However they differ from a practical point of view. Unlike McEliece's cryptosystem, it is not necessary to use a pseudo-random generator for encryption process. Notice, however that the plaintext is a n-binary word of weight t, hence we need a practical algorithm which maps the integers between 1 and n t to the set of words of weight t and length n and vice-versa. Such algorithms can be found in [47, 92] .
Niederreiter's cryptosystem allows to reduce by a factor of 2 the size of the public key. Indeed, the matrix H can be expressed as H = (I n−k | M ), hence it is enough to store the (n − k) × n matrix M . Such a trick is impossible in McEliece's cryptosystem since if G ′ = (I k | M ) and the original message is not random, the cryptogram c = mG ′ + e would reveal a part of the plaintext. Since the public key in Niederreiter's cryptosystem is smaller and the plaintext is a word of small weight, this implies that the number of operations involved during the encryption process is less than what is done in McEliece's cryptosystem. Finally, depending on the parameters, the -A binary linear code C[n, k, d] for which there exists a polynomial algorithm A able to correct t ⌊(d − 1)/2⌋ errors, -S(n − k, n − k) an invertible matrix, -P (n, n) a permutation matrix. transmission rate (number of information symbols/ number of transmitted symbols) which is equal to log 2 n t /(n − k) can be better or worst that those of McEliece (k/n). Table 8 sums up these differences and makes a comparison with the RSA cryptosystem when used with a 2048 modulus and a public exponent e equal to 2 16 + 1 as in openssl toolbox (the complexity is given as the number of binary operations to perform per information bit): Remark 5. Notice that in his original paper, Niederreiter suggested using either a binary [104, 24, 32] code (obtained by concatenation of other binary codes) or a [30, 12, 19] Reed-Solomon code over F 31 . These two codes were verified as insecure by Brickell and Odlyzko [23] using the LLL algorithm.
Hardware and software implementations
To assess the performances of Mc Eliece's cryptosystem, several implementation have been realized. In [22] , on a 32 bits processor, for a security level of 2 128 , the software implementation of Mc Eliece's cryptosystem gains an order of magnitude for both encryption and decryption compared to RSA-2048 (CPU cycles are divided by 5 per byte to encrypt and by 100 per byte to decrypt). An 8-bit version for AVR microprocessors and for FPGA is described in [39] . Once again, results show that Mc Eliece's cryptosystem gives better results compared to RSA but not compared to elliptic cryptosystems.. A smart card implementation (16 bits processor) is described in [102] , ciphering and deciphering is done in less than 2 seconds for a 2048 code length. Hardware implementations of Mc Eliece's cryptosystem gave rise to several side channel attacks [103, 98, 66, 27, 80] .
The Goppa Distinguishing problem
This problem has been stated in [32] by N. Courtois, M. Finiasz and N. Sendrier. It has been widely believed for ten years that this problem was computationally hard. As a consequence, this hardness assumption has been used in numerous proofs of security of code based cryptosystems [22, 85, 38, 29, 35] . However, notice that even if a security proof cannot be stated for a cryptosystem, it does not mean that there exists an efficient cryptanalysis against this scheme. Unformally speaking, it just means that it cannot be formally proved that an efficient algorithm breaking the scheme can be turned into an efficient algorithm being able to solve a well known difficult problem.
In 2010, J.C Faugère, A. Otmani, L. Perret and J.-P. Tillich proposed the first algorithm which can decide if a binay (k, n) matrix is a random one or generates a Goppa code [41] . The distinguisher is highly discriminant for high rate code (i.e. when k is near from n).
The main idea is to compute the rank of a linear system deduced from the generator matrix G. Goppa codes are a subset of alternant codes whose parity check matrix is :
y n x n . . . . . .
where x i , y i ∈ F q m . The corresponding alternant code (whose dimension is greater or equal than n − mr) is Ker V r (x, y) ∩ F n q . Using this matrix, one can build a polynomial decoder which can correct up to ⌊r/2⌋ errors.
By defintion of the public encryption matrix G, we have V r (x, y)G t = 0, where the elements x i and y i are the solution of the system :
For the parameters used in Mc Eliece's cryptosystem, such a system cannot be solved. Moreover, if we recover the x i 's and the y i 's only r/2 errors can be decoded instead of r. However, a distinguisher can be designed from this system. Using a linearization process, this system can be transformed in another one with k equations and mr 2 unknowns. For high-rate Goppa codes, the rank of this system is (with high probability) :
where ℓ = ⌊log 2 r⌋ + 1. It holds that the rank of the same system, obtained from a random binary matrix G, will be 0 or or not. Table 9 gives, for codes of length 2 m , the smallest r for which the distinguisher does not work. This result has to be seriously taken into account for the parameters to use in a code based cryptosystem whose security proof relies on the hardness of GD assumption.
Some other code based cryptosystems
During the past 20 years, a lot of code based cryptosystems have been designed. Here are few comments about these schemes and a list of bibliographical notes for further reading. Some of the Table 9 . Smallest order r of a binary Goppa code of length n = 2 m for which the distinguisher does not work. m 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 rmin 5 8 8 11 16 20 26 34 47 62 85 114 157 213 290 400 protocols listed below are described in [108] .
A pseudo random generator In 1996, B. Fischer and J. Stern [47] defined a set of strongly one-way functions related to the SD problem. Using this set, they described an efficient pseudo random generator which can output 3500 bits/sec as compared to an RSA based generator (512 bits modulus) which outputs 1800 bits/sec. Their scheme has been improved in 2007 [54] using regular words and circulants codes (see table 10 section 8.
3).
A signature scheme A signature scheme is a protocol where the recipient of a message M can check its integrity, the sender's identity and such that the sender cannot refute that he sent M . Usually the sender does not sign the message M itself but a hash value h(M ) of M . Every public key cryptosystem can be used to sign a message, using the deciphering algorithm with h(M ) as input, and the output of this algorithm as the signature s. The recipient uses s and the public key of the sender as inputs of the enciphering algorithm and checks that the output is equal to h(M ). Using Niederreiter's cryptosystem, N. Courtois, M. Finiasz and N. Sendrier proposed in 2001 [32] a signature scheme which ouputs very short signatures. The main problem is that hash values lie in the set of syndromes and must match the syndrome of an error of weight t in order to apply the deciphering function. For Goppa codes, the probability for a syndrome to be a "decodable" syndrome is roughly 1/t!. Hence instead of directly compute the value h(m) the idea is to successively compute h(m||i) where i is a counter which is increased by 1 until a decodable syndrome be obtained (|| is the concatenating operator). The proof of security of the scheme [34] relies on the hardness of GPBD problem (see sec. 6.1) and GD problem (see sec. 6.4). Notice however that, since t must be small (at mots t! attempts are needed to find a decodable syndrome), the scheme must use very large Goppa codes to resist against the various ISD algorithms. Since the dimension of a Goppa code is n − mt, it means that CFS uses high rate Goppa code and thus the GD problem falls in the area of parameters where it can be easily solved ! To reach a security level of 2 80 , the scheme uses a code of length 2 21 and codimension 210, and produces 211 bits signature. The size of the public matrix H is 52.5M b. This size can be reduced using parallel CFS [44] . CFS has been implemented in hardware on a FPGA (Field Programmable Gate Array) giving a signature time of 0.86 second [21] for a security level of 2 63 .
A hash function At Mcrypt 2005, a provably collision resistant family of hash functions have been proposed by D. Augot, N. Finiasz and N. Sendrier [6] . The Fast Syndrome Based Hash function is based on the Merkle-Damgård design [36] which consists in iterating a compression function F. This function takes as input a word of s bits, maps it to a word of length n and weight t and computes its syndrome from a given r × n parity check matrix (with r < s). The mapping is done using regular words in order to speed up the process.
Definition 7.
Let consider a binary word of size n as n/t consecutive blocks of size t. A (n, t) regular word is a word which has exactly one non-zero coordinate in each block.
From an algorithmic point of view, the generation of (n, t) regular worlds is obviously easiest than the one of constant weight words. The security of the hash function relies on two new NP-complete problems [43] linked to the original SD problem : RSD and 2-RNSD.
Name
: RSD (Regular Syndrome Decoding); Input : H a fullrank r × n binary matrix , an integer t and a syndrome y, question : Does there exists a (n, t) regular word e ∈ {0, 1} n such that H t e = y ? Name : 2-RNSD (2-Regular Null Syndrome Decoding) Input : H a full rank r × n binary matrix r, p an integer, Question : Does there exists a 2-regular (n, p) word e such that H t e = 0 ? Remark 6. A 2-regular (n, p) word is a word of length n such that each of the p consecutive blocks of size n/p contains either zero or two one.
Depending on the value of n, r and t, the hash function can be cryptanalysed using ISD algorithms or Wagner's generalized birthday technique [109] . Taking into account this two kind of attacks, the size of the output functions must be of at least 5ℓ bits for a security level of 2 ℓ . The proposed scheme has two main drawbacks :
-the size of the matrix H is large (around 1Mbytes for the parameters suggested in [6] ). Paradoxically, the speed of the compression function can be improved with larger n while keeping a constant security level of 2 80 , -usually the security of a hash function must be half its output size.
In 2007, an improvement of this scheme has been proposed by N. Finiasz, P. Gaborit and N. Sendrier [45] . Unfortunately the proposed parameters lead to two kind of cryptanalysis [91, 48] . Taking into account these two attacks, a new version has been proposed for the SHA-3 challenge [5] , but the function was quite slow and was not selected for the second round of competition. Later, an optimization (RFSB) has been proposed in [14] . The RFSB hash function runs at 13.62 cycles/byte while SHA-256 runs at 15 cycles/byte.
An identity based identification scheme The main problem in "real life" public key cryptography is to establish a link between a public key and its owner's identity. In 1984, Shamir introduced the notion of identity based public key cryptography [96] . The concept make use of a trusted third party : the KGC (Key Generation Center). This one has a master public key and a master secret key. From an identity i and the master public key, any one can derive the public key linked to i. In 2004, Bellare, Neven and Namprempre described a generic method to derive an identity base identification scheme from a standard authentication scheme [11] . As usual this concept has only been applied to number theory schemes. In 2007 [29] , P.-L. Cayrel, P. Gaborit and M. Girault considered the combination of two code based schemes (CFS signature scheme and Stern's identification scheme) in order to produce the first identity based identification scheme using error correcting codes. The generation of Alice's parameters is obtained from an execution of the CFS signature's scheme. Hence in order to prevent an intruder to be able to compute Alice's secret key from her identity, one has to consider the parameters that guarantee the security of the CFS scheme. The drawback is that the CFS scheme uses very long Goppa codes while Stern's scheme uses shorter ones. Since the same matrix has to be used by the KGC and by the identification process, this will overload the communication complexity.
A ring signature scheme A t-out-of-N threshold ring signature scheme is a protocol which enable any t participating users belonging to a set of N users to produce a signature in such a way that the verifier cannot determine the identity of the t actual signers. Classical t-out-of-N threshold ring signature schemes based on number theory have complexity O(tN ). Using Stern's three-pass identification scheme, Aguilar et al. [2] defined the first t-out-of-N threshold ring signature scheme whose complexity is O(N ). Performances of the scheme has been improved in [28] and a security proof is given in [40] .
Improving code based cryptosystems
There are essentially two drawbacks in code based cryptography. First, some protocols needs the generation of constant weight. This is a problem which involves computation which slow down the whole process. Next, all the schemes depend on a public matrix whose size is greater than the usual public data used in number theory based cryptography. An issue to the first problem is to used regular words (see preceeding section) instead of constant weight words. For the second problem, numerous research have been done in order to find codes with a "compact" representation. At this stage, it is important to distinguish protocols which use Goppa codes (like Mc Eliece or CFS) from those which use random codes.
List decoding algorithms, Specific polynomials
In Mc Eliece's cryptosystem, for a given keysize, the security level will be increased by adding extra errors. Symmetrically, adding extra errors makes it possible to use shorter keys while keeping a similar security level, but it also requires the receiver to decode the additional errors. Let t be the error capacity of the code, in [4] authors described a "list decoding algorithm" which can correct up to (n − n(n − 4t − 2))/2) t + 1 errors which is an improvement of a first algorithm decribed in [16] . Since we add extra errors, encrypting distinct codewords can lead to the same cryptogram. A list decoding algorithm outputs a list of candidates. Hence, if the initial message m has been first formatted, before computing mG, it should be easy to find back the correct codeword. Adding only one extra error, a security level of 2 80 can be obtained using a (1632, 1269, 33) Goppa code instead of (2048, 1751, 27) Goppa code. The size of the public matrix will be 460647 bits instead of 520047 bits, i.e. 12% smaller [16] . Using a list decoding algorithm leads to shorter keys at the expense of a moderately increased decryption time.
Another idea to reduce the size of the public key, is to use Goppa codes over F q built on polynomials of the form g q−1 where g ∈ F m q is an irreducible polynomial of degree t over F m q . From [104] , these codes have a better error-correction capacity: they can correct up to ⌊qt/2⌋ errors. Combining this trick with the preceeding one, a [1633, 1297, 49] code over F 7 with 2 extra errors achieves a security level of 2 128 and leads to a public matrix of 1223423 bits [20] . For the same security level, over F 2 , the size of the matrix will be 1537536 bits using a [2960, 2288, 57] code with one extra error.
Quasi cyclic and dyadic codes
Another way to reduce the size of the public key in Mc Eliece's cryptosystem is to used some structured codes which admit a "compact" representation. This issue has been first addressed in 2005 by P. Gaborit [52] by using set of s quasi-cyclic subcodes of a given BCH code. The particularity of quasi-cyclic codes is that the whole generator matrix can be derived from the knowledge of few rows. Hence it is enough to publish these few rows (a kind of compressed version of the public matrix) instead of the whole matrix. In 2007, M. Baldi and F. Chiaraluce proposed to use quasi-cyclic LDPC codes [7] . LDPC codes are defined by a very sparse parity-check matrix and can be represented in a compact form. These two propositions have been cryptanalyzed in [86] .
In 2009, two new modifications have been proposed using alternant quasi-cyclic codes and quasi dyadic codes [12, 79] and cryptanalyzed in [41, 57] . The generator matrix of these two families can be derived from the knowledge of one row. Only the binary version of quasi dyadic codes has not been cryptanalyzed. With these codes, the size of the public key of Mc Eliece's cryptosystem and CFS signature scheme can be highly reduced [9] (see table 10 ).
Circulant codes
For protocols using random codes, a particular class of quasi-cyclic codes can be used, those whose generator matrix is obtained by concatenation of circulant matrix.
Definition 8.
A r × r circulant matrix is such that the r − 1 latest rows are obtained by cyclic shifts of the first row.
It was shown in [55] that, if one admits a small constraint on the size n of the code then such codes behave like purely random codes (in particular they satisfy the Gilbert-Varshamov bound). Hence they are well suited to be used in code base schemes for which a random matrix is needed. Although all classical algorithms used to find a word of given weight in a code do not give better results when applied to quasi cyclic codes, nowadays it is not known if the decoding of a random quasi cyclic code is an NP-complete problem.
In 2007, a modification of Stern's identification scheme has been proposed using as public matrix H, the concatenation of two k × k circulant matrices (the identity matrix and a random one) [53] . This way, the public matrix can only be described from the first line of the random matrix which in particular decreases the size of the data which must be stored by the prover. The underlying difficult problem upon which the security of the scheme is linked can be stated as follows :
Name
: Syndrome Decoding of Double Circulant Linear Codes Input : H(k, 2k) a double binary circulant matrix , s a binary column vector with r coordinates, p an integer. Question : Is there a binary vector e of length n such that H t e = s and w(e) ≤ p ? Nowadays, it is not known if this problem is NP-complete.
Using this same trick and the regular words C. Laudauroux, P Gaborit, and N. Sendrier have defined in 2007 a modified version of Fischer-Stern's algorithm in order to speed the output of the generator : the SYND pseudo random generator [54] . They obtain this way a pseudo random generator as fast as AES in counter mode [67] with few memory requirement (around 1Kbytes). Moreover, the scheme has a formal proof of security.
Codes over F q
Stern's identification scheme has two major drawbacks :
1. since the probability of a successful impersonation is 2/3 for Stern's construction instead of 1/2 as in the case of Fiat-Shamirs protocol based on integer factorization, Stern's scheme uses more rounds to achieve the same security, typically 28 rounds for an impersonation resistance of 2 16 , 2. there is a common data shared by all users (from which the public identication is derived) which is very large, typically 66 Kbits. In Fiat Shamir's scheme, this common data is 1024 bits long.
In [30] , using the q-SD problem, the authors proposed a 5-pass identication scheme for which the success probability of a cheater is 1/2, reducing this way the number of rounds needed for an identification process. Using quasi dyadic codes, they also reduce the size of the public data.
We sum up in table 10 the characteristics of this different improvements when applied to various code based schemes.
Remark 7.
For the modified version of Stern's identification scheme there exists a variant in which the secret key is embedded in the public one. This allows to reduce again the size of the public and private data but increases the complexity computation and the global transmission rate (see [53] for more details).
Secret Sharing Schemes
A (k, n) secret sharing scheme is a protocol where a secret S is split into n pieces, each one being distributed to n users. If strictly fewer than k users meet together, they must not be able to compute S. Any assembly of k (or more) users can retrieve S. This problem was first considered by A. Shamir and he gives a solution using interpolation of polynomials over Z p , the secret being the 
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constant term of a polynomial f of degree k − 1. Each participant owns a pair (i, f (i)) (i ∈ Z × p ) and using Lagrange's formulas, any k users can compute f and deduce its constant term [95] . R.J. McEliece and D.V. Sarwate show that this scheme can be generalized using Reed-Solomon codes [77] for which a polynomial time decoding algorithm is known. Let {α 1 , . . . , α n } be the non-zero elements of the field F and C an [n, k] RS code over F, then each word (m 0 , . . . , m k−1 ) can be encoded into the codeword c = (c 1 , . . . , c n ) such that c i = m(α i ) where m(x) = k−1 j=0 m j x j (Shamir's scheme corresponds to the case where n+1 is prime and α i = i). The secret to be shared is the information symbol m 0 . Table 11 describes the protocol. When r users meet together, they Table 11 . A code based secret sharing scheme Secret : m0 ∈ Fq Secret sharing :
. Compute the codeword c = (c1, . . . , cn) from the information symbols (m0, . . . , m k−1 ), (m1,. . . ,m k−1 ) being randomly generated. . Each user receives a pair (i, ci).
Secret recovering :
. From r( k) pairs (i1, ci 1 ), . . . , (ir, ci r ), build an n bits word c ′ such that c
. Use the erasure decoding algorithm to compute c and then m0.
know r symbols (and their positions) of the whole codeword c. The remaining n − r symbols are called erasures: simply replace them with 0 and they become special errors whose positions are known.
Remark 8. Notice that since the protocol is used over F q we have n = q − 1.
Proposition 3. Reed-Solomon codes can polynomially decode n e errors and n ε erasures provided that 2n e + n ε < n − k + 1.
In our case, we have n e = 0 and n ε = n − r, thus if r k, every assembly of r users can compute the whole codeword c using the decoding algorithm of RS codes and deduce m 0 .
Remark 9.
Notice that m 0 = − n i=1 c i . Moreover the encoding of RS code can be done in an efficient way without the generator matrix of the code. Hence in this protocol, there is no need to store this matrix.
This protocol has a non-negligible advantage as compared to Shamir's scheme. Suppose that a dishonest party want to denied access to the secret to legitimate users by tampering some of the pieces c i (or being less paranoiac, just envisage that some c i 's have been tampered with some "natural" phenomena). Let t be the number of invalid c i . Suppose r users meet together and t of them have corrupted pieces, the whole codeword c can be computed if 2t + n − r < n − k + 1, i.e. r k + 2t. Hence, if some pieces are damaged, it is still possible to retrieve the secret. On the other hand, since there are n users, the opponent has to alter more than ⌊(n − k)/2⌋ pieces to ensure that the secret be inaccessible.
A more general situation is to specify some users who have greater privileges of access to the secret than to others. An access structure consists of all subsets of participants that should be able to compute the secret but that contains no proper subset that also could determine it. J.L. Massey proposed to treat this problem using linear codes and the notion of "minimal" codewords [68, 3] .
Conclusion
While code based cryptosystems use only elementary operations over the two elements field, they were not really considered by cryptographic community because of the size of the public data. Since these last years, numerous works have been developed in order to enhance the performance of code based cryptography leading to realistic alternatives to number based theory schemes even in constrained environments such as smart cards or RFID tags. Nowadays code based cryptography has to be considered as a real alternative to number theory based cryptography especially since :
. despite several speedups and improvements, best cryptanalysis against the Syndrome Decoding problem is still exponential whereas it is subexponential for factoring, . there does not exist a quantum algorithm which can polynomially solve the SD problem while Shor's algorithm can factor an integer N in O((log N ) 3 ) operations on a quantum computer.
Steganography 1 Introduction
Steganography (from greek steganos, or "covered", and graphie, or "writing") is the art and science of hidding a secret message within an ordinary message (the cover-medium) in such a way that no one, apart from the sender and intended recipient, even realizes there is a hidden message. While cryptography intends to make a message unreadable from a third party without hiding the secret communication, the aim of steganography is covert communication to hide the message from a third party. As an increasing amount of data is stored on computers and transmitted over networks, multimedia objects like image, audio and video files are today's most common cover-media. Usually, the sender extracts from the cover-medium some of its components to construct a cover-data vector (for example the least significant bit of each byte of the cover medium). Then, the message is embedded into the cover-data to produce the stego-data. Finally, the cover-data is replaced by the stego-data in the cover-medium, which gives the stego-medium communicated to the recipient. From the stego-medium, the recipient uses a recovering algorithm in order to extract the embedded message. The embedding and recovering algorithms form the steganographic scheme (or stegoscheme).
Only the sender and the receiver should be able to tell if the stego-medium carries an hidden message or not. This means that the stego-medium should be statistically indistinguishable from the cover-medium. Especially, it is of importance to embed the message while modifying as less components of the cover-data as possible.
Definitions, Properties
Definition 9 (Stegoscheme). Let A a finite alphabet, r, n ∈ N such that r < n, x ∈ A n denote the cover-data, m ∈ A r denote the message to embed, and T be a strictly positive integer. A stegoscheme is defined by a pair of functions Ext and Emb such that: We focus in this paper on binary stegoscheme, i.e. A = F 2 . The efficiency of a stegoscheme is usually evaluated through two quantities : the embedding efficiency and the relative payload.
Definition 10 (Embedding efficiency).
The average embedding efficiency of a stegoscheme, is usually defined by the ratio of the number of message symbols we can embed by the average number of symbols changed. We denote it by e.
Definition 11 (Relative payload).
The relative payload of a stegoscheme, denoted by α, is the ratio of the number of message symbols we can embed by the number of (modifiable) symbols of covered data.
LSB embedding
The simplest and most common steganographic algorithm uses LSB (Least Significant Bit) embedding. Let us assume that the cover-medium is an image composed of n pixels. The cover-data is the sequence x 1 , . . . , x n where x i is the LSB of the ith pixel of the image. The message to embed is composed of n bits m 1 , . . . , m n . The functions Ext and Emb are defined as : Hence, each bit of the cover-data conveys one bit of the message, and if the bits of the message are uniformally distributed (which should be the case if it has been encrypted before) then on average one bit over 2 is not modified in the cover-data, i.e. on average we modify only one bit to insert two bits of the message. Hence for this system : α = 1 and e = 2.
Unfortunately, one can easily detect the presence of a secret message by looking at the image histogram. Let us consider each pixel as an integer, and denote by :
-h[j] the number of pixels whose value is j in the cover-medium, -h s [j] the number of pixels whose value is j in the stego-medium.
Notice that if a pixel is equal to 2i in the cover-medium and if the bits of the message to hide are uniformally distributed, then in the stego-medium, this same pixel is equal to 2i (with probability 1/2) or 2i + 1 (with probability 1/2), hence :
Similarly, a pixel whose value is 2i + 1 gives rise to a pixel equal to 2i + 1 (with probability 1/2) or 2i (with probability 1/2), hence :
Such a result shows that LSB embedding has a tendency to even out the histogram within each pair of bin representing a pair (2i, 2i + 1). This is the starting point of several powerful attacks against this scheme.
Another drawback of this scheme comes from the embedding efficiency. Let us suppose that the message we aim to hide contains 2n/3 bits. It is obvious that the size of the message has no impact on the embedding efficiency for the LSB scheme, we will always (on average) modify 1 bit of the cover-data to insert two bits of the message. Let us now consider the cover-data as a vector composed of n/3 blocks (x 0 , x 1 , x 2 ) and the message as vector of n/2 blocks (m 0 , m 1 ). For each block, apply the following algorithm to compute the stego-data : In each block of the cover-data, the probability that one bit is changed is :
1 − Pr(x 0 ⊕ x 2 = m 0 and x 1 ⊕ x 2 = m 1 ) = 3 4 .
Thus the embedding efficiency of this scheme is : e = 2n/3 (3/4)(n/3) = 8 3 > 2 .
Hence, less bits are modified in this scheme to insert the message as compared to the LSB scheme.
4 From LSB embedding to matrix embedding and coding theory
In the preceeding scheme, in order to extract the message m, consider the stego-data as n/3 blocks of three bits (y 0 , y 1 , y 2 ) and compute for each block : is a matrix over F 2 . This method named matrix embedding has been proposed in 1998 by Crandall [33] . Notice that H is the parity check matrix of the [3, 1] binary Hamming code.
Definition 12. The binary Hamming code is a linear code whose columns of the parity check matrix are all the non zero vectors of F n 2 . Code length is 2 n − 1, dimension is 2 n − 1 − n and minimal distance is 3.
To embed any message m in a fixed cover-data x we have to solve the equation Hy = m and we substitute x by y. Since there exists e ∈ F
