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A NEW APPROXIMATION OF RELAXED ENERGIES FOR
HARMONIC MAPS AND THE FADDEEV MODEL
MARIANO GIAQUINTA, MIN-CHUN HONG AND HAO YIN
Abstract. We propose a new approximation for the relaxed energy E of the
Dirichlet energy and prove that the minimizers of the approximating function-
als converge to a minimizer u of the relaxed energy, and that u is partially
regular without using the concept of Cartesian currents. We also use the same
approximation method to study the variational problem of the relaxed energy
for the Faddeev model and prove the existence of minimizers for the relaxed
energy E˜F in the class of maps with Hopf degree ±1.
1. Introduction
Let Ω ⊂ R3 be an open bounded domain with smooth boundary ∂Ω. For each
p > 0, set
W 1,p(Ω;S2) =
{
u ∈ W 1,p(Ω;R3) : |u| = 1 a.e. on Ω.}
For a map u ∈W 1,2(Ω;S2), we consider
(1.1) E(u,Ω) =
∫
Ω
|∇u|2 dx.
A map u ∈W 1,2(Ω;S2) is said to be a harmonic map if u satisfies
△u+ |∇u|2u = 0
in the weak sense.
In [14], Hardt-Lin discovered a gap phenomenon for the Dirichlet energy; i.e.,
there is a given smooth boundary value γ : ∂Ω→ S2 with deg γ = 0 such that
min
u∈W 1,2γ (Ω,S2)
∫
Ω
|∇u|2 dx < inf
v∈W 1,2γ ∩C∞(Ω¯,S2)
∫
Ω
|∇u|2 dx.
It is a very interesting problem whether the above right-hand term
inf
v∈H1γ∩C∞(Ω¯,S2)
∫
Ω
|∇u|2 dx
can be attained by a map u ∈ W 1,2γ ∩ C∞(Ω¯, S2) or not. For u ∈ W 1,2(Ω;S2) we
consider the vector field D(u) given by
D(u) := (u · ux2 × ux3 , u · ux3 × ux1 , u · ux1 × ux2).
Given u0 ∈ C∞γ (Ω¯;S2) for a map u ∈ W 1,2γ (Ω¯;S2), we set
L(u) := L(u, u0) =
1
4π
sup
ξ:Ω→R,‖∇ξ‖L∞≤1
∫
Ω
[D(u)−D(u0)] · ∇ξ dx.
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2The relaxed energy functional for the Dirichlet energy E(u) is then defined by
F (u) =
∫
Ω
|∇u|2 dx+ 8πL(u).
Bethuel-Brezis-Coron in [4] proved that F is sequentially lower semi-continuous and
satisfies
(1.2) inf
u∈W 1,2γ ∩C∞(Ω¯,S2)
∫
Ω
|∇u|2 dx = min
u∈W 1,2γ (Ω,S2)
F (u).
Moreover, each minimizer of F in W 1,2γ (Ω;S
2) is also a weak harmonic map.
There is an interesting problem whether a minimizer of the relaxed energy F in
(1.2) is regular. Giaquinta, Modica and Soucek in [10] proved that a minimizer u
of the relaxed energy F in W 1,2γ (Ω;S
2) is smooth in a set Ω0 ⊂ Ω and H1(Ω\Ω0) <
∞, where H1 is the Hausdorff measure. Bethuel and Brezis in [3] proved that
minimizers for a modified relax energy Fλ(u) =
∫
Ω
|∇u|2 dx + λ8πL(u) with 0 ≤
λ < 1 in W 1,2γ (Ω;S
2) have at most isolated singularities.
In the first part of this paper, we propose a new approximation for the relaxed
energy F of the Dirichlet energy. More precisely, for a parameter ε, we consider
the family of functionals
(1.3) Eε(u; Ω) =
∫
Ω
(|∇u|2 + ε2|∇u|4) dx
for maps u ∈W 1,4. Of course, there is a minimizer uε of Eε in W 1,4γ (Ω;S2); i.e.,
Eε(uε; Ω) ≤ Eε(v; Ω); ∀v ∈ W 1,4γ (Ω;S2)
and it can be proved that each uε is smooth. We shall prove the following.
Theorem 1.1. For ε > 0, let uε be a minimizer of Eε in W
1,4
γ (Ω;S
2). As εk → 0,
minimizers uεk weakly converge (possible passing subsequence) to a minimizer u of
the relaxed energy F in W 1,2γ (Ω;S
2). Moreover, u is harmonic and smooth in an
open subset Ω0 ⊂ Ω with H1loc(Ω\Ω0) < +∞.
During the proof of Theorem 1.1, we show that the limit map u is partial regular
by a new approach, which is different from the one in [10], and does not use the
concept of Cartesian currents.
Giaquinta, Modica and Soucek ([10],[11]) viewed the relaxed energy functional in
terms of Cartesian currents. Let γ be a smooth function defined in a neighborhood
Ω˜ of Ω¯ with values in S2. Set
cart2,1γ (Ω˜× S2) := {T ∈ cart2,1(Ω˜× S2) | (T −Gγ)x(Ω˜\Ω¯) = 0}.
It was shown in [10] that for any u ∈ W 1,2γ (Ω˜, S2), there is a 1-dimensional integer
rectifiable current Lu of minimal mass among the integer rectifiable 1-dimensional
currents L with sptLu ⊂ Ω¯ such that −∂L = P (u) and
M(Lu) = L(u),
where M(Lu) is the mass of the current Lu. Then
D(Tu; Ω˜) =
∫
Ω˜
|∇u|2 dx+ 8πM(Lu) = F (u; Ω˜).
3For each L = τ(L, θ, ~L), we denote by e(T ) the energy density of the current
T := Gu + L× [[S2]]; i.e.,
e(T ) := |∇u|2 dx+ 8πθH1xL.
Then, in the spirit of [11] we improve Theorem 1.1 as:
Theorem 1.2. For a parameter ε > 0, let uε be a minimizer of Eε in H
1,4
γ (Ω, S
2)
as in Theorem 1.1. Then, there is a sequence εk → 0 such that
Guεk ⇀ Tu = Gu + Lu × [[S2]]
weakly in cart2,1γ (Ω˜× S2) with Lu = τ(L, θ, ~L), Gu denotes the graph current of u
in Ω,
D(uεk , Ω˜)→ D(Tu, Ω˜× S2)
and
|∇uεk |2 dx ⇀ |∇u|2 dx+ 8πθH1xL
in the sense of Radon measures. Moreover, uεk → u strongly in W 1,2(Ω0, S2),
where Ω0 is the open set in Theorem 1.1.
Furthermore, Theorem 1.1 can be generalized to the case of maps between two
Riemannian manifolds. Let M be a Riemannian manifold with boundary ∂M and
N another compact Riemannian manifold without boundary. Let γ be a smooth
map from ∂M to N which can be extended to a smooth map u0 from M to N .
For a map u : M→ N , we consider the Dirichlet energy EM(u) =
∫
M |∇u|2 dM.
Then, we can define the relaxed energy for the Dirichlet energy EM by
E˜M(u) := inf
{
lim inf
k→∞
EM(uk)
∣∣ {uk} ⊂ C∞γ (M,N ), uk ⇀ u weakly in W 1,2(M,N )
}
Under certain topological conditions on the manifoldN , Giaquinta-Mucci [12] found
a representation formula of E˜M(u). Without using the explicit formula E˜M(u) or
any topological assumption on N , we have
Theorem 1.3. For a parameter ε > 0, let uε be a minimizer of
Eε(u;M) =
∫
M
|∇u|2 + ε2|∇u|n+1 dM
in W 1,n+1γ (M,N ). As εk → 0, minimizers uεk weakly converge (possible passing
subsequence) to a minimizer u of the relaxed energy E˜M inW 1,2γ (M,N ). Moreover,
assuming that N is a homogenous manifold, u is harmonic and smooth in an open
subset M0 ⊂M with Hn−2loc (M\M0) < +∞.
After we finished an early version of our paper, Fanghua Lin informed us that a
result related to Theorem 1.3 was studied by him in [17], but his proof is different
from ours.
In the second part of this paper, we apply the same approximation method to the
study of the relaxed energy for the Faddeev model. The Faddeev theory has created
a lot of interest in physics as a successful effective field theory ([8]). The underlying
idea is very old for, in the 19th century, Lord Kelvin proposed that atoms could be
described as knotted vortex tubes in the ether. Modern physics replaces the ether
by ‘fields’ of which the classical gravitational and electromagnetic fields are the
most studied. It is known from work in condensed matter theory that field theories
(such as sigma models) are useful in understanding the behaviour of composite
4particles. Thus Faddeev [7] in 1979 proposed that closed, knotted vortices could
be constructed in a definite dynamical system; namely the Faddeev model. The
study of the dynamics of knots as the solution configurations of suitable Lagrangian
field-theory equations has only been brought to light by Faddeev and Niemi in [9].
They employed powerful numerical algorithms to show that a ring-shaped charge
one soliton exists. In mathematics, the Faddeev energy for a map u from R3 to S2
is given by
EF (u) =
∫
R3
[|∇u|2 + 1
2
∑
1≤k<l≤3
|∂ku× ∂lu|2]dx.
For any interesting configuration in physics, it is required that u converges to a con-
stant sufficiently fast near the infinity. Under this assumption, we may compactify
R
3 by adding a point representing the infinity and view u to be a map from S3 to
S2. Hence any smooth field configuration u can be characterized by the topological
charge Q(u) given by the Hopf degree of u from R3 to S2. It is well known that
the Hopf degree can be expressed analytically as
Q(u) =
1
16π2
∫
R3
η ∧ u∗(ωS2),
where ωS2 is a volume form on S
2 and dη = u∗ωS2 . Such an η exists because u∗ωS2
is closed. Moreover, one can see that Q(u) is independent of the choice of η. In
this paper, unless stated otherwise, we will always take
(1.4) η = δ(− 1
4π |x| ⋆ u
∗ωS2).
Here ⋆ means convolution and δ is the formal adjoint of d.
Vakulenko and Kapitanski in [23] found a lower-bound for the Faddeev energy;
i.e. there is a constant C > 0 such that
EF (u) ≥ CQ(u)3/4.
A minimizer of EF among all maps with the same Hopf degree is called a hopfion,
or a Hopf soliton. For each d ∈ Z, Faddeev [8] suggested that there is a knotted
minimizer of EF in Hd, where Hd is the class of smooth maps u : R
3 → S2 which
have bounded energy and approach a constant value sufficiently fast as required
by physics at the infinity (for a more precise definition see Section 3). Many con-
tributions have been made by physicists ([21]). A natural functional space for the
minimization of Faddeev energy is
X = {u : R3 → S2 | EF (u) < +∞}.
Lin and Yang ([19], [20]) showed that for infinitely many integers d’s, including the
case d = ±1, there is a minimizer of EF in Xd, where
Xd = {u ∈ X | Q(u) = d}.
(See [13] for further development). However, it is still unknown whether the mini-
mizers obtained by Lin-Yang [19] are smooth or not. Therefore, there might occur
a gap phenomenon for the Faddeev energy similarly to one for harmonic maps; i.e.
(1.5) inf
u∈Xd
EF (u) < inf
u∈Hd
EF (u).
A similar situation occurs in the Skyrme model as pointed out by Esteban and
Mu¨ller [5].
5It is a very challenging problem whether the infimum of Faddeev energy on the
righthand of (1.5) can be achieved or not. We consider the relaxed energy for
u ∈ Xd,
E˜F (u) = inf
{
lim inf
k→∞
EF (uk) | {uk} ⊂ Hd, uk ⇀ u weakly
}
,
where ‘weakly converging’ means in the sense of bounded Faddeev energy. For a
map u ∈ Xd without any sequence uk converging weakly to u, we take the value
E˜F (u) to be +∞.
However, due to the complexity of the Faddeev energy, this time we do not have
an explicit formula as, for instance, in [4] and [11]. By using the same approximation
method as previously, we will find a minimizer for the relaxed energy E˜F in some
cases. More precisely, we have
Theorem 1.4. For d = ±1, there is a minimizer of the relaxed energy E˜F in Xd.
Moreover,
(1.6) inf
u∈H±1
EF (u) = min
u∈X±1
E˜F (u).
Our proofs are based on the ideas of Lin-Yang in [19]. We will introduce a per-
turbed energy EF,ε with a parameter ε. It turns out that the analysis involved in
the perturbed variational problem for ε > 0 is much easier to understand. Modify-
ing an idea of Ward in [24] and Lin-Yang in [20], we show that the new minimizing
problem has a solution for d = ±1. Then, letting ε go to zero, we prove that the
minimizers of the perturbed energy EF,ε in X±1 will converge to a minimizer of the
relax energy E˜F in X±1.
2. Relaxed energy for harmonic maps
Lemma 2.1. Let uε be a minimizer of the functional Eε. Then, for all 0 < ρ ≤ R
with BR(x0) ⊂ Ω, we have
R−1
∫
BR(x0)
[|∇uε|2 + ε2|∇uε|4] dx− ρ−1
∫
Bρ(x0)
[|∇uε|2 + ε2|∇uε|4] dx
=
∫
BR\Bρ(x0)
[
1 + 2ε2|∇uε|2
] |∂ruε|2r−1 dx−
∫ R
ρ
∫
Br(x0)
2ε2|∇uε|4(y) dyr−2 dr.
Proof. Without loss of generality, we assume x0 = 0. Let φ(x) = (φ
1(x), ..., φn(x)) ∈
C1(Ω;Rn) be a vector field having compact support in Ω. For a function φt(x) =
x+ tφ(x) with x = (x1, ..., xn) and for a function u(x), set ut,φ(x) := uε(x+ tφ(x)).
We see ∇xiut,φ(x) = uxk(x + tφ)[δik + tφkxi ]. Since uε is a minimizer of Eε, it
follows from ddtEε(u
t,φ,Ω)|t=0 = 0 that∫
Ω
(|∇uε|2 + ε2|∇uε|4) divφ− 2uεxiuεxkφkxi(1 + 2ε2|∇uε|2) dx = 0.
For a given ball Br(0) ⊂ Ω, we choose φ(x) = ξ(|x|)x with
ξ(s) =


1 for s ≤ r
1 + r−sh for r ≤ s ≤ r + h
0 for s ≥ r + h.
6Letting h→ 0, we obtain that for almost every r∫
Br
[|∇uε|2 + ε2|∇uε|4] dx− r
∫
∂Br
[|∇uε|2 + ε2|∇uε|4] dHn−1
= −2
r
∫
∂Br
(1 + 2ε2|∇uε|2)|xi∂xiuε|2 dHn−1 +
∫
Br
2ε2|∇uε|4 dx.
Multiplying by r−2 both sides of the above identity and integrating with respect
to r from ρ to R yields the result. 
We now complete the proof of Theorem 1.1 and Theorem 1.2.
Proof of Theorem 1.1. Let uε be a minimizer of the functional Eε in W
1,4
γ (Ω;S
2)
and u the weak limit of the sequence in W 1,2. Since F is lower semi-continuous,
we have
F (u; Ω) ≤ lim inf
εk→0
∫
Ω
|∇uεk |2 dx ≤ lim inf
εk→0
∫
Ω
|∇uεk |2 + ε2k|∇uεk |4 dx(2.1)
≤ inf
v∈C∞γ (Ω;S2)
lim inf
εk→0
∫
Ω
|∇v|2 + ε2k|∇v|4 dx = inf
v∈C∞γ (Ω;S2)
∫
Ω
|∇v|2 dx.(2.2)
Using (1.2), we note
inf
v∈C∞γ (Ω;S2)
∫
Ω
|∇v|2 dx = min
v∈W 1,2γ (Ω;S2)
F (v).
Then it follows from (2.1) and (2.2) that u is a minimizer of the relaxed energy F
in W 1,2(Ω;S2). Moreover, we have
(2.3) lim
εk→0
∫
Ω
ε2k|∇uεk |4 dx = 0.
We define
Σ =
⋂
R>0
{
x0 ∈ Ω : BR(x0) ⊂ Ω, lim inf
εk→0
1
R
∫
BR(x0)
|∇uε|2 dx ≥ ε0
}
for a sufficiently small constant ε0 to be fixed later.
As in [22], we can show that Σ is relatively closed inside Ω. In fact, let xj be a
sequence in Σ and xj goes to x ∈ Ω. To see that x ∈ Σ, we need to show for all
R > 0,
lim inf
ε→0
1
R
∫
BR(x)
|∇uε|2 dx ≥ ε0.
Let r < R (but very close). Since xj ∈ Σ,
lim inf
ε→0
1
r
∫
Br(xj)
|∇uε|2 dx ≥ ε0.
Choose some large j so that Br(xj) ⊂ BR(x), then
1
r
∫
Br(xj)
|∇uε|2 dx ≤ R
r
1
R
∫
BR(x)
|∇uε|2 dx.
Hence,
R
r
lim inf
εk→0
1
R
∫
BR(x)
|∇uε|2 dx ≥ ε0.
7Since r can be chosen very close to R,
lim inf
εk→0
1
R
∫
BR(x)
|∇uε|2 dx ≥ ε0.
This is true for all R > 0. Therefore, x ∈ Σ and Σ is closed. The same argument
of Schoen [22] yields H1loc(Σ) < +∞.
A consequence is that for each x0 /∈ Σ, there are a sequence εk → 0 and a ball
BR0(x0) ⊂ Ω\Σ such that
lim
εk→0
R−10
∫
BR0(x0)
|∇uεk |2 dx < ε0.
Now, we prove that u is smooth around such points x0. In fact, for each y ∈
BR0/2(x0), trivially
lim
εk→0
2
R0
∫
BR0/2(y)
|∇uεk |2 dx ≤ lim
εk→0
2
1
R
∫
BR0 (x0)
|∇uεk |2 dx < 2ε0,
while, applying (2.3) to Lemma 2.1, for any 0 < ρ < R0/2, we have
lim
εk→0
2
R0
∫
BR0/2(y)
|∇uεk |2 dx− lim
εk→0
ρ−1
∫
Bρ(y)
|∇uεk |2 dx
= lim
εk→0
∫
BR0/2\Bρ(y)
[|∂ruεk |2 + ε2k|∇uεk |2|∂ruεk |2] r−1 dx ≥ 0.
Therefore, for each y ∈ BR0/2(x0) and for each ρ ∈ (0, R0/2), we have
1
ρ
∫
Bρ(y)
|∇u|2 dx ≤ lim
εk→0
ρ−1
∫
Bρ(y)
|∇uεk |2 dx < 2ε0(2.4)
for a sufficiently small constant ε0 > 0.
Since u is a weak harmonic map with the property (2.4), it follows, similarly to
the proof in [6] (see also Lemma 3.3.13 of [18]) for stationary harmonic maps, that
u is smooth inside BR0/2(x0). This proves Theorem 1.1. 
Proof of Theorem 1.2. Let T belong to cart2,1(Ω× S2), i.e.
T = GuT + LT × [[S2]].
The Dirichlet integral of T is given by
D(T ; Ω× S2) =
∫
Ω
|∇uT |2 dx+ 8πM(LT ).
As εk → 0, passing to a subsequence we have
e(Guεk )⇀ µ0
for a measure µ0. For any ψ ∈ C0c (Ω˜) with ψ ≥ 0, we consider the functional in
cart2,1γ (Ω˜× S2)
E(T ) :=
∫
ψ(x)e(T ).
We know that E is lower semi-continuous with respect to the weak convergence in
cart2,1 which implies
e(T )(ψ) ≤ lim inf
k→∞
e(Guεk )(ψ) ≤ µ0(ψ).
8This means e(T ) ≤ µ0. By Theorem 1.1, we have D(uk,Ω)→ D(T ; Ω×S2). Then,
we have
µ0(Ω) = e(T )(Ω).
This shows µ0 = e(T ) as we claimed.
On the other hand, if U be a subset inside Ω\Ω0, according to [11] p. 436, we
can prove LT xU = 0. Therefore, we have
Tu|U = Gu|U .
Therefore ∫
U
|∇uεk |2 dx→
∫
U
|∇uεk |2 dx,
and this implies uk → u strongly in W 1,2loc (Ω\Ω¯0;S2). 
Proof of Theorem 1.3. It is well-known that C∞γ (M,N ) is dense inW 1,n+1γ (M,N ).
Then
E˜M(u) = inf
{
lim inf
k→∞
EM(uk)
∣∣ {uk} ⊂ C∞γ (M,N ), uk ⇀ u weakly in W 1,2(M,N )
}
= inf
{
lim inf
k→∞
EM(uk)
∣∣ {uk} ⊂W 1,n+1γ (M,N ), uk ⇀ u weakly in W 1,2(M,N )
}
Let uε be a minimizer of the functional Eε(·;M) in W 1,n+1γ (M,N ). Passing to
a subsequence, ∇kuε converges to ∇ku weakly in L2. Then, we have
E˜M(u) ≤ lim inf
εk→0
EM(uεk) ≤ lim inf
εk→0
Eεk(uεk ;M)(2.5)
≤ inf
v∈W 1,n+1γ (M,N )
EM(v) = inf
v∈C∞γ (M,N )
EM(v).(2.6)
From (2.5)-(2.6), u is a minimizer of the relaxed energy E˜M in H1,2 and moreover,
we have
(2.7) lim
εk→0
∫
M
ε2k|∇uεk |1+n dM = 0.
If N is a homogeneous manifold, we claim that u is a weak harmonic map.
Let Xi be the Killing field on N as in He´lein [15]. Consider the vector field
ξi = 〈Xi,∇uε〉+ 2ε2 |∇uε|n−1 〈Xi,∇uε〉.
We claim that divξi = 0.
To see this, let ϕ be some cut-off function compactly supported in Ω. Since uε
is the minimizer of Eε, we can use ϕXi(u) as a testing vector field in the Euler-
Lagrange equation to get∫
M
〈∇k(ϕXi(uε)),∇kuε + 2ε2 |∇uε|n−1∇kuε〉dµ = 0.
Since Xi is a Killing vector field,
(2.8)
∫
M
∇kϕ〈Xi(uε),∇kuε + 2ε2 |∇uε|n−1∇kuε〉dµ = 0.
Therefore, divξ = 0 in distribution sense.
9Since uεk converges to u strongly in L
2 and Xi are smooth vector fields on N ,
Xi(uεk) converges to Xi(u) strongly in L
2. Letting εk go to zero in equation (2.8)
and noting (2.7), we have ∫
M
∇kϕ〈Xi(u),∇ku〉dµ = 0.
Since Xi is Killing field, ∫
M
〈∇k(ϕXi(u)),∇ku〉dµ = 0.
Since N is a homogeneous space, due to the construction of Xi by Helein, we can
choose ϕi so that ∑
i
ϕiXi(u)
is any compactly supported vector field (along u). This implies that u is a weak
harmonic map.
We define
Σ =
⋂
R>0
{
x0 ∈ Ω : BR(x0) ⊂M, lim inf
εk→0
1
Rn−2
∫
BR(x0)
|∇uε|2 dx ≥ ε0
}
for a sufficiently small constant ε0. Then, Hn−2(Σ) < +∞. As in the proof of
Theorem 1.1, for any x0 /∈ Σ with BR0(x0) ⊂ M\Σ, for each y ∈ BR0/2(x0) and
for each ρ ∈ (0, R0/2), we have
1
ρn−2
∫
Bρ(y)
|∇u|2 dM≤ lim
εk→0
ρ2−n
∫
Bρ(y)
|∇uεk |2 dM < 2ε0(2.9)
for a sufficiently small constant ε0 > 0. It follows from the proof of Bethuel in [2]
(see Lemma 3.3.14 of [18]) that u is smooth inside M\Σ. 
3. Basic set up for the relaxed energy of Faddeev model
The space Hd mentioned in the introduction is not rigorously defined since we
have not made clear what ‘u approaches a constant value sufficiently fast at infinity’
means. So the first task of this section is to propose and justify a replacement for
Hd. We define
M = {u : R3 → S2|
∫
R3
|∇u|2 + |∇u|4 dx < +∞}.
Since |∂ku× ∂lu|2 involves the ∇u up to the fourth power,M is only a little smaller
than the set of finite energy maps. On the other hand, Theorem 3.1 below implies
that the set of smooth maps which are constant outside some large compact set is
dense in M . Remember whether this set is dense in the set of finite energy maps
is an open question and this is the main motivation of our discussion of relaxed
energy.
Theorem 3.1. Let u : R3 → S2 be a map such that EF (u) and
∫
R3
|∇u|4 dµ are
finite. Then, there exists a sequence of C1 maps ui : R
3 → S2 with ui constant
outside some large ball (depending on i) such that ∇ui converges to ∇u strongly in
L4(R3) ∩ L2(R3).
Before proving Theorem 3.1, we discuss some immediate consequences of it.
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Corollary 3.2. For each u ∈M , Q(u) is an integer.
Proof. Let ui be the sequence in Theorem 3.1. Q(ui) is an integer since ui is of
class C1 and constant at infinity.
Q(ui) =
1
16π2
∫
R3
ηi ∧ u∗iωS2 .
By the definition of ηi (see equation (1.4)) and the fact that ∇ui → ∇u strongly in
L4(R3) ∩ L2(R3) (which implies u∗iωS2 → u∗iωS2 strongly in L2(R3) ∩ L1(R3)), ηi
converges to η in W 1,p for 1 < p ≤ 2. In particular, ηi converges strongly to η in
L2(R3). Hence
lim
i→∞
Q(ui) = Q(u),
which implies Q(u) ∈ Z. 
For any integer d, we define
Md = {u ∈M |Q(u) = d}.
As remarked earlier in this section, M is only a little smaller than the set of
finite energy maps. We may assume Hd ⊂ Md and Hd contains all smooth maps
which are constant outside some compact set. Another consequence of Theorem
3.1 is
(3.1) inf
u∈Hd
EF (u) = inf
u∈Md
EF (u).
In fact, since Hd ⊂Md, we know
inf
u∈Hd
EF (u) ≥ inf
u∈Md
EF (u).
On the other hand, for any u ∈Md, due to Theorem 3.1, there exists a sequence of
ui ∈ Hd such that
EF (ui)→ EF (u).
Hence, the reverse inequality is also true. This proves our claim.
Moreover, according to the above, the definition of relaxed energy given in the
introduction can be rewritten as
E˜F (u) = inf
{
lim inf
k→∞
EF (uk) | {uk} ⊂Md, uk ⇀ u weakly
}
.
The proof of Theorem 3.1 depends on the following elliptic estimates.
Let Br be the ball with center at 0 and radius r in R
3, let u be a map from B1
to S2 such that ∫
∂B1
|∇u|2 +R−2 |∇u|4 dσ = ǫ,
for some positive R (later R will be large and ǫ small), and let ξ be the average of
u over ∂B1, i.e.
ξ =
1
4π
∫
∂B1
udσ.
By the Poincare´ inequality and using that |u| = 1, we have
(3.2) 1− |ξ| ≤ 1− |ξ|2 = 1
4π
∫
∂B1
|u− ξ|2 dσ ≤ Cǫ.
As in [19], consider the harmonic function V : B2 \B1 → R3 such that
△V = 0, in B2 \B1,
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and
V |∂B2 =
ξ
|ξ| , V |∂B1 = u.
It follows from (3.2) that
‖V − ξ‖W 1,4(∂B2) ≤ C(1− |ξ|) ≤ Cǫ.
The average of V − ξ on ∂B1 is zero. By the Poincare´ inequality,
‖u− ξ‖W 1,4(∂B1) ≤ C ‖∇u‖L4(∂B1) .
By the trace theorem of the Sobolev space, we find w : B2 \ B1 → R3 with the
same boundary value as V − ξ on ∂B2 ∪ ∂B1 such that
‖w‖W 5/4,4(B2\B1) ≤ C ‖V − ξ‖W 1,4(∂B1∪∂B2) ≤ C(‖∇u‖L4(∂B1) + ǫ).
Then, V − ξ − w has zero boundary value and
△(V − ξ − w) = −△w.
By the elliptic estimate, we have
‖V − ξ − w‖W 5/4,4(B2\B1) ≤ C(‖∇u‖L4(∂B1) + ǫ).
Hence,
‖V − ξ‖W 5/4,4(B2\B1) ≤ C(‖∇u‖L4(∂B1)) + ǫ).
The following is a Sobolev’s embedding theorem, which is a special case of The-
orem 7.58 in Adams’ book [1]. For reader’s convenience, we quote it here.
Theorem 3.3. Let s > 0, 1 < p < q < +∞, and χ = s− np + nq > 0. Then
W s,p(Rn)→Wχ,q(Rn).
The result holds true for domains with smooth boundary.
Using the above theorem in the case s = 5/4, p = 4, χ = 1 and q = 6,
‖V − ξ‖W 1,6(B2\B1) ≤ C(‖∇u‖L4(∂B1) + ǫ).
In particular,
(3.3)∫
B2\B1
|∇V |6 dx ≤ C(
∫
∂B(1)
|∇u|4 dσ)3/2 + Cǫ6 < Cǫ3/2R3 + Cǫ6 < Cǫ3/2R3.
The last inequality holds because, in the form we need it, ε is small and R large.
Applying the Ho¨lder inequality, we have
(3.4)
∫
B2\B1
|∇V |4 dx ≤ CǫR2.
A similar argument works for the L2 norm of ∇u. Therefore, we conclude
(3.5)
∫
B2\B1
|∇V |2 +R−2 |∇V |4 dx ≤ C
∫
∂B1
|∇u|2 +R−2 |∇u|4 dσ.
With this estimate, we can now prove Theorem 3.1.
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Proof of Theorem 3.1. Let u be a map from R3 → S2 such that∫
R3
|∇u|2 + |∇u|4 dx < C.
It suffices to show that for any ε > 0 there is a C1 map w from R3 to S2 such that
(1) w is constant outside a large ball;
(2) ∫
R3
|∇(u − w)|2 + |∇(u− w)|4 dx < ε.
Since ∫ ∞
0
∫
∂Br
|∇u|2 + |∇u|4 dσdr < C,
for any C1 > 0 small, there exists a sequence of Ri going to infinity such that∫
∂BRi
|∇u|2 + |∇u|4 dσ < C1
Ri
.
Let ξi be the average of u over ∂BRi ,
ξi =
1
|∂BRi |
∫
udσ.
Then
1
|BRi |
∫
∂BRi
|u− ξi|2 ≤
∫
∂BRi
|∇u|2 dσ → 0.
Define V to be the harmonic function defined on B2Ri \BRi with boundary value
V |∂BRi = u, V |∂B2Ri =
ξi
|ξi| .
Due to the estimate (3.5) and a scaling, we know∫
B2Ri\BRi
|∇V |2 + |∇V |4 dx ≤ CRi
∫
∂BRi
|∇u|2 + |∇u|4 dσ < C1.
For fixed ε, choose C1 < ε/96 and Ri so large such that∫
R3\BRi
|∇u|2 + |∇u|4 dx < ε/6.
We then define w˜ to be
(1) u in BRi ;
(2) V|V | in B2Ri \BRi ;
(3) ξi|ξi| outside B2Ri .
Since, as it is proved in page 292 of [19] (see also Lemma 9.7 of [13]), the image
of V lies in B3/2 \B1/2 for sufficiently large i, and the nearest-point-projection map
restricted to B3/2 \ B1/2 is Lipschitz and the Lipschitz constant is 2, by replacing
w˜ with its projection onto S2, we conclude that w˜ has values in S2,∫
B2Ri\BRi
|∇w˜|2 + |∇w˜|4 dx < ε
6
and ∫
R3
|∇(w˜ − u)|2 + |∇(w˜ − u)|4 dx < ε/3.
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Finally, since we can modify w˜ to a smooth map w with the same properties of w˜
in such a way that ∫
R3
|∇(w − u)|2 + |∇(w − u)|4 dx < ε,
we conclude the proof.

Remark 3.4. Theorem 3.1 holds true for u : R3 → S3 with finite energies ∫
R3
|∇u|4 dx
and
∫
R3
|∇u|2 dx, the proof being the same.
4. Hopf lift and decomposition lemma
In this section, we first prove a theorem about the Hopf lift. Our proof depends
on Theorem 3.1 in the previous section. Then, we use the Hopf lift to prove a key
lemma, the cubic decomposition lemma, which will be essential in the proof of our
main result.
Let us start from recalling some basic definitions of the Hopf lift (see [16] for
details). Let M be any complete Riemannian manifold whose second cohomology
group H2(M,R) is trivial. Let Π be the Hopf map from S3 ⊂ R4 to S2 ⊂ R3 given
by
Π(x1, x2, x3, x4) =

 2(x1x3 + x2x4)2(x2x3 − x1x4)
x21 + x
2
2 − x23 − x24

 .
Pulling back the volume form ωS2 via Π gives
Π∗ωS2 = 4(dx1dx2 + dx3dx4) = 2dα,
where α = x1dx2−x2dx1+x3dx4−x4dx3. One can check by using Stokes theorem
that
(4.1)
1
16π2
∫
S3
2α ∧ Π∗ωS2 = 1.
For any map u :M→ S2, a map u˜ from M to S3 is called a Hopf lift of u if
Π ◦ u˜ = u.
Any smooth 1 form η on M satisfying
dη = u∗ωS2
is called a gauge of u. For a fixed u, the gauge η is not unique. However, if one
fixes a Hopf lift u˜ of u, then u˜ determines a gauge for u by
η = 2u∗α.
On the other hand, any gauge η of u determines a Hopf lift u˜ such that the above
equation is true and such a map u˜ is unique up to multiplication by eiθ for some
constant θ ∈ R and
(4.2) |∇u˜|2 = 1
4
|η|2 + |∇u|2 .
See Lemma 2.1 of [16] for a proof.
We will generalize the above definition of Hopf lift and equation (4.2) to Sobolev
mapping u with bounded Faddeev energy and finite
∫
R3
|∇u|4 dx. The proof relies
on Theorem 3.1. For such u, due to Theorem 3.1, there exists a sequence of smooth
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maps {ui} such that ui is constant near infinity and ∇ui converges to ∇u strongly
in both L2(R3) and L4(R3).
For each ui, we define the Coulomb gauge ηi by requiring ηi = δ(− 14pi|x| ⋆u∗iωS2).
Here ⋆ means convolution and δ is the formal adjoint of d. One can check that
dηi = u
∗
iωS2 and δηi = 0. Given ui and ηi, there exists a lift u¯i (called the
Coulomb lift) such that
(4.3) |∇u¯i|2 = 1
4
|ηi|2 + |∇ui|2 .
Moreover,
(4.4) ηi = u¯
∗
i (2α)
(see [16] for a proof).
Since ∇ui strongly converge to ∇u in L4(R3), we know that ηi converge to the
Coulomb gauge η of u strongly in W 1,2(R3). Due to the Sobolev embedding, ηi
converge strongly in L2(R3) and L4(R3). By (4.3), we have∫
R3
|∇u¯i|2 + |∇u¯i|4 dx < C.
Since the image of u¯i is in S
3, ui ∈ W 1,4loc (R3). Hence, for each bounded domain
Ω, we can take subsequence of ∇u¯i such that it converges weakly in L2 and L4 on
Ω. Moreover, due to equation (4.3) and its square, we know the L2(Ω) and L4(Ω)
norms of ∇u¯i also converge. Denote the limit by u¯, then u¯i converges to u¯ strongly
in W 1,4loc (R
3). In particular, ∫
R3
|∇u¯|4 dx < C.
By the definition of Hopf lift and (4.4), we have for each i
u¯∗i (2α ∧ Π∗ωS2) = ηi ∧ u∗iωS2 .
For any bounded domain Ω, we integrate the above identity over Ω and take the
limit i→∞ to get ∫
Ω
u¯∗(2α ∧ Π∗ωS2) =
∫
Ω
η ∧ u∗ωS2 .
Since Ω is arbitrary, we have proved that
Theorem 4.1. For each u with finite Faddeev energy and finite
∫
R3
|∇u|4 dx, there
exists a Hopf lift u¯ of u such that
1
16π2
∫
R3
u¯∗(2α ∧ Π∗ωS2) = 1
16π2
∫
R3
η ∧ u∗ωS2 ∈ Z.
Moreover, ∫
R3
|∇u¯|4 dx ≤ C.
Remark 4.2. The lift given in the above theorem is a special one. In our later
proof, we will need the fact that for any map u¯ : R3 → S3 with finite ∫
R3
|∇u¯|4 dx,
1
16π2
∫
R3
u¯∗(2α ∧ Π∗ωS2)
is an integer. One can give a proof of this by noting that the fact is true for a
smooth map which is constant near infinity and Remark 3.4.
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We can now use Hopf lift to prove the cubic decomposition lemma. It is an
adapted version of Lemma 6.1 in Lin and Yang [19] (see also [13]). One can see from
the statement and the proof of the following lemma the advantage of introducing
the space M . Notice that for u ∈M we only use the fact that ∫
R3
|∇u|4 dx is finite,
while estimates will depend only on Faddeev energy.
For the statement of the lemma we need some notations used in Section 6 of [19].
Let Q(R) be a cube of side length R > 0. Let {Qi(R)}∞i=1 be a cubic decomposition
of R3. That is,
R
3 = ∪∞i=1Qi(R),
where the interiors of the cubes Qi(R) are mutually disjoint. For all a ∈ R3, let
Qi(R, a) = a+Qi(R)
denote a translation of Qi(R) by a. We write
ΣR = ∪∞i=1∂Qi(R)
and
ΣR(a) = a+ΣR = ∪∞i=1∂Qi(R, a)
for the unions of 2-dimensional faces of Qi(R)’s and Qi(R, a)’s.
Lemma 4.3. Suppose that u ∈ Md and EF (u) = C1. Let ε be a small constant
such that ∫
R3
ε |∇u|4 dx ≤ 1.
For any δ0 > 0, there are some constant C depending only on C1, a cubic decom-
position {Qi(R0, a0)} for some large R0 and a point a0 ∈ R3 with |a0| ≤ R0/4 such
that ∫
ΣR0 (a0)
(|∇u|2 + |η|2 + |η|4) + ε |∇u|4 dx ≤ C
R0
≤ δ20 << 1.
where η is the Coulomb gauge of u. Moreover, for each Qi, there is an integer ki
such that ∣∣∣∣∣d−
∞∑
i=1
ki
∣∣∣∣∣ ≤
∞∑
i=1
∣∣∣∣ 116π2
∫
Qi
η(u) ∧ u∗ωS2 − ki
∣∣∣∣
≤ C
∫
ΣR0 (a0)
|∇u|2 + |η|4 + ε |∇u|4 dσ
≤ C
R0
≤ δ20 << 1.
Proof. Since EF (u) < C1,∫
R3
|∇u|2 + |η|2 + |η|4 + ε |∇u|4 dx < C.
By Fubini’s theorem,∫ R/12
0
da1
∫ R/12
0
da2
∫ R/12
0
da3
∫
ΣR(a)
(|∇u|2 + |η|2 + |η|4 + ε |∇u|4 dσ) ≤ CR2.
The mean value theorem then implies that there is a point a0 ∈ R3 with |a0| ≤ R/4
such that ∫
ΣR(a0)
(|∇u|2 + |η|2 + |η|4 + ε |∇u|4)dσ ≤ C
R
.
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Here C depends only on C1. Therefore, we can choose R sufficiently large so that
the first statement of the lemma is true. Please note that R depends only on C1
and δ0.
Next, we need to estimate the error from
∫
Qi
η(u) ∧ u∗ω to an integer. For
simplicity, we suppress lower index i and write Q′ for the cube whose center is the
same as Q and whose side length is twice as big as Q. Set∫
∂Q
|∇u|2 + |η|2 + |η|4 + ε |∇u|4 dσ = ε0.
Since u has finite Faddeev energy and L4 norm, we can use Theorem 4.1. There
is a lift u¯ such that
(4.5)
∫
Q
η ∧ u∗ωS2 =
∫
Q
u¯∗(2α ∧Π∗ωS2).
We will now modify u¯ outside Q. Let ξ be the average of u¯ on ∂Q. Since
(4.6) |∇u¯|2 = |∇u|2 + 1
4
|η|2 ,
we know that ∫
∂Q
|∇u¯|2 ≤ ε0
and ∫
∂Q
|∇u¯|4 ≤ C(ε).
We can now define V : Q′ \Q → R4 to be the harmonic functions with boundary
value
V |∂Q = u¯, V |∂Q′ = ξ|ξ| .
Set w to a map from R3 to S3 by
(1) w = u¯ in Q;
(2) w = V|V | in Q
′ \Q;
(3) w = ξ|ξ| outside Q
′.
Similar to the proof of estimate (3.3), we can show that
(4.7)
∫
Q′\Q
|∇w|3 dx < Cε0
and (w is constant outside Q′)
(4.8)
∫
R3
|∇w|2 + |∇w|4 dx < +∞.
Due to equation (4.8) and Remark 4.2, we know
(4.9)
1
16π2
∫
R3
w∗(2α ∧Π∗ωS2) = k ∈ Z.
By (4.7) and (4.9),∣∣∣∣ 116π2
∫
Q
η ∧ u∗ωS2 − k
∣∣∣∣ =
∣∣∣∣∣ 116π2
∫
R3\Q
w∗(2α ∧ Π∗ωS2)
∣∣∣∣∣
≤ Cε0.

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As an application of Lemma 4.3, we show that the weak limit of a sequence of
maps in Md has also an integer degree. Notice that such a weak limit may not be
in M .
Theorem 4.4. Let uj be a sequence in Md with bounded EF (uj). Assume that uj
converges weakly to u in the sense that uj converges strongly in L
2 to u and ∇uj
converges weakly in L2 to ∇u and ∂kuj × ∂luj converges weakly in L2 to ∂ku× ∂lu.
Then
1
16π2
∫
R3
η ∧ u∗ωS2 ∈ Z
where η = δ(− 14pi|x| ⋆ u∗ωS2).
Proof. For any small positive number ε0, we will prove that the difference between
1
16π2
∫
R3
η ∧ u∗ωS2
with some integer is smaller than ε0.
For this ε0, we can use Lemma 4.3 for each uj to obtain a cubic decomposition for
each uj . Precisely, there are aj ∈ R3 and |aj | ≤ R04 such that ΣR0(aj) decompose
the space into cubes for which we write Qj,i. By choosing a subsequence, we
conclude that aj converges to a and each Qj,i converges to Qi. Let Ej,i denote the
difference between ∫
Qj,i
1
16π2
ηj ∧ u∗jωS2
and the nearest integer. We know from Lemma 4.3
∞∑
i=1
Ej,i < ε0.
Now we claim: ∫
Qj,i
ηj ∧ u∗jωS2 →
∫
Qi
η ∧ u∗ωS2 .
We know that for each fixed compact domain Ω∫
Ω
ηj ∧ u∗jωS2 →
∫
Ω
η ∧ u∗ωS2 .
Therefore, to prove the claim, it suffices to show that if |Ω| → 0, then∫
Ω
ηj ∧ u∗jωS2 → 0
uniformly. This is true due to Ho¨lder inequality and the fact that the L2 norm of
u∗jω and L
4 norm of ηj are bounded uniformly.
Given the claim, we know that the difference between
1
16π2
∫
Qi
η ∧ u∗ωS2
and the nearest integer is no bigger than
lim inf
j→∞
Ej,i.
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Since Ej,i are all positive, it is elementary to prove
∞∑
i=1
lim inf
j→∞
Ej,i ≤ ε0.
This justifies the statement at the beginning of this proof. 
5. Minimizing relaxed energy via perturbed functional
For each ε > 0, we define perturbed energy as follows
EF,ε(u) =
∫
R3
|∇u|2 + 1
2
∑
1≤k<j≤3
|∂ku× ∂lu|2 + ε |∇u|4 dx.
Theorem 5.1. There is an infinite subset S of Z such that for each d ∈ S the
minimizing problem of EF,ε in Xd has a solution.
The proof follows the same argument as in Lin and Yang [19]. The first ingredient
is an energy growth lemma.
Lemma 5.2. There is a universal constant C such that
EF,ε,d = inf{EF,ε(u)|u ∈Md} ≤ C |d|3/4 .
The lemma follows from the same proof as Lemma 5.1 in [19], since the test map
constructed in their proof lies in Md.
The second ingredient is an energy splitting inequality.
Lemma 5.3. If d /∈ S, then we can find l(> 1) integers d1, · · · , dl ∈ S, whose
absolute values are bounded by |d|, such that
d = d1 + · · ·+ dl
and
EF,ε,d ≥ EF,ε,d1 + · · ·+ EF,ε,dl .
For any d /∈ S, we consider a minimizing sequence ui of EF,ε in Md. Then
EF (ui) ≤ EF,ε(ui) ≤ C.
By Theorem 3.1, there are integers ki,j and cubes Qj(R0, ai) such that
∞∑
j=1
∣∣∣∣∣ 116π2
∫
Qj(R0,ai)
ηi ∧ u∗iωS2
∣∣∣∣∣(5.1)
≥
∞∑
j=1
|ki,j | −
∞∑
j=1
∣∣∣∣∣ 116π2
∫
Qj(R0,ai)
ηi ∧ u∗iωS2 − ki,j
∣∣∣∣∣
≥ mi − δ20 .
Here mi is the number of nonzero ki,j ’s and δ0 is some very small positive number.
The left hand side of equation (5.1) is bounded above by the energy upper
bound C. Therefore, by taking subsequence, we may assume mi = m for all i. For
convenience, we write Q1i , · · · , Qmi for Qj(R0, ai) (with nonzero ki,j).
The proof of Lemma 5.3 is the same as that of Theorem 6.2 in [19]. For the
completeness, we repeat it here. We introduce the subsets, S1, S2, . . . , Sl of the set
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S = {1 · · ·m} inductively. Let s1 = 1. We choose a subsequence of ui, still denoted
by ui, such that there is a subset S1 of S with s1 ∈ S1 and
lim
i→∞
dist(Qs1i , Q
k
i )
exists (finite) for each k ∈ S1. Moreover, for any k ∈ S \ S1, we have
lim
i→∞
dist(Qs1i −Qki ) =∞.
The existence of such a subsequence of ui can be checked by induction.
If S \S1 is nonempty, we set s2 = min k ∈ S \ S1 and repeat the above procedure
to find a subsequence of ui such that there is a subset S2 of S \ S1 so that
lim
i→∞
dist(Qs2i , Q
k
i )
exists (finite) for each k ∈ S2 and for any k ∈ S \ (S1 ∪ S2), we have
lim
i→∞
dist(Qs2i , Q
k
i ) =∞.
Continuing this way we can find l numbers 1 = s1 < s2 < · · · < sl, the cor-
responding subsets S1, · · · , Sl of S and a subsequence of ui (denoted again ui for
simplicity) with the following properties:
S = {1, 2, · · · ,m} = S1 ∪ S2 ∪ · · · ∪ Sl,
Ss ∩ St = ∅ for s 6= t, s, t = 1, 2, · · · , l;
s1 = 1,
S1 = {k ∈ S| limi→∞ dist(Qs1i , Qki ) <∞};
s2 ∈ S \ S1,
S2 = {k ∈ S| limi→∞ dist(Qs2i , Qki ) <∞};
· · · · · · · · ·
sl ∈ S \ ∪l−1s=1Ss,
Sl = {k ∈ S| limi→∞ dist(Qsli , Qki ) <∞}.
Let xi,1, xi,2, · · · , xi,l be the centers of cubes Qs1i , · · · , Qsli , denoted thereafter as
Qi,1, Qi,2, · · · , Qi,l. Let vi,s(x) = ui(x− xi,s), s = 1, 2, · · · , l and set
Rs = max{ lim
i→∞
dist(Qi,s, Q
t
i)|t ∈ Ss}, s = 1, 2, · · · , l.
Then |xi,s − xi,t| → ∞ as i→∞ for s 6= t and s, t = 1, 2, · · · , l. By further taking
subsequences if necessary, we see that for s = 1, 2, · · · , l
ds ≡ lim
i→∞
∑
t∈Ss
k(Qti)
exists and that vi,s converges to vs weakly as i→∞.
By Lemma 4.3, we obtain
l∑
s=1
∑
t∈Ss
k(Qti) = d
for each i. Thus d =
∑l
s=1 ds follows.
Due to the lower semicontinuity of EF,ε, we know
EF,ε(vs) < C, s = 1, 2, · · · , l.
By Theorem 4.4, the Hopf degree of vs is an integer. Following Lemma 6.3 in Lin
and Yang [19], we conclude that Q(vs) = ds.
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For any large but fixed R, when i is sufficiently large, BR(xi,s) are disjoint for
different s. Therefore
EF,ε(ui) ≥
l∑
s=1
EF,ε(ui, BR(xi,s)),
where EF,ε(u,Ω) means the perturbed energy of u integrating over Ω. Taking
i→∞,
EF,ε;d ≥
l∑
s=1
EF,ε(vl, BR(0)).
Since R is an arbitrary positive number, we have
EF,ε;d ≥
l∑
s=1
EF,ε;ds .
If di is not in S, we can repeat the above argument until we arrive at a decomposition
in which each di lies in S.
Combining Lemma 5.2, Lemma 5.3 and the fact that for all d 6= 0, EF,ε;d have a
uniform lower bound, one can see that S must be an infinite set.
We have another existence result.
Theorem 5.4. For d = ±1, the minimizing problem of EF,ε on Md has a solution
when ε is very small.
The proof relies on Lemma 5.3, an upper bound estimate of EF,ε;1 and a lower
bound estimate of EF,ε;d for all d.
As for the lower bound, it was proved by Vakulenko and Kapitanski [23] and
improved by Lin and Yang [20] that
(5.2) EF,ε(u) ≥ EF (u) ≥ 33/88
√
2π2 |deg u|3/4 .
The upper bound was proved by Ward [24] and Lin and Yang [20] for Faddeev
energy
(5.3) EF,0;1 ≤ 32
√
2π2.
Remark 5.5. The proof in [24] and [20] was indirect. In fact, as pointed out by the
authors, the test map Φ is nothing but a Hopf map from ball of radius 1√
2
composed
with a stereographic projection. We may calculate directly that the Faddeev energy
of Φ is 32
√
2π2, which gives the upper bound. Moreover, by direct computation,
the L4 norm of gradient of this map is bounded. We list below some intermediate
results of this calculation.
The test map Φ : R3 → S2 ⊂ R3 is given by (see (4.13) in [20])
Φ(x, y, z) =


4a
(r2+a2)2 (2axz + (r
2 − a2)y)
4a
(r2+a2)2 (2ayz − (r2 − a2)x)
1− 8a2(r2+a2)2 (z2 − r2)

 ,
where a = 1/
√
2 and r2 = x2 + y2 + z2.
One can calculate
|∇Φ|2 = 64
(1 + 4r2)2
.
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Integrating over R3 , ∫
R3
|∇Φ|2 dx = 16
√
2π2.
Moreover, we can find out that∫
R3
|∇Φ|4 dx = 128
√
2π2.
It is important for us that this number is finite. For the other part of the energy,
|∂xΦ× ∂yΦ|2 = 1024(1− 2x
2 − 2y2 + 2z2)2
(1 + 2r2)6
and ∑
1≤k<l≤3
|∂kΦ× ∂lΦ|2 = 1024
(1 + 2r2)4
.
Integrating over R3, ∫
R3
∑
1≤k<l≤3
|∂kΦ× ∂lΦ|2 dx = 32
√
2π2.
In summary,
EF (Φ) = 16
√
2π2 +
1
2
32
√
2π2 = 32
√
2π2.
Therefore, when ε is very small, we may assume
EF,ε,±1 ≤ 32
√
2π2 + 0.01.
For such ε, we can show that ±1 ∈ S. In fact, if otherwise, we would have a
decomposition of d = 1. If it is 1 = 1+ (−2), then the energy inequality in Lemma
5.3 says
(5.4) 32
√
2π2 + 0.01 ≥ 33/88√2π2(1 + 23/4),
which is not possible by direct computation. There are other decompositions, such
as 1 = 1+1+(−1), 1 = 3+(−2) and so on. It is easy to see that the corresponding
right hand sides of (5.4) are even larger so that the inequality is not possible for all
decomposition. Therefore, 1 ∈ S and so is −1.
We now prove Theorem 1.4.
Proof of Theorem 1.4. Let εj be a sequence of positive number going to zero. Let
uj be the minimizer of EF,εi in M1.
We can now apply Lemma 4.3 to uj. The same argument as in Lemma 5.3 works
also for uj. If l = 1 which means there is no splitting at all, we get a limiting map
u. EF (u) is finite due to the weakly lower semicontinuity of EF . By Theorem 4.4,
we know that the Hopf degree of u is an integer. Since there is no splitting, we
infer from the construction of u that Q(u) is δ0 close to 1. Therefore, u ∈ X1 and
by the definition of relaxed energy
(5.5) lim
j→∞
EF (uj) ≥ E˜F (u) ≥ inf
w∈X1
E˜F (w).
On the other hand, for any positive δ > 0, we can find w ∈ X1 such that
E˜F (w) ≤ inf
w∈X1
E˜F (w) + δ.
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By the definition of relaxed energy, we can find w′ ∈M1 such that
EF (w
′) ≤ inf
w∈X1
E˜F (w) + δ.
For this fixed w′,
∫
R3
|∇w′|4 dx is finite. therefore, when εj is sufficiently small,
(5.6) EF (uj) ≤ EF (w′) + δ ≤ inf
w∈X1
E˜F (w) + 3δ.
By equation (5.5) and (5.6), u achieves the minimum of E˜F in X1.
Next, we will prove that the case l > 1 is not possible. If otherwise, there exists
d1, · · · , dl ∈ Z and xj,1, · · · , xj,l ∈ R3 such that
1 = d1 + · · ·+ dl
and uj(x−xj,s) converges weakly to vs. These vs has finite energy and by Theorem
4.4 the Hopf degree of vs is the integer ds. For any fixed R > 0, when j is sufficently
large so that B(R, xj,s) are disjoint for different s,
EF (uj) ≥
l∑
s=1
EF (uj , BR(xj,s)).
Let j →∞,
inf
w∈X1
E˜F (w) ≥
l∑
s=1
EF (vs, BR(0)).
Since R is arbitrary,
inf
w∈X1
E˜F (w) ≥
l∑
s=1
EF (vs).
Since vs has bounded energy and Q(vs) = ds, the energy lower bound (5.2) is valid
for EF (vs). Moreover, because Φ in Remark 5.5 is in M1, the same test function
implies upper bound for relaxed energy
inf
w∈X1
E˜F (w) ≤ 32
√
2π2.
For the same reason as in Theorem 5.4, the splitting is not possible.
Due to (3.1) and (5.5), we have
inf
u∈H1
EF (u) ≥ min
u∈X1
E˜F (u).
(1.6) follows from the definition of the relaxed energy E˜F . 
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