This paper presents a novel feature selection approach to deal with issues of high dimensionality in biomedical data classification. Extensive research has been performed in the field of pattern recognition and machine learning. Dozens of feature selection methods have been developed in the literature, which can be classified into three main categories: filter, wrapper and hybrid approaches. Filter methods apply an independent test without involving any learning algorithm, while wrapper methods require a predetermined learning algorithm for feature subset evaluation. Filter and wrapper methods have their, respectively, drawbacks and are complementary to each other in that filter approaches have low computational cost with insufficient reliability in classification while wrapper methods tend to have superior classification accuracy but require great computational power. The approach proposed in this paper integrates filter and wrapper methods into a sequential search procedure with the aim to improve the classification performance of the features selected. The proposed approach is featured by (1) adding a pre-selection step to improve the effectiveness in searching the feature subsets with improved classification performances and (2) using Receiver Operating Characteristics (ROC) curves to characterize the performance of individual features and feature subsets in the classification. Compared with the conventional Sequential Forward Floating Search (SFFS), which has been considered as one of the best feature selection methods in the literature, experimental results demonstrate that (i) the proposed approach is able to select feature subsets with better classification performance than the SFFS method and (ii) the integrated feature pre-selection mechanism, by means of a new selection criterion and filter method, helps to solve the over-fitting problems and reduces the chances of getting a local optimal solution.
Introduction
Machine learning and data mining techniques have been successfully applied in various biomedical domains, for example the detection of tumors, the diagnosis and prognosis of cancers and other complex diseases [1] [2] [3] [4] . One of the core issues in biomedical data analysis and mining is the so-called 'curse of dimensionality' [5] [6] [7] , particularly the biomedical data are characterized by relatively few instances and presented in a high-dimensional feature space. Irrelevant features not only lead to insufficient classification accuracy, but also add extra difficulties in finding potentially useful knowledge [8, 9] . Excluding irrelevant features facilitates data visualization and improves the understanding of the computational models, the feature selection has thus become one of the main sub-fields in biomedical data mining [10] [11] [12] . In addition, appropriate feature selection is able to reduce the requirements of measurement and storage and thus minimize the cost in database storage and management [10, 13] .
In the context of classification, the main goal of feature selection is to search for an optimal feature subset from the initial feature set that lead to improved classification performance and efficiency in generating classification model. During the past decades, extensive research has been conducted by researchers from multidisciplinary fields including statistics, pattern recognition, machine learning and data mining [14, 15] . Dozens of feature selection methods have been developed during the past years and these can be divided into three categories: (i) filter methods, (ii) wrapper methods, and (iii) hybrid methods, in terms of the interaction between feature selection and classification model [16] [17] [18] [19] . Fig. 1 shows, respectively, the procedures of these three feature selection approaches, where D is the training dataset with the initial feature set, X best is the optimal feature subset to be selected, and J(X k ) denotes an evaluation function to measure the performance of a feature subset X k , based on the independent test (M) or the machine learning algorithm (A), respectively, in filter or wrapper methods.
Filter methods search for significant features by looking at the characteristics of each individual feature using an independent test such as the information entropy and statistical dependence test. As shown in Fig. 1(a) , the filter algorithm starts the search from a fea-ture subset X 0 (an empty set or any randomly selected subset) and searches through the feature space by the following steps: (i) evaluating current feature subset X* using a independent test method (M) and (ii) comparing it with the best feature subset obtained in previous step, X kÀ1 . If it is found to be better, it is regarded as the current best subset. Here k = |X k | is the number of features in X k representing the cardinality of the feature subset. The search process is carried out until a pre-defined criterion d is fulfilled. The criterion d could be one or more of following: (1) subsequently addition or deletion of any feature does not produce a better feature subset; (2) the performance requirement is satisfied; and (3) some given bound is reached, such as the maximum number of search iterations or the minimum number of features. In the end, the algorithm outputs the last current best subset (X best ).
The wrapper approach, as shown in Fig. 1(b) , instead of using an independent test as in filter approaches, applies a specific machine learning algorithm such as the decision tree or support vector machine (denoted as A) and utilizes the corresponding classification performance to guide the feature selection. For each iteration of the feature searching, the performance of feature subset X* is evaluated by the quality of the classification model corresponding to the features of X*. The classification performance of X* is compared with the best feature subset obtained during the previous steps. If the classification performance is better than the previous one, then X k = X*. This searching process is carried until a pre-defined criterion d is fulfilled, as discussed above in filter approaches.
Advantages of the filter-based techniques are that they can easily scale up to high-dimensional datasets and that they are computationally fast and independent of the learning algorithm. A common disadvantage, however, is that the interaction with the classifier and the dependence among features are ignored, which leads to varied classification performance when the selected features are applied to different classification algorithms. On the other hand, the advantage of wrapper approaches is that they have a high probability of producing classifiers with better classification performances than the filter approaches as they take into account the feature dependencies and their collectively contribution to model generation. A common drawback, however, is that the wrapper approaches have a higher risk of over-fitting and can be very computationally intensive when processing a large number of features.
To exploit the advantages of filter and wrapper approaches, the hybrid technique has been recently emerged [15, 8] . A typical hybrid approach employs both an independent test and a performance evaluation function of the feature subset. As shown in Fig. 1(c) , the hybrid search, starting from a given subset X 0 , uses the filter approach together with wrapper approach to find the best subsets at increasing cardinality. The filter approach, based on an independent test method (M) and the associated criterion d 1 , is used for the selection of candidate features, and the wrapper approach is employed to evaluate the candidate features using a specific learning algorithm (A) and the associated criterion d 2 .
Once the best subset at cardinality k has been found, the overall performance of classification is evaluated against a specific criterion d 3 . If the performance has reached the specific criterion d 3 , the feature selection procedure is completed and outputs the current best subset of features as the optimal feature subset, otherwise it carries the searching at cardinality of k + 1 by adding one feature from the remaining features and repeating above steps. The hybrid approach attempts to overcome the respective weakness of filter and wrapper approaches by the following principles: (1) to improve the classification performance of filter approaches by including a specific learning algorithm in the selection procedure; (2) to improve the efficiency of wrapper approaches by narrowing the searching space. Overall, the results of feature selection are determined by (a) the search method, (b) the evaluation method, and (c) the learning algorithm. By varying these elements, different hybrid feature selection approaches can be designed. Much research effort has recently been made to the development of effective feature evaluation criteria, and the development of efficient search methods. Dash and Liu grouped the evaluation criteria into five categories: distance, information, dependence, and consistency and classifier accuracy [20] . Many search algorithms have been recently developed, which can be divided into two main categories: sequential search and the Genetic Algorithm (GA) method [8] . Although there was much debate about which one is better between sequential search and GA methods for feature selection, a few recent comparative studies have confirmed that the sequential search methods are always the preferred choice as they are able to produce a classifier with better or at least comparable classification performance [21] [22] [23] . For example, Ferry et al. demonstrated that (1) the 'Sequential Floating Forward Search (SFFS)' originally developed by Pudil et al. [24] is the best among the sequential search algorithms; (2) although the performances of the SFFS and the GA method are comparable, the SFFS is preferred when the dimensionality increases [21, 22] . To investigate further the difference between sequential search and GA approaches, Kudo and Sklansky [23] conducted a comparison on three different sizes of datasets, small size with D 6 19, medium size with 20 6 D 6 49, and large with D P 50. Their investigation showed that the SFFS is the best for small and medium-sized problems, while the GA is better for large-sized problems. This argument obviously contradicts the findings of Ferry et al. It is believed that one important factor affecting the GA results is due to the varying implementation of the GA method. As a result the SFFS approach has become the most preferred choice in many applications [8, [24] [25] [26] , particularly when the classification reliability is the main priority. To fulfil the requirements and priorities in biomedical data mining applications, the proposed approach is designed to search for the significant features that improve the overall classification performance. In this study, the SFFS is employed as the searching mechanism and a new searching criterion is designed to combine the classification performance and the complementarity of features as shown in Section 3 in detail.
This paper is organized into five sections. Section 1 is the introduction. Section 2 introduces the conventional SFFS search method, the support vector machine (SVM) used to generate the classification model, and the Receiver Operating Characteristic (ROC) curve to define the SFFS search criteria, while Section 3 presents the proposed algorithm including the search criteria and search procedures. Section 4 presents experimental evaluation of the performance of the proposed approach with four biomedical applications. Finally, Section 5 provides concluding remarks.
Sequential feature selection, SVM classification and ROC

Sequential feature selection
The sequential search looks for the optimal feature subset by either adding (or removing) a single feature or a small number of features at a time until the specified criteria are fulfilled [24] [25] [26] . The search strategies can be classified into three classes: (i) sequential forward selection (SFS), (ii) sequential backward search (SBS), and (iii) bidirectional selection. The SFS begins with an empty set (X 0 ) and successively built up until the desired feature subset is achieved, while the SBS starts from the complete set of the initial features (Y) and successively eliminates relevant features until the desired feature subset is achieved. Since the first SFS approach was developed by Whitney [27] and the first SBS was originally introduced by Marill and Green [28] , there have been many variations to sequential searching developed during past years [25, 26] . The most successful approach is the comprehensive floating search proposed by Pudil et al. The floating search methodology includes the 'Sequential Forward Floating Search (SFFS)' and the 'Sequential Backward Floating Search (SBFS)'. The SFFS and SBFS methods were originally developed to overcome the so-called 'nesting effect' problem of conventional SFS and SBS, i.e. the SFS approach does not re-select the discarded features while the SBS approach is not able to discard the features once they have been selected [24, 25] . Fig. 2 illustrates the procedure of SFFS, which starting from X 0 = U continuously performs the loop of feature inclusion, conditional exclusion and continuation of conditional exclusion, based on the evaluation of the feature subset. The symbol U denotes the initial complete set of features, X k denotes the feature subset that contains k features i.e. |X k | = k, and Y k denotes the set of remaining features, i.e. U ¼ X k [ Y k . The upper case X and Y denote the feature subsets and the lower case x and y denote the individual features. In Fig. 2 , J(X k ) denotes the evaluation function that measures the performance or characteristics of the corresponding feature subset X k . The pre-defined evaluation function determines whether the SFFS or SBFS work as wrapper or filter approaches, respectively. For a wrapper-based SFFS or SBFS approach the function J(X k ) evaluates the performance of a classifier trained by a special machine learning algorithm while in a filter-based SFFS or SBFS approach the function J(X k ) is defined by an independent test which measures the characteristics of features in X k .
The SVM classification
The support vector machine (SVM) is a constructive learning algorithm which originated in statistics and has shown great promise in high dimensional data classification [29] . It has been successfully applied to biomedical data mining [30] [31] [32] . Unlike most of the modeling methods attempting to minimize an objective function (such as the mean square error) for the whole training instances, SVM attempts to find the hyperplanes that produce the largest separation between the decision function values for the instances located at the borderline between two classes.
Given labeled training data M ¼ fðx i;j ; y i Þg, where i = 1,2, , . . . , m (m is the number of data samples), j = 1,2, . . . , n (n is the number of features), the SVM classifier first maps the input vectors into a decision value through a nonlinear transform function /(x), and then performs a classification using an appropriate threshold value. The procedure can be described as:
where w is a weight vector, b is a bias, and f(x): R n ? R is a decision function which yields a final classification by means of a linear classification for each x i :
Classification :
where d is a user-specified threshold value. These parameters (w and b) are determined by the training data through minimizing a cost function Jðw; nÞ ¼ 1 2
where C > 0 and n i P 0 ði ¼ 1; 2; . . . ; mÞ are two user-defined parameters.
ROC for the evaluation of biomedical classification performance
Receiver Operating Characteristics (ROC) curves provides an effective approach to characterize the performance of classifiers on sensitivity vs specificity, and have been frequently used in biomedical informatics [33] [34] [35] [36] .
In this paper, we focus on the binary classification problems, in which a classifier yields two discrete results: positive and negative. As shown in Fig. 3 , in a binary classification, given a classifier and an instance, there are four possible outcomes. When a positive instance is classified correctly as positive, it is counted as a true positive (TP); however if it is classified wrongly as negative, it is counted as a false negative (FN). If the instance is negative and has been classified correctly, it is counted as a true negative (TN), otherwise it is counted as a false positive (FP). The TP rate (TPr) and FP rate (FPr) are calculated by:
Classification accuracy is acc
SensitivityðSNÞ : SN ¼ TPr ð6Þ
An ROC curve plots the TPr on the Y axis vs the FPr on the X axis, as shown in Fig. 4 . An ROC curve located completely above and to the left of another curve, i.e. closer to the upper left hand corner, indicates that the associated classifier produces better global performance than another. For example the classifier 'a' always outperform the classifier 'b' as shown in Fig. 4 . To measure how well a classifier performs, the area under the curve (AUC) is used to measure how close an ROC curve is to the upper left hand corner [37, 38] . The ROC curve for a perfect classifier runs vertically from the point (0, 0) to (0, 1) and then horizontally to point (1, 1) at the top right of the graph, and the corresponding AUC is equal to 1.0. For an ROC curve following a diagonal path from (0, 0) to (1, 1), the AUC is 0.5. In practice a curve typically lies in the upper left of the plot, and the associated AUC usually ranges between 0.5 and 1.0 and the larger the AUC area this is the better the classifier is.
The proposed approach
The proposed approach is classified as a hybrid method that combines the filter and wrapper methods. Fig. 5 shows the framework of the proposed approach which consists of four main steps: (1) feature characterization; (2) feature pre-selection using the filter approach; (3) wrapper feature selection using the SVM and AUC of the ROC based on cross-validation; and (4) the SFFS for feature searching. 
True Classes Predicated Classes
Characterization of the discrimination of features
A desired feature subset contains features that have great discriminative ability and are complementary to each other. The classification accuracy of a single feature classifier (a classifier involving only one feature) has been used as a traditional method to measure the discrimination ability of a feature. As discussed in Section 2.3, the AUC presents the global performance of the associated features as well as the trade-off between their sensitivity and specificity. In this paper, the AUC is used to estimate the discriminative capability of each feature, for which a classifier needed to be generated. Various methods can be used to generate a single feature classifier, the simplest binary classifier is developed with a threshold: if a feature value is greater (or less) than the threshold, it is predicted as positive, else negative, i.e.
Given a threshold value and a set of testing instances, the corresponding TP rate and FP rate can be calculated for each feature with Eqs. (3) and (4). As a result, each threshold value produces a specific point in ROC space, and varying the threshold values from the minimal value to maximal value of each associated feature result in a curve through ROC space. The classifier (8) or (9) is selected so that the corresponding AUC range is between 0.5 and 1.0. For example, when the AUC for a classifier defined by (8) is less than 0.5, the classifier (9) should be applied. The estimated AUC is then normalized cross all the features to indicate its relative significance, by:
where n is the number of features under consideration. The higher the value of A is the greater the discriminative ability the feature has.
Characterization of the complementarity of features
A feature to be considered as a good candidate for selection should have good discrimination capability and it should also be complementary to the features that have already been selected in the feature subset. In this study, the complementarity between a feature and a group of features is estimated by:
where p i is the correlation between the target feature and a feature in the feature subset (X k ), which is calculated by the Pearson Correlation in this study. For a training dataset with m samples, let us denote the value of a feature as a vector x = (x 1 , . . . , x m ) and a feature in X k is denoted as y i = (y i1 , . . . , y im ), the Pearson Correlation between x and y i is calculated by:
The value p i 2 [À1, 1] indicates the correlation or dependency between features x and y i , while (1 À |p i |) 2 [0, 1] indicates the independence between x and y i . For two features that are completely dependent on each other the associated correlation value is equal to 1. The value of l in Eq. (11) measures the (average) complementarity of a features to all the features in X k . A greater value of l indicates that the corresponding feature is more complementary to the features in X k and the value of l varies when the features in X k change.
Filter method for feature pre-selection
The feature pre-selection plays an important role in the proposed approach and is designed to exclude the irrelevant features so that the wrapper-based SFFS mechanism can derive the suitable features more efficiently, without searching through the whole feature space, which is usually needed in the conventional SFFS approaches. In the following the proposed filter criterion and selection method for feature pre-selection is discussed.
Criterion for feature pre-selection
The proposed filter searching criterion is presented as the following: of the candidate feature, and l is the complementarity between the candidate feature and the selected feature subset, as calculated by Eq. (11) .
As shown in Eq. (13), the proposed criterion attempts to balance (a) the discrimination capability of a feature by itself; and (b) its interaction with the features that have been already selected in the current feature subset (X k ). This ensures that the candidate features are good enough and complementary, as much as possible, to the features already in X k .
Method for feature pre-selection
Traditional filter approaches usually select the top ranked features or use a threshold to exclude the irrelevant features. These methods have a significant disadvantage as only the top ranked features are considered, but the top ranked features may not be the optimal candidates. Differently, the proposed feature preselection method is designed, based on the idea of the random sampling method that retrieves a number of individuals from the original population without replacement, to select a number of features (Z k ) from Y k without replacement in terms of their significance. It consists of the following steps:
(1) Given a set of n features, denoted by x 1 , x 2 , . . ., x n .
(2) Assigning a T value as defined by Eq. (13) to each feature to define its significance level, and normalize the significant level such that P n i¼1 T i ¼ 1. Clearly, a feature with a large T value would have more chance to be selected. However, there is no guarantee that it will be selected. One the other hand, a feature with a small T value would have less chance to be selected. However, different from the conventional method that excluded completely a feature with a T value smaller than the given threshold, the proposed feature preselection method does not completely exclude it. In other words, the proposed method adds more flexibility so that not only top ranked features will be considered but also the 'less significant features'.
Wrapper of SVM and SFFS for feature search
A classical SFFS method, starting from X 0 , continuously performs the loop of feature inclusion, conditional exclusion and continuation of conditional exclusion on the features in X k , based on a specifically defined evaluation function J(X k ). In conventional wrapper approaches, the classification accuracy is normally used to define the J(X k ). In this paper, the J(X k ) is defined by the average AUC of the cross-validation of classification using the associated feature subset X k and the SVM.
For k-fold cross-validation, a training dataset D is divided into k data subsets, denoted as D i , i = 1 $ k. Each of these data subsets (e.g. D i ) is used as the validation data, and the rest (D À D i ) is then used to train an SVM classifier. The evaluation function J(X) for the associated feature subset X is defined by the average of the AUCs:
where AUC i is the area under the testing ROC curve of the classifier trained by the data (D À D i ) and tested by D i .
The characteristics of the proposed algorithm
The advantage of the proposed method can be summarized by the following:
(1) A filter approach for feature pre-selection is designed to improve the effectiveness in feature searching. Unlike the classic wrapper SFFS methods in which all the features in Y k = U À X k need to be checked, the proposed algorithm only tests the features retrieved by the pre-selection method. (2) Differently from the conventional filter approaches that use a fixed threshold value to exclude features or select the top ranked features, the proposed pre-selection method adds a certain level of randomness into the selection. On one hand this method increases the flexibility in feature selection and on the other hand it avoids unnecessary exclusion of important features. (3) A new filter criterion is proposed for the feature pre-selection, which takes into account both the discrimination capability and complementarity of the corresponding features. (4) In the SFFS and wrapper procedures, the approach presented uses the AUC of ROC under cross-validation, unlike most of existing approaches that use the classification accuracy to evaluate the performance of feature subset. The use of cross-validation ensures the selected features are more reliable and the use of ROC fulfils the requirements of the biomedical informatics.
Experimental results
The datasets and the experimental setup
The presented approach has been evaluated by experiments on various biomedical data including breast cancer datasets and the SPECTF heart data. The four biomedical datasets used to test the proposed approach are summarized in Table 1 . The first three datasets were selected from the UCI machine learning repository [39] , with the condition that number of features is greater than 30, and all the features are numeric, including: (1) Breast Cancer Wisconsin (Diagnostic) dataset; (2) Breast Cancer Wisconsin (Prognostic) dataset; and (3) SPECTF Heart dataset. The fourth dataset concerns the detection of microcalcifications for breast cancer diagnosis based on screening mammography. This dataset is prepared by the authors based on the DDSM database (LUMISYS scanner with a resolution of 50 lm) [40] , in which a total of 1132 suspicious clusters have been collected from 460 full-field mammograms, and a total of 39 features were extracted presenting the suspicious clusters [41] .
The experimental parameters are specified as following:
(1) The number of features in the pre-selection subset Z k : |Z k | = 10, i.e. 10 candidate features are selected from Y k for the consideration of wrapper and the SFFS procedures; different values of |Z k | would lead varied speed of feature selection. If |Z k | is equally to the number of remaining features, it becomes the conventional SFFS approach. If |Z k | is too small, then the pre-selection would limit the flexibility of the SFFS. |Z k | = 10 is selected to cover about 30% of remaining features as the numbers of features of the datasets used in this study range between 30 and 50.
(2) In wrapper selection, cross-validation is used to evaluate the performance of the features selected. The number of folds for cross-validation is set to be k = 5. A large number of folds results in much greater computational cost. Our empirical study reveals that the choice k > 5 for this parameter does not make much difference in terms of classification performance, and k = 5 is a good choice to balance the reliability of the result with the demands for computational power. (4) The evaluation of the feature subset was conducted in terms of the AUC of the ROC in independent testing. Each dataset was randomly split into two halves: one half was used for feature selection and training the classifier, the other unseen half was used as an independent testing dataset to test the performance of the classifiers, i.e. the testing dataset has not been used in the feature selection phases and the classification model generation. The particular numbers of the training data and testing data are shown in Table 1 .
Evaluation of the classification performance
The first set of experiments is designed to evaluate the performance of the proposed approach by comparing the results with that of wrapper SFFS as it is one of the best feature selection methods in the literature. The performance of the selected feature subset is evaluated by the corresponding AUC of the independent testing data. Table 2 and Fig. 7 show the AUC of ROC for the associated four datasets produced, respectively, by the proposed approach and the classic SFFS approach. The result indicates that the feature subset selected by the proposed algorithm is able to produce classifiers with larger AUC than that of SFFS. This means the feature subsets selected by the proposed approach have a better classification performance than that produced by the classic SFFS algorithm.
In addition, as shown in Table 2 , except for the Wisconsin Breast Cancer (Diagnosis) dataset, for the other three datasets the proposed algorithm is able to retrieve a smaller number of features that achieve a better performance than the SFFS. This means that the proposed approach tends to retrieve the significant feature subset with a smaller number of features. This is particularly useful for biomedical data mining and knowledge discovery so that effective visualization can be possible.
The corresponding ROCs are shown in Fig. 8 , which show that the major part of the ROCs produced by the proposed algorithm is above and to the left of the ROCs produced by the SFFS, indicating that they achieve a better performance than the SFFS.
Effectiveness of the proposed pre-selection approach
As shown in Section 3, two key elements ensuring the success of the proposed approach are (1) the inclusion of a complementarity factor (l) in defining the pre-selection criteria and (2) the randomness imposed in the pre-selection. The experiments presented in this section are to evaluate the effectiveness of the proposed preselection method in the above two aspects.
To evaluate the effectiveness of the inclusion of the complementarity factor (l), a set of experiments have been performed by setting w 1 = 1 and w 2 = 0. As shown in Eq. (13), w 2 = 0 means that the influence of the complementarity factor is eliminated, and the feature pre-selection is performed based only on the discrimination capability of the features. The comparison of the classification performance is shown in Fig. 9 , which indicates (1) by means of pre-selection much better performances have been achieved than that of conventional SFFS; (2) involving l produces better performance than not (indicated by 'AUC only' in Fig. 9) .
Furthermore, to test the effectiveness of the involvement of randomization in the feature pre-selection, the conventional filter approach which selects the top features has been used for the feature pre-selection. In the experiments the top 10 features in terms of the normalized T values were pre-selected in Z k at each iteration. The classification performances are shown in Fig. 10 . The results show that the proposed algorithm using random selection produces better testing performance than that which does not involve any randomness in the pre-selection.
Remarks, conclusion and discussion
Feature selection is one of the main issues in biomedical data classification and appropriate feature selection has demonstrated a Four samples with missing values were removed from the original SPECTE heart data. great promise for enhancing the knowledge discovery and model interpretation. In this paper, a new approach is proposed for feature selection in biomedical data. The proposed method is featured by (i) a so-called feature pre-selection approach embedded in the SFFS and wrapper procedures, and (ii) the use of ROC and crossvalidation to define the criteria of SFFS and wrapper feature searching.
The feature pre-selection approach employs a filter approach with the objective of reducing the computational cost of wrapper and SFFS procedures and most importantly improving the classification performance. There are two new characteristics of the proposed pre-selection approach, which are different from conventional filter approaches. The first one is the new proposed filter criterion. The conventional filter approaches only consider the discrimination capability of features. The proposed approach takes into account not only the discrimination capability of a candidate feature but also the complementary relationship between the candidate feature and the features that have already been selected. The second difference is the filter selection method. The conventional filter approaches usually use a fixed threshold value to exclude features or select the top ranked features. The proposed method randomly selects candidate features in the light of the discrimination capability and the complementary. This method increases the flexibility of feature pre-selection and avoids unnecessary exclusion of the important features.
In the wrapper SFFS feature search, the traditional approaches use the classification accuracy to evaluate the performance of a selected feature subset. To fulfil the requirements of biomedical data classification and enhance the reliability of the features selected, the proposed feature selection approach uses the AUC of ROC with cross-validation. Experiments on various biomedical databases indicate that the proposed system achieves a much improved performance, measured by the AUC of ROC, over the conventional SFFS approach. These results clearly demonstrate the great potential of the proposed approach in the classification of biomedical data.
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