Abstract. This work addresses the problem of motion segmentation in video sequences using dynamic textures. Motion can be globally modeled as a statistical visual process know as dynamic texture. Specifically, we use the mixtures of dynamic textures model which can simultaneously handle different visual processes. Nowadays, GPU are becoming increasingly popular in computer vision applications because of their cost-benefit ratio. However, GPU programming is not a trivial task and not all algorithms can be easily switched to GPU. In this paper, we made two implementations of a known motion segmentation algorithm based on mixtures of dynamic textures. One using CPU and the other ported to GPU. The performance analyses show the scenarios for which it is worthwhile to do the full GPU implementation of the motion segmentation process.
Introduction
Motion and texture are key characteristics for video interpretation. The recognition of textures in motion allows video analysis in the presence of water, fire, smoke, crowds, among others. Understanding these visual processes has been very challenging in computer vision. Some motion segmentation methods are based on optical flow [1, 2] . This approach presents difficulties like aperture and noise problems. The classical solution is to regularize the optical flow field, however, this produces unwanted effects in motion, smoothing edges or regions where the movement is smooth (for example, vegetation in outdoor scenes).
To analyze the dynamical visual processes we need a model that can describe them. To fully understand the properties of dynamical visual processing, learning a model, given our measurements (a finite sequence of images), it is necessary to recover the scene that was generated. The recognition of textures in movement based on observed video sequences sampled from stochastic processes taking into account the variations in time and space is called dynamic textures (DT) [3] .
Dynamic textures have been used for segmentation of visual processes in video. However, when multiple dynamic textures (possibly superimposed) occur in a same scene, this model is not capable of discriminating them well. To face this problem, a Mixture of Dynamic Textures (MDT) [4] model has been proposed, to handle this issue as a constituent part of the model. The MDT algorithm can classify a set of input video sequences into different categories, given the number of different visual processes to model. Thus, to segment a single video, we can easily partition it into a group of sub-videos (spatio-temporal patches that fulfill the entire video) and then classify them using MDT. The main drawback using this video segmentation procedure is that the visual process is reduced as a result of the patch-based partition, similar to the aperture problem in optical flow. To address this problem, a global generative model called Layered Dynamic Texture (LDT) [5] has been introduced, which has co-occurring dynamic textures as part of the model. Even considering the new approaches to LDT [5] , using them for motion segmentation is slow and will not be part of our study. Implementing these statistical models is computationally demanding. Thus, taking advantage of cutting-edge technology is a necessity. Nowadays, the use of Graphics Processing Units (GPU) in computer vision applications are becoming increasingly popular because of their cost-benefit ratio and their suitability to general purpose computing. In this work, we implement two versions of a motion segmentation algorithm based on the MDT model [5] : one using a traditional CPU processor and other using a GPU-translated optimized implementation with library modules. Computing time tests are carried out to evaluate the benefits of porting to this technology. No quality tests were performed; those were already exposed in previous publications, and the results we obtained are the same here. The structure of this paper is as follows: section 2 describes the dynamic textures and the mixture dynamic models, section 3 shows the implementation developed in this paper, in section 4 we discuss the testing results for dynamic texture segmentation in videos with mixtures of dynamic textures in CPU and GPU. Finally, in section 5 we present the conclusions and future work.
Dynamic Texture Model
A dynamic texture [3] is a generative model for both the appearance and the dynamics of video sequences. It consists of a random process containing an observed variable y t , which encodes the appearance component (video frame y at time t), and a hidden state variable x t , which encodes the dynamics (evolution of the video over time). The state and observed variables are related through the LDS (Linear Dynamical System) defined by:
where x t ∈ R n and y t ∈ R m (typically n ≤ m). The parameter A ∈ R n×n is a state-transition matrix, and C ∈ R m×n is an observation matrix. The driving noise processes v t and w t are normally distributed with zero mean and covariances Q and R respectively, that is, v t ∼ N (0, Q) and w t ∼ N (0, R). This model is extended to an initial state x 1 of arbitrary mean μ and arbitrary covariance S, that is, x 1 ∼ N (μ, S). This extension produces a richer video model that can capture variability in the initial frame and is necessary for learning a dynamic texture from multiple video samples with different initial frames (as is the case in clustering and segmentation problems). The dynamic texture is specified by the parameters Θ = {A, Q, C, R, μ, S}. It can be shown [6] from this definition that the distributions of the initial state, the conditional state, and the conditional observation are: 
Mixtures of Dynamic Textures
Under the mixtures of dynamic textures model, an observed video sequence y τ 1 is sampled from one of K dynamic textures, each having some nonzero probability of occurrence. This is a useful extension for two classes of applications. The first class involves a video that is homogeneous and the second class involves an inhomogeneous video, that is, a video composed of multiple processes that can be individually modelled as a dynamic texture with different parameters. In this model, the random variable z ∼ multinomial(α 1 , ..., α K ) with K j=1 α j = 1 indicates which of the K dynamic textures, each with probability α j of occurrence, is used to represent the observed sequence. The model parameters are given by
The probability of y τ 1 is given by:
where p(y τ 1 |z = j) is the class conditional probability of the j -th dynamic texture, i.e., the texture component parametrized by Fig. 1 shows the MDT as a graphical model.
Parameter Estimation
The parameters of K dynamic textures to fit a set {y
of N video sequences, are estimated using the Expectation-Maximization (EM) algorithm [7] , that is, an iterative procedure for estimating the parameters of a probability distribution, given that the distribution depends on hidden variables. For the mixtures of dynamic textures model, the observed data is a set of video sequences {y
, and the missing information consists of: 1) the assignments z (i) of each sequence to a mixture component, 2) the hidden state sequence x (i) that produces y (i) , and 3) the parameter vector Θ = {Θ j } K j=1 . Each iteration of the EM algorithm consists of two steps: Step E estimates hidden states, and hidden assignment variables with the current parameters, and step M computes new parameters given the previous estimates. Function p(X, Y, Z; Θ) is the complete-data likelihood of the observations, hidden states, and hidden assignment variables, parametrized by Θ. In mixtures of dynamic textures, the training data are considered to be a set of independent video sequences. In [4] the authors present EM for the mixtures of dynamic textures algorithm. In this method, the E-step relies on the Kalman smoothing filter to compute: 1) the expectations of the hidden state variables x t , given the observed sequence y (i) and the component assignment z (i) , and 2) the likelihood of observation y (i) given the assignment z (i) . Then, the M-step computes the maximum-likelihood parameter values for each dynamic texture component j by averaging over all sequences {y
, weighted by the posterior probability of assigning z (i) = j. The initialization of the EM algorithm is done setting each Θ j using the method in [3] on a random video sequence from the training set.
Video Classification and Motion Segmentation
Mixtures of dynamic textures (MDT) are well suited to motion segmentation, where a moving object or a group of them can be characterized by a dynamic texture. If the model of a dynamic texture is known, then one can estimate the probability of an observed sequence y is generated by the model. In the context of MDT, given a set of video sequences {y i }, once the MDT model is learned for {y i } (i.e. all parameters Θ of K dynamic dextures are estimated), each sequence y i can be classified as the j-th mixture component with the largest posterior probability of being generated by j.
This procedure automatically performs a classification of a video dataset into K categories, useful for video retrieval or video semantics. The aim of motion segmentation is to create a static image describing the regions from a video with homogeneous appearance and motion, i.e. annotate each video location with the number of component to which it belongs, such as fire, water, crowd, traffic jam, etc. This can be achieved generating a set of spatio-temporal patches from a single video, then classifying them using MDT as mentioned before, and finally extracting a new patch at each pixel location and assigning it to a mixture component, according to Equation (2) . Algorithm 1 summarizes the motion segmentation process. 
Algorithm 1. Motion segmentation with MDT

Results
This section presents computer time performance results of the MDT algorithm presented in the previous section. Both CPU and GPU implementations were developed in order to compare each other. Most important parameters and video frame size were tried to test their impact in the execution time.
To carry out time performance tests, the Synthetic Dynamic Texture Segmentation Database (SynthDB) [8] was used. This database is composed of 299 synthetic videos especially generated to assess video segmentation of visual processes. Each video is composed of K components (K = {2, 3, 4}), of different temporal textures like water, fire, moving plants, etc. Also, they contain ground-truth template and an initial segmentation contour. Video dimensions are 160 × 110 with 60 frames at 30 fps.
Algorithm implementations were tested on a CPU computer with an AMD Phenom processor and an NVIDIA Tesla C2070 1.15 GHz GPU. The NVIDIA Tesla C2070 has 448 streaming processor cores and a total amount of global memory of 5376 MBytes. The CPU implementation was developed using Matlab and translated into GPU using functions built in the Parallel Computing Toolbox.
To perform the tests, 3 runs of the entire segmentation process were done over 3 different videos (and the one with minimum time was selected), for 3 different components K = {2, 3, 4} and 4 different resized videos (when memory limitations were satisfied). Resized videos were generated scaling the original image sequence (160 × 110 × 60) by a scaling factor of SF = {0.5, 1, 1.5, 2}, obtaining in this way, for each K, 3 more videos of 80 × 55, 240 × 165, and 320 × 220 all with 60 frames. Fig. 2 shows segmentation examples over SynthDB. The segmentation quality is computed with the Rand index metric [9] . Following [10] , in order to avoid the bottleneck of computing the inverse of a covariance matrix in the Kalman Filter at the expectation step, a C++ implementation [11] of the Cholesky factorization using GPU [12] and CUBLAS [13] was used. This implementation is based on the fact that, as covariance matrices are positive-definite, it is possible to perform the Cholesky factorization and then solve the (upper and lower) triangular systems using TRSM (Triangle Solve Multiple) function of CUBLAS. Fig. 3 shows computing times with and without the GPU's inverse implementation described below. Darker bars show GPU times. We ran the tests using videos scaled using SF = {0.5, 1, 1.5, 2} and K = {2, 3, 4}. It can be observed a reduction in computing times for large videos. This is due to the fact that the ratio of data transfer time (to and from GPU) with respect to GPU processing time is lower for larger videos. For smaller videos, computing times are better for CPU processing than for GPU processing. Fig. 4 shows the GPU performance against CPU for all the segmentation process with K = {2, 3, 4} and scaling factor SF = {0.5, 1, 1.5}, and SF = 2 only for K = 2 due to GPU memory limitations.
Using the same argument as before, the overhead in time of switching data back and forth to GPU has to be lower than the processing time. Therefore, as expected, the GPU implementation outperforms the CPU implementation only when the video is bigger than the original size (1.5 and 2 times bigger).
Finally, most important parameters and video frame size were tried to assess their impact in the execution time. As expected, frame size, sub-video size m and number of components to find K affect directly the computer execution time. However, varying the size n of the hidden state x and fixing the remaining parameters, computer times keep on approximately constant. Also, it was found that the best parameters are m = 100, n = 10 with respect to Rand index and execution time. 
Conclusions and Future Work
In this work we presented CPU and GPU implementations of the motion segmentation algorithm described in [4] . Our GPU implementation is an adaptation from the CPU implementation using library modules that run directly over a GPU card. The importance of this work resides in the analysis of the cases where making a full GPU implementation is a worthwhile work. Performance tests were carried out in order to evaluate benefits and drawbacks of porting algorithms to GPU. Our performance evaluation showed that computing time is reduced significantly with the use of GPU when video size equals or exceeds 320 × 240, which is the case for video applications of most practical interest.
When analyzing the bottleneck of the MDT algorithm, matrix operations and specially computing the inverse, are the most time-consuming tasks. Our results showed that a meaningful acceleration can be achieved with the use of a specialized GPU function to compute the inverse.
As future work, we are interested in implementing the segmentation algorithm based on layered dynamic textures [14] . This showed better quality results but has a more complex model. Another line of work is to split the learning part of the algorithm from the segmentation part, in order to achieve real time motion segmentation. In this approach, the effort would be put on making the segmentation part online, leaving the learning part as an offline process.
