We propose a new caching scheme where linear combinations of the file segments are cached at the users, for the scenarios where the number of files is no greater than the number of users. When a user requests a certain file in the delivery phase, the other file segments in the cached linear combinations can be viewed as interferences. The proposed scheme combines rank metric codes and maximum distance separable codes to facilitate the decoding and elimination of these interferences, and also to simultaneously deliver useful contents to the intended users. The performance of the proposed scheme can be explicitly evaluated, and we show that the new scheme can strictly improve existing tradeoff inner bounds in the literature; for certain cases, the new tradeoff points are in fact optimal.
I. INTRODUCTION
Caching is a natural strategy to combat the burstiness in content delivery networks. During off-peak time, local cache can be filled with data that is anticipated to be useful later to reduce the delay when the communication resources become scarce during peak hours.
In a recent work [1] , Maddah-Ali and Niesen provided an information theoretic formulation for the caching problem. In this formulation, there are N files, each of F bits, and K users. Each user has a local cache memory of capacity M (measured in multiples of F ). In the caching phase, the user can fill the cache with contents from the central server. In the delivery phase, each user will request one file from the central server, and the central server must multicast certain common and possibly coded information to all the users in order to accommodate all the requests. Since in the caching phase, the requests at the later phase are unknown, the cached contents must be strategically prepared at all the users. The goal is to minimize the amount of multicast information which has rate R (also measured in multiples of F ), under the constraint M .
It was shown in [1] that coding can be rather beneficial in this setting, while uncoded solutions suffer a significant loss. Subsequent works extended it also to decentralized caching placements [2] , caching with nonuniform demands [3] , and online caching placements [4] .
The scheme given in [1] utilizes uncoded caching and coded transmission. A close inspection of its performance reveals that when N ≤ K, many operating points achieved by it are not on the lower convex envelope, and thus an effective scheme is lacking, particularly when the cache is small. Though the scheme [1] was indeed shown to be within a constant factor from optimum, the loss of efficiency can be The work of Chao Tian was supported in part by the National Science Foundation under Grants CCF-15-26095. relatively significant when either N or K is small. Particularly, for more sophisticated caching scenarios, usually either all the files or all the users need to be classified into smaller groups (see e.g. [3] ), and such a loss of efficiency may be magnified. Recently Chen et al. [5] extended a special scheme given in [1] for the case of N = K = 2 to the case N ≤ K, and showed that the tradeoff pair
is achievable, which is in fact on the optimal tradeoff function.
In this work, we propose a new coded caching scheme for N ≤ K that caches linear combinations of file segments. When files are not being requested by a user, their segments in the coded cache contents can be considered as interference by this user. Our scheme strategically eliminates these interferences by utilizing a combination of rank metric codes and maximum distance separable codes; the transmission also simultaneously serves the role of content delivery to other users. The proposed scheme provides new tradeoff points outside the best known achievable tradeoff inner bound in the literature. In fact, in certain cases, it can achieve points on the optimal tradeoff function. In contrast to existing schemes, the proposed codes are not binary, but in larger finite fields.
II. MAIN THEOREM
The main result in this paper is summarized below. Theorem 1: For N ∈ N files and K ∈ N users each with a cache of size M , where N is the set of natural numbers and N ≤ K, the following (M, R) pair is achievable
(1) The new scheme is only effective when N ≤ K, since otherwise with t = 0 it degenerates to the single point of (M, R) = (0, N ), i.e., no cache. When t = 1, it gives the same operating pair given in [5] . Together with the result in [1] , which is replicated in the next section (see Theorem 2), we have the following corollary. Due to space constraint, in this paper we only provide the coding strategy and the corresponding proofs for demands when all files are requested, and refer the readers to the journal version for more detail.
Corollary 1: For any N ∈ N and K ∈ N, the lower convex envelope of the points in Theorem 1 and those in Theorem 2 for 0 ≤ M ≤ N is achievable.
The new tradeoff inner bound is illustrated for the case (N, K) = (2, 4) in Fig. 1 . It can be seen that the scheme strictly improves upon the inner bound given in [1] . For reference, the cut-set based outer bound is also shown, together . The pair (1/2, 3/2) can be achieved by the scheme given in [1] , but it is not on the convex envelope of that inner bound.
. with a computational outer bound established in an separate work (see [6] ) using method developed in [7] . The new scheme gives the leftest three operating points on the black solid lines (labeled with diamonds). The first two are previously known, being the trivial case with no cache, and the point given in [5] , respectively. The third point is previously unknown to be achievable, and it is explained in detail in Section IV. For this case, all three points given by the new code are in fact on the optimal tradeoff function.
III. PRELIMINARIES

A. Known Caching Schemes and Achievable Tradeoffs
Theorem 2 (Maddah-Ali and Niesen): For N ∈ N files and K ∈ N users each with cache of size M ∈ {0, N/K, 2N/K, . . . , N },
is achievable. For general 0 ≤ M ≤ N , the lower convex envelope of these (M, R) points is achievable. The first term in the minimization is achievable by the scheme of uncoded caching together with coded transmission [1] , while the latter term is by simple uncoded caching and transmission.
B. Maximum Distance Separable Codes
A linear code of length n and dimension k is called an (n, k) code. The Singleton bound (see e.g., [8] ) is a well known upper bound on the minimum distance for any (n, k) code, given as d min ≤ n − k + 1.
(3) An (n, k) code that satisfies the Singleton bound with equality is called a maximum distance separable (MDS) code.
A key property of an MDS code is that it can correct any (n − k) or fewer erasures [8] .
C. Linearized Polynomial and Rank Metric Codes
In order to handle the competing coding requirements in the caching problem, we use rank metric codes based on linearized polynomials (see [9] ), for which the following lemma is particularly relevant; see, e.g., [10] .
can be uniquely identified from evaluations at any P points x = θ i ∈ F q m , i = 1, 2, . . . , P , that are linearly independent over F q . Another relevant property of linearized polynomials is that they satisfy the following condition
which is the reason that they are called "linearized". This property and Lemma 1 imply the following lemma, whose proof is omitted due to space constraint (but see [11] ).
Lemma 2: Let f (x) be a linearized polynomial in F q m as given in (4), and let θ i ∈ F q m , i = 1, 2, . . . , P o , be linearly independent over F q . Let G be a P o × P full rank matrix with entries in F, then f (x) can be uniquely identified from
as the coded symbols. This thus gives a (P o , P ) MDS code in terms of rank metric. More importantly, the above lemma says any full rank (rank P ) F q linear combinations of the coded symbols are sufficient to decode all the information symbols. This lineartransform-invariant property had been utilized in other coding problems such as network coding with errors and erasures [12] , locally repairable codes with regeneration [13] , and layered regenerating codes [11] .
The codes thus obtained are not systematic, but they can be converted to systematic codes by viewing the information symbols (w 1 , w 2 , . . . , w P ) as the first P evaluations [f (θ 1 ), f (θ 2 ), . . . , f (θ P )], which can be used to find the coefficients of the linearized polynomial (v 1 , v 2 , . . . , v P ), and then the additional parity symbols can be generated by evaluating the polynomial at the remaining points (θ P +1 , . . . , θ Po ). Systematic rank-metric codes are instrumental in our construction.
IV. TWO EXAMPLES
In this section, we provide two examples that help to illustrate the caching and transmission mechanism, which will be later generalized to other parameters.
A. A Code for (N, K) = (2, 4) In this example, the two files are denoted as A and B, each of which is partitioned into 6 segments of equal size, denoted as A i and B i , respectively, i = 1, 2, . . . , 6. The contents in the cache of each user are given in Table I . By the symmetry of the cached contents, we only need to consider the demand (A, A, A, B), i.e., the first three users requesting A and user 4 requesting B, and the demand (A, A, B, B), i.e., the first two users requesting A and the other two requesting B. Assume the file segments are in F 5 , which is the field we operate. This scheme achieves (M, R) = ( 2 3 , 1) which is strictly better than the known inner bound; see Fig. 1 .
For the case (A, A, A, B), the transmission is as follows,
Step 1:
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Step 2:
Step 3:
Using the transmission in step 3, he can obtain A 4 since he has (A 1 , A 2 ). User 2 and user 3 can use a similar strategy to reconstruct all file segments in A. User 4 only needs B 3 , B 5 , B 6 after step 1, which he already has in his cache, however they are contaminated by file segments from A. However, he knows A 3 + A 5 + A 6 by recognizing
Together with the transmission in step 2, user 4 has three independent linear combinations of (A 3 , A 5 , A 6 ). After recovering them, he can remove these interferences from the cached content to recover (B 3 , B 5 , B 6 ).
For the demand (A, A, B, B) , we can send
Step 1: B 1 , A 6 ;
. User 1 has A 1 , B 1 , A 6 after step 1, and he can also form
, and together with B 2 + 2B 3 in the transmission of step 2, he can recover (B 2 , B 3 ), and thus A 2 , A 3 . He still needs (A 4 , A 5 ), which can be recovered straightforwardly from the transmission (A 2 + 2A 4 , A 3 + 2A 5 ) since he already has (A 2 , A 3 ). Other users can use a similar strategy to decode their requested files.
B. Critical Observations
Each file is partitioned into segments, and each segments are given to multiple users, however, they are stored only as linear combinations with segments from other files. The first several (3 here) symbols can be viewed as semi-systematic, as they are simple summations of the corresponding file segments, while the last symbol is a local parity symbol. However, it is not necessary to classify the cached contents at a user into these two categories, but we have given the example this way to facilitate presentation. In the next example and the general scheme, we present the code in a more general manner.
Step 1 is uncoded which provides certain segments to users that request it, but at the same time helps to eliminates some interference at other users. A segment from A is transmitted uncoded only when it is not present at any users that are requesting A. In step 2 we always transmit a linear combination of segments from a single file, and it is formed with symbols present at a single user who is not requesting this file. The coefficients of the linear combinations in caching and transmission need to be chosen carefully to guarantee certain full rank property; cf. user 4 for demand (A, A, A, B) .
There is an alternative way to understand the decoding process. Take for instance the case with demand (A, A, A, B) : user 4 receives symbols (A 3 + 2A 5 + 3A 6 , A 3 + 3A 5 + 4A 6 ), together with 4 cached symbols, all of them are linear combinations of (A 3 , A 5 , A 6 , B 3 , B 5 , B 6 ). If these linear combinations are linearly independent, then all these symbols can be resolved. For this reason, in the next example we do not explicitly specify the linear combination coefficients, but only the basis of the subspace and the dimension. For this purpose, we introduce the linear subspace notation of L[subset of files; index subset; dimension], (8) which means a subspace of the given dimension with the basis being the segments from the given files with the given subscript indices. For example, the subspace spanned by (A 3 + 2A 5 + 3A 6 , A 3 + 3A 5 + 4A 6 ) shall be written as L[A; {3, 5, 6}; 2], which means a subspace with basis (A 3 , A 5 , A 6 ) and dimension 2. We shall assume in the next example all necessary full rank properties can be satisfied by properly choosing the coefficients, and in the general scheme, we show that one particular choice of such coefficients exists.
C. An Example for (N, K) = (3, 6) Given the observations above, we shall from here on adopt a different indexing method, and enumerate the file segments by the subset of users they are present at. For example when (N, K) = (3, 6), file A has segments A 1,2,3 , A 1,2,4 , etc., and A 1,2,3 is present at users 1, 2, and 3 in some linear combinations. Here we reserve the letter S to enumerate some subset S ⊆ {1, 2, ..., 6} with cardinality 3. For the case of K = 6, the k-th user caches the following the linear combinations of files (A, B, C):
L[A, B, C; {S ⊆ I 6 : k ∈ S}; 18], k = 1, 2, . . . , 6. We shall not discuss all the cases of file demands for this example but will consider one case, since it brings out a very important ingredient in our transmission strategy. Let us consider the case when the users request (A, A, A, B, B, C) , and particularly the transmissions in step 2. For users 4, 5, 6 which are not requesting A, they have the file segments in Table II . Each subspace provides 2 dimensional reduction of the interferences at 2 users simultaneously, which is more efficient.
V. THE GENERAL CODING SCHEME
We write the set of integers {1, 2, . . . , n} as I n , and denote the cardinality of a set A as |A|. Denote the N files as W 1 , W 2 , . . . , W N . Fix an integer t ∈ {1, 2, . . . , K N }, then each file is partitioned into K t segments of equal size. Each segment W n,S , where n ∈ I N and S ⊆ I K with |S| = t, is expressed as a symbol in F q m for some q and m sufficiently large. Sufficient values of q and m will be given later. In the sequel, we reserve the calligraphic letter S for the purpose of enumerating some of the subsets of I K of cardinality t, without explicitly writing down these conditions.
We first need a set of generic systematic linear MDS codes whose generator matrix has entries in F q with parameters (n c , k c ), for all n c ≥ k c ≥ 1 and n c ≤ q; such codes can be found for any sufficiently large q, for example, using Cauchy matrix. We also allow the information symbols and coded symbols to be in F q m , by taking the natural F q m finite field operation; this essentially boils down to writing the symbols as vectors of length-m in F q . Furthermore, fix the parameter
in the linearized polynomial and also fix
values θ i ∈ F q m , i = 1, 2, . . . , P o , which are linearly independent in F q . This can be used to construct a (P o , P ) systematic rank metric code as discussed in Section III-C; we shall refer to this code as C(P o , P ). We are now ready to present the general caching scheme.
A. Caching Strategy
For user k, collect the file segment symbols: W n,S , for all n ∈ I N , and all S such that k ∈ S, and encode them with the rank metric code C(P o , P ); the parity symbols are then placed in the cache of user k.
B. Transmission Strategy
For the specified range of t, it can be shown that R ≥ N −1, and thus only the case when all the files are requested need to be considered, since for other cases we can directly transmit those requested files uncoded.
For a given file requests from all the users, we define I [n] {k ∈ I k : user k requests file W n }, n = 1, 2, . . . , N,
and m n = |I [n] |, n = 1, 2, . . . , N . Furthermore, define the set
For each file W n , we classify its segments W n,S by its intersection withĪ [n] , and address them differently. More precisely, there are three steps of transmissions: 
(14) For the required MDS codes to exist, a trivially sufficient finite field size is q ≥ 2 K−N +1 max( (K−N +1)/2 ,t) . For the required rank metric codes to exist, we can choose any m ≥ P o .
VI. PROOF OF THE MAIN THEOREM
We establish the correctness and the performance of the caching scheme in two propositions, and Theorem 1 follows directly from them. Recall S ⊆ I K and |S| = t.
A. Correctness
Proposition 1: For any t ∈ {1, 2, . . . , K N }, the caching strategy can be used to satisfy any demands with the transmission strategy given in the last section.
Proof: As mentioned earlier, we only need to consider the case when all N files are being requested. To show that any demands that request all N files can be satisfied, we need consider any single user. Without loss of generality, we can consider the first user and assume it requests file W 1 . Let us count the number of linear combinations he receives in the first two transmission steps that consist of interference symbols in his cache.
In step 1, user 1 can collect all uncoded symbols for file W n , n = 2, 3, . . . , N, in the form of
and there are a total of
such symbols, where we have taken the convention n k = 0 when n < k.
In step 2, user 1 collects linear combinations of W n , n = 2, 3, . . . , N , however only those in the following form. For each such n, and each subset A ⊆Ī [n] such that max(1, t − m n ) ≤ |A| ≤ min(t − 1, K − m n ) and moreover 1 ∈ A, user 1 collects the parity symbols of encoding W n,A using the systematic MDS code. Thus user 1 collects a total of
such symbols. User 1 now has collectedT (1) +T (2) useful symbols, and has in his cache P o − P symbols of the same basis. Observe for the summands inT (1) andT (2) , we have
because the left hand side is simply all the possible ways of choosing t − 1 balls in a total of K − 2 balls, however counted when these balls are partitioned into two groups of size K − 2 − (m n − 1) and m n − 1, respectively. It follows T (1) +T (2) + P o − P = P (19) These P linear combinations, which can be represented as the product of the length-P o output (both systematic and parity symbols) of the rank metric code C(P o , P ) and a matrix G, with entries in F q and of size P o × P . Recall the systematic rank metric code we used to encode the P file segments in user 1's cache, and by Lemma 2, as long as the matrix G is full rank, all the P segments can be recovered. This is proved in the journal version of the paper in more details, but an outline is given here. We recognize that if the columns and rows of the matrix G are rearranged to • Group the file segments W 1,S in user 1's cache together;
• For each n = 2, 3, . . . , N , group the segments of {W n,S : 1 ∈ S ⊆Ī [n] } together; • For each n = 2, 3, . . . , N , and for each subset A ⊆Ī [n] such that max(1, t − m n ) ≤ |A| ≤ min(t − 1, K − m n ) and moreover 1 ∈ A, group the segments of W n,A together, then the resulting matrix is block diagonal, and each block is either size 1 × 1 with entry 1 or full rank because they are columns of generator matrices of MDS codes. Thus the matrix G is indeed full rank.
Thus user 1 can eliminate the interferences in its cached contents, and recover all the file segments of W 1,S that are already in its cache. It remains to show that all the file segments W 1,S that are not in his cache can also be recovered.
First, observe that in step 1, user 1 can collect all uncoded W 1 file segments that are not in the cache of any users k ∈ I [1] , i.e., {W 1,S : 1 / ∈ S ⊆Ī [1] }. As mentioned earlier, in step 2 after eliminating the interference, user 1 can recover all W 1,S for S such that 1 ∈ S. Furthermore, for each subset A ⊆Ī [1] such that max(1, t − m 1 ) ≤ |A| ≤ min(t − 1, K − m 1 ), user 1 can collect the parity symbols of encoding W 1,A using the 2 m1 t−|A| − m1−1 t−|A|−1 , m1 t−|A| systematic MDS code. Since user 1 has in its cache m1−1 t−|A|−1 of the total m1 t−|A| symbols of W 1,A , using the collected parity symbols, he can recover all m1 t−|A| symbols in this set. Thus after step 2, user 1 can also recover all file segments W 1,S where S has elements in both I [1] andĪ [1] . The only missing segments are {W 1,S : 1 / ∈ S ⊆ I [1] }. However, step 3 transmits the parities of a 2 m1 t − m1−1 t−1 , m1 t MDS code that encodes all {W 1,S : S ⊆ I [1] }, and since user 1 already has m1−1 t−1 elements in this set, it can also recover the rest of the symbols in this set. Thus user 1 can recover all file segments of W 1 , which completes the proof.
B. Performance
Proposition 2: For any t ∈ {1, 2, . . . , K N }, the caching strategy and transmission strategy given in the last section achieves the memory-transmission pair
This proposition is essentially proved by simple combinatorial counting, and we omit the details here due to space constraint.
VII. CONCLUSION
We proposed a new coding scheme for the caching problem when N ≤ K, based on a combination of rank metric codes and MDS codes. The performance of the scheme has a particularly simple form, and it provides new tradeoff points beyond that are known in the literature. We have given here a bound for sufficiency on the field size of the scheme, which is relatively large, however in the journal we show it can be significantly reduced.
