In this paper, we propose a novel method for image inpainting based on a Deep Convolutional Generative Adversarial Network (DCGAN). We define a loss function consisting of two parts: (1) a contextual loss that preserves similarity between the input corrupted image and the recovered image, and (2) a perceptual loss that ensures a perceptually realistic output image. Given a corrupted image with missing values, we use back-propagation on this loss to map the corrupted image to a smaller latent space. The mapped vector is then passed through the generative model to predict the missing content. The proposed framework is evaluated on the CelebA and SVHN datasets for two challenging inpainting tasks with random 80% corruption and large blocky corruption. Experiments show that our method can successfully predict semantic information in the missing region and achieve pixel-level photorealism, which is impossible by almost all existing methods.
Introduction
The goal of inpainting is to reconstruct the missing or damaged portions of an image. It has numerous applications such as restoration of damaged paintings or image editing [3] . Inpainting for general images is a challenging problem as it is ill-posed. Sufficient prior information is required in the reconstruction to achieve a meaningful and visually believable result.
Existing methods are often based on either local or non-local information to recover the image. Local methods rely on the prior information that exist in the input image. For example, the holes in texture images can be filled by finding the nearest patches from the same image [6] . Total variation approaches take into account of the smoothness of a natural image, which enables small holes and spurious noises to be removed [22] . Certain subsets of images could also contain special properties, such as being planar [12] or having a low rank structure [11] ; reconstruction results can be greatly improved by taking into consideration these prior knowledge. These local methods can be efficient and achieve high quality results when the above assumptions are satisfied. While they are good at seamlessly filling holes with local pixels/patches, they are unable to predict the semantic information in the missing region, especially when the desired content is not contained in the corrupted image. For example, when the center of a human face image is missing, we should expect to recover the nose or eyes in the region instead of smooth skin, which is a major challenge by these local methods.
In order to solve the more general inpainting problem, non-local methods use external training images to predict the missing pixel values. To fill an image hole, Hays and Efros proposed to cut and paste a semantically similar patch from a huge database [10] . To inpaint a scene, images of the same scenes are retrieved from the Internet [24] . The result is obtained by registering and blending the retrieved images. When the scene is not contained in the training set or can be hardly retrieved, it is difficult to fill parts of the scene by cutting and pasting. Unlike the previous hand-crafted matching and editing, sparse coding is proposed to recover the images from a learned dictionary [18] . Recently, inpainting by convolutional neural networks has shown promising results [19, 25] .
Instead of filling the holes with the background texture, we are interested in the more general and more difficult task called semantic inpainting [19] . It aims to predict the detailed contents in a large region based on the context of surrounding pixels. This task is easy for human beings while extremely difficult for the computer, when the example is not included in the training set. Previous methods such as sparse coding are based on a linear representation, which is often not powerful enough to produce smooth non-linear distortion of a basis vector as necessary to match uncorrupted image pixels. The closest work to ours is the context encoders by Pathak et al. [19] . Given a mask, a network is trained to predict the content in the mask. The recovered image is semantically correct, but still looks blurry and unrealistic compared with the natural images.
We consider semantic inpainting as a constrained image generation problem. The generated content needs to be well aligned with surrounding pixels and semantically realistic based on the context. Therefore, this is much more difficult than unconstrained image generation. We propose a new framework to fill holes in images using back-propagation on a pretrained image generative model, such as the Deep Convolutional Generative Adversarial Network (DCGAN) [21] . With the corrupted image, we find the "closest" corresponding vector in the smaller latent space, which is then used to reconstruct the whole image. To find the "closest" vector in the latent space we apply backpropagation on the designed loss function. We define a contextual loss to limit deviation between the recovered image and the corrupted image. The perceptual loss penalizes recovered images that are perceptually unrealistic. The proposed framework can be used to fill arbitrary holes in the image without retraining the network. We evaluate our method on the CelebA and SVHN datasets with large portions of block and random missing pixels. The results demonstrate that our method can generate much more realistic images and significantly higher quality images than the existing methods on these challenging tasks.
Related Work: Image Generation
Generative Adversarial Networks (GAN) generate meaningful image content through the competition between a generative model, which captures the data distribution, and a discriminative model, which penalizes flaws in the generative model. The generative model and discriminative model iteratively improve each other during the training.
After the networks are trained, one can input a random vector to generate an image with similar distribution to the training set. Encouraging results have been obtained by GAN [4, 9, 21] . For the inpainting task, GAN will not work because it will produce a completely unrelated image with high probability unless constrained by information about the corrupted image.
The context encoders [19] can be also viewed as a generative model. While the input of GAN [4, 9, 21] is often a random noise vector, the input of the context encoders is the uncorrupted pixels. A network is trained to predict the missing content. However, the predicted content tends to have very limited resolution compared the surrounding pixels. As a result, the recovered image looks unrealistic. Instead of training an end-to-end network to predict the image content, we use backpropagation on the pretrained GAN to find the reconstruction from the closest image representation.
There are some existing methods using back-propagation to generate and modify images. For example, back-propagation has been used on texture synthesis and style transfer [7, 8, 14 ]. Google's DeepDream uses back-propagation to create dreamlike images [1] . These works are used to generate desired image effects by designing loss functions. Additionally, back-propagation has also been used to visualize and understand the learned features in a trained network, by "inverting" the network through updating the gradient at the input layer [5, 15, 17, 23] .
Method
In this section we will review the generative adversarial network (GAN) of Goodfellow et al. [9] . We will then introduce our method, which utilizes the image representation from GAN for the image inpainting task.
Generative Adversarial Networks
GAN is a framework for training generative parametric models, and has been shown to generate high quality natural images [4, 9, 21] . This framework trains two networks, a generative model, G, and a discriminative model D. G maps a random vector z, sampled from a prior distribution p Z , to the image space. D maps an input image to a likelihood. The purpose of G is to generate realistic images, while D plays an adversarial role to discriminate between the image generated from G, and the image sampled from data distribution p data .
The networks are trained by optimizing the loss function (1):
where h is the sample from the p data distribution; z is randomly generated and lies in some latent space.
Simply stated, G is updated to fool D into misclassifying the generated sample, G(z), while D tries not to be fooled. In this work, both G and D are deep convolutional neural networks and are trained with an alternating gradient descent algorithm in [9] . After convergence, D is able to reject images that are too fake, and G can produce high quality images similar to the training distribution from the latent space.
Inpainting with Pretrained GAN
Our method for image inpainting utilizes the G and D networks from GAN, pretrained with uncorrupted data, to reconstruct images. After training, G is able to embed the images from p data onto some non-linear manifold of z. We speculate that if G is efficient in its representation then an image that is not from p data (e.g. corrupted data) should not lie on the learned manifold. To do reconstruction, we hope to recover the "closest" image on the manifold to the corrupted image, as illustrated in figure 1 (a) .
Denote the corrupted image as y. Naively, one might consider using D to update y by maximizing D(y), like the back-propagation in DeepDream. However, the corrupted data is not drawn from those distributions. Therefore, y is neither on the p data manifold, nor on the G manifold. Therefore, maximizing D(y) does not lead the desired reconstruction. A possible scenario is illustrated in Fig.  1 (b) , where the image converges to neither of the manifolds. We consider using both D and G for reconstruction. To quantify the "closest" mapping from y to the reconstruction, we define a function consisting of contextual loss L contextual and a perceptual loss L perceptual . 
Contextual Loss
We need to incorporate the information from the uncorrupted portion of the given image. The contextual loss is used to measure the context similarity between the reconstructed image and the uncorrupted portion, which is defined as
where M denotes the binary mask of the uncorruption and denotes the element-wise product operation. The corrupted portion, i.e., (1 − M) y is not used in the loss. The choice of 1 -norm is empirical. From our experiments, images recovered with 1 -norm loss tend to be sharper and with higher quality compared to ones reconstructed with 2 -norm.
Perceptual Loss
The perceptual loss encourages the reconstructed image to be similar to the samples drawn from the training set. This is achieved by updating z to fool D. As a result, D will predict G(z) to be from the data with a high probability. We use the same loss for fooling D as in GAN:
Without L perceptual , the mapping from x to z can converge to a perceptually implausible result. Some reconstructed images tend to be unrealistic. We illustrate this by showing the unstable examples where we optimized with and without L perceptual in Fig. 2 . 
Inpainting
With the defined perceptual and contextual losses, the corrupted image can be mapped to the closest z in the latent representation space. z is updated using back-propagation with the total loss:
where λ is a weighting parameter. In practice, λ has to be relatively small to constrain the recovered image with the input pixels. After findingẑ, the inpainting can be obtained by:
In many cases, we found the predicted pixels may not exactly preserve the same intensities of the surrounding pixels, although the content is correct and well aligned. Poisson blending [20] is used to reconstruct our final results:
where i, j denote the i th and j th element; N i denotes the neighboring of pixel i. The minimization problem contains two quadratic terms, which can be solved in closed-form.
Experiments

Implementation Details
We used the DCGAN model architecture from Radford et al. [21] in this work, but our framework is orthogonal to the specific GAN model that one can choose. The generative model, G, is structured as follows: The input is a 100 dimensional random noise vector, drawn from uniform distribution between [−1, 1], followed by an 8192 fully connected layer reshaped into dimensions of 4×4×512. Each of the following layers are deconvolutional layers, where the numbers of channels are halved, and image dimension doubles from the previous layers. The output layer is of dimension 64×64×3, the size of the image space. On the other hand, the discriminating model, D, is structured essentially in reverse. The input layer is an image of dimension 64 × 64 × 3, followed by a series of convolution layers where the image dimension is halved, and the number of channels is doubled from the previous layer, and the output layer is a two class softmax. The architectures of D and G are shown in Fig. 3 .
For training the DCGAN model, we follow the training procedure in [21] and use Adam [13] for optimization. We tune the learning-rate and Adam's β 1 term. For image inpainting, we again use Adam for optimization and tune the hyperparameters on a validation set; the hyperparameters include learning-rate, Adam's β 1 term, λ ratio of the loss function, and the number of iterations. We use the hyperparameters that produces the best qualitative result on the validation set for testing.
CelebA Dataset
The CelebFaces Attributes Dataset (CelebA) contains 202, 599 face images with coarse alignment [26] . For testing, we remove 2000 images from the dataset before training. We crop the center 64 × 64 of the image for both training and testing, which contains face.
We evaluate our method on the CelebA dataset, with two types of corruptions: 80% of pixels randomly deleted, or a large missing block in the central. Both tasks are very challenging. For the former task, 80% of pixels have be to recovered from the very limited given information. For the latter one, the recovered region must contain semantically correct content, i.e., eyes, nose, and eyebrows on human faces. And more importantly, all the content should be aligned perfectly to the surrounding face features. Our results are shown in Fig. 4 , which demonstrate that our method can successfully predict the missing content with high quality. We compare our method with local methods using Total Variation (TV) regularization [2] and low rank minimization [11, 16] . The results of random 80% missing pixels are shown in Fig. 5 . Due to the high missing ratio, existing methods cannot recover enough image details, resulting in very blurry and noisy images. For the block hole-filling task, they directly fail to recover the image, as the missing content cannot be found in the input image. These results are not shown here as one can easily imagine the failures. For the block hole filling task, we compare the results by nearest neighbor filling, which is widely used in the cut-and-paste framework [10, 24] . Unlike editing whole objects [10] , the problem here is more difficult. For example, when the central region is missing, part of the hair, nose, eyes may still remain in the image. Therefore, cut-and-paste based method may easily fail due to the misalignment. Examples are shown in Fig. 6 , where the misalignment of skin texture, eyebrows, eyes and hair can be clearly observed by using the nearest patches in Euclidean distance. Such misalignment is often because the nearest patch is from a different subject, with a different imaging angle, which can not be removed easily by registration. Instead, our results are obtained automatically without any registration. 
SVHN Dataset
We validate the robustness of the proposed method on another dataset. The Street View House Numbers (SVHN) dataset contains a total of 99,289 RGB images of cropped house numbers. We used the training and testing partition as provided. We resize the images to 64×64 to fit our DCGAN model architecture. Fig. 7 shows the results. Although these numbers are not aligned, our method can predict realistic content in the missing region.
Conclusion and Discussion
In this paper, we have proposed a new method to predict missing content in an image based on the surrounding values. Compared with the existing methods based on local image priors or patches, the proposed method learns the distribution of training data, and can therefore predict meaningful contents unseen in the corrupted images. The recovered images by our method have sharp edges and look very realistic. Experimental results have demonstrated its superior performance on challenging image inpainting examples. While the results are promising, the limitation of our method is also obvious. It cannot solve the ambiguity caused by the corruption. For example, the number six can be recovered as three or the number three can be recovered as five in Fig. 7 . Indeed, its prediction performance strongly relies on the generative model and the training procedure. When the training dataset cannot effectively represent the test image, it will fail to complete the correct content. Some failure examples are shown in Fig. 8 , as the hat, half face and sun glasses appear less in the dataset. The current GAN model in this work is large enough for faces, but is too small to represent complex scenes. In future work, we will investigate more powerful generative models to complete complex scenes. 
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