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ABSTRACT
Context. Inversion codes for the polarized radiative transfer equation, when applied to spectropolarimetric observations (i.e., Stokes
vector) in spectral lines, can be used to infer the temperature T , line-of-sight velocity vlos, and magnetic field B as a function of the
continuum optical-depth τc. However, they do not directly provide the gas pressure Pg or density ρ. In order to obtain these latter
parameters, inversion codes rely instead on the assumption of hydrostatic equilibrium (HE) in addition to the equation of state (EOS).
Unfortunately, the assumption of HE is rather unrealistic across magnetic field lines, causing estimations of Pg and ρ to be unreliable.
This is because the role of the Lorentz force, among other factors, is neglected. Unreliable gas pressure and density also translate into
an inaccurate conversion from optical depth τc to geometrical height z.
Aims. We aim at improving the determination of the gas pressure and density via the application of magneto-hydrostatic (MHS)
equilibrium instead of HE.
Methods. We develop a method to solve the momentum equation under MHS equilibrium (i.e., taking the Lorentz force into account)
in three dimensions. The method is based on the iterative solution of a Poisson-like equation. Considering the gas pressure Pg and
density ρ from three-dimensional magneto-hydrodynamic (MHD) simulations of sunspots as a benchmark, we compare the results
from the application of HE and MHS equilibrium using boundary conditions with different degrees of realism. Employing boundary
conditions that can be applied to actual observations, we find that HE retrieves the gas pressure and density with an error smaller
than one order of magnitude (compared to the MHD values) in only about 47 % of the grid points in the three-dimensional domain.
Moreover, the inferred values are within a factor of two of the MHD values in only about 23 % of the domain. This translates into an
error of about 160−200 km in the determination of the z−τc conversion (i.e., Wilson depression). On the other hand, the application of
MHS equilibrium with similar boundary conditions allows determination of Pg and ρwith an error smaller than an order of magnitude
in 84 % of the domain. The inferred values are within a factor of two in more than 55 % of the domain. In this latter case, the z − τc
conversion is obtained with an accuracy of 30− 70 km. Inaccuracies are due in equal part to deviations from MHS equilibrium and to
inaccuracies in the boundary conditions.
Results. Compared to HE, our new method, based on MHS equilibrium, significantly improves the reliability in the determination
of the density, gas pressure, and conversion between geometrical height z and continuum optical depth τc. This method could be
used in conjunction with the inversion of the radiative transfer equation for polarized light in order to determine the thermodynamic,
kinematic, and magnetic parameters of the solar atmosphere.
Conclusions.
Key words. Sun: sunspots – Sun: magnetic fields – Sun: photosphere – Magnetohydrodynamics (MHD) – Polarization
1. Introduction
Inversion codes of the radiative transfer equation applied to spec-
tropolarimetric observations of the solar surface across spectral
lines are arguably the most widely used tools to infer the phys-
ical parameters of the solar atmosphere (Socas-Navarro 2001;
del Toro Iniesta 2003; Bellot Rubio 2006; Ruiz Cobo 2007;
del Toro Iniesta & Ruiz Cobo 2016). These observations corre-
spond to the so-called Stokes vector, (x, y, λ), where the co-
ordinates (x, y) refer to the solar surface and λ is the wave-
length. Applied to this kind of observation, inversion codes
provide physical parameters such as the temperature T , three-
components of the magnetic field Bx, By, and Bz, and so on, as
a function of (x, y, τc), where τc refers to the continuum optical-
depth (i.e., far away from any spectral line). This is possible be-
cause scanning in wavelength λ is equivalent to sampling lay-
ers located at different optical depths in the solar atmosphere.
Most if not all current inversion codes for the radiative trans-
fer equation, such as SIR (Ruiz Cobo & del Toro Iniesta 1992),
NICOLE (Socas-Navarro et al. 2015), SPINOR (Frutiger et al.
2000; van Noort 2012), and SNAPI (Milic´ & van Noort 2018),
provide the inferred physical parameters as a function of the
continuum optical depth τc. This is a consequence of the for-
mer being the natural choice to describe the mean-free path of
the photons. It is possible to provide the parameters as a function
of the coordinate z by applying the following relation between τc
and the vertical coordinate z:
dτc = −ρκc(T, Pg)dz , (1)
where ρ is the density and κc is the continuum opacity. The latter
is a nonlinear function of the temperature T and the gas pressure
Pg. To evaluate the equation above, T , ρ, and Pg are required.
One of these thermodynamic parameters (temperature, gas pres-
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sure, or density) can be obtained from the other two by applying
a suitable equation of state. There are two main sources of uncer-
tainty when converting from the τc-scale to the z-coordinate or
vice versa. The first is the inaccuracy in the top boundary condi-
tion for the gas pressure Pg(zmax). This has the effect of shifting
the entire z-scale upwards or downwards for each atmospheric
column (i.e., at fixed (x, y)). The second source of error is the
uncertainty in the determination of T , Pg, and ρ elsewhere out-
side the upper boundary as a function of z, and has the effect of
locally stretching or shrinking the z spacing between discrete τc
grid points.
While the T is retrieved by the inversion code itself, ρ and/or
Pg must be obtained by other means. This is because these two
latter parameters cannot be inferred simultaneously with the
temperature (see Pastor-Yabar et al. 2019) unless we provide
spectral lines of different ionization stages. Unfortunately, this
is not generally the case and therefore density and gas pressure
are instead determined through additional constraints, namely
the equation of state plus some equilibrium condition. In the
case of the aforementioned inversion codes this condition is
hydrostatic equilibrium. It is clear however that the assumption
of hydrostatic equilibrium is unreliable in many regions of the
solar photosphere, making the retrieved gas pressure and density
not accurate enough so as to guarantee that the z-scale obtained
from Equation 1 is trustworthy.
Recently, Lo¨ptien et al. (2018) made use of the null diver-
gence condition of the magnetic field, ∇ · B = 0, to obtain
a z − τc conversion where the inferred Wilson depression
z(τc = 1) is within 100 km of the true Wilson depression. This
method however works only for the τc = 1-level and does not at-
tempt to provide realistic values for the density and gas pressure.
Another possibility would be to circumvent Eq. 1 entirely
by working directly in the z-scale. To that effect, we recently
presented a new inversion code (FIRTEZ; Pastor-Yabar et al.
2019) that solves the forward and inverse equation for polarized
radiative transfer directly in the z-scale instead of the τc-scale,
thus providing the physical parameters (temperature, magnetic
field, etc.) as a function of (x, y, z). Unfortunately FIRTEZ
also suffers from similar shortcomings to those of the other
inversion codes in that the reliability of the z-scale depends on
an accurate determination of the density ρ or gas pressure Pg.
We are then left with only one means of improving the accuracy
in the inference of ρ and Pg : by dropping the assumption of
hydrostatic equilibrium.
Early attempts to determine a more accurate z − τc
conversion based on magnetohydrostatic instead of hydro-
static equilibrium were by Keller et al. (1990), Solanki et al.
(1993), Martinez Pillet & Vazquez (1993), and Mathew et al.
(2004). These works considered cylindrical symmetry how-
ever. More recently, Puschmann et al. (2010a) developed a
new method that does not assume any particular symmetry.
Unfortunately, the latter method was not coupled with the
inversion code in the sense that the newly retrieved ρ and Pg
were not fed back into the inversion algorithm to fit the observed
Stokes vector (x, y, λ). Puschmann et al. (2010a) noticed for
instance that the new gas pressure would appreciably change
the continuum in the intensity profiles. Building up from their
idea we aim at developing a new method to obtain more realistic
densities and gas pressures based also on magnetohydrostatic
equilibrium but in such a fashion that the resulting values can be
fed back into the inversion code we have developed (FIRTEZ;
Pastor-Yabar et al. 2019).
In the present work we assume that the inversion of Stokes
profiles provides the temperature T (x, y, z) and magnetic field
B(x, y, z) as given by three-dimensional magnetohydrodynamics
(MHD) simulations of sunspots (Section 2). Furthermore, here
we focus only on the effects of the boundary conditions. Errors
in the determination of the temperature and magnetic fields via
the inversion of Stokes profiles, along with the effects of the
limited spatial resolution in the observations, will be addresses
in future work. Under this premise, we study the reliability
of the inference of the density ρ and gas pressure Pg using
hydrostatic equilibrium (Section 3) and magnetohydrostatic
equilibrium (Section 4) and compare our results with the more
realistic density and gas pressure from the MHD simulations.
The accuracy of the presented methods in the determination
of the z − τc conversion (Eq. 1) is assessed in Section 5. The
limitations of the method and possible ideas as to how to
combine the method presented here with inversion codes for the
radiative transfer equation are addressed in Section 6. Finally,
Section 7 summarizes our findings.
2. 3D nongray MHD simulations
Our investigations are based on a nongray three-dimensional
MHD simulation of a sunspot following the setup described
in Rempel (2012). The resulting sunspot models cover
49.152 × 49.152 × 6.144Mm3, and were computed using
gray radiative transfer and different grid resolutions. To obtain
them, we restarted a nongray simulation from the model with
16 × 16 × 12 km3 resolution in Rempel (2012) and evolved it
for an additional 15 minutes with nongray radiative transfer at
a higher resolution of 12 × 12 × 8 km. At this resolution the
domain has a size of 4096 × 4096 × 768 grid points. Along
the third dimension (i.e., direction of gravity) only the upper
192 grid points are needed. These are enough to cover the
entire photosphere, which is defined as the region above the
τc = 1-level (i.e., continuum optical depth unity level), both in
the granulation and umbra, including the Wilson depression.
In the granulation surrounding the sunspot the τc = 1-level
is located around z ≈ 1000 km. For illustration purposes a
map of the magnetic field B at a fixed height of 448 km from
the top boundary (i.e., close to τc = 1 in the surrounding
granulation) is shown in Figure 1. The rectangular region
limited by the white-dashed lines is the one employed in our
study. It encompasses 4096 × 512 × 192 grid points covering
49.152 × 6.144 × 1.536Mm3. Along the x-axis it runs over
the umbra, penumbra, and surrounding granulation. Figure 2
shows z(x, y, τc) for four optical-depth levels (from bottom to
top): log τc = [0,−1,−2,−3]. This figure can be viewed as
the Wilson depression at different τc-levels. For instance, the
z(log τc = 0)-level is located approximately 500-600 km deeper
in the umbra (x ≈ 25 Mm) than in the surrounding granulation
(x ≈ 0 Mm). These four optical-depth levels have been chosen
because they represent what is commonly considered as the
photosphere.
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Fig. 1. Magnetic field B from the sunspot simulation at a height
of 448 km from the upper boundary. The rectangular box in
white-dashed lines is the region employed for our study.
Fig. 2. Geometrical height z for four different optical-depth lev-
els. From bottom to top: log τc = [0,−1,−2,−3].
3. Hydrostatic equilibrium
Hydrostatic equilibrium implies that the gas pressure is stratified
only due to gravity according to:
∇Pg,hyd = −ρhydg, (2)
where ρ is the density and g = gez is the acceleration due to
gravity. On the solar surface g = 2.7414 × 104 cm s−2 (cgs units
are employed throughout this paper). The vertical z-component
of the equation above translates into
∂Pg,hyd
∂z
= −ρhydg. (3)
This is a first-order ordinary differential equation that needs
only one boundary condition (BC). This BC is typically set at the
uppermost boundary zmax, so that Eq. 3 is integrated backwards.
Because the gas pressure tends to decay exponentially1 with z,
the alternative procedure, that is, setting the BC at zmin and inte-
grating upwards, is usually avoided so as to prevent negative val-
ues of Pg,hyd. To study the accuracy to which hydrostatic equilib-
rium can determine the gas pressure and density we have solved
Eq. 3 along the z-direction employing a fourth-order Runge-
Kutta method for each grid point (x, y) in the horizontal plane in
the three-dimensional domain of the MHD simulation (Sect. 2),
and using in each case two different boundary conditions for
Pg,hyd(zmax). The first BC takes the gas pressure on the uppermost
horizontal plane to be exactly identical to that from the MHD
simulations in Sect. 2: Pg,hyd(x, y, zmax) = Pg,mhd(x, y, zmax). The
second BC takes the gas pressure on the uppermost horizontal
plane to be axisymmetric and equals to:
log P˜g(ξ, zmax) = − 0.401 − 2.679ξ + 6.353ξ
2
− 2.788ξ3 + 0.303ξ4
, (4)
where ξ = r/Rspot is the normalized radial distance from the
center of the Sunspot. To understand where this equation comes
from we refer the reader to Section 4.2. At this point we simply
state that Eq. 4 results in a value for the gas pressure at zmax of
about 0.4 and 160 dyn cm−2 in the umbral center (ξ = 0) and
surrounding granulation (ξ = 2), respectively. For comparison
purposes we note that the three-dimensional MHD simulations
yield typical values for the gas pressure at zmax of the order of
102 − 103 dyn cm−2 and 10−1 − 1 dyn cm−2 in the granulation
and umbra, respectively.
For the sake of simplicity, results obtained with the afore-
mentioned boundary conditions will be referred to as Phyd,1
and Pg,hyd,2, respectively. After obtaining the solution for
the hydrostatic gas pressure Pg,hyd, the hydrostatic densities
ρhyd,1 and ρhyd,2 are obtained by applying the equation of state
for ideal gases using the temperature from theMHD simulations:
ρ =
u
k
µ
Tmhd
Pg , (5)
where Tmhd is the temperature taken from the MHD simula-
tions, u = 1.66053902 × 10−24 g is the atomic mass unit, and
k = 1.38064852 × 10−16 erg K−1 is Boltzmann’s constant. The
mean molecular weight µ is itself a function of the temperature
and is determined solving the Saha and Boltzmann equations
(Mihalas 1970, Ch. 3) self-consistently for 92 atomic species.
Figure 3 shows the density (top panels) and gas pressure (bottom
panels) as a function of the vertical z-axis for three grid points
located in the sunspot umbra (right), penumbra (middle), and
granulation surrounding the sunspot (left). These grid points are
1 This case represents the exact solution for the isothermal case with
constant ionization.
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indicated in Fig. 1 as white-filled circles. In solid black we depict
the actual values from the MHD simulations (Sect. 2), whereas
in solid red and solid blue we show the results after applying
hydrostatic equilibrium (Eq. 3) using the two aforementioned
boundary conditions: Pg,hyd(x, y, zmax) = Pg,mhd(x, y, zmax)
(Phyd,1; red), and Phyd,2(x, y, zmax) given by Eq. 4 (blue; Phyd,2).
By construction, solid black and red curves for the gas pressure
(bottom) and density (top) meet at zmax. The vertical dashed
lines indicate the location of the z(τc = 1)-level (i.e., Wilson
depression).
As can be seen, the inferred pressure Pg,hyd and density
ρhyd stratification as a function of z, as well as the z(τc = 1)-
level, are highly dependent on the upper boundary condition
P(zmax). Moreover, the match between the hydrostatic values
and the ones from the MHD simulations is in general poor,
with discrepancies as large as one order of magnitude in the
granulation and penumbra, and up to two orders of magnitude in
the umbra (Fig. 3; right panels). Of particular interest is also the
fact that, whereas in the MHD simulations (black-solid curves)
the gas pressure can increase or decrease with increasing z
(bottom-middle panel around z ≈ 1100 km), in the hydrostatic
case only ∂Pg,hyd/∂z < 0 is allowed so as to avoid negative
densities.
It can be argued that it should be possible to adapt the
upper boundary condition (i.e., consider it as a free parameter)
so as to improve the match between the hydrostatic solutions
(solid red/blue curves) and the magnetohydrodynamic (solid
black) values. This is equivalent to a change in the integration
constant in Eq. 1 mentioned in Section 1. While this is certainly
a possibility, this idea cannot be applied to real observations
because in this case we do not have any information about the
real pressure and density, and therefore there is nothing to match
Pg,hyd and ρhyd to.
It is important to point out that neither of the two bound-
ary conditions employed above are fully compatible with
hydrostatic equilibrium. The reason is that hydrostatic equi-
librium is not only represented by the z-derivative of the gas
pressure (Eq. 3), but also by the x and y-derivatives in Eq. 2:
∂Pg,hyd/∂x = ∂Pg,hyd/∂y = 0. This implies that Pg,hyd is constant
in planes of fixed z. This condition is not verified by either the
solid blue or the red curves in Fig. 3, as at a given z the gas pres-
sure varies horizontally (i.e., it is different in the granulation,
penumbra, umbra, etc). Indeed, it is clear that as long as the
temperature is also a function of (x, y), hydrostatic equilibrium
cannot be maintained in three dimensions. This occurs because
if ∂Pg,hyd/∂x = ∂Pg,hyd/∂y = 0 then the same applies (through
Eq. 3) to the density: ∂ρhyd/∂x = ∂ρhyd/∂y = 0. Therefore,
the application of the equation of state (Eq. 5) directly yields:
∂T/∂x = ∂T/∂y = 0.
Thus far, we have demonstrated that the gas pressure and
density inferred through hydrostatic equilibrium signficantly
differ from the values in the MHD simulations (by as much
as two orders of magnitude). The question now is how these
inaccuracies translate into z − τc conversion as given by Eq. 1.
This is addressed in Figure 4, where we display z(x, y, τc) at
log τc = 0,−1,−2,−3 (from bottom to top). Left and right panels
in this figure correspond to the results obtained with the first and
second boundary condition, Phyd,1 and Phyd,2, respectively. As
can be seen by comparison with Fig. 2, the agreement between
the hydrostatic solutions and the MHD simulations is rather
poor. In particular the Wilson depression between the umbra
and surrounding granulation is only about 150 km, whereas
in the MHD simulations is closer to 500-600 km. In addition,
there is a very strong asymmetry between the penumbra on
either side of the umbra, in particular when employing the Phyd,2
boundary condition given by Eq. 4. While this asymmetry does
not appear in the maps of the Wilson depression of the MHD
simulations (Fig. 2) it does indeed originate in the simulations,
with the left-side penumbra having a stronger magnetic field
than the right side due to the presence of a very elongated
penumbral filament that protrudes into the umbra in a way that
resembles a light bridge. This renders the thermal structure
of the left and right sides slightly different. Under hydrostatic
equilibrium these different temperatures immediately translate
into different pressure and density stratifications with z and thus
also a different z − τc conversion.
4. Magneto-hydrostatic equilibrium
Under magneto-hydrostatic (MHS) equilibrium, the momentum
equation takes the following form:
∇Pg,mhs = −ρmhsg +
1
4pi
(∇ × B) × B, (6)
which is obtained by adding the Lorentz force term to Eq. 2.
This is a system of three first-order partial differential equations.
To avoid dealing with such a system of equations we take the
divergence of Eq. 6 and transform it into a single second-order
partial differential equation:
∇2Pg,mhs = −g
∂ρmhs
∂z
+
1
4pi
∇ · [(∇ × B) × B]. (7)
This equation is now a Poisson-like equation that can be
solved provided that the right-hand-side is known. As mentioned
in Section 1 we are assuming throughout this paper that the
inversion of Stokes profiles provides the temperature T and
magnetic field, Bx, By, Bz, as a function of (x, y, z). However we
are still lacking the knowledge of the density ρmhs(x, y, z), which
is in fact one of our unknowns. To circumvent this problem we
propose an initial density distribution ρ0
mhs
, which is then used to
determine the right-hand side of Eq. 7. We then solve this equa-
tion employing the fishpack2 library (Swarztrauber & Sweet
1975). This yields a gas pressure P0g(x, y, z) which, along with
the already known temperature T (x, y, z), is used to obtain a new
density ρ1
mhs
via the equation of state (Eq. 5). Here, ρ1
mhs
should
improve compared to our original estimation ρ0
mhs
. We then
iterate the entire procedure until convergence is achieved, which
we define as being the point at which neither the gas pressure
nor the density change significantly in several consecutive
iterations. In all our tests this occurs within 20-30 iterations.
Equation 7 is a second-order partial differential equation,
thus requiring two boundary conditions per dimension. In
our case we employ Dirichlet boundary conditions at all six
planes surrounding the domain: Pg,mhs(x
∗, y, z), Pg,mhs(x, y
∗, z),
Pg,mhs(x, y, z
∗), where x∗ refers to both xmin and xmax, and like-
wise for y∗ and z∗.
2 Fishpack library can be downloaded here
https://www2.cisl.ucar.edu/resources/legacy/fishpack
4
Borrero et al.: Magneto-hydrostatic constraints in Stokes profiles inversions
Fig. 3. Top panels: Density as a function of the geometrical height z (i.e., vertical coordinate) for three spatial (x, y) locations
corresponding to the sunspot umbra (right), penumbra (middle), and surrounding granulation (left). These locations are indicated by
white circles in Fig. 1. Bottom panels: Same as top panels but for the gas pressure. Solid black curves correspond to the actual values
from the three-dimensional MHD simulation (Sect. 2), whereas colored lines are the hydrostatic results using the two boundary
conditions described in the text: Phyd,1 (red) and Phyd,2 (blue). The vertical dashed lines indicate the location of the z(τc = 1)-level
(i.e., Wilson depression).
Fig. 4. Left panels: Two dimensional maps of z(x, y, τc) at four different log τc-levels (from bottom to top): 0,−1,−2,−3 using
hydrostatic equilibrium and the boundary condition Pg,hyd(x, y, zmax) = Pg,mhd(x, y, zmax). Right panels: Same as on the left but using
the boundary condition where Pg,hyd(x, y, zmax) is given by Eq. 4.
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4.1. Best-case scenario
We now consider a best-case scenario in which we assume that
all values of the gas pressure at the boundaries in the three-
dimensional domain indicated by the white box in Fig. 1 are
identical to the MHD values:

Pg,mhs(x
∗, y, z) = Pg,mhd(x
∗, y, z)
Pg,mhs(x, y
∗, z) = Pg,mhd(x, y
∗, z)
Pg,mhs(x, y, z
∗) = Pg,mhd(x, y, z
∗).
(8)
Further we assume that on the right-hand side of Eq. 7 the
density is also given by the values from the MHD simulations.
If in the employed simulations (see Sect. 2) the additional
terms in the momentum equation that are ignored by the
magneto-hydrostatic equilibrium, such as the time-derivative of
the velocity, and the advection and viscous terms (see Sect 2.2
Vo¨gler 2003, 3), are negligible, then the gas pressure and
density resulting from solving Eq. 7 should be very similar to
the values in the MHD simulations. In other words, this test can
be considered as a study of how close the MHD simulations are
to magneto-hydrostatic equilibrium. Gas pressure and density
obtained with this test are henceforth referred to as Pmhs,1 and
ρmhs,1, respectively.
4.2. Practical scenario
We subsequently performed a more practical test, where we do
not assume that the upper/lower and side boundary conditions, or
the knowledge of the initial density for the iteration of Eq. 7, are
given by the MHD simulations (Eq. 8). Instead we employ em-
pirical boundary conditions that can be applied to actual obser-
vations. These boundary conditions result from polynomial ap-
proximations interpolated over the angular average of the three-
dimensional magnetohydrodynamic simulations at different ra-
dial distances from the center of the sunspot. To this end we first
convert from Cartesian (x, y, z) to cylindrical (ξ, φ, z) coordinates
in our three-dimensional domain. Here ξ is the normalized radial
distance from the center of the sunspot: ξ = r/Rspot. We then per-
form φ-averages (annular) of the logarithm of the gas pressure
and density from the MHD simulations for (ξ, z) pairs. Finally,
we fit fourth-order polynomials as a function of ξ at each geo-
metrical height z j. Mathematically,
log P˜g(ξ, z j) ≃
k=4∑
k=0
ak jξ
k (9)
log ρ˜(ξ, z j) ≃
k=4∑
k=0
bk jξ
k, (10)
where P˜g and ρ˜ refer to the annular averages. Examples of such
polynomial fits are shown in Figure 5 for four different heights
z = 0, 512, 1024, 1528 km. As it can seen, Eq. 4 can be obtained
from the equation above by simply taking z j = zmax = 1528
km. These polynomials allow us to recreate the gas pressure and
density at any position (r, z) in the three-dimensional domain.
Hereafter we refer to these values as interpolated or int for short.
We employ these polynomial approximations to build the initial
3 https://ediss.uni-goettingen.de/handle/11858/00-1735-0000-0006-B556-9
Fig. 5. Logarithm of the density (left) and gas pressure (right)
as a function of the normalized radial distance to the center
of the sunspot ξ = r/Rspot at four different vertical heights
z = 0, 512, 1024, 1528 km. Larger z values correspond to higher
atmospheric layers. Black circles correspond to the azimuthal-
or φ-averages of the MHD simulations (Sect. 2). Red curves are
obtained through fourth-order polynomial approximations to the
black circles.
density ρ0 = ρint(r, z) used to iterate the solution of Eq. 7, as well
as the gas pressure at the boundaries:

Pg,mhs(x
∗, y, z) = Pg,int(x
∗, y, z)
Pg,mhs(x, y
∗, z) = Pg,int(x, y
∗, z)
Pg,mhs(x, y, z
∗) = Pg,int(x, y, z
∗).
(11)
The described procedure implies that the boundary condi-
tions for the gas pressure and initial density are axisymmetric.
We emphasize that the interpolated values (solid red lines in
Fig. 5) thus obtained are usually within 20% of the mean values
(black circles). However, when compared with the actual values
from the three-dimensional MHD simulations at individual grid
points, differences of an order of magnitude or more are com-
mon. It is in this sense that we declare this test to be suitable for
real observations since it does not require accurate knowledge
of the boundary conditions. We now have all the ingredients
needed to solve Eq. 7 iteratively and obtain the gas pressure and
density that are consistent with magneto-hydrostatic equilib-
rium and are consistent with the temperatures inferred from the
inversion of Stokes profiles: Tinv(x, y, z). Results obtained with
these boundary conditions are referred to as Pmhs,2 and ρmhs,2.
Examples of the retrieved density and gas pressure in the
two scenarios we have just described, for the same three spatial
locations as in Fig. 3 (see also white circles in Fig. 1), are
displayed in Figure 6. They are indicated by the dashed red and
dashed blue lines for Pmhs,1 and Pmhs,2, respectively. It can be
readily seen that the agreement between these new results and
the ones from the MHD simulations (solid black lines) is not
only very good, but is also far better than the hydrostatic case
(solid red and solid blue lines in Fig. 3). Of particular interest
is the fact that now, the gas pressure Pg,mhs can increase with
increasing z without involving negative densities. It is also worth
noting that the derived gas pressure and density depend much
less on the boundary conditions in the magneto-hydrostatic
case than in the hydrostatic one. This occurs because in the
magneto-hydrostatic case the pressure stratification depends
strongly on the Lorentz force (second term on the right-hand
6
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side of Eq. 7). Of particular importance are the x and y variations
of the magnetic pressure and tension, which couple the results
in the horizontal direction, thereby enabling the derived values
to quickly forget the boundary condition a few grid points away
from the upper boundary in the z-direction.
Using the gas pressure Pg,mhs and density ρmhs from the
previous two tests, and assuming that the inversion of Stokes
profiles correctly retrieves the temperature from the simulations
Tmhd, we now employ Eq. 1 to determine the optical-depth scale
τc. Figure 7 shows the geometrical height z for the location of
the optical-depth values of log τc = 0,−1,−2,−3 (i.e., Wilson
depression at different optical depth levels). Again, results are
remarkably good and much better than the hydrostatic case
shown in Fig. 4. Of particular interest is the disappearance of
the asymmetry between the left and right penumbral sides that
was present in the hydrostatic case. Under magneto-hydrostatic
equilibrium the gas pressure does not depend only on the
thermal stratification but also on the Lorentz force. This com-
pensates the different temperatures at either side of the umbra,
yielding a Wilson depression in better agreement with the MHD
simulations (Fig. 2). It is worth pointing out that z(log τc = −3)
with interpolated boundary conditions for the gas pressure
(Eq. 11; see uppermost-right panel in Fig. 7) features a very
axisymmetric distribution. This occurs because log τc = −3 is
close to the upper boundary, and therefore results at this layer
can be conditioned by the axisymmetic boundary conditions
imposed there.
5. Discussion
In the above sections we describe two methods to obtain the
gas pressure and density that are consistent with hydrostatic
(Sect. 3) and magneto-hydrostatic (Sect. 4) equilibrium using
different boundary conditions. We have seen that the inferred
Pg and ρ are qualitatively much closer to the MHD values in the
magneto-hydrostatic case than in the hydrostatic one. The same
applies to the z − τc conversion. In this section we present a
more quantitative study of the reliability in the inference of the
gas pressure and density as well as of the reliability in the z − τc
conversion.
Figure 8 displays the histograms of the following quantities:
log(Pg,mhd/P
†) (left-panels) and log(ρmhd/ρ
†) (right-panels).
Here, P† and ρ† stand for the gas pressure and density obtained
in the different tests carried out in this paper: hydrostatic
equilibrium using boundary condition Phyd,1 (solid red line),
same but with Phyd,2 as boundary condition (Eq. 4; solid blue
line), magneto-hydrostatic equilibrium with Pmhs,1 boundary
conditions (Eq. 8; dashed red line), and magneto-hydrostatic
equilibrium with Pmhs,2 boundary conditions (Eq. 11; dashed
blue line). To estimate the reliability in the determination of
the gas pressure and density we determine, from these his-
tograms, the percentage of points inside the three-dimensional
domain where the inferred gas pressure and density are within
one order of magnitude from those in the MHD simulations:
‖ log(Pg,mhd/P
†)‖ ≤ 1 and ‖ log(ρmhd/ρ
†)‖ ≤ 1. This is equivalent
to obtaining the area of each histogram between the abscissa
values [−1, 1]. Likewise we determine the percentage of points
where the inferred gas pressure and density are within a factor of
two from those in the MHD simulations: ‖ log(Pg,mhd/P
†)‖ ≤ 0.3
and ‖ log(ρmhd/ρ
†)‖ ≤ 0.3. Results for the four tests carried out
in this paper are summarized in Table 1. We discuss here only
those results where we employed boundary conditions that can
be applied to real observations: Phyd,2 (blue solid-line in Fig. 8)
and Pmhs,2 (blue-dashed line in Fig. 8). Under the assumption
of hydrostatic equilibrium the inferred gas pressure and density
are within one order of magnitude, and within a factor of two
of the correct values, in only about 47 and 23%, respectively,
of the grid points in the three-dimensional domain. In the case
of magnetohydrostatic equilibrium these numbers increase to
about 84 and 55%, respectively. This latter represents a huge
improvement over the hydrostatic case and it certainly opens the
possibility for inversion codes of the polarized radiative transfer
equation to infer for the first time, via magneto-hydrostatic
constraints, reliable values of the gas pressure and density in the
solar atmosphere.
We now turn our attention to the z − τc conversion. As men-
tioned in Section 1 one of the main sources of uncertainty here is
the accuracy in the determination of T , Pg, and ρ elsewhere out-
side the upper boundary as a function of z, which has the effect
of locally stretching or shrinking the z spacing between discrete
τc grid points. This effect is determined by the dτc/dz deriva-
tive given by Eq. 1. To study it we plot the following ratio in
Figure 9:
log
(
[dτc/dz]mhd
[dτc/dz]†
)
= log
(
ρmhdκc,mhd
ρ†κ
†
c
)
, (12)
where again the symbol † is used to indicate that the density and
continuum opacity, which depend on the temperature and gas
pressure, have been obtained using the different approximations
and boundary conditions described in Sects. 3 and 4. As this
figure shows, the z-spacing between discrete τc points is better
retrieved in the magnetohydrostatic case than in the hydrostatic
one. We can also see that the differences caused by using dif-
ferent boundary conditions for Pg(zmax) (red vs. blue lines) are
small compared to the differences produced by switching from
hydrostatic to magnetohydrostatic equilibrium (solid vs. dashed
lines).
Once the local stretching or shrinking of the z − τc
scale has been studied under different approximations we
can address the full z − τc conversion including the effects
of the global shift in this scale produced by the choice of
boundary conditions. Figure 10 shows histograms of the
quantity: z†(log τc) − zmhd(log τc) at four optical-depth values:
log τc = [0,−1,−2,−3] (upper-left, upper-right, bottom-left,
bottom-right). Here, z†(log τc) represents the z − τc conversion
obtained from the same four tests described above. In other
words, Fig. 10 displays the histograms of the differences
between the maps displayed in Figs. 4 and 7, and the same
map from the MHD simulations: Fig. 2. The histograms of
z†− zmhd using hydrostatic equilibrium (solid red and solid blue
lines) feature a bimodal distribution at all four optical depths
studied. The first of the two peaks of the distribution is located
at z†− zmhd ≈ 0 to −100 km and is composed by grid points in
the granulation that surrounds the sunspot. The second peak is
due mostly to grid points in the sunspot umbra as it is located
around z†− zmhd ≈ 400 km. The mean of the absolute value of
the differences at each optical-depth level, ‖∆z‖, is in the range
160 − 200 km (see Table 2).
Histograms of z† − zmhd using magnetohydrostatic equilib-
rium (color-dashed lines) feature a clear single-peak distribution
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Fig. 6. Same as Fig. 3 but showing results from magneto-hydrostatic equilibrium using different boundary conditions: ideal case
scenario (dashed red lines) where boundary conditions are identical to the MHD simulations, and practical scenario (dashed blue
lines) where boundary conditions are given by the interpolated model (Eq. 11). Original values fromMHD simulations (Sect. 2) are
displayed in solid black lines.
Table 1. Summary of results in the determination of gas pressure and density
‖ log(Pg,mhd/P
†)‖ ‖ log(ρmhd/ρ
†)‖
Equation z-BC xy-BC % ≤ 1 % ≤ 0.3 % ≤ 1 % ≤ 0.3
Hydrostatic mhd na 43.4 17.5 42.6 17.0
Hydrostatic interpol na 46.6 23.2 46.2 22.7
MHS mhd mhd 98.7 93.8 99.5 91.8
MHS interpol interpol 83.9 55.2 83.5 54.8
Notes. z-BC: boundary conditions on the uppermost and lowermost XY planes. xy-BC: boundary conditions on the sides (XZ and YZ planes) of the
three-dimensional domain; mhd indicates that the BC is taken directly from MHD simulations; interpol means the BC is taken as an interpolation
over averaged MHD simulations; na: not applicable.
centered around z† − zmhd ≈ 0 km, and yield a value of ‖∆z‖
that is a factor three to five better than the hydrostatic case (see
Table 2). The mean of the absolute value of the differences, ‖∆z‖,
ranges 10 − 40 km in the best-case scenario, whereas it is about
30 − 70 km in the practical scenario (see Table 2). We reiterate
here that the best-case scenario helps us to understand how
far or close the MHD simulations are to magneto-hydrostatic
equilibrium.
The width of the histograms around the center value is
smaller in the deep photosphere (log τc = 0; upper-left panel
in Fig. 10) than in the upper photosphere (log τc = −3; lower-
bottom panel in Fig. 10). This is because the approximation
of magneto-hydrostatic equilibrium starts to break down in the
upper photosphere, where the velocity terms that we neglect in
Eqs. 6 and 7 (see also description in Sect. 4) begin to play a
non-negligible role. Because in this case the histograms feature
a single peak that is centered around z† − zmhd ≈ 0 km it is
possible to ascribe the width of the histograms to a measure
of the standard deviation of the distribution, hence to an error
in the determination of z − τc conversion. We refer to this
error as σz,τc . Their values are summarized in Table 2 and,
as it can be seen, they are comparable to ‖∆z‖. The numbers
presented in Tables 1 and 2 allow us to establish that in the
magneto-hydrostatic case, the more practical scenario where
the boundary conditions are not known but are instead guessed
(i.e interpolated), the uncertainty in the determination of the
z − τc conversion increases by a factor of two to three with
respect to an ideal scenario where the boundary conditions are
fully known. However, in the hydrostatic case there is very little
difference between both sets of boundary conditions.
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Fig. 7. Same as Fig. 4 but employing magneto-hydrostatic equilibrium and different boundary conditions: ideal case scenario where
boundary conditions are identical to the MHD simulations (left panels), and practical scenariowhere boundary conditions are given
by the interpolated model (right panels; Eq. 11).
Fig. 8. Histograms of the logarithm of the quotient Pmhd/P
† (left) and ρmhd/ρ
† (right) in the entire three-dimensional domain, where
† indicates the values obtained in the four different tests we have carried out. Solid colored curves represent the inferences in the
hydrostatic case (red for boundary condition Phyd,1; blue for boundary condition Phyd,2), and dashed coloured curves display the
magneto-hydrostatic case (red for boundary condition Pmhs,1; blue for boundary condition Pmhs,2). See text for details.
An additional test that we carried out involves the magneto-
hydrostatic case (Eq. 7) with Neumann boundary conditions
for the upper-most layer of the three-dimensional domain zmax,
while keeping a Dirichlet condition at zmin. In this case, the
boundary conditions in Eq. 11 were substituted by:

Pg,mhs(x
∗, y, z) = Pg,int(x
∗, y, z)
Pg,mhs(x, y
∗, z) = Pg,int(x, y
∗, z)
Pg,mhs(x, y, zmin) = Pg,int(x, y, zmin)
∂Pg,mhs(x,y,z)
∂z
∥∥∥∥
zmax
= 0.
(13)
Results in this case are almost identical to those employing
Eq. 11. Density and pressure stratifications become smoother
close to zmax compared to those presented as ρmhs,2 and Pmhs,2
in Fig. 6 (blue-dashed lines). However, these changes are only
minor, and in fact Figs. 7, 8, and 10, as well as Tables 1 and 2
remain almost unchanged.
6. Limitations and implementation in Stokes
inversions codes
There are some important limitations in the method we have
described to obtain reliable values for the gas pressure, density,
and the conversion from z to τc. The first limitation has to do
with the knowledge of the Lorentz force term in Eq. 6. We have
assumed that this term can be calculated without any issues
because the magnetic field B is fully provided by the numerical
simulations (Sect. 2). However, whenever B is inferred from
the inversion of the Stokes vector we must consider that in
fact B is affected by what is referred to as the 180 degree
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Table 2. Summary of results for the determination of the z − τc conversion
‖∆z‖ σz,τc
Equation z-BC xy-BC τc = 1 τc = 10
−1 τc = 10
−2 τc = 10
−3 τc = 1 τc = 10
−1 τc = 10
−2 τc = 10
−3
Hydrostatic mhd na 164.0 187.7 189.1 183.1 na na na na
Hydrostatic interpol na 194.0 199.3 198.9 197.3 na na na na
MHS mhd mhd 11.4 27.6 41.8 21.3 12.7 30.1 42.3 37.5
MHS interpol interpol 29.7 46.5 59.0 68.8 38.1 59.9 74.9 84.5
[km] [km] [km] [km] [km] [km] [km] [km]
Notes. See Table 1 for details.
Fig. 9. Same as Fig. 8 but for the logarithm of the quotient
ρmhdκmhd/ρ
†κ
†
c (see Eq. 12) in the entire three-dimensional do-
main.
ambiguity. This ambiguity implies that the inversion cannot
distinguish between two possible solutions: B = (Bx, By, Bz)
and B† = (−Bx,−By, Bz), at each (x, y, z) grid point in the
observed domain. A number of methods have been developed
(Metcalf 1994; Georgoulis 2005; Metcalf et al. 2006) in the
past to address this issue. If our method is to be applied to
actual inferences of the magnetic field via the inversion of the
radiative transfer equation, then we must first solve the 180
degree ambiguity problem. Failing to do so will certainly return
unrealistic values of the electric current, j ∝ ∇ × B, and thus
also negatively affect the right-hand side of Eqs. 6 and 7.
The second limitation has to do with the fact that even
after correctly solving the 180 degree ambiguity problem men-
tioned above, throughout this paper we consider that T (x, y, z)
and B(x, y, z) are known, for instance via the application of
our recently developed Stokes inversion code in the z-scale
(Pastor-Yabar et al. 2019). With this we have shown that it
is possible to obtain accurate values for the density ρ(x, y, z)
and gas pressure Pg(x, y, z) by applying magneto-hydrostatic
constraints (Sect. 4). However, one of the main conclusions of
Pastor-Yabar et al. (2019) is that T and B can only be properly
retrieved by the inversion if Pg (or ρ) is reliably known (see
also Sect. 1). This problem can only be solved iteratively,
that is, proposing an initial solution for Pg and ρ that is used
during the Stokes inversion to obtain T and B. The latter
two physical parameters can then be employed to apply the
magneto-hydrostatic constraints and obtain a better estimation
of Pg and ρ that is then sent back into the Stokes inversion.
It remains to be proven whether or not this procedure would
converge.
An additional limitation that is worth mentioning at this
point but is not addressed in this paper concerns the fact that our
method works best in the photosphere where the assumption of
magneto-hydrostatic equilibrium is adequate. Higher up, in par-
ticular in the chromosphere, this assumption will surely break
down because velocity terms play an important role in the force
balance. The main problem here is that Stokes inversion codes
use the Doppler effect to retrieve the line-of-sight component
of the velocity (vz if at disk center) only and therefore those
additional terms cannot be readily evaluated. A possible solution
could be to use time-resolved spectropolarimetric observations
to infer vx and vy (Welsch et al. 2004; Asensio Ramos et al.
2017).
Another important limitation that needs to be addressed
when applying this method to real observations is the fact that,
unlike numerical simulations, the inversion of the radiative trans-
fer equation provides the temperature T and magnetic field vec-
tor B with different degrees of certainty at each (x, y, z) grid
point, in particular along the z-coordinate, with errors increasing
quickly below τc = 1 and above τc = 10
−4 (actual values will
depend on the spectral lines employed in the inversion). How
the inaccuracies in the determination of these two physical pa-
rameters affect the retrieval of the gas pressure Pg and density
ρ remains to be seen. If this effect is too large, extrapolation of
the physical quantities or perhaps a switch to hydrostatic equi-
librium (i.e., by making the term related to the magnetic field on
the right-hand side of Eq. 7 vanish) outside the region where the
spectral lines are sensitive might be needed.
7. Conclusions
Here we present a new method to determine the gas pressure
and density in the solar atmosphere under the assumption of
magneto-hydrostatic equilibrium. The method was developed to
be used in conjunction with an inversion code for the polarized
radiative transfer equation. Therefore, it considers that the
temperature T and magnetic field B are known (i.e., given by
the inversion) in the three-dimensional domain (x, y, z). The
proposed method has been tested with a three-dimensional
numerical simulation of a sunspot, and we confirm its potential
to retrieve values for the density and gas pressure that are, in
more than 80% of the grid points in the domain, within one
order of magnitude of the values of the numerical simulation.
Moreover, in more than 50% of the domain the retrieval is
within a factor of two of the numerical simulation (see Fig. 8
and Table 1). In contrast, we find that the approach based on
hydrostatic equilibrium (as extensively used in current inversion
codes such as SIR, SPINOR, NICOLE, and SNAPI) determines
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Fig. 10. Histograms of the difference between the inferred height z† and the height in the MHD simulations zmhd for different
optical-depth levels: log τc = 0 (upper-left), −1 (upper-right), −2 (bottom-left), and −3 (bottom-right). Solid colored lines represent
the inferences in the hydrostatic case (red for boundary condition Phyd,1; blue for boundary condition Phyd,2), and dashed colored
lines display the magneto-hydrostatic case (red for boundary condition Pmhs,1; blue for boundary condition Pmhs,2). See text for
details.
the correct order of magnitude of these two physical parameters
in only about 45% of the domain, whereas a more accurate
inference, within a factor of two, occurs only in about 20% of
the domain.
Once the pressure and density are known, it is possible
to (together with temperatures from the inversion) calculate a
z − τc conversion employing Eq. 1. Again we have shown that
the application of the magneto-hydrostatic solution dramatically
improves this conversion compared to the hydrostatic case.
Under ideal conditions, when taking as boundary conditions the
values of the gas pressure provided by the MHD simulation, our
method retrieves the geometrical height z for different τc-levels
with an accuracy of some 10 − 40 km. If instead we employ
boundary conditions that are more adequate for real applications
(i.e., boundary conditions obtained from interpolated models)
the error in the determination of the z scale at various τc-levels
increases to about 30 − 70 km (see Table 2).
At this juncture it is important to mention that while the
method we present here works better with an inversion code
for the radiative transfer equation that retrieves the physical
parameters in z (Pastor-Yabar et al. 2019), it could also in
principle be adapted to inversion codes that retrieve the physical
parameters in τc. Therefore, the aforementioned codes that
employ hydrostatic equilibrium need not continue to do so.
The most obvious advantage of being able to obtain a
reliable z − τc conversion is the ability to determine accurate
spatial derivatives of the magnetic field and thus also accurate
electric currents (Puschmann et al. 2010b), which are consid-
ered as proxies of magnetic reconnection and chromospheric
and coronal activity (Priest 1999). In addition, the ability to infer
accurate values for the gas pressure and density in the lower
solar atmosphere can significantly help to improve methods that
extrapolate the magnetic field observed in the photosphere to-
wards the chromosphere and corona (Zhu & Wiegelmann 2018).
The presented method has however a number of limitations
such as a limited applicability in the upper solar atmosphere (i.e.,
chromosphere), where the spatial and temporal derivatives of the
velocity play an important role in the momentum equation. It
also remains to be seen how this method performs with real ob-
servations, where the spatial resolution is much lower than in the
numerical simulations, and where the determination of the tem-
perature and magnetic field comes with an attached uncertainty
level as a consequence of the application of the inversion pro-
cess applied to spectropolarimetric observations. We will try to
address some of these issues in the future.
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