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Summary
Perceived visual quality in stereoscopic videos incorporates attributes from production, 
compression, transmission and rendering in the end-user terminal. By estimating perceived 
video quality, network resources can be optimised while a specific level of user 
satisfaction is achieved. Common to all prior research is the observation that perceived 
quality depends on quality of service (QoS) parameters during aforementioned stages. 
However, stereoscopic videos under same QoS conditions may have different perceived 
visual quality due to different content types.
In this thesis, perceived visual quality, which is measured via subjective experiments, is 
estimated for different operation modes: offline, live and real-time. Offline estimation 
involves in a contributed contextual feature extraction for 3-D videos to differentiate video 
types in several categories. Content properties are spatio-temporal activity analysis for 
dominant depth layers. For offline estimation of subjective quality, several machine- 
learning algorithm like neural networks (NN), Gaussian mixture models (GMM) and 
linear discriminant analysis (LDA) are employed.
For live and real-time tasks, it is important to cut dependency on reference video, as 
availability of reference signal to receiver side is not applicable. This is the main 
inspiration to propose an objective quality metric exclusively for 3-D stereoscopic video. 
The proposed metric is reduced reference (RR). The proposed metric is a measurement of 
overall 3-D quality containing information from texture information and edge properties 
for colour and depth sections of 3-D video. Grey level co-occurrence matrices (GLCM) 
are considered to model texture information for colour and depth sections. Moreover, 
colour and depth characteristics are combined unevenly to weight image quality and depth 
perception. The proposed metric has a very high correlation coefficient (CC) to opinion 
score for impaired 3-D videos with both compression and transmission artefacts.
The proposed metric is used to estimate subjective quality in live and real-time modes 
applying decision tree (DT) technique. Output of live (post-encoder) technique can be fed 
into compression block to block further degradations of visual quality. The proposed real­
time estimation is highly accurate to predict subjective quality of 3-D videos in the
11
presence of channel effects. A feedback from this block can be sent to transmission units 
to correct effective parameters and avoid quality degradations.
Keywords— Stereoscopic video, subjective quality, objective quality, neural network, 
Gaussian mixture model, discriminant analysis, grey level co-occurrence matrices, 
decision tree.
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Chapter 1. Introduction
1 Introduction
1.1 Perceived Quality of Stereoscopic Video Problems
Due to recent advancements of various three dimensional (3-D) video applications and 
services, there is an increasing demand for accurate and effective quality assessment of 
underlying stereoscopic videos, as the ultimate goal of the video provisioning system is to 
satisfy end-user. Accurate estimate for stereoscopic video quality is crucial to develop new 
video encoding, plan new network protocols, monitor quality of service (QoS), to assure 
delivered quality to end-users, etc.
Currently, the only way of assessing video quality from end-user perspective is to perform 
subjective tests, which is time-consuming, expensive and implausible for real-time. On the 
other hand, provided video quality can be mathematically represented by having measures 
of image quality/distortions. These are called objective quality metrics and can be 
computed repeatedly. Estimating subjective quality can be achieved with respect to 
objective quality metrics. This estimator can be applied in several places of video delivery 
chain, e.g. before user display.
Stereoscopic videos as basic forms of 3-D videos are basically obtainable in colour and 
depth formats. They require greater capacities for storage compared to 2-D videos and 
higher transmission rates. Different processes on captured raw stereoscopic data including 
compression or transmission incur visual artefacts on them. Concurrently, the purpose in 
the entire delivery system is to provide end-user with a 3-D video that has high quality. 
Quality evaluations of 3-D video can be achieved objectively or subjectively.
Objective metrics measure distortions/qualities incurred during encoding or transmission. 
They are consistent with time and based on mathematical models to compute distortion. A 
better understanding of delivered quality is achieved by measuring user’s perceived 
quality through a set of subjective tests. Subjective experiments require real participants 
which is time consuming and expensive. Unlike objective metrics, subjective evaluations 
are susceptible to user preferences, equipment, content, etc. Objective metrics can be
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extracted for each 2-D section of stereoscopic video and the relation of metrics to 
subjective quality can be investigated. However, better estimation of subjective quality 
requires combination of metrics and preferably having an exclusive 3-D quality metric. 
Estimating subjective quality accurately removes the need of subjective tests and real 
participants and help video codec and transmitter to monitor and recover failures.
The ultimate goal of many research activities in this area is to bridge this gap to its 
simplest format where subjective quality assessment is a function of several objective 
quality metrics. However, in reality, many parameters can be considered as inputs to this 
function. Parameters like user preferences, level of aesthetic for content, price of display 
technology, eye comfort, ambient light, etc can severely affect human judgment of 3-D 
content.
With a fast and accurate estimation of subjective quality, the need of real participants to 
judge 3-D content can be avoided. Some important prior research works ( [1], [2], [3], [4], 
[5]) on relating subjective and objective qualities for 2-D and 3-D videos have led to some 
mathematical representations of video quality. These representations consider some 
distortion measures of processed video and compare it to reference video. However, 
human judgment of video quality based on content characteristics is not covered in prior 
research works. This is a good motivation for author of the present thesis to investigate 
effect of content characteristics on subjective quality.
The case of modelling subjective quality with respect to content types for 2-D videos is 
easier than 3-D. Authors in [6] have used some content characteristics for 2-D videos and 
based on that they model subjective quality for 2-D videos. In [7], authors suggest a 
framework to classify content of 2-D videos in to 5 classes based on motion estimation 
features. Content analysis for 2-D videos is mainly based on tracking spatial information 
changes for consecutive frames. In the case of 3-D videos, many other factors need 
consideration. The first element is depth perception. Human eyes distinguish between 3-D 
videos based on amount of depth they have in addition to colour quality. Moreover, 3-D 
motion analysis and 3-D texture analysis can help content analysis of 3-D video. These 
elements are not considered in prior research works for estimation of subjective quality.
Up to now, the problem of relating mathematical representation of quality to perceived 
quality by human eye is stated. For 3-D videos, this problem can be solved taking into
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account content characteristics as well as objective quality metrics. However, this system 
should work with minimum dependency on reference video as availability of reference 
signal is not applicable to receiver side. On the other hand, there is a lack of exclusive 
objective quality metrics for 3-D videos. Several 3-D quality metrics can be found ( [8], 
[9], [10], [11]). These 3-D quality metrics are dependent on availability of reference video. 
Moreover, they do not consider texture changes during compression and transmission and 
they are similar to block-based peak signal to noise ratio for each 2-D section of 3-D 
video. The last but not the least is depth perception importance in overall 3-D judgment 
needs appropriate exploration. Having an objective quality metric exclusively for 3-D 
videos is desirable to researchers.
Solving the stated problems is a preliminary stage to omit the need of having real human 
eye observers to judge quality and send feedback to broadcaster under diverse 
circumstances.
1.2 Motivations
The central problem in estimating subjective quality of stereoscopic video is that perceived 
quality includes many aspects of image quality, depth perception and content. At the same 
time, obtained user scores for subjective quality should be reliable. In technical words, 
mean opinion scores (MOS) for videos should have minimum standard deviation. 
Moreover, subjective quality estimate should be able to operate in different modes and 
considers multiple sources of artefacts. These are the motivations behind this thesis where 
the efforts are to: I) estimate subjective quality score based on current state of the art 
objective quality metrics, 2) increase accuracy of the estimate by adding content clustering 
block prior to estimation and 3) prepare the whole system to operate for fast mode 
applications (real-time transmissions) and it should function reference-free. The last item 
has led author to propose an exclusive objective quality metric for 3-D stereoscopic 
videos.
First, current objective quality metrics have proven abilities in 2-D video quality 
evaluations. Since rendered 3-D stereoscopic video can be modelled with two 2-D 
sections: colour and depth, the first candidate to estimate subjective quality is to use 
current state of the art metrics. These metrics can be computed structurally, statistically or
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based on human visual system (HVS) [12]. Common to all these 2-D metrics is the fact 
that 1) they are extractable for separate 2-D sections, 2) depth perception information is 
missing in them and 3) 3-D videos with same values for 2-D objective metrics have 
different subjective quality assessments due to content types.
Second, having information on content characteristics will help in having better estimation 
of subjective quality ( [6], [7]) and hence optimising video delivery chain resources. The 
rationale behind the potential enhancement is the fact that human brain rates 3-D videos 
considering content together with image quality and depth perception. For 3-D videos, 
content analysis can vary from analysing number of depth layers to complex object 
deformations. The idea behind the second reason is that certain 3-D video types, e.g. news, 
require less motion information and resources can be dedicated for other purposes or 
contents, e.g. 3-D audio. Having said this, we face another vital obstacle regarding 
subjective quality estimate that is content analysis.
Third, with abundant applications of transmission data over wireless networks, subjective 
quality estimation should function with minimum dependency on reference video. To 
tackle this, a primary stage is to introduce new set of objective quality assessments for 
overall 3-D quality to replace common 2-D quality metrics. Moreover, for real-time 
estimation of subjective quality, only some features from reference video are extracted and 
transmitted to receiver.
In total, having a system capable of estimating subjective quality under different modes of 
operation and sources of artefacts is a very interesting topic among researchers. In this 
thesis, this problem is broken in to several sub-problems and tackled accordingly. At the 
end of this thesis, the need of having several functional blocks to add to 3-D video 
delivery chain is tackled: 1) after encoder in buffered mode for offline purposes 2) after 
encoder on frame-by-frame basis for encoder correction purposes and 3) before user 
display for encoded and transmitted 3-D videos for transmission feedbacks.
1.3 Goals and Contributions
As stated earlier, modelling subjective quality with objective metrics for stereoscopic 
videos is a very recent topic among researchers. This thesis develops several techniques to 
estimate subjective quality for stereoscopic videos impaired by compression or network
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employing objective metrics and some machine-leaming algorithms. Because compression 
and transmission errors are among the main causes of visual quality degradations of 
delivered stereoscopic video to end-user, a profound investigation on impacts of different 
attributes of encoding and network artefacts on perceptual video quality is performed. 
Investigating this, a model is recommended to estimate subjective quality of encoded 
video applying objective metrics for 2-D sections (colour and depth videos) of 
stereoscopic video. In the hope of improving the accuracy of estimation, content feature 
extraction and clustering is performed in another scenario. Content analysis (CA) is based 
on investigation of different aspects of stereoscopic video that affects users understanding 
of quality, amongst them spatio-temporal activities in different depth layers are the 
candidates. In estimation, several machine-leaming algorithms are employed which are 
Gaussian mixture models, multilayer perceptron neural network and linear discriminant 
analysis. Moreover, employed objective models in these techniques are for each 2-D 
section of stereoscopic video and some of them are thoroughly dependent on reference 
video availability. '
Due to lack of exclusive metrics for stereoscopic video, a lightweight objective quality 
metric is proposed and validated for compressed videos. This metric utilises texture 
information and combine them with edge properties of both colour and depth maps in an 
uneven manner. To differentiate colour and depth importance on overall 3-D perception, 
colour and depth features have unequal weights to constmct this metric. Effects of weights 
are also investigated and an assurance bound for best accuracy is achieved. This metric 
takes only luminance components of colour and depth maps. It requires very low 
bandwidth to transmit extracted reference video features, which makes it quite reasonable 
to apply in fast mode estimation of subjective quality. This metric is applied in offline 
(buffered) and live (fast-mode) estimations of subjective quality estimation. In fast-mode 
estimation, content and quality features form input vector to decision tree (DT).
Many applications of stereoscopic video require transmission. Transmission artefacts are 
investigated and found that they can severely change user perception of quality for video 
services. One problem in transmission is the implausibility of presence of reference video 
at receiver side. For this purpose, all efforts to model subjective quality based on objective 
models for transmitted video must be devoted to this fact and estimation should operate 
reference-free. This is a motivation to redefine and validate the proposed metric for
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network videos. Following successful validation, the proposed metric with some other 
objective metrics and content features are extracted for impaired videos. These features are 
summarised before being fed into decision tree. Summarisation is based on different 
windowing and for multiple applications.
A number of peer-reviewed high quality publications have been produced as a result of the 
research in this thesis. The publication list can be found in Appendix A. The research 
achievements can be summarised as:
- An objective model to estimate subjective quality labels (Very good. Good, Bad, 
Very bad) for impaired stereoscopic videos employing current state of the art 
metrics (Chapter 3).
- Estimation of subjective quality score (a number between [0 (worst) 100 (best)]) 
for encoded stereoscopic videos employing current state of the art metrics (Chapter
3).
Content-based subjective quality estimation with a new content feature extraction 
and content clustering for more accurate results to estimate subjective quality 
scores (Chapter 3).
- A new reduced reference (RR) metric for objective evaluation of stereoscopic 
videos that highly correlates subjective evaluations (Chapter 4).
- Subjective quality estimation using the proposed metric and content features for 
encoded videos (Chapter 4).
- Live estimation of subjective quality employing live content and quality feature 
extraction to monitor visual quality on a real-time fashion for encoders (Chapter 4).
- Modification of the new metric to correlate subjective quality scores for 
transmitted videos (Chapter 5).
- Extracting content and quality features in real-time and summarising them with 
different methods before feeding into decision trees to estimate subjective quality 
score (a number between [0 (worst) 100 (best)]) (Chapter 5).
- Designing a system capable of live and real-time estimation with no dependency 
on availability of reference video without conventional constraints on number of 
frames, resolution, sender bitrate, etc. (Chapter 4-5).
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1.4 Organisation of This Thesis
This thesis is organised as follows:
■ Chapter 2:
Fundamentals of stereoscopic video delivery chain from data acquisition in early stage to 
rendering in user display are explained. In all stages, there are several parameters, which 
can degrade delivered video quality. These artefacts can occur while acquisition, encoding, 
transmission and display. Amongst them, encoding and transmission artefacts have 
absorbed a lot of attention for research. This chapter provides basic information and 
terminology for subsequent chapters in this thesis.
■ Chapter 3:
Encoding artefacts are the core element of visual quality degradation. Based on several 
objective models for 2-D sections of stereoscopic video, subjective quality is estimated in 
several techniques. The first method estimates discrete quality score (quality labels) 
employing some 2-D objective models using GMM to estimate probability density 
function. In another method, continuous scale subjective quality score (CSSQS: a number 
between [0 (worst) 100 (best)] ) is estimated in a two-stage MLP neural network. This 
method, though having good accuracy, needs tweaking by adding extra information. 
Content analysis can enhance subjective quality estimation accuracy. This is achieved by a 
contributed content feature extraction based on spatio-temporal activities within depth 
layers. Extracted content features are employed in content clustering and then quality 
estimators are designed per cluster using simple LDA. In all estimation algorithms in this 
chapter, 2-D objective metrics are utilised.
■ Chapter 4:
The effort is to detach the lack of a fitting objective metric for stereoscopic video. A new 
RR quality metric is proposed exclusively for stereoscopic video. This metric is based on 
the assumption that pixel statistics change during encoding. Grey-level co-occurrence 
matrices (GLCM) and their contrast measure extract pixel statistics. Contrast measures for 
impaired and reference colour and depth videos are compared and then combined 
unevenly with respect to edge features. Edge features are intrinsic properties and they are 
extracted only from reference videos. Another main element in this metric is to have
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different weights for colour and depth. The proposed metric is validated extensively. 
Following this, the metric is applied in two subjective quality estimation algorithms. One 
technique is content-based estimation, which is described in Chapter 3. The other method 
is a live estimation with the help of decision trees. Live estimation has minimum 
dependency on reference video, as it employs NR or RR objective metrics.
■ Chapter 5:
The impact of packet loss on the quality of stereoscopic video is investigated. 
Transmission is simulated by two-state Markov model (Gilbert-Elliot model) assuming 
receiving packets fully or dropping them in either of states. After gathering data set of 
channelled videos, subjective experiments are executed to gather user scores for 
transmitted videos. For transmitted videos, subjective quality estimation is based on the 
introduced RR metric, which has been presented in Chapter 4. Content-quality features 
applied in estimation are summarised based on different windowing to reduce vector size 
by at least 80%. Summarised features are fed in to decision trees to estimate CSSQS. 
Depending on application, one summarisation can be picked up and used for real-time 
services. This estimation achieves very high rate of accuracy.
Chapter 6 concludes this thesis. Furthermore, a few suggestions are presented for 
extension of this work for further research.
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2 Stereoscopic Video Principles: 
Production to Visualisation Artefacts
This chapter provides a brief overview of stereoscopic video principles that involves 
stages from production to rendering in end-user terminal. Stereopsis principles and 
binocular visions are described in Section 2.2. Following this, different approaches to 
acquire 3-D data from scene and possible artefacts are explained in Section 2.3. Due to 
huge amount of information needed for storage and transmission of stereoscopic video 
content, applying video compression techniques is inevitable to comply with limitations, 
which is described in Section 2.4. This section also includes encoding artefacts that may 
arise during compression. Section 2.5 describes transmission of stereoscopic video and 
artefacts during transmission. After decoding transmitted data, 3-D video is ready to be 
displayed at end-user terminal. There are several display technologies that are described in 
Section 2.6. This section includes potential visualisation artefacts. Finally, Section 2.7 
concludes this chapter.
2.1 Introduction
Stereoscopic content represent real-word scenarios to observers by bringing extra attribute 
of scene that is depth perception. Similar to 2-D video provisioning system, stereoscopic 
video delivery chain has several stages. Preliminary stage starts with data acquisition to 
model stereopsis properly. For this stage, there are lots of technologies that vary from 
cheap devices for handheld consumer electronics to very expensive camera set-up. 
However, regardless of the level of sophistication, all devices during this stage can 
introduce artefacts that affect human perception of stereoscopic content. Common to all 
technologies is the fact that raw data is not suitable for end-user devices and it should be 
compressed to abide bandwidth and memory requirements. Different encoding algorithms 
from lossless to lossy techniques can achieve removing redundant information. During 
encoding stage, visual quality of stereoscopic video can degrade due to several artefacts. 
Encoding artefacts can affect image structure, depth perception and motion of 3-D video.
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Assuming a proper encoding technique with minimum artefacts, encoded colour and depth 
videos (or left and right views) should be prepared for transmission over wired or wireless 
channels. Prior to transmission, encoded video blocks should be encapsulated based on a 
predefined protocol and then transmitted over channel.
Channels have stochastic behaviours and transmitted blocks of information can be 
corrupted by several ways. Main errors introduced during this stage are packet drop, jitter 
or disguised errors in received blocks. Some of the artefacts can be evaded by proper 
robust encoding techniques mainly for channel coding. Moreover, synchronising received 
colour and depth frames should be treated wisely. Additional to acquisitions, encoding and 
transmission, signal conversion are made before end-users display. There are several 
technologies how user views 3-D content. End-user should pick the right display 
technology depending on content characteristics, encoding and transmission. Each 
displaying way can initiate artefacts, which are mainly for colour mismatch, poor depth 
perception and motion errors. Service providers try to deliver reasonable stereoscopic 
quality to end-user by monitoring QoS parameters of the delivery chain however there is 
no guarantee that end-user is satisfied with the level of 3-D video quality. For in-depth 
investigation of perceived stereoscopic video quality, many factors should be looked at. 
These factors are dependent on display technology, ambient light, comfort zone, 3-D video 
content characteristics, user preferences and even economic consideration for a paid 
service.
Previous research on quality assessment of stereoscopic video show that end-to-end 
quality can be modelled with respect to different attributes during each stage of delivery 
chain. Fundamental part of this process is first to have impaired video assessed 
subjectively through a set of subjective tests. Authors in [3], used independent quality 
assessment for colour and depth sections of stereoscopic video. Main drawback of their 
methods is that users consider image quality, depth perception, content types and many 
other factors simultaneously to judge 3-D videos. In this thesis, stereoscopic video quality 
has been looked at as a single entity inclusive of all factors important to HVS.
As stated earlier, subjective quality assessment that represents quality of experience (QoE) 
can be related to quality/distortions measured during encoding or transmission. 
Quality/distortion measures are mathematical representations of video signalling. In other 
words, the process of computing them can be repeated many times and each time the
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answer is identical. This is contrary to subjective quality assessment where humane factors 
make it more time varying. Prior research on bridging the gap between subjective quality 
assessment and objective quality metrics can be found in ( [3], [13], [2], [1], [5]). Since 
rendered stereoscopic video can be modelled with two 2-D sections (colour and depth), 
many activities have been absorbed to relate each section quality/distortion to user scores. 
On the other hand, methods in ( [3], [13], [2], [1], [5]) rely on availability of reference 
video at receiver’s side, which is implausible. For transmission tasks, there is a need to cut 
dependency on reference video and use only extracted information.
Objective metrics can be divided in three categories: full reference (FR), reduced reference 
(RR), and no reference (NR). In FR, presence of original video as a reference to impaired 
ones are necessary but in NR, there is no need of reference and each video contains 
information and metrics without referring to an original video and is a measure of quality. 
For RR metrics, some distortions/quality features from reference video are extracted and 
transmitted to end-user. Other divisions of metrics include statistical, structural, and 
psychological metrics based on HVS. Statistical measures are like MSE and PSNR. 
Structural measures can be used under NR scheme, like blocking or blurring effects. For 
psychological metrics, one should consider HVS structure. This structure mainly consists 
of contrast sensitivity function (CSF), masking, frequency selection, colour perception and 
pooling ([14], [15], [16], [17], [18]).
To overcome the goal of estimating subjective quality accurate and fast, the preliminary 
stage is to study stereopsis principles and how human perceives 3-D video. Moreover, 
acquired raw data cannot be used directly in many devices. It is compulsory to compress/ 
transmit data before displaying it to end-user. All these stages can be a source of distortion 
that are investigated in this chapter. Finally, these questions will be answered throughout 
this chapter:
- How human brain can perceive 3-D? What are the vision errors?
- How 3-D videos are acquired? What are the data acquisition distortions?
- Why do we need encoding? What are the main artefacts during encoding?
- Why do we need stereoscopic video transmission? What are the transmission 
artefacts?
- What are the effects of visualisation to end-user?
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2.2 Stereopsis Principles
Stereopsis is the ability o f  both eyes to see the same object as one image and to create a 
perception o f  depth. It is a measure o f  binocular visual, i.e. bow w ell both eyes work 
together. Having a proper stereopsis helps observer to judge object distances in relation to 
him self/herself and each other. Similar to uniocular vision tests, binocular vision tests are 
important to assure human visual system (HVS) gives the ability to human for daily tasks 
that needs proper depth perception. For understanding o f  stereopsis, preliminary stage is to 
investigate how binocular vision functions.
Binocular vision refers to the ability o f  both eyes work simultaneously to see the same 
object. As eyes are located closely adjacent to each other, they are able to see the same 
objects concurrently but at a slightly different angle to each other. Perceived images are 
combined together to construct depth perception. If brain interprets left and right images 
separately then viewer sees double image, which is called diplopia. If brain ignores images 
from one eye repeatedly, suppression occurs. In this case, images from one eye are 
dominant and processed by brain to avoid double vision. In other case, brain can process 
left and right images to get a single image, which leads to have depth perception. This case 
is called fusion and it is the main component for depth perception. During this process, left 
and right images are combined into one image. Similarities between them are matched 
together and the slight disparities are also added in. Figure 2.1 illustrates binocular vision.
Figure 2.1 Illustration o f  binocular vision
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Vision in 3-D consists of different layers to provide observers depth of the scene. For this 
purpose, HVS uses both physiological and psychological cues either for monocular or 
binocular vision.
The physiological depth cues are ( [19], [20]):
• Accommodation: Accommodation is the ability of eyes to change the focal length of the 
lens. Consequently, eyes can focus/defocus on objects. Accommodation is the primary 
depth cue for short distances. However, information from other depth cues can help 
correcting accommodation discrepancies.
• Convergence: When watching an object close to eyes, eyes point slightly inward. This 
difference in the direction of the eyes is called convergence. Similar to accommodation, 
convergence is effective only on short distances.
• Binocular Parallax: As eyes see objects from slightly different angles, the images sensed 
by the eyes are slightly different. This difference is called binocular parallax. HVS is very 
sensitive to these differences, and binocular parallax is the most important depth cue for 
medium viewing distances. The sense of depth can be accomplished using binocular 
parallax even if all other depth cues are removed.
• Monocular Movement Parallax: If observer closes one eye, he/she can perceive depth by 
moving his/her head. This happens because HVS can extract depth information in two 
similar images sensed after each other; in the same way it can combine two images from 
different eyes.
The psychological depth cues are:
• Retinal Image Size: When the real size of the object is known, brain compares the sensed 
size of the object to this real size, and thus acquires information about the distance of the 
object.
• Linear Perspective: It is the change of objects size related to distance. It helps HVS 
perceive depth especially for still images.
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• Texture Gradient: The closer objects are to observer, the more detail of their surface 
texture can be perceived. Accordingly, objects with smooth textures are usually interpreted 
being farther away.
• Overlapping: When objects block each other in real world, the object that blocks the 
other one is perceived to be closer.
• Aerial Perspective: It refers to hazy and bluish appearance of distant objects.
• Shades and Shadows: When the location of a light source is known and objects are 
casting shadows on other objects, it is perceived that the object shadowing the other is 
closer to the light source. Furthermore, bright objects are interpreted to be closer to the 
observer than dark ones.
Vision errors can cause observer misperceive depth in real world. This is even worse for 
viewers with vision disparity while viewing 3-D video content. For this purpose, there are 
several binocular vision tests and they have to be established before any type of subjective 
quality assessment to minimise inherent user errors.
2.3 Stereopsis Video Acquisition
The first step of stereoscopic video provisioning system is raw data acquisition that best 
describes stereoscopic scene. During stereoscopic video acquisition, binocular parallax is 
mainly exploited from the scene. Technically, there are several common approaches for 
capturing and producing stereoscopic video. In one method, array of synchronised cameras 
is pre-set to capture stereoscopic content. In the second method, employing sophisticated 
methods for depth estimation, stereoscopic video content is generated from accessible 
single view 2-D colour video. Third, depth map is captured via specific depth sensing 
devices, e.g. Microsoft Kinect®, and then converted to real depth map descriptions. Last 
but not the least is computer-generated graphics, e.g. stereoscopic animations, where depth 
maps are produced employing designated software simultaneously with 2-D colour video.
• Multi camera capturing is the most common technique for 3-D content production. It 
varies from a very simple dual camera array (Figure 2. 2) that can be exploited in handheld 
devices to very expensive multiple cameras positioned in a studio (Figure 2. 3). In both 
methods, there is a need for depth estimation algorithm from multi view colour captured
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videos. This is depending on camera set up, studio parameters and illumination. The first 
method (Figure 2. 2) is free of the latter two parameters and combines left and right views 
to generate depth map. However, there is a range of operation for minimum and maximum 
object distance to camera array. Multi view camera arrangements for 3-D content 
capturing have their own specifications to generate immersive 3-D content [21]. For this 
purpose, they use scene geometry and illumination to produce 3-D video.
Figure 2.2 Dual camera set up for a mobile phone. Image is taken from [22].
M H
■ III
(a) (b) (c)
Figure 2.3 Multi view camera arrangements: (a) converging, (b) diverging and (c) parallel.
Image is taken from [21].
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• 2-D-to-3-D conversion adds the binocular disparity depth cue to digital images perceived 
by the brain to improve depth perception while viewing stereo video comparing to its 2-D 
video parent. However, in order to have an acceptable 3-D video quality, the quality of the 
original 2-D images should not deteriorate, and the introduced disparity cue should not 
contradict to other cues used by the brain for depth perception. In this method, there are 
several factors, which affect outcome 3-D video and complexity of the algorithm: amount 
of allocated depth to each scene (depth budget), control comfortable disparity and filling 
uncovered areas. For video on demand (VOD) services, 2-D-to-3-D conversion needs side 
information from scene geometry and illumination. Postproduction workflow for 2-D-to-3- 
D conversion may involve additional depth-cleaning algorithms to remove image 
flickering.
• Depth sensor or Time-of-Flight Camera (ToF) is a range imaging camera system that 
resolves distance based on the known speed of light, measuring the time-of-flight of a light 
signal between the camera and the subject for each point of the image. Advantages of this 
method are simplicity, cost-effectiveness, speed and proper distance measuring algorithm. 
Disadvantages include reflectance fi*om other objects in scene, background light and 
interference. An inexpensive example of this type of camera is Microsoft Kinect® (Figure 
2.4), which is very popular in human machine interactions. Similar to 2-D-to-3-D 
conversion, this method requires on-demand depth cleaning algorithm to produce an 
acceptable 3-D video quality.
Microphone
array
LED Vision cam era
M icrophone
array
3D depth sensor cameras
^  Motorized tilt
Figure 2.4 Microsoft Kinect and its components [23].
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• Computer-generated images (CGIs) create stereo pair of views by simulating the 
presence of two cameras using a CAD program. The rendering system can render one or 
more related views depending on the scene requirements. In this case, depth map 
information like occlusion and transparency is known and can be integrated with colour 
video to produce 3-D content. This type of 3-D video has a very good depth perception to 
viewers. There are different commercial and open-source software available for 
developers to create 3-D content.
2.3.1 Acquisition Artefacts
There are several artefacts that can occur during stereoscopic video acquisition 
(production). Among the artefact, important ones are mentioned here.
• Motion blur occurs when sensors cannot record fast moving objects properly and the 
object edges lose sharpness. On video on demand (VOD) applications, using proper 
cameras with devised frame rate can decrease motion blur artefacts. However, this type of 
artefact can be removed in postproduction stages for other applications.
• Noise include several parameters from ambient lights, dark current, CCD sensor noise 
and quantisation noise. Results of noise include colour mismatch as pixel offset and 
colour-depth video misalignments that leads to flickering. In a studio set-up, effect of 
noise can be reduced severely by calibration and cancelation of different type of noise. In 
VOD applications like live sports, noise cancelation needs immediate post-record filtering 
( [24], [25], [26], [27]).
• Cardboard effect occurs as an improper depth results. This affects users perceiving 
wrong distances between object surfaces and object size. In severe cases, 3-D scene is cut 
into discrete depth layers and one object can be shown incorrectly and unnaturally in 
separate depth planes. Cardboard effect can also happen during hard quantisation.
2.4 Stereoscopic Video Encoding
Bandwidth and memory are usually limited in video applications. For this reason, it is vital 
to reduce amount of information needed to describe video by compression. This aim can 
be reached in different ways: lossless, near lossless and lossy. Lossy compression removes
17
_________________ Chapter 3. Subjective Quality Estimation in Presence o f  Compression Artefacts
unnecessary information while trying to preserve video quality. However, compressed 
video is vulnerable to encoding artefacts. For stereoscopic video, compression is applied to 
colour and depth videos or left and right views. This section describes the state of the art 
encoding technique H.264 for stereoscopic video. For simplicity purposes, encoding a 
colour section is described but it can be extended to depth video. Finally, artefacts 
introduced during encoding stage are explained.
2.4.1 H.264 for Stereopsis Video Encoding
Studies for compression stereoscopic videos have been done to overcome bandwidth 
limitations and delivering a good quality to the end-user. In [28], authors have discussed 
different coding schemes for representations of stereoscopic video. In addition, 2-D video 
coding techniques can be applied to colour map and depth map separately [28]. In [29], it 
has been shown that how the depth maps can be compressed using MPEG-4 and 
H.264/AVC. Here we discuss H.264 coding scheme and its applications in stereoscopic 
video compression. H.264 is a standard for video compression equivalent to MPEG-4 part 
10 or MPEG-4 AVC. This codec standard is developed by ITU-T video coding expert 
group (VCEG) with the help of ISO/IEC moving picture expert group (MPEG). The joint 
team is known as joint video team (JVT). The H.264 video format can compress digital 
videos to be used in many applications like low bit-rate Internet streaming applications, 
HDTV broadcast, and digital cinema applications with nearly lossless coding. With the use 
of H.264, bitrate savings of 50% or more are reported [30].
This codec is categorised in block based motion compensation algorithm. The aim is to 
provide good visible quality even for lower bitrate communications. This standard uses 
multi-picture inter-picture estimation. The frames can be categorised as:
- I-frames: The least compressible video frames that do not require other frames to 
be decoded.
- P-frames: Data from previous frames is needed to decompress and they are more 
compressible than I-frames.
- B-frames: They can use both previous and forward frames for data reference to get 
the highest amount of data compression.
18
_________________ Chapter 3. Subjective Quality Estimation in Presence o f Compression Artefacts
They are also called intra-coded, estimated, and bi-estimative pictures respectively ( [31], 
[32], [33]). In H.264/MPEG-4 AVC, the region for estimation is brought down to a lower 
level called the slice ( [31], [32], [33]). A slice is a spatially distinct region of a picture that 
is encoded separately from any other region in the same picture, so we have I slices, P 
slices, and B slices ( [31], [32], [33]). The block diagram of H.264 coding for a 
macroblock is shown in Figure 2.5. This block diagram is also called video coding layer. 
In H.264, variable block-size motion compensation (VBSMC) can be used which means 
block sizes can be as large as 16x16 or as small as 4x4, enabling precise segmentation of 
moving regions ( [31], [32], [33]). The supported luma estimation block sizes include 
16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4. Chroma estimation block sizes are 
correspondingly smaller according to the chroma sub sampling in use in formats like 4:2:0 
where we have less samples from chroma ([12], [33], [34]). Motion vectors can be 
calculated per macroblocks with a maximum of 32 in the case of a B macroblock 
constructed of 16 4x4 partitions ( [32], [33], [34]). Note that H.264 has the feature of 
flexible interlaced-scan video coding in two aspects. Firstly, macroblock-adaptive frame- 
field (MBAFF) coding, using a macroblock pair structure for pictures coded as frames, 
allowing 16x16 macroblocks in field mode ( [31], [32], [33]). Secondly, picture-adaptive 
frame-freld coding (PAFF) allowing a freely selected mixture of pictures coded as 
MBAFF frames with pictures coded as individual single fields (half frames) of interlaced 
video ([31], [32], [33]).
The important function block in H.264 algorithm is internal decoder. It has components 
like deblocking filter, intra frame estimation, and motion compensation blocks. 
Deblocking filter helps in preventing the blocking artefacts for better visual appearance 
and compression efficiency ( [31], [32], [33]). Spatial estimation is achieved with intra 
estimation. This includes luma estimation block sizes of 16x16, 8x8, and 4x4. Weighted 
estimation enables the encoder to specify the use of a scaling and offset when performing 
motion compensation, so it will improve performance in special cases like fade-to-black, 
fade-in, and cross-fade transitions ( [31], [32], [33]). This includes implicit weighted 
estimation for B-frames, and explicit weighted estimation for P-frames. Motion estimation 
and motion compensation form temporal estimation in H.264 coding algorithm. Motion 
estimation can be done in time or frequency domain ( [31], [32], [33]).
19
 ____________Chapter 3. Subjective Quality Estimation in Presence o f Compression Artefacts
H.264 has one stage for scaling and quantisation. A quantisation design includes ( [31], 
[32], [33]):
- Logarithmic step size control for easier bitrate management by encoders and simplified 
inverse-quantisation scaling.
- Frequency-customised quantisation scaling matrices selected by the encoder for 
perceptual-based quantisation optimisation.
Before quantisation, DCT coefficients are obtained from chroma samples in 4x4 blocks in 
8 bit videos. Then these coefficients are quantised using 52 possible values for 8-bit video. 
For higher bit videos the number of possible values for quantisation increases by 6 for 
each additional bit. The quantisation step is controlled by quantisation parameter (QP), and 
they are not linearly related. The step size doubles for every six increments of quantisation 
parameter. Greater QP’s result in lower qualities. Outputs like control data, quantisation 
data, and motion data will be fed into entropy coding.
Entropy coding can be each of the below ( [31], [32], [33]):
- Context-adaptive binary arithmetic coding (CABAC), an algorithm to losslessly 
compress syntax elements in the video stream knowing the probabilities of syntax 
elements in a given context. CABAC compresses data more efficiently than CAVLC but 
requires considerably more processing to decode.
- Context-adaptive variable-length coding (CAVLC), which is a lower-complexity 
alternative to CABAC for the coding of quantised transform coefficient values. Although 
lower complexity than CABAC, CAVLC is more elaborate and more efficient than the 
methods typically used to code coefficients in other prior designs.
- A common simple and highly structured variable length coding (VLC) technique for 
many of the syntax elements not coded by CABAC or CAVLC, referred to as exponential- 
Golomb coding.
The H.264 standard defines 17 set of capabilities, namely profiles. Profiles are adapted to 
different applications ([10], [32], [33]). Previous research for stereoscopic videos in colour 
plus depth format using baseline and high profiles can be found in [3].
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For coding stage of stereoscopic video, layered coding scheme can be used. Layered 
coding schemes are applied to colour map and depth map separately. Each video’s colour 
map and depth map were compressed in different qualities and hence different qualities of 
stereoscopic videos are generated. Different qualities for each colour and depth map is 
accessible via different configurations typically different QP's. Block diagram of H.264 is 
shown in Figure 2.5.
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Figure 2.5 H.264 encoding diagram.
2.4.2 Encoding Artefacts
Encoding of colour and depth videos (or left and right views) can be a source of artefacts. 
Artefacts during this stage can affect stereoscopic video structure, colour, motion and 
depth perception. Among the artefact, important ones are mentioned here.
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• Blockiness is in the category of structural distortions in stereoscopic video. Blockiness 
occurs as a result of hard quantitation of either of colour or depth view. It is more visible 
in low textured areas where border discontinuities of blocks are vivid.
• Colour artefacts include colour bleeding and cross-colour artefacts. Colour bleeding or 
chrominance blur is a result of colour-subsampling scheme during encoding. Cross-colour 
artefacts are the results of false colour in image. This only affects video that has been 
processed in interleaved format rather than being processed in component format.
• Motion artefacts occur as a result of intra-frame estimation coding of macro blocks. This 
is mainly related to motion estimation errors, which leads to abrupt jumping of macro 
blocks within the scene of intra-frame estimation coding. Among motion artefacts, 
mosquito noise is very common in stereoscopic videos. Moreover, flickering in 
chrominance or luminance can be visible as a result of inaccurate motion estimation.
• Binocular artefacts occur when there is an inconsistency between encoded colour and 
encoded depth videos. Another cause of this distortion is the difference in quality between 
encoded left and right images. In the cases where depth map is hard quantised but colour 
video has high quality, cardboard effect is visible to observers. This is due to the fact that 
hard quantisation change the number of actual depth layers captured during acquisition.
2.5 Stereoscopic Video Transmission
Following acquisition and encoding stages, compressed colour and depth videos are ready 
for transmission. Prior to modulation, each video should be encapsulated based on 
different protocols. In this subsection, video encapsulation for H.264 is discussed which is 
a preliminary stage of transmission. Due to stochastic nature of transmission channel, data 
packets are subject to different artefacts. These artefacts are mainly discussed as packet 
loss and propagation errors.
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2.5.1 Stereoscopic Video Encapsulation
One of the favourite applications of video for end-user is receiving via wired/wireless 
networks. Also for broadcasters, streaming of video over wired/wireless channel is 
profiting. Sustaining quality of delivered video to end-user can violate transmission 
requirements. There are restrictions like limited channel bandwidth, presence of noise, and 
device power consumption. However, at the other hand we need great bandwidth or low 
power device with an acceptable quality of delivered video. To overcome these limitations 
especially channel bandwidth, compression is vital for broadcasters but this compression 
should not spoil video quality for end-user. In this subsection, first we describe 
transmission of H.264 in wireless environment. Then we expand this method for 
stereoscopic videos over wired/wireless networks.
For adaptation to different application such as live streaming over IP, video telephony or 
video over wireless, video syntax is divided into two layers: video coding layer (VCL) and 
non-VCL ( [32], [33], [34], [35], [36], [37]). VCL consists of bits from compressed video 
while non-VCL has the information for sequence and picture parameter sets, filter data, 
supplemental enhancement information, display parameters, picture timing. VCL, and 
non-VCL bits are then encapsulated into network abstraction layer (NAL) unit ( [32], [33], 
[34], [35], [36], [37]). NAL unit operates as an interface between video codec and outside 
world like transmission medium. Each NAL unit has a header data as one byte. The first 
bit of header is set to 0, next two will decide on content of NAL unit as if a NAL unit has 
the information for a sequence, picture parameter set or a slice of a reference picture (
[32], [33], [34], [35], [36], [37]). Next five bits are corresponding to the type of the data 
being carried in NAL unit as shown in Table 2.1.
Table 2.1 One-byte NAL unit header
1 3 8
F NRI Type
Finally, the rest are the bits for VCL or non-VCL bits. As a whole, we have 32 types of 
NAL units in two main groups VCL NAL units and non-VCL NAL units as shown in 
Table 2.2. Remaining bytes of NAL unit contain payload data, which its type declared by 
NAL unit header.
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Table 2 2  Types of NAL unit
Type Packet Type name
0 Undefined Undefined
1-23 NAL unit Single NAL unit packet per H.264
24 STAP-A Single time aggregation packet
25 STAP-B Single time aggregation packet
26 MTAP16 Multi time aggregation packet
27 MTAP24 Multi time aggregation packet
28 FU-A Fragmentation unit
29 FU-B Fragmentation unit
30-31 Undefined Undefined
F: forbidden_zero_bit\ the H.264 standard declares a value of 1 as a syntax violation.
NRI: nal_ref_id. If 00 then the content of NAL unit is not used to reconstruct reference 
pictures for inter picture estimations. Values greater than 00 means decoding of the NAL 
unit is required to maintain the integrity of the reference pictures. Table 2.2 shows 32 
variations here of NAL unit.
As shown in Figure 2.6, NAL units can be carried away in a bit stream oriented or packet 
oriented transport systems. In first set of transport layers (byte stream) like H.320 or 
MPEG-2/H.222.0, delivering of entire NAL or part of it in to byte stream or bit stream 
requires an indicator to be uniquely detectable from other NAL units in stream ( [32], [33], 
[34], [35], [36], [37]). Hence, adding a start code prefix is necessary. Each prefix has three 
bytes and NAL units are identifiable by looking for these prefixes. Other systems like 
RTP/IP systems require encapsulation of encoded video. Packets are made from system
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transport protocol and start code prefixes can be avoided using this method ( [32], [33], 
[34], [35], [36], [37]). Errors in decoder part of the wired/wireless system may occur due 
to either packet losses or bit inversions. Packet loss can occur due to several parameters 
like multi path fading, channel congestion, faulty network hardware ( [32], [33], [34], [35], 
[36], [37]). In addition, packet loss can take effect from signal to noise ratio and distance 
between transmitter and receiver ( [32], [33], [34], [35], [36], [37]). In case of bit 
inversions, only few bits in a packet are faulty. Since retransmission is not allowed, 
decoder considers that particular packet as damaged packet caused by bit inversion ( [32],
[33], [34], [35], [36], [37]). Encoded data preceding the first error pattern by bit inversion 
is valid for decoding. Both these errors cause degradation in perceived quality for end- 
user. Stereoscopic video transmission consists of transmission of colour and depth map. 
Each part is subjected to transmission effects e.g. packet loss and then decoded using 
H.264 decoder to generate stereoscopic video. Since depth map is a grey scale video it 
requires less bandwidth than colour map.
In this thesis, wireless network is simulated as a method to change quality and design the 
system to estimate quality score in presence of network artefacts.
WiredAVireless
Network
NAL encoder NAL decoder
V^deo coding 
layer decoder
Video coding 
layer encoder
H.264 to TCP/IP, RTP, H.324/M , H.320, M PEG2-2 system s,...
Transport layer
VCL-NAL interface
Figure 2.6 H.264 standard in wired/wireless networks [35].
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2.5.2 Transmission Artefacts
Transmission of colour and depth videos (or left and right views) can be a source of 
artefacts. Artefacts during this stage can affect stereoscopic video structure, colour, motion 
and depth perception. Among the artefact, important ones are mentioned here.
• Packet loss occurs when one or more packets of data travelling across a wired/wireless 
network fail to reach receiver and decoded correctly. Packet loss can be initiated by a 
number of factors including signal degradation over a multi-path fading channel, packet 
drop because of channel congestion, corrupted packets rejected in-transit, faulty 
networking hardware, faulty network drivers or normal routing routines. Lost or dropped 
packets can result in highly noticeable performance issues or jitter with streaming video. 
There are different techniques for packet recovery in media streaming. The simplest 
method for packet recovery is retransmission; however for some applications 
retransmission is not permitted. Alternate is controlling packet loss with different channel 
coding algorithms.
• Jitter is a variation in packet transit delay caused by queuing, contention and serialisation 
effects on the path through the network. Generally, higher levels of jitter occur on either 
slow or heavily congested links. Multiple parameters like sending system packet 
scheduling can cause jitter.
For stereoscopic video, either packet loss or jitter can occur for colour and depth video. 
Effects of packet loss and jitter are very visible especially in low textured areas and disturb 
end-users perception of video. Technically, these QoS parameters are controlled and 
monitored by service providers to operate within a safety zone to deliver high quality 
signal.
2.6 Stereopsis Video Visualisation
In this section, we discuss some common display technologies and artefacts may be 
perceived in each of them.
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2.6.1 Display Technologies
There are several approaches and techniques available in display technologies for 
stereoscopic video. The basic principle is to project the distinct image into each eye of a 
viewer.
• Coloured anaglyph (Figure 2.7) is the simplest method used for displaying stereoscopic 
images. Just an ordinary RGB image is displayed on the screen. The image is composed of 
two colour elements. One is red and the other green. An observer should wear glasses with 
red filter over one eye and green filter over the other one. Advantages of this system are 
simple equipment like ordinary monitor and cheap glasses. Disadvantages include colour 
reproduction inaccuracy and minor depth perception.
Figure 2.7 Red/Green glasses.
• Active shutter glasses (Figure 2.8) are another method. The technology was developed 
mainly for use with computer games by NVIDIA, because it is quite cheap and gives much 
better quality comparing to coloured anaglyphs. This technology blocks image for each 
eye while showing image for the other eye. As an example, if image for right eye is 
displayed, the shutter glasses block the image for the left eye and vice versa. The switch is 
fast (nearly 100 Hz refresh rate), so that human eyes are unable to notice it. The switching 
causes that the proper image, and nothing else, is displayed in the respective eye with half 
frequency. There are two approaches to stereoscopic image displaying with LCD shutter 
glasses known as field-sequential and frame-sequential stereo. The field-sequential method 
uses interlaced display mode. It means that the image for one eye is displayed in even 
rows and the image for the second one in odd rows of the image. The frame-sequential
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method displays full images at very high refresh rates. There are successively changing 
images for left and right eye.
Active shutter glasses m ostly eliminate 3-D crosstalk, which is a problem with other 3-D  
display technologies such as linearly polarised glasses. Also, unlike anaglyph glasses, 
active shutter glasses are colour neutral, enabling 3-D view ing in the full colour spectrum.
Figure 2.8 Active shutter glasses manufactured by NVIDIA [38].
• Polarised glasses (Figure 2.9) are simple glasses with two polarising filters. The 
polarisation axis o f  one filter must be vertical with respect to the second one. Polarisation 
glasses can be used with CRT monitor or with projection display. To present stereoscopic 
contents, two images are projected superimposed onto the same screen or display through 
different polarising filters. The viewer wears low-cost eyeglasses, which contain a pair o f  
different polarising filters. As each filter passes only that light, which is similarly 
polarised, and blocks the light polarised in the opposite direction, each eye sees a different 
image. This is used to produce a three-dimensional effect by projecting the same scene 
into both eyes, but depicted from slightly different perspectives. Several people can view  
the stereoscopic images at the same time.
This technology is inexpensive and does not consume power. It does not require a 
transmitter to synchronise them with the display. Flickering and visible crosstalk are less. 
Finally, it produces brighter images. Disadvantages include that images for polarised 
glasses have to share the screen simultaneously, and therefore cannot have full resolution 
delivered to each eye simultaneously. It has a narrow vertical view ing angle.
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Figure 2,9 Polarised glasses
• Autostereoscopy (Figure 2.10) removes the need o f  glasses to see the stereoscopic image. 
Lenticular lens and parallax barrier technologies involve imposing two images on the same 
sheet, in narrow, alternating strips, and using a screen that either blocks one o f  the two 
images strips (in the case o f  parallax barriers) or uses equally narrow lenses to bend the 
strips o f  image and make it appear to fill the entire image (in the case o f  lenticular prints). 
To produce the stereoscopic effect, the person must be positioned so that one eye sees one 
o f  the two images and the other sees the other.
Lenticular Lens lets
Right
Left
Right
Left
Pixels
Parallax Barrier
Right
Left
Right
Left
Pixels
Figure 2.10 Autostereoscopy used in different display technologies. Image is taken from 
[39].
Many autostereoscopic displays are single-view  displays and are thus not capable o f  
reproducing the sense o f  movement parallax, except for a single viewer in systems capable 
o f  eye tracking. Some autostereoscopic displays are m ulti-view displays and capable o f
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providing the perception o f  left-right movement parallax. Eight and sixteen view s are 
typical for such displays. While it is theoretically possible to simulate the perception o f  
up-down movement parallax, no current display systems are known to do so, and the up- 
down effect is widely seen as less important than left-right movement parallax. One 
consequence o f  not including parallax about both axes becomes more evident as objects 
increasingly distant from the plane o f  the display are presented, for as the viewer m oves 
closer to or farther away from the display such objects w ill more obviously exhibit the 
effects o f  perspective shift about one axis but not the other, appearing variously stretched 
or squashed to a viewer not positioned at the optimum distance from the display.
• Head-mounted display (Figure 2.11) that utilises eye-tracking technology is a recent 
technology. This category o f  technology is used while very immersive experience o f  
stereoscopic content is required. Latest advancements in software and eye tracking 
equipment have made these devices to become available at more reasonable cost. Head- 
mounted or wearable glasses may be used to view  a see-through image imposed upon the 
real-world view , creating what is called augmented reality. This is done by reflecting the 
video images through partially reflective mirrors. The real-world view  is seen through the 
mirrors reflective surface.
Figure 2.11 Head mounted display with eye tracking technology. Image is taken from [40]. 
2.6.2 Visualisation Artefacts
Similar to previous stages in stereoscopic video provisioning system, visualisation can 
cause some artefacts to stereoscopic contents. Among the artefact, important ones are 
mentioned here.
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• Blurring or colour bleeding is a result of colour sub-sampling techniques in different 
display technologies. In this case, a visible smearing of luminance or chrominance 
components occurs.
• Colour inaccuracy occurs while using technologies like coloured anaglyph. This is due to 
hardware limitations that cannot adapt actual range of luminance and changes darkest and 
brightest colours.
• Flickering is a visible fading between cycles displayed on stereoscopic video displays, 
especially the switch interval when a stereoscopic display uses the field-sequential 
method.
• Display specific distortions include limitations incurred by a specific display. As an 
example, autostereoscopic displays impose improper depth perception if viewer distance 
and position to the screen is not adjusted.
2.7 Summary
3-D stereoscopic videos are becoming more widespread by recent advancement in 
consumer electronic devices. Stereoscopic video delivery chain involves several factors 
fi-om scene set up, camera set up, encoding, transmission and display technologies. In any 
of these stages, stereoscopic video is vulnerable to artefacts. Quality degradation can start 
from improper scene geometry or camera lens as acquisition artefacts. Visual quality 
degradation may continue in analogue to digital conversion as quantisation errors or 
encoding artefacts. Many applications of video involve transmission over currently 
admired wireless networks. Any type of network can incur several artefacts like jitter or 
packet loss that can severely decrease perceived quality. In an ideal delivery chain, 
compression and transmission artefacts are tried to have minimum effect by controlling 
QoS parameters. Yet, there are other parameters that can change user perception of 
stereoscopic video quality. These parameters relate to user preferences, user vision, 
ambient light and display technology. An inherent fault or any mismatch between any of 
these factors from production to display can easily decrease end-user quality of experience 
(QoF). In the next chapter, user quality score are estimated using several QoS parameters.
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3 Subjective Quality Estimation in 
Presence of Compression Artefacts
This chapter provides a technique for estimating subjective quality in presence of 
compression (encoding) artefacts. Importance of subjective quality evaluation based on 
current state of the art QoS parameters is explained. Section 3.2 includes objective quality 
metrics and subjective quality evaluations for the data set in this thesis. First objective 
model for subjective quality estimation is introduced by estimating Gaussian probability 
density function considering different objective quality metrics in Section 3.3. In another 
approach in Section 3.4, subjective quality is estimated using neural networks. There is an 
effective element in perceiving stereoscopic video quality that is content characteristics. 
Content feature extraction and clustering are the core topic in Section 3.5 that have been 
later used to estimate subjective quality very accurately. Finally, Section 3.6 concludes 
this chapter.
3.1 Introduction
There is a high demand for 3-D TV in multiple applications. One common factor in all 
applications is to deliver high visual quality within constraints. However, core topic is how 
to measure perceived visual quality from user perspective and how it relates to QoS 
parameters. Delivered quality is much related to encoding and transmission parameters 
and it is measurable through objective models. But end-users perception of quality is 
merely measurable with subjective experiments. There are several factors that affect users 
perceived quality varying from content, equipment, aesthetic, user preferences and price 
for a service. For encoded stereoscopic video, quality for colour and depth video should be 
investigated to guarantee that delivered quality would not fall beyond a certain level. 
However, for overall 3-D perception other factors like depth perception should be 
considered.
Previous works on objective quality measures like PSNR or MSF showed that they could 
not model human eye observation so they are not good correspondents of human judgment 
of quality [14]. The reason is that they are representatives of differences between original 
videos and impaired ones and do not include perception of human eye. Objective metrics
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can be divided in three categories: full reference (FR), reduced reference (RR), and no 
reference (NR).
One of the major FR-structural metrics is structural similarity index measure (SSIM), 
which is based on HVS capability of extracting structural information ( [1], [41]). This 
metric can be calculated over a window of size NxN for luminance component and is a 
decimal value between -1 and 1, and it gets 1 if x and y are identical. One of the main FR- 
psychophysical objective metric is video quality metric (VQM) which is developed by the 
Institute of Telecommunications Sciences (ITS) and American National Standard Institute 
(ANSI) [5]. VQM is capable of closely estimating subjective quality ratings from real 
human viewers [42]. VQM measures perceptual effects of video impairments like noise, 
blocking, blurring, and unnatural motions and combines them in to a single metric [5]. 
VQM calculations involve extracting perception-based (HVS) features. These features are 
combined to form VQM metric. Some important perception based parameters like: loss of 
spatial information (blur), shift of edges from vertical or horizontal to diagonal 
orientations, shift of edges from diagonal to horizontal or vertical (blocking), changes in 
distribution of U-V samples, amount of motion in video, and local colour impairments are 
used to extract this feature [5].
Objective metrics even if they fit HVS understanding of video quality cannot assure 
human observer agreement of video quality. Different unquantifiable parameters change 
the way human judge video quality. Parameters like aesthetic, cognitive relevance, 
ambient light and eye comfort are not included in any of those objective metrics. To have 
a good understanding of human observers perceived quality gathering information user 
expectation score is necessary. This score is a measure of end-user experience. Subjective 
quality has a relation to QoS in video delivery system that is: QoS below a threshold leads 
to lower Subjective quality. Gathering user expectations should be done via a process 
called subjective tests. Subjective tests are expensive and time consuming since real 
human observers are needed. In order to overcome very personal parameters like tiredness 
or video content perception, user scores should be collected from more individuals. These 
scores are then normalised to show a unique mean opinion score for that specific video. 
Subjective tests have different standards.
Before proceeding to subjective test methods, there are some points to mention for 
evaluation of subjective quality:
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- Subjective quality varies with distortion measures in video; some distortions like 
blocking or blurring are more visible to HVS and can degrade visual quality. 
Subjective quality depends on video content such a way that user satisfaction on 
quality will reduce if distortion occurs in certain regions of video or image.
- Subjective quality in stereoscopic video brings the new term 'depth perception' and 
hence depth understanding affects subjective quality assessments.
Subjective quality in video delivery systems can be interfered by network 
parameters e.g. packet loss and delay.
Subjective quality in presence of videos with audio differs from mute videos 
Subjective quality evaluation is tedious and expensive and cannot be implemented 
in live and real-time applications.
Fusion of subjective quality for a target video needs averaging of personalised subjective 
quality over a large population of participants. Among subjective test methods, double 
stimulus continuous quality scale (DSCQS) [23] and subjective assessment methodology 
for video quality (SAMVIQ) are explained [22]. In experiments next Section, SAMVIQ is 
used for subjective testing's.
In DSCQS recommended by ITU-R BT.500-11 [43], reference and corrupted videos will 
be presented one after the other in the same session. Observers should rate each video on a 
scale from bad, poor, fair, good, and excellent. There is no explicit reference in DSCQS 
and it contains hidden reference. Possibility to change the vote does not exist in this test. 
Sequence length in this test and SAMVIQ is 10 second. In SAMVIQ recommended by 
ITU_R BT.700, there are explicit and hidden references [44]. Observers can change their 
score. Test materials can be played as often as user wants unlike DSCQS. The rejection 
criterion is lower score for reference in comparison to any other impaired video. The scale 
in SAMVIQ is from 0 (bad) to 100 (excellent). In Section 3.2, SAMVIQ is used as 
subjective test methodology for data set. Schematic diagram of SAMVIQ with random 
access is shown in Figure 3.1. Unlike DSCQS, which is a sequential presentation of the 
video sequences to the viewers, SAMVIQ is a scene-by-scene subjective video quality 
evaluation containing explicit reference, hidden reference and impaired videos [44]. 
Moreover, with the help of the hidden and the explicit references, SAMVIQ hinders users’ 
lack of concentration during the test [44]. Consequently, SAMVIQ results are more
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reliable than other methods like DSCQS with smaller standard deviation o f  the opinion 
scores for each sequence.
Impaiiedl Impaired: Impaired] impaired 4 Impaired)
Seûuence2 Refereace2 imnai Impaired] Impaired! Impaired)
Impaired I Impaired: Impaired] Impaired! I m p à d )
Figure 3.1 SAMVIQ with hidden reference in random places: Hidden reference is the 
copy o f  reference video in each sequence
In the forthcoming sections, efforts are put to design subjective quality estimator based on 
current state o f  the art objective quality metrics. After applying compression artefacts to 
stereoscopic videos, user scores are gathered for each impaired video. Objective metrics 
are extracted for videos and then applied in several designs to estimate subjective quality 
scores in either discrete or continuous scale. Estimator performance is enhanced by adding 
content features to input feature vectors. There are some factors like motion, texture and 
depth perception that affect perceived quality. Previous work on the relations between  
content analysis and subjective quality o f  2-D  videos can be found in [13]. Using content 
analysis, subjective quality and QoS relations can be parameterised for each content type. 
Content analysis has two stages: feature extraction and clustering. Feature extraction 
involves computation o f  video features e.g. motion. During clustering, attributes o f  each 
content type are summarised in cluster centres and density functions. Content features are 
author contribution for extraction spatio-temporal activities within depth layers.
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3.2 Experiments in Presence of Compression Artefacts
In this section, gathering data set and subjective experiments to collect user scores are 
explained. Data set with user scores are used to propose and validate subjective quality 
estimator in this chapter. They will be used for validating a new RR quality metric in the 
next Chapter.
3.2.1 Data Set
In this thesis, videos are in the colour plus depth format. There are 29 original videos in 
different types of motion, depth perception, number of objects, colour palette and camera 
panning. Spatial resolution for each view (colour/depth) is 960x540 pixels. To have a wide 
range of qualities, different quantisation parameters (QPs) were applied during encoding 
colour and depth maps. For each stereoscopic video, colour and depth maps were encoded 
separately using H.264/AVC with variable bitrate coding (VBR) at the QPs: 30, 35, 40, 
45, and 50. Baseline profile was used for encoding colour images and depth maps were 
encoded using high profile. I frames were included every 75 frames for all colour and 
depth maps (IPPP...IPPP...). During encoding stage, content adaptive binary arithmetic 
coding (CABAC) was used. Consequently, 725 videos were generated at 25 fps  rate.
In order to present the quality of the videos used for subjective experiments, PSNR values 
for colour and depth videos encoded with QP values equal to 30 and 50 are shown in 
Table 3. 1. Moreover, average bitrates for the best and the worst quality videos (QP values 
30 and 50 respectively) are shown in Table 3. 1. For all of the sequences, PSNR values for 
the best quality (QP’s=30) show acceptable image quality. The lowest PSNR value for the 
colour component is for the sequence ''Football 7” which is 34.67 dB and the lowest 
PSNR value for the depth image is for the sequence "Butterfly 7” that is 38.23 dB. The 
highest PSNR value for the colour component encoded with QP value equal to 50 is for 
the sequence "World Cup'' which is 29.39 dB. The maximum PSNR value for the depth 
image encoded with QP equal to 50 is for the sequence "Football 2" which is 37.09 dB. 
Selecting QP’s from {30, 35, 40, 45, and 50} allows having a wide range of visual 
qualities for the video sequences and hence the designed subjective quality estimator acts 
reliably for different qualities.
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In this stage, H.264/AVC reference software JM 16.1 is employed to encode/decode 
videos [45]. At the time of gathering data set for this PhD thesis, the latest codec standard 
for use in multiple devices is employed which is H.264/AVC. Extensions to this research 
or future work can involve encoding/decoding video with the latest standard which is High 
Efficiency Video Coding (HE VC). HE VC is a video compression standard, a successor to 
H.264/MPEG-4 AVC, currently under joint development by the ISO/lEC Moving Picture 
Experts Group and ITU-T Video Coding Experts Group as ISO/lEC 23008-2 MPEG-H 
Part 2 and ITU-T H.HEVC. MPEG and VCEG have established a Joint Collaborative 
Team on Video Coding (JCT-VC) to develop the HE VC standard. HE VC is said to 
improve video quality, double the data compression ratio compared to H.264/MPEG-4 
AVC, and can support 8K ultra high definition (UHD) and resolutions up to 8192x4320 
[46].
Table 3.1 Image quality and bitrates of encoded colour and depth videos for the best and 
the worst qualities of the impaired videos; QP=30 and 50.
Colour QP= 30, Depth QP=30 Colour QP= 50, Depth QP=50
Video Sequence Colour
PSNR
(dB)
Depth
PSNR
(dB)
Average
Bitrate
(kbps)
Colour
PSNR
(dB)
Depth
PSNR
(dB)
Average
Bitrate
(kbps)
Bike 37.21 44.41 1231 29.24 3&86 916
Butterfly 1 37.81 38.23 1025 27.45 3296 827
Butterfly 2 37.88 3&89 1115 27.32 32.54 892
Butterfly 3 38.14 3&9 1047 27.54 32.62 792
Black and white 35.44 39.9 910 23.45 31.52 190
Ce// 41.38 39.06 1440 27.41 32.04 418
Check in 39.39 41.66 1105 24.74 33.41 388
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Chess 1 36.29 40.58 1330 28.4 33.11 875
Chess 2 35.35 41.3 1403 27.88 33.61 945
City 38.43 41.1 902 24.7 36.75 416
Eagle 34.77 41.84 1678 2 5 2 35.29 1422
Football 1 34.67 41.16 1286 25.19 34.58 897
Football 2 3542 44.28 1161 27.34 37.09 790
Football 3 37.64 39.5 2421 24.13 31.81 426
Home 36.45 42.06 1391 2 8 2 34.9 1030
H ulkl 40.66 43.08 1193 26.52 33.08 742
Hulk 2 39.79 42.33 1132 28.42 33.65 694
Iceberg 1 40.56 46.67 870 29.19 34.88 569
Iceberg 2 38.84 42.08 1019 27.64 35.31 467
Island 37.6 46.04 1055 28.72 34.73 804
Key 36.18 39.85 2197 27.68 33.68 1620
Lady I 36.79 40.14 2457 27.53 35.02 1989
Lady 2 35.7 41.22 2062 28.15 35.16 1738
Nightlife 1 36.76 39.96 2323 26.1 35.01 1694
Nightlife 2 38.97 40.43 1259 24.3 31.86 351
Ocean 37.58 46.42 874 2553 37.55 524
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Red Bull 37.87 41.61 1557 24.22 32.6 399
Wave 38.49 41.28 1392 25.48 34.79 364
World Cup 40.54 44.64 796 29.39 36.28 461
3.2.2 Subjective Experiments
Following generating impaired stereoscopic videos; it is time to gather user ratings for all 
videos through the subjective tests. SAMVIQ is used during subjective tests. SAMVIQ 
uses multi stimuli with random access approach [44]. In each part of the test, there is an 
explicit reference and other videos to rate; one video is called hidden reference. Hidden 
reference is the copy of explicit reference. Users can view each video several times. 
During the test, viewers can change their votes. When all videos from same scene are 
voted, viewer can go for next scene. The scale in this test is continuous and between 0 to 
100, where 0 is for the worst quality and 100 is for the best quality such that this score 
should represent an overall perceived stereoscopic video quality in terms of image quality 
plus depth perception. The scale is labelled as: 0-20 scores represent “b a d \  20-40 
represent ''poor"\ 40-60 are “fair"\ 60-80 are ""good" and 80-100 are ""excellent.
The place of the hidden reference and combinations of colour and depth QPs were 
randomly chosen for each scene. Subjective tests were conducted three times during two 
years. In each phase, at least 40 observers (40% females and 60% males) aged between 
18-40 participated in multi sessions during six weeks such that for each video at least 15 
votes were collected. Subjects were tested for visual acuity based on Snellen chart where 
all had visual acuity greater or equal to 1 [47]. A Snellen chart is an eye chart used by eye 
care professionals and others to measure visual acuity. Snellen charts are named after the 
Dutch ophthalmologist Herman Snellen who developed the chart in 1862 [47]. The ability 
of the subjects to perceive stereoscopy was tested with TNO stereo where good stereo 
vision <60 seconds of arc [48]. Colour vision was tested with Ishihara test [49]. Viewers 
without previous experience of viewing stereoscopic videos were trained with stereoscopic 
videos different from their session tests. Training session was performed with 15 impaired 
and 3 original sequences each 10 second to include different qualities. During training 
sessions, viewers were asked about the content, colour, and depth perception.
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In addition, a 42" Philips WOWvx multi-view autostereoscopic display was used. This 
display has the resolution of 1920% 1080 pixels. The viewing distance was set to 3m for the 
viewers. The environment had the illumination of 200 lux. The rejection criterion was, 
when a viewer rated hidden reference lower than other videos in one scene, votes for this 
user for that scene were removed. Finally, votes for each person in each scene were 
normalised. The normalisation is based on the scaling to the hidden reference score of the 
scene for every user. The mean of the normalised opinion scores is the final outcome of 
the experiments, which is called ""continuous scale opinion score" in this research and it is 
a number between 0 to 100. The chart to gather user score is depicted in Figure 3.2. Users 
are asked to tick the score or write numbers. In case they tick the line in Figure 3.2, it is 
transferred to closest decimal number. This can be improved with latest technology for 
gathering user data, e.g. tablets, which were not present during the time of the subjective 
tests.
In cases that reference video has lower 3-D quality compared to other video types (poor 2- 
D to 3-D conversion), users have scored hidden reference lower compared to other video 
types. A good example is the sequence “Football 1” where average user scores for hidden 
reference was below 90. This means that, at the end of subjective experiments, relative 
quality with respect to given explicit reference and controlled by hidden reference score is 
obtained. 3-D plot for colour PSNR, depth PSNR versus MOS for all impaired videos are 
depicted in Figure 3.3. Until now, a data set with different stereoscopic video content is 
provided and their subjective scores are collected fi*om subjective experiments. This 
information is used to estimate subjective quality in training and validation stages.
Excellent
P o o r
Figure 3. 2. The chart used to gather user scores during SAMVIQ subjective tests.
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Figure 3.3. 3-D plot of MOS and PSNR of luminance for colour and depth sections.
3.3 Estimation with Gaussian Mixture Models
In statistics, a mixture model is a probabilistic model for representing the presence of 
subpopulations within an overall population. One instance can belong to more than one 
subpopulation with different posterior probabilities. A mixture model relates to the 
mixture distribution that represents the probability distribution of observations in the 
overall population ( [50], [51]). In simple format, mixture models are statistical inferences 
about the properties of the subpopulations given only observations on the pooled 
population, without subpopulation identity information ( [50], [51]). Mixture model can be 
regarded as types of unsupervised learning or clustering procedures. For the gathered data 
set in this thesis, there are observable and concealed subpopulations. Asymmetrical 
behaviour of the gathered data is a good motivation to have Gaussian mixture models 
(GMM) compared to standard Gaussian probability density function (PDF) estimation.
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GMMs are among statistical methods for clustering. In statistics, a mixture model is a 
probabilistic model that assumes the underlying data to belong to a sub-population 
distribution. In a mixture distribution, its density ftinction is just a convex combination of 
other probability density fonctions:
p (x )  =  W iP i(Z ) +  W2 P2 W  +  -  +  vi^nPnOT (3 .1)
The individual PiOO density fonctions that are combined to make the mixture density 
p(x) are called the mixture components, and the weights Wj associated with each 
component are called the mixture weights or mixture coefficients. The most common 
mixture distribution is the Gaussian (Normal) density function, in which each of the 
mixture components are Gaussian distributions, each with their own mean and variance 
parameters:
p(x) =  +  W2iV2(%;p2,^2) +  -  + (3.2)
Each cluster in GMM has mean and associated covariance. Unlike vector quantiser (VQ) 
that is based on distances, GMM is capable of truly estimation of PDF. This advantage 
makes GMM similar to Bayesian classifiers. GMM parameters are estimated from training 
data using Expectation Maximisation (EM) ( [50], [51]). EM is an iterative method for 
finding maximum likelihood or maximum a posteriori (MAP) estimates of parameters in 
statistical models, where the model depends on unobserved latent variables. The EM 
iteration alternates between 1) performing an expectation (E) step, which creates a 
function for the expectation of the log-likelihood evaluated using the current estimate for 
the parameters, and 2) a maximization (M) step, which computes parameters maximising 
the expected log-likelihood found on the E step. These parameter-estimates are then used 
to determine the distribution of the latent variables in the next E step [50], [51]. The 
difference between GMM and K-means is in E step. In K-means, E step assigns instances 
to nearest cluster (membership is either 0% or 100%) but in GMM E step assigns instances 
soft cluster membership values. In other words, in GMM, each point contributes to some 
extent to each cluster.
Various applications are employing GMM like speech recognition or handwriting 
recognition. Further readings can be found in ( [52], [51], [50], [53], [54], [55]). For 
subjective quality estimation, inputs to each mixture can be quality feature vector, e.g.
42
_________________ Chapter 3. Subjective Quality Estimation in Presence o f  Compression Artefacts
VQM and SSIM. Output of GMM is the subjective quality score. However, for the sake of 
computational complexity there is a need of finite number of states. Hence, before 
classification, stereoscopic videos are labelled based on their subjective score. Table 3.2 
shows video labels. This assumption is used for both training and test sets and based on 
equal population number for different classes. Subsequently, output of designed subjective 
quality estimator is a quality label (discrete) not a quality score (continuous).
Table 3.2 Video tagging assumptions
Score Region Video type
75-100 H (High) and HH (Very high)
50-74.99 H (High) and HL (Moderate high)
25-49.99 L (Low), LH (Moderate low)
0-24.99 L (Low), LL (Very low)
For each abovementioned stereoscopic video, these objective quality metrics are extracted: 
colour SSIM [1], colour VQM [5], and depth SSIM. SSIM is based on HVS capability of 
extracting structural information [1]. This metric can be calculated over a window of size 
N xN  for luminance component as.
SSIM(x,y) =
(2 \i^ \ iy+ C i) (2cov ix ,y )+ C 2)
{i^X^  + \ y^^+Cl){ôx  ^+ Ôy^  + C2)
(3 3)
Where \ix and \iy are x and y luminance averages, and 5y^ are the luminance 
variances along x and y. The other two terms and Q  are constants. The resultant SSIM 
index is a decimal value between -1 and 1, and it gets 1 is if x and y are identical. 
Typically, window size is 8x8. In our experiments, we used SSIM for each video colour 
and map sectors. SSIM is a FR-Structural metric.
Another objective metric used is VQM [5]. VQM measures the perceptual effects of video 
impairments like noise, blocking, blurring, and unnatural motions and combines them in to 
a single metric [5]. VQM calculations involve extracting perception-based (HVS) features. 
These features will be combined to form the VQM metric. Some important perception 
based parameters like: loss of spatial information (blurriness), shift of edges from vertical 
or horizontal to diagonal orientations, shift of edges from diagonal to horizontal or vertical
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(blocking), changes in the distribution of U-V samples, amount of motion in video, and 
local colour impairments are used to extract this feature [5]. VQM is FR-HVS based 
metric in our categorisation.
There are three classifiers that trained with feature vector: [colour SSIM, colour VQM, 
depth SSIM]. One is for complete quality span, which decides on H or L tags. The second 
one is for high quality videos in which it will detect if a video is HH or HL. The other one 
is for low quality region deciding LH or LL. Each black box is a binary Gaussian mixture 
models (GMM). Each cluster has a prototype, a priori probability, and covariance matrix. 
In this section, three-variable Gaussian densities are employed.
In each clustering section, 50% of videos are for training, 10% videos are reserved for 
cross validation and 40% are for test stage. For test, feature vectors are fed in to classifiers 
and posterior probabilities are measured. Higher a posterior probability reveals the video 
quality region. To avoid error propagation fi*om first stage to next stage, colour PSNR 
values are checked with these two centres: 32.75 dB (5= 1.99) is for H and 28.64 dB 
(5=1.86) is for L. These PSNR values are training set PSNR first order statistics for H and 
L videos separately. Diagram of this system is depicted in Figure 3.4. For first classifier 
(H/L), Results are shown in Table 3.3.
PSNR Check
input
H/L
0- 50-100
H HH/HL
50- 70-100
LH/LL
0 - 30-50
HHor HL
LH or LL
Figure 3.4 Subjective quality estimator for stereoscopic video. 
For each classifier, hypotheses are:
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( Null hypothesis: Hq'.MOS <  MOS^ i^
{Alternative hypotheis: Hi'. MOS >  MOSth (3.4)
For the H/L classifier MOSt^ is 50. For the HH/HL classifier MOS^ f  ^ is 75 and for the 
LH/LL classifier MOSth is 25.
Table 3.3 Test result for H/L classifier: MOSth is 50.
Actual\Detected L H
L 0.899 0.111
H 0.0189 0.9811
Using PSNR check, misclassified video will not go to next LL/LH classifier. Same case is 
true for misclassified H videos. Second classifier (HH/HL) is for high quality region, 
(trained and tested with H videos) which is shown in Table 3.4.
Table 3.4 Test result for HH/HL classifier: MOSth is 75 and only MOS > 5 0  videos are
present
ActualVDetected HL HH
HL 0.9724 0.0276
HH 0 1
In addition, the third classifier (LH/LL) is for low quality region (trained and tested with L 
videos). Table 3.5 shows the results for LH/LL classifier.
Table 3.5 Test result for LH/LL classifier: MOSth is 25 and only MOS < 5 0  videos are
present
ActualVDetected LL LH
LL 1 0
LH 0 1
Further investigation shows that erroneous videos from first stage (blocked by PSNR 
check) have posterior probabilities less than 70% whilst correctly detected videos have 
posterior probabilities above 96%. Prototypes and priori probabilities are in Table 3.6.
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Table 3.6 Cluster prototypes and a priori probabilities.
Cluster Colour SSIM Colour VQM Depth SSIM A priori probability
H 0.921 0.321 0.9741 0.516
L 0.835 0.533 0.9520 0.489
HH 0.926 0.296 0.9811 0.560
HL 0.909 0.424 0.9507 0.440
LH 0.889 0.524 0.9551 0.539
LL 0.835 0.647 0.9461 0.461
As shown in Tables 3.3-3.5, using objective quality metrics for 2-D sections of 
stereoscopic video and GMM, the proposed subjective quality estimation technique is 
accurate. This system is enhanced using 'PSNR check’ as a validation tool to obstruct 
erroneous patterns flow to succeeding stage. Prototypes have proper distance with each 
other and this helped the system to detect new video score region with a high rate of 
success. One step before proper distance of prototypes is high correlation coefficients 
between subjective scores and objective metrics. Using depth metrics enables this system 
to recognise different qualities in cases where colour maps have similar visual qualities. In 
other words, depth information gave this system 3-D quality knowledge.
Compression and network parameters change effectively objective metrics and hence 
perceived quality deviates. This estimator can help content providers to reconfigure 
compression and transmission parameters to act in insured boundaries in order to keep 
user’s expectations high. High rate of success in this system for test videos enables it to 
estimate new videos subjective score with high accuracy rate. This system can be used 
offline as FR metrics are used in quality feature extraction phase. In offline mode, with the 
help of this system content providers can estimate subjective quality for each video they 
store or upload.
This system has a low computational complexity in estimating discrete quality score. This 
benefit makes it a suitable choice for lightweight implementations to discriminate hugely 
between different visual quality levels. However, for delicate estimation of visual quality, 
the need of a system capable of estimation continuous quality score is vital. In the next 
section, an effort will be introduced to estimate continuous scale quality score.
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3.4 Estimation with Multilayer Perceptron
Neural networks are data mining tools for finding unknown patterns in databases. Neural 
networks can be used to make decisions by forecasting. To solve nonlinearly separable 
problems, a number of neurons are connected in multiple layers to build a multilayer 
perceptron. MLP is a feed forward artificial neural network model that maps sets of input 
data onto a set of output. MLP consists of multiple layers of nodes in a directed graph, 
with each layer fiilly connected to the next one. Except for the input nodes, each node is a 
neuron with a nonlinear activation function. MLP utilises a supervised learning technique 
called back-propagation for training. Applications of MLP using a back-propagation 
algorithm are numerous like speech recognition, image recognition and machine 
translation. Further readings can be found in [56]. Two key advantages of MLP are 
generalisation and fault tolerance. MLP can classify unknown patterns with other known 
patterns that share the same discriminating structures. This means noisy or incomplete 
instances will be classified because of their similarity with complete inputs. Because of 
MLP’s distributed nature, it continues working even when a substantial segment of its 
neurons and interconnections fail.
Similar to GMM, we need a finite number of quality scores. Before proceeding, the quality 
region (A) is defined by the function (Y(.)) over the continuous scale opinion score (cr):
 ^Bad i f  Ô < 2 0
Poor i f  20 <  Ô < 4 0
A =  ^ Fair i f  40 <  5 <  60 (3.5)
Good i f  60 <  Ô <  SO 
L Excellent o. w
From the data set explained earlier, 50% of videos are randomly selected and reserved for 
training (363 videos) and 50% (362 videos) are for the test stage. The proposed Subjective 
quality measurement tool is designed in two stages as shown in Figure 3.5. The first stage 
estimates the quality regions with the help of PSNR of colour and depth images, 
blockiness [57] and blurriness [58] of colour image. These metrics have greater values and 
wider variations compared to the other metrics like VQM or SSIM. The other rationale for 
choosing them for the first stage is that, these objective metrics can perform as hard 
thresholds in the QoS-Subjective quality relations better than VQM and SSIM.
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Consequently, by feeding these features in to the neural network, the output of MLPi is the 
quality regions in 5 levels. The estimated quality region (A) is represented as:
A = fi (PSNRyuv, Blockc, BluVc, PSNRa) (3.6)
Feature Set 1: colour PSNR, depth PSNR, colour blockiness, colour blurriness 
Feature Set 2: colour SSIM, colour VQM, depth SSIM
Impaired Colour 
video Feature Set 1 Quality Region
Impaired Depth 
video
Subjective quality score
Feature Set 2
MLPI MLP2Feature
Extraction
Original Colour \ \ Original Depth
video ! ! video
Figure 3.5 Block diagram of the system
The performance evaluation of MLPi shows its reliability in the estimation of the quality 
regions for both training and test sequences as shown in Table 3.7.
Table 3.7 The percentage of the correct detections is shown for First Neural Network 
performance in estimation of the quality regions.
Set Train Test
Spearman’s Rank 
Correlation Coefficient
0.9685 0.9540
Following the estimation of A, the computed SSIM metric of colour and depth and VQM 
for colour are used as inputs to MLP2  to estimate the continuous scale opinion score:
d =  f2(VQMc.SSIMc,SSIMa,l) (3.7)
Utilising SSIM’s and VQM enables MLP2  to closely estimate continuous scale opinion 
scores. This is due to the higher correlation of SSIM and VQM with the HVS perception 
of the quality. Results for all videos are shown in Figure 3.6.
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Figure 3.6 MLP-based estimation results.
Table 3.8 shows the estimation results o f  the system. is from the linear regression with 
zero intercept and is equal to the squared o f  the correlation coefficients (CC). A s shown in 
Table 3.8, the average R  ^ for the test sequences is 0.870 and for the training set is 0.849.
Table 3.8 Overall system performance in estimation o f  the continuous scale scores
Set Train Test
Spearman’s Rank 
Correlation Coefficient
0.9415 0.8650
Sensitivity analysis ( [59]) measures the effect that each o f  the input features has on the 
output. It can provide a feedback for later pruning tasks by removing the insignificant 
features, reducing the size and complexity o f  the network. Sensitivity analysis is therefore 
a method for extracting the cause and effect relationship between the input features and 
outputs o f  the network. In this thesis, sensitivity analysis was also performed for both 
M LP’s to measure the relative importance for each o f  the inputs to the neural networks.
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The importance value is a number ranging between 0 (unimportant) to 1 (extremely 
important). One of the simplest and most common approaches for sensitivity analysis is 
that of changing one-factor-at-a-time (OFAT or OAT), to see what effect this produces on 
the output [59]. The importance values for the inputs of the each MLP’s are shown in 
Table 3.9. In MLP^, the most important input feature is the PSNR of the luminance for the 
colour video whilst the least important feature is the blockiness of the colour video. Except 
for the PSNR of the luminance of the colour video, the importance values for other 
features are very close. In MLP2 , the most important input feature, as expected, is the 
estimated quality region from the first stage. Amongst other features, the most important 
one is the colour VQM and the lowest importance is for the depth SSIM. Validation of the 
proposed technique proves its accuracy in estimating subjective quality. Output of the 
proposed system can be fed into the prior blocks in the video delivery system, e.g. 
encoder, for compensation and hindering further visual quality decrease.
Like many other applications of NN in signal processing, this system is dependent on 
distribution of videos in training and test sets. One improvement to this system is to add 
thousands of different content type and extract new quality features, which are implausible 
in terms of dimensionality. Moreover, 3-D videos are perceived based on their content 
characteristics. Content characteristics in simple form include motion and texture 
information. Adding content analyser to subjective video quality estimation is a treat. In 
the next section by extracting and clustering content features, a subjective quality 
estimator is designed to have more accurate results.
Table 3.9 Importance value for inputs of the MLP’s
Stage Variable Importance value
PSNRy 0.192
PSNRu 0.159
Inputs to MLPi PSNRv 0.169
Depth PSNR 0.161
Colour Blockiness 0.155
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Colour Blurriness 0.164
Inputs to ML?2
Colour SSIM 0.222
Colour VQM 0.268
Depth SSIM 0.168
Estimated Quality 
Region from MLP^
0.343
3.5 Content Based Subjective Quality Estimate
There are some factors like motion, texture and depth perception that affect perceived 
quality. Previous work on the relations between content analysis and subjective quality of 
2-D videos can be found in [13]. Using content analysis. Subjective quality-QoS relations 
can be parameterised for each content type. Content analysis has two stages: feature 
extraction and clustering. Feature extraction involves computation of video features e.g. 
motion. During clustering, attributes of each content type are summarised in cluster 
centres and density functions. Pattern recognition methods like K-means clustering have 
been used frequently in content analysis of image and video. Using K-means clustering, 
partitioning a data set in to K clusters helps in designing a system locally (per partition) 
rather than globally (for all data). Applications of K-means clustering are numerous [50].
K-means clustering treats each observation as an object having a location in feature space. 
It finds a partition in which objects within each cluster are as close to each other as 
possible, and as far from objects in other clusters as possible with a distance measure, e.g. 
Euclidean distance. K-means employs an iterative algorithm that minimises the sum of 
distances from each data point to its cluster centroid, over all clusters. This algorithm 
moves data points between clusters until the sum of distances cannot be decreased more. 
The result is a set of clusters that are as compact and well separated as possible. Validation 
of clustering can be performed with some measures e.g. Silhouette value [60]. Previous 
research on video content clustering for conventional 2-D videos can be found in [13] [7].
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In this thesis, content characteristics e.g. motion are extracted for video sequences to 
make feature space where each video is a data point (instance) in this space. K-means 
clustering partitions data into K mutually exclusive clusters. Herein, cluster attributes are 
texture and motion within depth layers of stereoscopic videos. Estimation of opinion 
scores for each cluster is performed by discriminant analysis employing video quality 
metrics e.g. PSNR. Discriminant analysis (DA) is a pattern recognition method, which 
tries to find a linear combination of features to separate data in two or more classes. 
Accordingly, DA can be used as a linear classifier or in feature reduction [51]. The linear 
combination of features has two advantages. First, it reduces size of feature space. Second, 
data in the new feature space tend to be more separable.
To estimate discrete opinion scores (quality regions) in 5 levels, DA is employed in the 
first stage to separate video instances in the feature space remarkably. Inputs for DA are 
PSNR, blockiness and blurriness. Following estimating discrete opinion scores, estimation 
of continuous scale opinion scores is performed using colour SSIM, depth SSIM and 
colour VQM, given estimated discrete opinion score. In brief, the proposed system 
consists of an initial stage of content type clustering (K-means). For each content type, 
there exist several separating lines to distinguish qualities (role of DA). Finally, for each 
separated region within each content type, linear regression (LR) algorithm is capable of 
estimating accurate values for user scores.
3.5.1 Content Feature Extraction
During subjective tests, user scores depend on several factors: image quality, depth 
perception and content types. For stereoscopic videos, content types can be considered as 
different between videos in amount of texture, motion, depth, number of objects, motion 
trajectories, camera panning, etc. In this thesis, the focus is to distinguish between videos 
based on texture and motion activities for different depth layer. Accordingly, finding 
number of depth layers in depth video can be a preliminary stage for content analysis. 
Depth frame as a grey scale image has 256 possible grey levels (gl G [0,255]).
Afterwards, depth frame is scaled with j^ J^, to 32 grey levels. By scaling, nearby depth
layers are combined and considered as a single depth layer. Histogram of scaled depth 
frame (HSDF) is calculated. Depth video histogram (DVH) for a stereoscopic video (N 
frames) is defined by:
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DVH =  ^ 'Z tiH S D F i  (3.8)
The number of peaks in DVH (K) is applied to K-means clustering segmentation of depth 
frames to generate K  masks. To hinder considering adjacent depth planes (two neighbour 
peaks in DVH) as separate depth planes, a minimum distance between DVH  peaks is set as 
8th’ III this chapter, 8th is set to 3 that means dominant depth layers have a minimum 
distance of 24 grey levels. Threshold value {8th =  3) is selected from original stereoscopic 
videos to have trade-off between numbers of peaks (less complex depth segmentation) and 
relevance to depth segmentation. Previous work on colour/depth segmentation and fusion 
to extract objects in stereoscopic videos can be found in [61]. Figure 3.7 illustrates colour 
and depth maps of the and the 250* frames of the sequence ''Chess V \
A colour image is passed through each of the K filters. For each filtered colour frame (the 
i* frame) over the k* filter (CFi h), spatial information (SI) and time information (TI) are 
computed for luminance component according to [62]:
SIk=i,..k =  [std„ (Soi»eZ(Cfi,fc))j| (3.9)
and.
'Bh=i,...k — ^stdy ^stdfj ({CFi h — (3.10)
The edge detector is Sobel filter [63], and time difference is for two consecutive frames. 
The outputs of this stage are spatio-temporal information within each depth layer. The 
other feature in the proposed content analysis is derived from time presence of depth in 
each layer. For a video with N frames, K  principal depth layers and resolution of Wx H,  
average time presence of depth pixels in each layer is defined as:
Where a){x,y) represents segmented depth image at location (x,y). Each depth image is 
segmented to K. clusters (number of peaks in DVH definition) with k-means clustering.
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Accordingly, for each stereoscopic video number o f  extracted features for content 
clustering is equal to 3 K x l .
A
Figure 3.7 Segmentation for the "Chess 7”, the first row shows the and the 250* frames 
o f  colour and depth maps. The second row shows masked colour frames over depth layers.
For this sequence, 2 dominant depth layers exist.
3.5.2 Content Clustering
Unsupervised K-means clustering with Euclidean distance is employed for clustering 
contents o f  725 videos. The purpose o f  K-means clustering as a non-hierarchical clustering 
algorithm is to classify instances into groups that are relatively hom ogeneous within  
themselves and heterogeneous between each other based on a control variable, e.g. 
Euclidean distance. These groups are called clusters. K-means clustering treats each 
observation as an object having a location in the feature space. It finds a partition in which  
objects within each cluster are as close to each other as possible, and as far from objects in 
other clusters as possible with a distance measure, e.g. Euclidean distance. K- 
means employs an iterative algorithm that minimises the sum o f  distances from each data 
point to its cluster centroid, over all clusters. This algorithm m oves data points between  
clusters until the sum o f  distances cannot be decreased more. The result is a set o f  clusters 
that are as compact and well separated as possible. Validation o f  the clustering can be 
perfonned with some measures e.g. Silhouette value [60]. In this case, optimum number o f
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cluster has the highest Silhouette value. Signal processing applications of K-Means 
clustering are numerous, amongst them content clustering and image segmentation are 
more common. Previous research on video content clustering for conventional 2-D videos 
can be found in ( [13], [7]).
The optimum number of mutually exclusive classes is 12 where average silhouette value is 
maximum. Average silhouette value represents how close each data point is to its cluster 
centroid and how far it is from neighbour clusters centroids. Using content analysis, 
estimation of stereoscopic video subjective quality is performed for each cluster (locally). 
Optimum number of clusters occurs when cluster centroids are far apart and number of 
instances in each cluster is reasonable. In this thesis, the effort is to have minimum 5% of 
impaired videos (36 videos) in each cluster. The process of search for optimum K started 
with K=20. In this case, there are six clusters with number of instances less than 30 and 
average silhouette value is below 50. This time K is reduced to 18, where still there are 
four clusters with number of instances less than 30. Finally, for K=12 a maximum 
silhouette is achieved plus minimum number of instances in each cluster is 35. For K 
values greater than 20, number of clusters with few instances grows that is not statistically 
desirable in this research.
Description of classes can be summarised in:
- Class 1 with 15 videos and Class 2 with 35 videos, both have 6 layers of depth. Class 1 
has higher spatial activities in all layers in comparison to Class 2.
- Class 3 with 20 videos and Class 4 with 85 videos, both have 5 layers of depth. Class 3 
has a denser foreground layer (5* layer) and higher spatial activities exist within all layers 
for this class.
- Class 5 with 85 videos. Class 6 with 40 videos and Class 7 with 60 videos, all have 4 
layers of depth. They differ noticeably in SI within each layer. Background (the layer) 
in Class 7 is more static as SI value is very small.
- Class 8 with 20 videos. Class 9 with 116 videos. Class 10 with 89 videos and Class 11 
with 70 videos, all have 3 layers of depth. Class 8 has the highest SI values and Class 9 
has the lowest in all layers. Background of Class 8 is static. Difference between classes 10 
and 11 is noticeable in depth image time presence for background (the layer).
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- Class 12 with 90 videos has 2 layers of depth. SI (TI) values for background and 
foreground are balanced.
During content analysis, motion features in different depth layers are calculated. As an 
example, the proposed method differentiates between a video with high motion activity in 
foreground and a video with static foreground. Another important feature in the proposed 
content analysis algorithm is considering spatial activities in different depth planes. As an 
example, it recognises the difference between a plain background and highly textured 
background. In addition, time presence of depth is a representative of an average depth 
plane existence. As an example, a video with 3 layers with more pixels in middle layer is 
distinguished from another video with same number of depth layers but foreground layer 
is denser. Finally, the proposed content analysis is an unsupervised classification process 
as there is no reference to compare. In unsupervised methods, the aim is to distribute cases 
in clusters such that posterior probabilities become maximum.
3.5.3 Subjective Quality Estimation
Linear discriminant analysis (LDA) is a method used in statistics, pattern recognition and 
machine-learning to find a linear combination of features that characterises or separates 
two or more classes of data. LDA is closely related to ANOVA (analysis of variance) and 
regression analysis, which also attempt to express one dependent variable as a linear 
combination of other features or measurements ( [64], [65]). LDA is also closely related to 
principal component analysis (PCA) and factor analysis in that they both look for linear 
combinations of variables that best explain the data. LDA explicitly attempts to model the 
difference between the classes of data. PCA on the other hand does not take into account 
any difference in class, and factor analysis builds the feature combinations based on 
differences rather than similarities. Discriminant analysis is also different from factor 
analysis in that it is not an interdependence technique: a distinction between independent 
variables and dependent variables (also called criterion variables) must be made. LDA 
works when the measurements made on independent variables for each observation are 
continuous quantities. When dealing with categorical independent variables, the equivalent 
technique is discriminant correspondence analysis. Further reading on DA principles and 
applications can be found in ( [64], [66]).
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In each of the 12 content types, 60% of videos are reserved for training and 40% are for 
test stage. Quality region is defined in (3.4). Feature space formed of colour PSNR, depth 
PSNR, colour blockiness [57] and colour blurriness [58] is notably separable using 
discriminant analysis (DA). These metrics have greater values and wider variations as 
compared to other metrics like VQM [5] or SSIM [1]. Output of DA is the estimated 
quality regions (A) in 5 levels and represented as:
Â =  'i’(DA{PSNRyu^,, Blockc, Blurrc.PSNRa)) (3.12)
Performance evaluation of DA shows its consistency in estimation of quality regions for 
both training and test sequences as shown in Table 3.11. Following estimating quality 
regions, SSIM of colour and depth and VQM for colour are used as inputs to linear 
regression (LR) to estimate continuous scale opinion score (â) in each of estimated quality 
regions:
a  =  LR(yQMc,SSIMc,SSIMa) (3.13)
Block diagram and pseud code of the proposed technique is shown in Figure 3.8. Utilising 
SSIM’s and VQM enables each LR to closely estimate continuous scale opinion scores 
where videos are in the same quality region. This is due to higher correlation of SSIM and 
VQM with HVS perception of quality.
Table 3.10 shows estimation results for all clusters. R  ^ is from linear regression with zero 
intercept and is equal to squared correlation coefficients (CC). As shown in Table 3.10, 
average R  ^for training set is 0.971 and for test sequences is 0.954. The proposed system is 
highly accurate in estimating subjective quality scores as shown in Figure 3.9. Utilising 
the proposed model in video provisioning system, complex and expensive subjective 
experiments are avoided. Estimating subjective quality for each content cluster has an
effective role in high performance of the proposed system. Moreover, with the help of
machine-learning algorithms, a statistical model for subjective quality estimation is 
obtained.
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Colour
Frames
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Content Type 1PSNR (colour and depth), 
Blockiness (colour), Blurriness 
(colour)
Content Type 12
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(colour)
Continuous Scale Opinion Score
Linear 
Regression 1
Linear 
Regression 1
Linear 
Regression 5
Linear 
Regression 5
Discriminant Anaiysis 1 Discriminant Analysis 12
Content Analysis
Figure 3.8 Block diagram of the proposed content dependent Subjective quality estimation
algorithm.
Table 3.10 and RMSE for content-based estimation results
Overall System performance DA performance
Class
Train
Test
Train Test
RMSE R^ RMSE
1 0.967 4.01 0.939 2.12 1 1
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2 0.979 4.12 0.966 4.28 1 0.989
3 0.965 3.75 0.938 3.77 1 1
4 0.977 2.74 0.969 2.15 1 1
5 0.964 1.92 0.943 2.04 0.880 1
6 0.983 3.77 0.945 4.58 1 1
7 0.969 3.71 0.963 2.81 1 1
8 0.972 3.80 0.946 3.65 0.989 0.992
9 0.968 3.68 0.956 3.95 1 1
10 0.958 4.36 0.966 4.14 0.989 0.992
11 0.972 4.18 0.956 4.32 1 1
12 0.980 3.10 0.965 4.45 1 1
Average 0.971 3.59 0.954 3.52 0.988 0.997
As shown in Figure 3.9, there are visible groupings around each decimal number. This is 
due to the fact that during subjective experiments user scores (scored on paper charts) are 
rounded to nearest decimal. Moreover, high accuracy DA in the first stage make estimated 
values more likely to decimal numbers.
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Prediction Results
100
40 50 60 70
Measured Opinion Score
IOC
Figure 3.9 Test results for content dependent subjective quality estimation using current 
state o f  the art metrics considering different content types
A  content dependent subjective quality estimation algorithm for stereoscopic videos is 
proposed. During content analysis, spatial and temporal activities within depth layers are 
derived. Afterwards, subjective quality estimators are designed per cluster using objective 
metrics. Metrics used in this algorithm are different in the availability o f  the reference 
video and the derivation algorithm e .g . FR-Structural. The first stage in the estimation is to 
use discriminant analysis, which takes PSNR values, blockiness and blurriness to estimate 
the matching quality region. The second stage is to estimate continuous scale opinion  
score in the related quality region through linear regression o f  VQM and SSIM metrics. 
Experimental results show this system with the detection accuracy o f  95.4%, can act 
reliably in subjective quality assessment o f  stereoscopic videos.
This system with high accuracy is ready for lightweight implementations. It estimates 
continuous scale quality score consistently as it considers content characteristics, 
structural, statistical and HVS based features which are all effective to subject. Enhancing
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this technique for live/real-time applications involves having proper RR or NR metrics and 
fast content analysis that are core topics of the forthcoming chapters.
3.6 Summary
Stereoscopic video quality evaluations can be performed from two perspectives: objective 
and subjective. Objective quality evaluations involve mathematical representations of 
effective distortion/quality measures that do not change over time. In literature, there are 
several methods to model visual quality based on different aspects of quality. One 
effective objective quality metric that considers HVS is ANSI VQM that in the presented 
estimation is shown to have the uppermost influence on quality. These objective quality 
metrics are extracted for colour and depth videos and fed into several machine-learning 
algorithm to estimate subjective quality for stereoscopic video. First, GMM are used to 
estimate discrete quality score by using colour SSIM, colour VQM and depth SSIM. 
However, error propagation is controlled by PSNR. All metrics are FR. In another effort, 
continuous scale quality score is estimated in a two-stage MLP based network. For this 
purpose, FR metrics are used to first estimate discrete quality score (quality region) and 
then continuous scale quality score. To enhance continuous scale quality score estimation, 
content properties are extracted and used for content clustering. In content-based quality 
score estimation, machine-learning based estimators are designed per cluster. Each cluster 
contains similar content types based on spatio-temporal activities within depth layers. The 
rationale behind this estimator is the fact that stereoscopic videos are different based on 
texture, motion and number of objects, which can influence user’s perception of video 
quality. Depending on application, any of the proposed techniques (GMM, MLP and 
content-based) to estimate continuous/discrete quality score for stereoscopic video can be 
implemented and applied to monitor visual quality in presence of encoding artefacts.
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4 A New Objective Quality Metric for 
Compressed Stereoscopic Video and Its 
Applications
This chapter provides description of a new objeetive quality metric for encoded 
stereoscopic videos. Descriptions of the metrie are presented in Section 4.2. After 
validations over gathered data set, this metrie is applied in several subjective quality 
estimations. Content-based subjective quality estimation employing the proposed metrie is 
in Section 4.3. For live (fast-mode) applications, it is required to extract objective metric 
on a real-time basis. The proposed metrie is employed in subjective quality estimation in 
Section 4.4, which utilises live content-quality feature extraction. Finally, Section 4.5 
concludes this chapter.
4.1 Introduction
Evaluating quality of stereoseopie videos ean be performed subjeetively or objectively. 
Subjective evaluation needs real human observers to grade every video they view. To 
avoid this tedious and expensive proeess, objective metrics are considered to estimate 
human assessment of video quality. Objective metries are more reliable, if  they highly 
correlate to human pereeption of video. Objective metries, as numerical models, are not 
exposed to human factors like tiredness.
Rendered stereoseopie video includes two 2-D sections: colour video and depth (z) video. 
Commonly, current 2-D metries like Structural Similarity Index Metric (SSIM) [1], ANSI 
Video Quality Metrie (VQM) [5] and Moving Picture Quality Metrie (MPQM) [4] are 
used to evaluate stereoseopie video quality. Using 2-D objeetive metries for quality 
assessment of stereoscopic videos has some drawbacks like they do not consider the 
importance of depth perception. Furthermore, having reduced reference and no referenee 
metries exclusively for stereoscopic videos is vigorous for real-time applieations. In RR 
and NR metrics, there is a limited or no aceess to the reference video ( [12], [2]). In RR,
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some partial information of the reference signal is available through an auxiliary chaimel. 
Side information is not available in NR calculations ( [12], [67], [67]). Due to 
unquantifiable properties in human understanding of quality, NR metries are similar to 
blind measuring of the distortion in the decoded video ( [12], [2]).
Other categories of metrics include: statistieal, struetural, and psyehophysical metries 
based on HVS. Statistieal measures are like mean squared error (MSB) and PSNR. 
Previous works on measures like PSNR or MSB showed that they could not model human 
eye observation [14]. Structural measures can be used under NR scheme, like blocking or 
blurring effects. For psychophysical metrics, one should consider HVS structure. This 
structure mainly consists of contrast sensitivity function, masking, frequency selection, 
colour perception and pooling ( [17], [18], [64], [15]).
One of the major FR-structural metries is structural similarity index measure (SSIM), 
which is based on HVS eapability of extracting structural information [1]. This metric can 
be ealeulated over a window of size NxN for luminanee eomponent and is a decimal value 
between -1 and 1, and it gets 1 if x and y are identieal. One of the main FR-psyehophysical 
objeetive metric is video quality metric (VQM) which is developed by the Institute of 
Telecommunications Sciences (ITS) and American National Standard Institute (ANSI) [5]. 
VQM is capable of closely estimating subjective quality ratings from real human viewers 
[17]. VQM measures perceptual effects of video impairments like noise, blocking, 
blurring, and unnatural motions and combines them in to a single metric [5]. VQM 
calculations involve extracting perception-based (HVS) features. These features are 
eombined to form VQM metric. Some important pereeption based parameters like: loss of 
spatial information (blur), shift of edges from vertical or horizontal to diagonal 
orientations, shift of edges from diagonal to horizontal or vertical (blocking), changes in 
distribution of U-V samples, amount of motion in video, and local colour impairments are 
used to extract this feature [5].
In RR and NR metrics, there is a limited or no aceess to referenee video. For RR metrics, 
only partial information of reference signal is available through an auxiliary channel 
(Figure 4.1). The side information of reference signal is sent to RR quality measurement 
calculator as well as decoded video to measure RR metrics. Side information is not 
available in NR ealculations [67]. Different approaehes exist in RR quality metrics. 
Transmitter ean send temporal or spatial information of referenee video over supporting
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data line. Previous works on RR struetural metrics can be found in. Another approaeh to 
use side information is to put hidden pattern of bits in video and encode the video; these 
bits should not degrade video quality. RR data line carries these bits and at the RR quality 
caleulator, error between original hidden bits and decoded bits will reveal a measure of 
quality.
Watermark can be used to measure RR quality grade. In this case, degradation of 
watermark quality in deeoder section implies quality decreases in video. Previous research 
on hidden information and watermark can be found in ( [68], [69]). Measuring NR metrics 
is harder than RR since no information from reference signal and its attributes is available 
in receiver side. In this case, more perception-based parameters interfere in understanding 
of quality ( [57], [70], [71], [72], [73]). Due to unquantifiable parameters in human 
understanding of quality, NR metrics formed into measuring of distortion in reeeived 
signal. Distortions are made in capturing, coding, transmission, decoding and presentation 
stages. It has been reported in [12] that, distortions based on HVS and eonsidering scene 
statistics can outperform others like blurring or blocking. Video quality expert group 
(VQEG) is considering the standardisation of NR and RR metrics mostly for block DCT- 
based video eompressions [12].
Amongst NR metrics, blocking and blurring measures for colour images have attracted 
many research activities. Blocking occurs in block based coding schemes. They appear in 
block borders as discontinuities or shift in edges along blocks. There are different methods 
to measure this artefact ( [57], [70], [58]). The algorithm introdueed in [57] is employed to 
compute blockiness of colour videos during subjeetive quality estimation in this chapter. 
The approach is to find discontinuities along vertical or horizontal lines (borders). 
Blurriness or luminance bleeding is another artefact caused during compression. This is 
due to bigger values for QP (hard quantising). This artefact exists along edges. In this 
research, the method introduced in [58] is used to measure blurriness of eolour component 
of stereoscopic videos.
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Figure 4.1 RR metric calculations
For stereoscopic videos, different objective quality metrics can be derived from colour 
images, left and right views. Applicable depth map objective quality metrics are PSNR 
and SSIM. In other words, applicable metrics to depth maps are statistical or structural 
metrics while for colour maps psychophysical metrics are also applicable. In order to see 
capabilities of objective metrics, they should be validated through subjective tests, where 
better fitting metrics correlates subjective scores more. In [3], it has been presented that 
among FR metrics VQM is more capable in modelling perception-based quality of 
stereoscopic videos. Objective metrics even if they fit HVS understanding of video quality 
cannot guarantee human observer satisfaction of video. Different unquantifiable 
parameters change the way human judge video quality. Parameters like aesthetic, 
cognitive relevance, ambient light and eye comfort are not included in any of those 
objective metrics.
Authors in [9] suggested a FR metric for compressed videos that correlates HVS. In [10], a 
compound FR metric is introduced to operate for encoded stereoscopic video. For 
transmission and compression, a reduced reference metric is introduced in [8]. Edge 
information for colour and depth videos are extracted and utilised to construct the metric 
in [8]. In [11], VQM [5] has been extended to model 3-D video quality considering 
ambient illumination. In aforesaid metrics, spatial neighbouring information, which is very 
vulnerable during transmission, is not considered. Moreover, depth importance ratio in 
overall 3-D perception needs proper investigation to construct a new metric.
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In this chapter, a new RR stereoscopic video quality metric is proposed that highly 
correlates overall 3-D quality perceived at receiver side. Spatial neighbouring information 
and edge information are extracted to formulate the proposed metric. Grey level co­
occurrence matrices ( [74], [75]) and their contrast features for colour and depth maps are 
fundamental parts of the proposed metric. The proposed metric is a linear combination of 
spatial information elements. Furthermore, edge information for original colour and depth 
views, as intrinsic features, are linear coefficients to formulate the proposed metric. The 
other feature used in computation of the proposed metric is unequal weights of colour and 
depth videos. The proposed metric is verified extensively over stereoscopic video data set 
from Chapter 3. Subjective scores are gathered through subjective assessment 
methodology for video quality (SAMVIQ ( [44])) and are presented in Chapter 3.
Finally, the proposed metric is used in estimation subjective quality score in two 
techniques. The first technique is content-based estimation for offline applications where 
the proposed metric is employed with PSNR to estimate quality score. This technique 
shows that the proposed metric is a proper replacement for VQM and SSIM in 
stereoscopic video quality evaluations. The second technique is for live estimation. In live 
estimation, target is to have an estimated subjective quality at the end of each buffer time. 
This type of estimation can help encoders to control further quality degradation of 
stereoscopic video. This technique is utilising content and NR features. Content feature 
extraction is devised for fast mode applications.
4.2 The Proposed Objective Quality Metric
In this section, fundamentals of the proposed metric are explained. This metric employs 
texture-based distance and edge properties. Furthermore, importance of colour and depth 
maps is differentiated with a supplementary weighting scheme.
4.2.1 Texture Features
To consider overall stereoscopic video quality, a reduced reference (RR) video quality 
metric is proposed based on spatial neighbouring information from GLCM contrast ( [75], 
[74]) and edge information (Figure 4.2). GLCM also conveys some other important 
features, such as energy, entropy, contrast, correlation, homogeneity, cluster shade, and 
cluster prominence ( [63], [74], [75]). Among these features, the contrast measure is
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employed. GLCM’s contrast is a measure of local variations in an image. If there is a 
large amount of variation in an image, GLCM will slide away from its main diagonal and 
contrast measure will be higher. In other words, the larger the changes in grey scale, the 
higher the contrast measure. GLCM contrast has the lowest value for the uncompressed 
images. During encoding, larger values of QP introduce more blockiness in images; as a 
result, pixels in each block have similar values, which lead to have a GLCM concentrated 
diagonally. GLCM is a matrix distribution defined over an image from which spatial 
relationships between neighbouring pixels is extracted.
Reference video 
frames
Received video frames
Extracted contrast 
measures
Received 
Video 
Extracted 
, Features
Extracted contrast 
measuresV-H Contrast
Compare
V-H Contrast Contrast
Distance
Measures
Auxiliary channel
V-H Edge
Extracted edge 
features
Extracted edge 
featuresV-H Edge
V-H Contrast
V-H Contrast
Stereoscopic Video
Figure 4.2 The proposed metric block diagram: GLCM contrast and edge properties are 
computed for two directions: horizontal (H) and vertical (V). Each extracted feature of 
reference video frame can be represented with at most 10-bit integer.
To construct this matrix, one neighbouring pixel for each centre pixel in horizontal and 
vertical axis is used empirically; hence each view has two GLCM’s as shown in Table 4.1.
Table 4.1 Description and notation of the derived GLCM for each view and each direction.
Notation Description
^CH GLCM for colour for the horizontal axis
^CV GLCM for colour for the vertical axis
^DH GLCM for depth for the horizontal axis
^DV GLCM for depth for the vertical axis
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If is the grey-level co-occurrence matrix for the m  view in the n direction, contrast 
feature is defined with H and is formulated as:
f \ i  -  j Y  XGmnii.j)
hj
m  G {Colour, Depth] =  [C,D] 
n G [Horizontal, Vertical] =  [H,V]
(4.1)
During encoding, larger values of QP lead to have a block of pixels with more similar 
values and hence more bloekiness artefacts. Consequently, GLCM concentrates more 
diagonally and can be a preliminary stage to classify frames based on blockiness measure. 
Figure 4.3 shows the effect of the quantisation parameter on the contrast measure for the 
first colour frames of the sequence the “Butterfly 1” encoded with QP values 30 which is 
0.0622. A larger value of QP (Figure 4.4) leads to a smaller value contrast measure. In this 
ease contrast is 0.0241.
Figure 4. 3 First frame for the colour video of the sequence the “Butterfly 1” encoded with 
QP values 30. GLCM contrast measure for one pixel horizontal neighbouring show larger
value for QP 30 is 0.0622.
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Figure 4. 4 First frame for the colour video of the sequence the “Butterfly 1” encoded with 
QP 50. GLCM contrast measure for one pixel horizontal neighbouring show larger value
for QP 50 is 0.0241.
Frame contrast distance (FCD), for each colour and depth frames along horizontal or 
vertical axes is formulated as.
PC^ mrii =
-mriRefi
I — 1,..., N , (4.2)
c-muRefi contrast measure of the frame of reference sequence and ^he
contrast feature of the frame of the impaired sequence. In (4.2) and the rest of this 
section, nt index is defined as luminance of the colour (Q  or depth (D) respectively and n 
index is defined as direction, which can be either horizontal (//) or vertical (V). 
Stereoscopic frame contrast vector (SFCV) for the i^  ^ frame of impaired video is defined 
by:
SFCVi  =  [F CDcHi,FC Dcvi ,FCDo Hi ,FCDa v i \ (4.3)
Linear combination of SFCV elements is the candidate frame quality measure (FQM). For 
illustration purposes, contrast measures for the “Butterfly 1” sequence encoded with QP 
30,35,40,45 and 50 for colour and depth are shown in Figure 4.5. This sequence, like all
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other sequences in data set, has four contrast measures: eolour contrast horizontal, colour 
contrast vertical, depth contrast horizontal and depth contrast vertical. Also, contrast 
measure for reference colour and depth videos are shown in blue, which in both cases have 
the highest values comparing to encoded ones.
As shown in Figure 4.5, there exists a pattern for amount of compression artefacts and 
GLCM contrast measure. Lower QP values have better visual quality and higher GLCM 
contrast. Whereas, higher QP values changes natural statistics of each frame and lowers 
GLCM contrast. This is the key point why GLCM contrast has been used as fundamental 
part of the proposed metric. There are several ways to use this information like a simple 
linear combination of GLCM contrast measures. Linear coefficients are different for each 
video category depending on content type. In the next subsection, the way GLCM 
contrasts are combined is explained.
bu tterfly lc- horizontal contrast for colour butte rfly lc-  vertical contrast for colour
butterflylc
o  butterflyl c50
(b )
butterflyl d -  horizontal contrast for depth
I
(c)
butterflyl d
o  butterflyl dSO
(d )
Figure 4.5 Video sequences the “Butterfly 1”: (a) horizontal contrast for all colour frames; 
(b) vertical contrast for all colour frames; (c) horizontal contrast for all depth frames; and
(d) vertical contrast for all depth frames.
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4.2.2 Edge Features
As stated above, contrast measures can be combined blindly or with a pattern that differs 
from one video to another. After several epochs of try and error to combine spatial 
neighbouring information to maximise correlation to MOS, it is concluded that linear 
coefficients follow a pattern that is different for each video. This pattern is dependent on 
content characteristics of reference video. Reference videos have different spatial activities 
that can be represented with edge extraction. In order to calculate the linear coefficients, 
each colour/depth frame of original video is passed through Sobel edge detection filter 
[63]. After obtaining edge information for colour/depth frames standard deviations 
along vertical and horizontal axes are calculated. These statistical measures are dependent 
on video characteristics (texture) and are intrinsic features for each video. Unlike contrast 
measure of impaired videos, edge feature of impaired videos change erratically and cannot 
be used as distortion descriptors. For this reason, edge features of impaired videos are not 
used. However, edge features for different reference videos are very dissimilar due to 
different spatial properties. Edge feature for reference videos are treated as intrinsic 
features and used in the proposed metric. Coefficients are calculated for each frame based 
on,
=  'Lwidth stdv(Sobel{Fmd  ) (4.4)
VEjni is vertical edge element for the i*'' frame of m  view (colour or depth), s tdy  is 
standard deviation along vertical axis.
HE^. =  I.HeightStdHdSobelÇFmi') ) (4.5)
HEjyn is horizontal edge element for the i^  ^ frame of m  view (colour or depth). stdH is 
standard deviation along horizontal axis. Weighted edge vector (WEV) for the i* frame is:
W E V - =  V2iHED^]
. and are colour weights and 771. and 772 ^  are depth weights and complying: 
(Cl i + Czf) Finally, the proposed objective quality metric for a
stereoscopic video with N frames is defined as.
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SVQ M  =  W EVi • SFCVi'^ (4.7)
The other important parameter in the proposed metric is the proportional weight of colour 
and depth maps and is defined by:
"  >>11+ ’h i + ( u +  (21
In the proposed metric, spatial information and its variations fi*om original video to 
impaired video is an effective component. During compression, pixel values change so 
they contain different neighbouring structures for original and impaired videos. The other 
important feature employed in computing the proposed metric is the edge information. The 
edge features of original videos are the weighting factors of the proposed metric. Unlike 
original video, edge information of impaired videos are considered as distortion measures 
not a intrinsic features to be sent via an auxiliary channel to compute the proposed RR 
metric (see Figure 4.2). Finally, degree of importance between colour and depth images is 
considered.
4.2.3 Validation
To verify performance of the proposed metric, it should correspond to opinion scores from 
conducted subjective experiments. In this section, there are 29 reference videos in 
different types of motion, depth perception, number of objects, colour palette and moving 
camera. Spatial resolution for each view (colour/depth) is 960x540 pixels. To have wide 
range of qualities, different quantisation parameters (QPs) were applied during 
compression of colour and depth maps. For each stereoscopic video, colour and depth 
maps were encoded separately using H.264/AVC with variable bitrate coding (VBR) at 
QPs: 30, 35, 40, 45, and 50. Baseline profile was used for encoding colour images and 
depth maps were encoded using high profile. I frames were included every 75 frames for 
all colour and depth maps (IPPP...IPPP...). During coding stage, content adaptive binary 
arithmetic coding (CABAC) was used. Consequently, 725 videos were generated at 25 fys.
Subjective tests are based on SAMVIQ [44], and user scores are based on continuous scale 
in the range of fO (worst)-100 (best)] for overall stereoscopic video quality. In each part of 
the test, there is an explicit reference and other videos to rate; one video is called hidden 
reference. Number of participants, vision test, and ambient light are complying with ITU
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guidelines for subjective experiments. For each impaired video at least 15 votes were 
gathered. A 42” Philips WOWvx multi-view autostereoscopic display with the resolution 
of 1920x1080 pixels was used for the test. Ambient light and viewing distance were 200 
lux and 3m respectively. Validation is based on non-symmetrical logistic curve fitting and 
for scaled opinion score (divided by 100) [76]. Data set and subjective experiments are 
presented in Chapter 3 Section 3.2.
Assuming no sudden scene change, Xi has small variations for consecutive frames and 
hence Xt can be set to a fixed value for all frames. The examined and important x  values 
and their components are shown in Table 4.2.
Table 4.2 Values for x  and their components
Xi (2, rjii ri2i
0.769 1 1 0.3 0.3
0.8 1 1 0.25 0.25
0.833 1 1 0.2 0.2
The correlation coefficients (CC) of the opinion scores and the proposed metric for 
different x  and average SSIM [1] and VQM [5] of the rendered left and right views are 
shown in Figure 4.6. Rendering process is based on depth-image-based rendering (DIBR) 
technique [77]. The average CC for the proposed metric is maximum when x  is 0.8 that is 
equal to 0.829. The average CC for average left and right views for SSIM is 0.773, which 
is lower than the proposed metric performance. Average CC for VQM is 0.840. Unlike 
VQM that is calculated for a whole duration of stereoscopic video (left and right views) 
and not on a frame-by-frame basis, the proposed metric is appropriate for live or real-time 
stereoscopic video quality assessments. While employing luminance component features of 
colour and depth maps, the proposed metric highly correlates subjective quality scores. 
Each frame of original stereoscopic video has 8 extracted features to be sent via the 
auxiliary channel. Frame rate for the videos in this section is 25 Q)s and each feature needs 
10 bits for representation in the RR extractor side. 10-bit is obtained experimentally for 
both contrast features and edge features. Contrast and edge features are fraction numbers
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between 0 and 1. Knowing this, 10-bit binary representation gives a good precision for all 
contrast and edge measures. Hence, the auxiliary channel bandwidth to transmit side 
information can be computed as,
8 X25 xlO  = 2Kbps  (4.9)
V f r a m e  J \secondJ \ f e a t u r e j
0.95
0.85
8  0.75
0.85
0.55
Figure 4.6 The proposed metrie verification regarding to different colour to depth 
importance ratio is shown. Results are compared to average SSIM ( [1]) and VQM ( [5]) 
for rendered left and right views based on depth-image-based rendering (DIBR) technique 
( [77]).
Considering one color frame, computing GLCM contrast along each axis takes 0.0471 s 
for processing. Edge properties need 0.0686 s for execution. SSIM calculation for each 
frame needs 0.1004 s. On the other hand, ANSI VQM needs an average 0.3698 s for each 
frame. These results are measured on a computer with 2.2 GHz Intel Core 17 CPU and 4 
GB RAM. This means that for less computational complexity compared to common 
metrics, a powerful metric exclusively for stereoscopic video is proposed in this chapter. 
Moreover, unlike VQM and SSIM only extracted information from reference video is 
needed at reciever side. This enables the proposed metric to operate reference-free mode.
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For illustration purposes, proposed metric versus subjective scores have been shown for 
some videos in Figures 4.7 and Figure 4.8.
O butterfly 1
X butterflyS
4- butterfly3
O black and white
O o
0.3 0.35 0.4
Proposed metric
Figure 4.7 Proposed metric vs. subjective scores for sample videos: “Butterfly 1”, “Butterfly T  
“Butterfly 3” and “Black and white” sequences have been shown.
Figure 4.8 Proposed metric vs. subjective scores for sample videos: “Football 1”, “Football 2 ”, 
“Football 3” and “K ey” sequences have been shown.
Like other video quality metrics, the proposed metrie has different range of activity for 
different videos. For example the proposed metric is 0.1395 for the highest quality for 
video sequence the “Butterfly 3” while this measure is 0.165 for the “Butterfly 2” and 0.17 
for the “black and white” (Figure 4.7). This is due to the fact that, % has a universal value 
for all frames of videos. Improvements can be considered with an adaptive colour to depth 
importance ratio where this system should be able to detect scene changes and applies a 
new X afler it. However, this will add another component to the system and adds 
computational complexity.
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This metric is employed in various subjective quality estimations in the future sections of 
this thesis. It can be applied in a buffered estimator and in a live fashion method. For the 
latter, all other features used in estimating subjective quality score should follow a live 
fashion as availability of the reference signal to end user is not applicable.
Advantages of the proposed metric comparing to other traditional metrics (VQM and 
SSIM) are:
The proposed metric is RR with minimum dependency on reference video.
- The proposed metric accommodates depth perception as spatial neighbouring 
information of depth frames.
- The proposed metric utilises luminance component of colour video, which leads to 
have a lightweight metric.
- Edge information has the role of intrinsic (content) properties that differentiates 
between videos based on amount coarseness in either axes.
- Colour to depth importance has been fully investigated and a boundary of 
assurance for this metric is attained.
- Low computational complexity makes it suitable for online tasks.
4.3 Subjective Quality Estimation
In this section, the proposed metric is utilised in subjective quality estimation algorithm. 
During this stage, x  equals to 0.80 is considered. Henceforth, the coefficients in (4.8) are:
(i = (2 = 1 =  0 .25,772 =  0.25 (4.10)
The proposed metric is combined to the subjective quality estimation algorithm after 
content analysis and discriminant analysis (Chapter 3 (3.13)). The only change in the 
formulation is in (3.13), which turns to:
â =  LR(SDVQM') i \content index (4.11)
Estimation results are shown in Table 4.3. The proposed metric is a stereoscopic video 
quality measure as features for both colour and depth maps are considered. The degree of
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importance for colour and depth x  can be pre-set to 0.80, however for speeiflc applications 
e.g. sports video types; it should be measured via subjective experiments and sent through 
auxiliary data line to the receiver. Parameter x  depends on the features from content 
corresponding eolour palette of the video or depth density.
As shown in Table 4.3, the average for the test sequences is 93% and for the training 
set is 95.8%. Figure 4.9 shows estimated opinion scores given measured opinion scores. 
Substituting colour VQM, colour SSIM and depth SSIM during estimation of the 
continuous scale opinion seore with the proposed metrie leads to a drop of 2.4% in the 
results while using VQM and SSIM which is trivial. Furthermore, applying the proposed 
metric removes the need of the referenee signal; as it is a reference free metric. The 
maximum number of iterations for linear regression is 4, which is for cluster 12, and DA 
computations terminates when error is less than 4% for the training sequences.
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Figure 4.9 Applying the proposed metric, estimated opinions scores vs. measured opinion 
scores from subjective experiments in Chapter 3 are depicted.
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Table 4. 3 Subjective quality estimation results using the proposed metric.
Class Train Test
1 0.968 0.937
2 0.966 0.919
3 0.961 0.926
4 0.964 0.931
5 0.948 0.969
6 0.955 0.946
7 0.974 0.935
8 0.959 0.913
9 0.953 0.949
10 0.946 0.907
II 0.968 0.920
12 0.933 0.909
Average 0.958 0.930
In this section, a content dependent subjective quality estimation algorithm for 
stereoscopic videos is proposed. This system utilises content analysis presented earlier in 
Chapter 3. Afterwards, quality estimators are designed and tested per cluster employing 
the proposed metric and PSNR. The accuraey of this system in estimating continuous scale 
quality seore is 0.930. Enhaneing this teehnique for live applications involves having fast 
content analysis, whieh is included in the following seetion.
4.4 Live Estimation of Subjective Quality
The variety of applications of the stereoscopic videos from stereoscopic TV to 
telecollaboration has ascended the researeh activities in diverse fields of this technology, 
which share a common goal of delivering high visual quality to the end-user. Safeguarding 
the high visual quality is liable to challenge storage and transmission constraints. One 
timeless solution for this ehallenge is to apply compression teehniques to preserve storage
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and transmission resources, while the perceived visual quality is not degraded noticeably. 
The artefacts made during compression and transmission of stereoscopic videos, degrade 
user’s perception of the stereoscopic video quality. The fast and accurate estimation of the 
perceived quality based on various compression and transmission parameters provides the 
ability for the video provisioning system to overcome the degradation of the perceived 
quality. The estimation result of the perceived quality can be fed into the compression and 
transmission units for compensation. This is a motivation to propose a teehnique for fast 
estimation of subjective quality.
The initial stage of this technique is content-quality feature extraction. Numbers of depth 
layers, spatial and temporal features within depth layers are considered to represent video 
content charaeteristics. In the second stage, quality features are extracted. Blockiness [5], 
blurriness [58] and proposed metric in Section 4.2 are calculated for stereoscopic videos. 
Content and quality features are used in decision tree for live subjeetive quality score 
estimation.
R r a v e d  Colour Fraues
Content-Quality D ecm -T reeoaseil
Featiie Extraction
Figure 4.10 The proposed decision-tree based framework for Subjeetive quality estimation
of stereoscopic videos.
Decision trees are seleeted beeause of their capabilities in fast and accurate estimation. 
Pre-processing of data is performed to summarise stereoseopie video content and quality 
features (Figure 4.10). The job of abstraetion (windowing) is to reduce feature set size. In 
this case, each 5 frames are eonsidered as a group of frames (GOF) and content-quality 
features are averaged during summarisation time (divided by 5). Summarisation reduces 
the size of input vector by around 80%. Learning process of DT’s is an inductive process 
that uses particular facts from data attributes to make more generalised conclusions [78]. 
After learning proeess, DT is able to estimate the output giving new inputs. There are
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different methods for learning process of decision trees. In this thesis, random subspace 
method [79] is employed to estimate subjective quality of stereoscopic video. Block 
diagram of this technique is shown in Figure 4.10.
4.4.1 Decision Trees
Data mining (DM) is an interdisciplinary area for extraction of knowledge and discovery 
of the novel and notieeable patterns from data. DM involves methods from artificial 
intelligence, machine-learning and statistics. DM is a part of knowledge discovery in 
databases (KDD), after pre-process steps (e.g. data cleaning). This process extracts high- 
level knowledge from low-level information from data. DM, in either of the deseriptive or 
estimative formats, has been broadly used in the different applications like stoek market 
analysis, classifying DNA sequences, search engines, computer games, speech 
recognition, image retrieval and video content analysis [80]. One of the estimative 
methods in DM that has been used extensively in the signal processing applications is the 
decision tree algorithm ( [81], [82], [83], [84]).
Decision trees are amongst estimative methods that can classify data. A decision tree uses 
training data to construct a classifier, which models the relations between data attributes 
and class targets [78]. The learning process of DT’s is an inductive process that uses 
particular facts from data attributes to make more generalised conclusions [78]. Once it 
has learnt, the decision tree is able to estimate the output based on new inputs. The final 
model is made of a set of Boolean tests, which is less complex than a one-stage elassifier 
for implementations and in-service applications [78]. Representing a DT can be performed 
two ways [78]. In the first method, a decision tree is modelled with the influenee diagram 
(ID) through nodes and arcs [78]. There are three types of nodes: 1) decision nodes 
represent points at which the system has to make a choice of one alternative from a 
number of possible alternatives; 2) chanee nodes represent points at whieh chance, or 
probability, plays a dominant role and refleet alternatives over which the system has no 
control; and 3) terminal nodes represent the ends of paths from top-down through the 
decision tree. Both decision and chance nodes are interior nodes and can have child nodes, 
but terminal nodes have no child nodes. Arcs are in three types: functional which ends in a 
deeision node, conditional and informational arcs. Second, mathematically, DT’s are “If- 
Then ” rules, where different rules apply sequentially to get a specific output.
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There are different algorithms for the learning proeess of a DT. Common to all the 
algorithms is that a DT chooses the best attributes to split the instances based on some 
measures like information gain [85] or gini index [86]. If the stopping criterion is met, the 
splitting attribute represents a decision node. Stopping criterion is when there is no 
attribute or training sample left or all samples have the same target value. Due to 
numerous attributes and targets, handling error in training a DT is performed mainly by 
pruning; e.g. if two DT employ the same attributes and have the same accuracy, the one 
with fewer leaves (nodes) is selected for the final model. Pruning can be performed either 
as pre-prune (forward pruning) or as post-prune (backward pruning). In pre-pruning, it is 
achievable to stop adding new attributes and hence hinder over sizing through some 
measures like information gain [85]. Post-pruning is a recursive task that it waits for the 
full DT has built and then prunes the attributes by two major concepts: 1) sub-tree 
replacement; and 2) sub-tree raising. Post-pruning is an inherent feature of many DT 
learning algorithms to obtain optimum tree with an acceptable rate of accuracy. More 
details on simplifications and pruning in decision trees can be found in ( [87], [88]).
There are different methods for learning process of decision trees like C4.5 [89], ID3 [90], 
and CHAID [91]. In this research C4.5 is selected. Based on some information theory 
concepts like entropy, C4.5 builds deeision trees from a set of training samples 
eonsidering error rate and speed [89]. C4.5 is a greedy, recursive and top-down algorithm 
for decision trees [89] and has an appropriate combination of speed and accuracy [92]. 
C4.5 starts with the root node where it seleets an attribute more capable of separating the 
instances [89]. Following the root node, C4.5 deeides on other attributes recursively until 
it meets the stopping criterion and where all training instances are classified [89]. The 
seleetion measure is based on information theory and that is information gain [89]. Lastly, 
post-pruning is accomplished to obtain the optimum tree with fewer leaves and higher 
accuraey. C4.5 has been employed in different applications, among others: speech 
recognition [81], video coding [83] and video classification ( [82], [84]).
4.4.2 Feature Extraction
In this section, the feature extraetion part of the proposed framework is described in two 
stages. First, content features, e.g. spatial information within depth layers, are extracted for 
each frame of the stereoscopic video. Second, the quality features utilised in this
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framework are explained. One of the quality features is the contributed RR objective 
measure based on spatial relationships of the voxels.
4.4.2.1 Content Features
One important feature in stereoscopic videos is their difference in depth pereeption. 
Accordingly, finding the number of depth layers in depth video can be a preliminary stage 
for content analysis. Depth frame as a grey scale image has 256 possible grey levels
(gl  G [0,255]). Afterwards, depth frame is scaled with |^^J, to 32 grey levels. By scaling,
nearby depth layers are combined and considered as a single depth layer. Histogram of 
scaled depth frame (HSDF) is calculated. Number of peaks in HSDFj is the parameter K^ , 
which is equal to the number of the depth layers for the i* frame of the depth video. 
Afterwards, stream of peaks of depth video is smoothed to hinder sudden changes from 
one frame to following frame (as shown in Figure 4.11) by.
\O.SKi + 0.5/fi_il i f >  0.5
Ki =  \ ' _ _ (4.12)
jaKi  +  1 ow. w . r . t  a  +  a  =  1
In this research, the value of a  is set to 0.97 and the resultant Ki is applied to K-means 
clustering segmentation of depth frames to generate Ki filters out of each frame.
Conclusively, for a video with N frames, the first eontent feature is described as the stream 
of the balanced number of the peaks or:
K = [ f i , . . . , f q  (4.13)
In the gathered data set in Chapter 3, the minimum number of the peaks for each frame of 
the videos is equal to 2, unless the frame is a blaek frame. Avoiding oversizing, the 
maximum number of the peaks is eapped at 6 , which only happens for 2 .2% of the frames 
for all 725 videos.
Each depth frame is segmented in to Ki sections and hence generates Ki filters. The 
correspondent colour image is passed through each filter. Each filtered image has zero and 
non-zero pixels, where non-zero pixels show the information from the colour frame over 
the specific part of the segmented depth image. Previous research on depth/colour
82
Chapter 4. A New Objective Quality Metric for Compressed Stereoscopic Video and Its
_________________________________________________________________ Applications
segmentation cab be found in in [61], where colour/depth segmentation and fusion are 
employed to extract objects in stereoscopic videos.
For each filtered colour frame (the i* frame) over the filter (CFij), spatial feature (0) is 
computed for the luminance component:
0j = s tdy  ^stdH (^Sobel[CFi j)y^
i =  1, . . .N,j =  l , . . . ,K i  (4.14)
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Figure 4.11 The original stream o f  the number o f  the peaks ( K)  and the smoothed version ( K)  are
shown for the sequence the “Butterfly 3”.
Another feature is computed from the time difference (A), which is computed for the 
luminance components for two consecutive filtered colour frames (the i-l/^ and i^*^ frames) 
over the correspondent filters (CFij, CFi_ij). Time features are computed from:
{std„  ((CFy -  CFj_ij))}
I = 1, = l , . . . ,K i  (4.15)
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The edge detector is Sobel filter [63], and time difference is for two consecutive frames.
4.4.2.2 Quality Features
This stage involves calculating objective quality metrics: NR blocking and NR blurriness 
measures for the colour images, and the proposed metric from Section 4.2 for stereoscopic 
video. Blocking occurs in the block based coding schemes. They appear in block borders 
as discontinuities or shift in edges along blocks. There are different methods to measure 
this artefact. In this part of the research, the algorithm introduced in [57] is employed. The 
approach is to find the discontinuities along vertical or horizontal lines (borders). 
Blurriness or luminance bleeding is another artefact caused during compression. This is 
due to bigger values for QP (hard quantising). This artefact exists along the edges. The 
method introduced in [58] is used for blurriness. Finally, each video has N (number of 
frames) blockiness {p') measures and N blurriness (v) measures. The set of NR metrics is 
abbreviated as NRF (no reference features):
NRFixiN — {Pi> • f ‘ (4.16)
And SVQM from (4.10) with x  0.80 is used for all stereoscopic videos. Components of x  
are:
Cl ~  Cz ~  ~ V2  ~  0.25 (4.17)
4.4.3 Subjective Quality Estimation
Each stereoscopic video, consisting of N frames, has a continuous opinion score equal to Ô 
that is obtained from subjective experiment results,
{ F I ,... .,F^) -  Ô where  5 6 [0 — 100] (4.18)
After using non-overlapping window with size 5, each stereoscopic video is presented by a 
set of GOF’s having similar quality score to whole video,
[gOFi, GOFn] »  S where  5 e  [0 -  100] (4.19)
Content and quality features are summarised with windowing. Summarised features are 
considered as input vector fed to DT. A non-overlapping windowing for 5 frames is used
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for summarisation that gives 80% decrease of input vector size. Non-overlapping 
windowing can be treated as a time buffer for duration of 200 ms for videos with 25 fps. 
200 ms is within amount of tolerable delay for end-user recommended by ETSI [93]. 
Accordingly, input vector consists of content-quality features:
- Spatial information within depth layers
- Time information within depth layers
- Average colour and depth bitrates for GOF’s.
- Bloekiness for colour video frames
- Blurriness for colour video frames.
- The proposed stereoscopic video quality metrie. Figures 4.12-4.16 show the proposed 
metric for sample symmetrically encoded videos (with equal QP’s for colour and depth).
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Figure 4.12. Average of the proposed metric for each 5 consecutive frames (non­
overlapping windowing) for the sequence the “Bike” encoded with equal QP’s for colour 
and depth.
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For the sequence the “Bike” (Figure 4.12), the lowest quality encoded with QP’s 50 in all 
times has the highest value. In other words, the proposed metric can sort stereoscopic 
video frames based on visual quality.
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Figure 4.13 Average of the proposed metric for each 5 consecutive frames (non­
overlapping windowing) for the sequence the “Cell” encoded with equal QP’s for colour 
and depth.
Similar to the sequence the “Bike” (Figure 4.12), the proposed metric can sort stereoscopic 
video frames based on visual quality for the sequence the “Cell” (Figure 4.13). However, 
in some time frames (37-40) where there is another dynamic in stereoscopic video motion, 
shape, etc.; with time varying colour to depth importance ratio it can be restored to order.
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Figure 4.14 Average of the proposed metric for each 5 consecutive frames (non­
overlapping windowing) for the sequence the “Check in” encoded with equal QP’s for 
colour and depth.
Like previous examples, for the sequence the “Check in” (Figure 4.14) the proposed 
metric can sort stereoscopic video frames based on quality. Figure of merit of the propose 
metric is due to proper consideration of texture based changes during encoding stage and 
how different aspects from colour and depth frames are joint together to create this metric. 
Another fact in the proposed metric is it can reveal information for motion activities 
during any time frame. As an example, in the sequence the “City” (Figure 4.15) graphs of 
the metric for each encoded sequence are smoother compared to the sequence the “Check 
in” (Figure 4.14). Long-term investigation of the proposed quality features over a time 
frame can be a suggestion for spatio-temporal activities for stereoscopic videos.
The sequence the “World cup” (Figure 4.16) is a high motion sequence that is weakly 
converted from 2-D to 3-D. For these reasons, DC tenns have smaller values compared to 
other sequences. Moreover, visual quality for these types of converted videos can saturate 
for QP’s less than 35 as seen in the graph. The gap between the proposed metric graph for 
QP 35 and 30 are very small compared to other sequences.
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Figure 4.15 Average of the proposed metric for each 5 consecutive frames (non­
overlapping windowing) for the sequence the “City” encoded with equal QP’s for colour 
and depth.
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Figure 4.16 Average of the proposed metric for each 5 consecutive frames (non­
overlapping windowing) for the sequence the “World cup” encoded with equal QP’s for 
colour and depth.
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For estimation, decision trees are trained and tested using WEKA [94]. Random subspace 
method and bootstrap aggregating (bagging) are used. Random subspace method [79] is an 
ensemble classifier and a generalisation of the random forests algorithm. Bagging [86], is 
an ensemble algorithm to improve stability and accuracy of classification. It helps to
avoid over fitting. For 725 impaired videos, summarisation gives 725x =  36250
instances for each possible content-quality feature. Number of instances for training and 
test sets is 18125, which is half of the data set. Train and test sets are selected randomly 
among all data set where GOF’s for each impaired stereoscopic video are in either training 
or test set. In other words, train and test sets have proper distance. Test results for two 
learning algorithms shown in Table 4.4. For illustration purposes, results for random 
subspace method are shown in Figure 4.17.
Table 4.4 Test results for different decision tree algorithms. CC and RMSE are shown for
each algorithm.
Algorithm for DT
Tree
Size
CC RMSE
Random subspace [79] 2205 0.94 6.551
Bagging [86] 3173 0.934 7.625
It is evident that DT with random subspace algorithm performs better with 94% accuracy 
and remarkably reduced tree size. This method modifies training data in the feature space. 
Quality score of stereoscopic video can be defined as the average quality score for its 
GOF’s. In this case, CC for random subspace method is 0.954. This measure for bagging 
method is 0.915.
To investigate effect of the proposed metric, DT is trained and tested leaving out the 
proposed metric Results of this investigation are shown in Table 4.5. Omitting the 
proposed metric leads to 23.32% decrease in estimation accuracy and 57.14% decrease in 
tree size, which means many nodes in DT are incorporating the proposed metric.
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Table 4,5 Test results for random subspace algorithm are shown removing proposed
metric.
Tree Size CC RMSE
945 0J208 16.659
• t
40 50
M e asu red  sub jec tv ie  quality
Figure 4.17 Estimation results for GOFs with random subspace method.
Live estimation of subjective quality in the proposed technique has good accuracy. 
Furthermore, due to nature of DT algorithm used in this technique, implementations of the 
proposed estimation are lightweight in terms of computational complexity. The rationale 
behind this is the fact that DT includes simple 'df-theiV' rules. This system estimate 
continuous scale quality score at the end of each buffer time which is 200 ms. There are 
several ways to improve this estimation algorithm. One is to deploy bitrate considerations 
in DT and involve them a new feature set. Some improvements can be achieved by adding 
other quality features that consider other perspective of visual quality. However, both 
proposed remedies will increase DT size that is a very important factor.
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The concept behind this system is extensible to situations where subjective score is 
gathered in a real-time fashion. It means that users rate video quality frequently rather than 
at the end of Ss or lOj, which are current standards. For this purpose, there is a high 
demand for subjective quality assessment standards that are capable of this. To the 
author’s knowledge and by the time of writing of this PhD thesis, there is no standard for 
gathering user scores repeatedly during subjective experiments for 3-D video.
4.5 Summary
In this chapter, pixel wise neighbouring and edge information are used to construct the 
proposed RR stereoscopic video quality metric. Neighbouring pixel values change during 
encoding and can be used as a measure of distortion. To model neighbouring information, 
contrast features from GLCM are computed. Contrast feature should be computed for all 
frames of original and compressed video. GLCM contrast measures and edge information 
of original frames are transferred to receiver side. The other component in the proposed 
metric is the colour to depth ratio. This ratio can maximise correlation between subjective 
scores and the proposed metric for some values. The proposed RR metric can perform 
reliably in stereoscopic video quality evaluations as shown in sections 4.3 and 4.4.
The proposed metric is employed in buffered (offline) subjective quality estimations with 
content features and PSNR. This method estimate subjective quality at the end of 
stereoscopic video and can be applied in encoding schemes where distance between scene 
changes is more than 10 seconds. Afterwards, a framework for live subjective quality 
estimation of the stereoscopic videos is suggested. The impression behind this framework 
is to extract content and quality features for the first stage. Furthermore, with the help of 
non-overlapping windowing, the number of the content-quality features is reduced 
significantly preserving the important information concurrently. Summarised features are 
fed into a decision-tree to estimate the opinion score inductively. The average measure of 
success of the proposed system for test sequences is 94%. The output of the proposed 
system as a measure of subjective evaluation can be fed into encoder unit for 
compensation. Hence, further degradation of the perceived visual quality can be prevented.
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5 Real-Time Subjective Quality Estimation 
for Stereoscopic Videos
This chapter provides description of a novel technique to estimate subjective quality score 
for stereoscopic videos for real-time applications. It involves subjective experiments for 
gathered data set in Section 5.2. For estimation, content and quality feature extractions are 
performed. Content feature extraction for real-time applications is in Section 5.3. 
Moreover, the proposed RR objective quality metric is modified for channelled videos in 
Section 5.4. Content-quality features are employed to estimate subjective quality for 
transmitted stereoscopic video in a real-time fashion in Section 5.5. Finally, Section 5.6 
concludes this chapter.
5.1 Introduction
Delivering high visual quality for real-time applications like live sports has attracted many 
research works. This encounters limitations in capturing, video encoding, transmission and 
rendering. Applying lossy encoding whilst keeping visual quality high is one solution to 
tackle this problem prior to transmission. However, due to stochastic properties of 
transmission channels, there are other types of quality degradation in video delivery in the 
network. One common error is to drop some encoded packets that are due to congestion or 
transmission error. Real-time estimation of perceived video quality based on various QoS 
parameters provides the ability for video provisioning system to overcome further 
degradation of perceived quality. Estimation results can be fed into compression and 
transmission units for compensating effective parameters.
Stereoscopic videos are different based on depth, motion and texture characteristics. These 
properties affect user’s understanding of stereoscopic video quality. On the other hand, 
basic QoS parameters of video delivery system can alter perceived video quality. QoS 
parameters in video communications system include objective video quality metrics. 
Describing perceived quality with relation to QoS parameters can be boosted considering 
content characteristics. Estimating subjective quality without considering content
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characteristics leads to lower accuracy. The reason is that stereoscopic videos with similar 
objective quality measures have different subjective quality due to effect of content 
characteristics.
Prior research work on estimation of subjective quality for 2-D videos in presence of 
channel effects can be found in ( [95], [96]). In [95], a model has been developed to 
estimate QoE based on continuous real-time feedback from viewer. In [96], authors have 
an ANFIS based learning model to estimate QoE of 2-D videos. This technique considers 
different content types based on spatio-temporal activities. For stereoscopic video, 
subjective quality relation to network effects has been investigated in [97]. However, 
subjective quality estimation depends on content characteristics for stereoscopic videos. 
There is a high demand for fast and accurate subjective quality estimation of stereoscopic 
video for real-time applications considering content and quality features. If real-time 
estimation of subjective quality is accomplished accurately, further degradation of quality 
can be prevented. Moreover, with accurate estimation of subjective quality, allocated 
network resources can be optimised and unchained for other tasks like speech transmission 
or signalling. Especially for stereoscopic videos when video transmission requires huge 
bandwidth, freeing bandwidth for other tasks is ideal. This is the main motivation in this 
chapter.
The initial stage of the proposed technique is content feature extraction. Numbers of depth 
layers, spatial and temporal features within depth layers are considered to represent video 
content characteristics. In the second stage, quality features are extracted. Blockiness [57] 
and blurriness [58] are calculated for colour frames of the stereoscopic video. 
Furthermore, a contributed RR video quality metric is extracted. Spatial neighbouring and 
edge information are utilised to formulate the proposed metric. GLCM [74] and their 
contrast features for colour and depth maps are fundamental parts of the proposed metric. 
Another feature used in the computation of the proposed metric is the proportional weight 
of colour and depth maps, which maximises the performance for some specific values. 
Prior to exploiting the metric to estimate subjective quality, it has been validated to realise 
its correlation to subjective quality scores. Content and quality features are used in DT for 
real-time subjective quality score estimation.
Decision trees are selected because of their capabilities in fast and accurate estimation. 
Pre-processing of data is performed to summarise stereoscopic video content and quality
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features. Summarisation is with sliding window to reduce the size of input vector by 
81.05%. Learning process of DT’s is an inductive process that uses particular facts from 
data attributes to make more generalised conclusions [78]. After learning process, DT is 
able to estimate the output giving new inputs. There are different methods for learning 
process of decision trees. In this section, random subspace method [79] is employed to 
estimate subjective quality of stereoscopic video.
5.2 Subjective Experiments in Presence of Network Artefacts
Packets can be lost in transmission due to congestion or error in transmission. Congestion 
is due to the amount of traffic exceeding the capacity of the node that leads to drop some 
packets in the queue. Abrupt and short period congestion can lead to a bursty channel. 
Error in transmission is more expected in wireless channels due to estimated nature of 
channels. Packet loss has spatio-temporal effects in visual degradation of video such as 
data loss that is more visible in low textured areas or jitter. In this section, Gilbert-Elliot 
model ( [98], [99], [100]) is employed to simulate transmission (Figure 5.1). This model is 
a simple channel model widely used for describing burst error patterns in transmission 
channels, which enables simulations of the digital error performance of communications 
links. It is based on a Markov chain with two states G (good: receiving packets correctly) 
and B (bad: receiving corrupted packets).
1“P
q
l - q
Figure 5.1 Gilbert-Elliot model with two “Good” and “Bad” states and their transition
probabilities
This model consists of two states for receiving packets (G) and losing a packet {B) with 
inter and intra transition probabilities. The average packet loss rate {PLR) is [99],
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PLR =  q^+q (5.1)
The average loss burst length (BL) is,
BL = (5.2)
To generate channelled videos, each original colour and depth video is encoded with 
constant QP 28 with VBR in JSVM software Ver. 9.60 [101]. A sequence of 
IPPP...IPPP... is considered during encoding to generate H.264 Annex B stream. NS-3 is 
used to simulate transport layer (UDP) and data link layer (MAC) [102]. Two-state 
Markov (Gilbert-Elliot) channel model is employed to simulate the physical medium 
through which the video packets are transmitted. In the experiment, different probability 
errors have been set to determine the effect of channel for transmitting high quality 
encoded sequences. The channel has been simulated using Gilbert-Elliot model. We used 
1%, 4%, 8%, 10% and 13% for average packet loss rates with average loss burst length 
1.5. Table 5.1 shows transition probabilities and subsequent average packet loss rate for 
the “Butterfly 1” sequence. In this physical channel realisation, the parameter q is set 
fixed.
Table 5.1 Transition probabilities and average PLR for the “Butterfly 1” sequence.
p q PLR
0.0067 0.6667 0.01
0.0277 0.667 0.04
0.0580 0.667 0.08
0.0741 0.667 0.10
0.0996 0.667 0.13
As a result, each colour/depth view is transmitted at 5 PLR levels leading to have 25 
different qualities for stereoscopic video. Totally, 22 reference stereoscopic videos 
generate 550 transmitted stereoscopic videos. As shown in Figure 5.2, data points span 
over wide range of colour or depth PSNR’s. This makes this data set suitable for 
subjective experiments as it covers different qualities.
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Subjective tests are based on SAMVIQ ( [44]), and user scores are continuous scale in the 
range of [0 (worst)-100 (best)] for overall stereoscopic video quality. In each part of the 
test, there is an explicit reference and other videos to rate; one video is called hidden 
reference. Number of participants, vision tests, and ambient light are complying with ITU 
guidelines for subjective experiments. For each impaired video, at least 15 votes were 
gathered. The age of the viewers varied from 18 to 40 years. All the viewers had either 
normal or corrected-to-normal vision. Training sessions are performed for non-expert 
viewers based on ITU-P910 guideline with different sequences. Prior to subjective tests, 
viewers are asked to overlook at the guideline and the type of artefacts they may see. A 
42” Philips WOWvx multi-view autostereoscopic display with the resolution of 
1920x1080 pixels was used for the test. Ambient light and viewing distance were 200 lux 
and 3w respectively.
Colour PLR=1
Colour PU=N4
0 ColourPLR=8
0 Colour PLR= 10
0 Colour PL R : 13
" O '....
0
!G0-( 
'0 <X0
X X X
* y X
Depth PSNR
Figure 5.2 Colour PSNR and Depth PSNR for different PLR levels. Z axis values are 
PLR = 0.7xPL/?coZour T O.SXPFPgeptfi
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5.3 Content Feature Extraction
One important feature in stereoscopic videos is their difference in depth perception. 
Accordingly, finding the number of depth layers in depth video can be a preliminary stage 
for content analysis. Depth frame as a grey scale image has 256 possible grey levels
{gl G [0,255]). Afterwards, depth frame is scaled with [^ J^, to 32 grey levels. By scaling, 
nearby depth layers are combined and considered as a single depth layer. Histogram of 
scaled depth frame {HSDF) is calculated. Number of peaks in HSDF  ^ is the parameter K^ , 
which is equal to the number of the depth layers for the i* frame of the depth video. 
Afterwards, stream of peaks of depth video is smoothed to hinder sudden changes from 
one frame to following frame by.
\O.SKi +  0.5/fj_il i f >  0.5
K i = ]  ' _ ‘ _ (5.3)
[\aKi + 1 ow. w . r . t  a-\- a =  1
a  is set to 0.97 and the resultant Ki is applied to K-means clustering segmentation of 
corresponding depth frame to generate Ki filters. Each filtered image has zero and non­
zero pixels, where non-zero pixels show the information from the colour frame over the 
specific part of the segmented depth image. Corresponding colour image is passed through 
each filter. For each filtered colour frame (the i* frame) over the filter (CFjj), spatial 
feature (0) is computed for the luminance component:
0j =  stdy ^stdH (F o h eZ (C F iy ))|,
i =  1, =  l , . . . ,K i  (5.4)
Another feature is computed from time difference (A), which is computed for luminance 
components for two consecutive filtered colour frames (the i-1* and the i* frames) over 
the correspondent]^^ filters (CFy, CF^_ij). Time features are computed from,
=  Stdy ((CFy -  C F f.ij))}  ,
i = 1, . . .N , j  =  (5.5)
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Stereoscopic videos have different motion activities in depth layers like high motion in 
background or low motion in foreground. Moreover, stereoscopic videos have different 
spatial information (texture) in depth layer. Extracted content features can differentiate 
stereoscopic videos based on spatio-temporal activities within depth layers. As an 
example, difference between a plain background and highly textured background are 
recognisable through extracted content features. These features and quality features are 
used in pre-processing before applying to DT to estimate subjective quality.
5.4 The Proposed Quality Metric
To consider overall stereoscopic video quality, a reduced reference (RR) video quality 
metric is proposed based on spatial neighbouring information from GLCM contrast and 
edge information. GLCM’s contrast is a measure of local variations in an image. If there is 
a large amount of variation in an image, GLCM will slide away from its main diagonal and 
contrast measure will be higher. In other words, the larger the changes in grey scale, the 
higher the contrast measure. GLCM contrast has the lowest value for the uncompressed 
images. During encoding, larger values of QP initiate more blockiness in images; as a 
result, pixels in each block have similar values, which lead to have a GLCM concentrated 
diagonally. Frame contrast distance (FCD), for each colour and depth frames along 
horizontal or vertical axes is formulated as.
i =  (5.6)
CmuRefi contrast measure of the i* frame of reference sequence (encoded with
colour and depth QP’s equal to 28) and is the contrast feature of the i^  ^frame of the
received sequence. In (5.6) and the rest of this chapter, the m index is defined as 
luminance of the colour (Q  or depth (D) respectively and n index is defined as direction, 
which can be either horizontal {H) or vertical (V). Stereoscopic frame contrast vector 
(SFCV) for the i* frame of received video is defined by:
SFCVi =  \FCDcHi>FCDcY ,^FCDDfji>FFD£,Y^  ^ (5.7)
Linear combination of the SFCV elements is the proposed frame quality measure (FQM). 
In order to calculate the linear coefficients, each colour/depth frame of the original video
98
____________________ Chapter 5. Real-Time Subjective Quality Estimation for Stereoscopic Videos
is passed through the Sobel edge detection filter [63]. After obtaining edge information for 
colour/depth fi*ames standard deviations along vertical and horizontal axes are
calculated. These statistical measures are dependent on the video characteristics (texture) 
and are intrinsic features for each video. Edge feature in received videos change erratically 
and cannot be used as distortion descriptors. For this reason, edge features of received 
videos are not used. However, edge features for different reference videos are very 
dissimilar due to different spatial properties. Edge feature for reference videos are treated 
as intrinsic features and used in the proposed metric. Coefficients are calculated for each 
fi*ame based on,
VEmi =  I.widthStdv(Sobel(Fmi) ) (5.8)
FF^. is vertical edge element for the i^  ^ frame of m  view (colour or depth), s td y  is 
standard deviation along vertical axis.
HErrii =  I>HeightStdH(Sobel(Fmi) ) (5.9)
HF^. is horizontal edge element for the i* frame of m  view (colour or depth). stdH is 
standard deviation along horizontal axis. Weighted edge vector (WEV) for the i^  ^fi*ame is:
T X / p y  _  k  2^jRRci
' Cl ,yEci+ (2iRRCi+ ViVEo, +772 EPDi  ^ ^
Where ^i- and (2  ^ are colour weights and 771. and 7/2  ^are depth weights and complying: 
(Cl i +  C27) »  (^li + O2  i)- Finally, the proposed objective quality metric for a 
stereoscopic video with N frames is defined as,
H=^T,iWEVi-SFCVt‘ (5.11)
The other important parameter in the proposed metric is the proportional weight of colour 
and depth maps and is defined by,
"  vi , + % ,+(!+  (2,
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5.4.1 Real-Time Metric Validation
To verify the performance of the proposed metric, it should correspond to user scores from 
conducted subjective experiments. Assuming no sudden scene change in stereoscopic 
videos, empirical % values 0.7, 0.8 and 0.9 are used for all frames of stereoscopic video to 
calculate correlation coefficients (CC) to subjective quality score (Figure 5.3). Average 
CC’s for different % values are shown in Table 5.2. CC value for % 0.8 has the highest 
value and is used to extract the proposed quality feature to be fed in to DT. The average 
bitrate for side information to calculate this metric is equal to: 
Number o f  fe a tu re s  per  f r a m e x f p s x b i t s  per  fea tu re ,  which is equal to 8x25x  
10 =  2 Kbps. Processing time results (As shown in Table 5) are measured on a computer 
with 2.2 GHz Intel Core i7 CPU and 4 GB RAM. The proposed metric is extracted for all 
transmitted stereoscopic videos. Moreover, extracted content features from previous 
section and some NR objective quality metrics are extracted to help the system estimate 
subjective quality accurately.
Table 5.2 Performance of the proposed quality metric (CC, winning against other metrics 
for 22 video types, processing time, components used and channel bandwidth)
Metric CC Winning
Times
Processing
Time
Component Bandwidth
F (% = 0.7) 0 .7 9 0 2
22
0.11575 T 10 Kbps
V i x  = 0 .8) 0.857 15
22
0.11575 T 10 Kbps
p ( x  = 0.9) 0.836 4
22
0.11575 T 10 Kbps
VQM 0.830 1
22
0.3698 5 yuv Video BR
SSIM 0.796 0
22
0.1004 5 y Video BR
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Figure 5.3 CC for the proposed metric and different % values. Results are compared to CC 
of average SSIM [1] and VQM [5] of the rendered left and right views. Rendering process 
is based on depth-image-based rendering (DIBR) technique [77].
The proposed quality features highly correlates subjective scores and can be employed for 
quality evaluations of stereoscopic video. It can be applied for real-time and live quality 
evaluations due to low computational complexity.
5.5 Subjective Quality Estimation with Decision Trees
Each stereoscopic video (N frames) has a continuous opinion score equal to ô from 
subjective experiment results,
{FI, ....,Fyv) -  ^ where Ô e [0 -  100] (5.13)
After summarisation, each stereoscopic video is represented by a set of group of frames 
(GOF’s) having similar quality score to the whole video.
[GOFi, ..., GOFj ,^] = Ô where  5 G [0 — 100] ( 5 .1 4 )
Accordingly, input vector consisting of content and quality features for each GOF is:
1 0 1
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- Average spatial information within depth layers
- Average time information within depth layers
- Average blockiness for colour video frames.
- Average blurriness for colour video frames.
- The proposed stereoscopic video quality metric for the duration of GOF. SVQM is 
averaged for the duration of GOF. Samples are shown in Figures 5.4-5.7.
Each content (quality) feature is averaged for the period of summarisation. Extracted 
features are summarised using three different windowing categories:
1) Window type 1 (25,5): a window with size 25 is used; this window is shifted with length 
5. It has an output every 25 frames (Is for employed data set). Due to a time shift equal to 
5 frames (200 ms in employed data set), output quality scores are more related to each 
other. This ends in more accurate results as shown in Table III. In this case GOF’s are:
GOFi = {Fi,..., F25}, GOF2 = {F5, ..., F30},....
2) Window type 2 (10,5): 2i window with size 10 is used; this window is sliding with length 
5. This type of windowing has an output every 10 frames {AOOms in employed data set), 
which is suitable for faster estimation. However, due to less connection between selected 
GOF’s this method leads to less accuracy comparing to Type 1. In this case, GOF’s are:
GOF^  =  {Fi,..., Fio), GOF2 = {Fg,..., F is),....
3) Window type 3 (5,0): a non-overlapping window with size 5 is used. This windowing 
gives output every 200 ms independently. For 550 received videos, summarisation with
this window type provides 550x =  27500 instances per each content/quality
feature as discussed earlier as GOF’s and summarised features. It is suitable for very fast 
applications. Conversely, it leads to lower performance due to lack of GOF connections. 
Each GOF is treated independently. For window type 3 we have:
GOFi =  {Fi, ...,Fs),G0F2 = {Fg, ...,Fio},.....
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Figure 5.4 Summarised metric for sequence the “ fFhve” both colour and depth transmitted 
at same PLR. In this Figure windowing type 3 is shown.
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Figure 5.5 Summarised metric for the sequence the "'Lady 2” both colour and depth 
transmitted at same PLR. In this Figure windowing type 3 is shown.
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Figure 5.6 Summarised metric for the sequence the '^Football 5” both colour and depth 
transmitted at same PLR. In this Figure windowing type 3 is shown.
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Figure 5.7 Summarised metric for the sequence the “R/A:e” both colour and depth 
transmitted at same PLR. In this Figure windowing type 3 is shown.
The ability of the proposed metric in sorting encoded videos based on quality (Chapter 4) 
is superior than when it tries to sort videos based on amount of PLR. This is due to very
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erratic nature of PLR especially in a bursty channel. This effect leads to a performance 
decrease compared to encoded videos (Table 5.2). For more accurate real-time estimation 
of subjective quality for networked videos, this metric can be employed with other 
parameters either from network or image features. In this section, image quality metrics 
blockiness and blurriness are selected. An illustration of the output for the proposed 
technique to estimate subjective quality is shown in Figure 5.8.
GOF.
~GOPi
Time
Figure 5.8 Proposed technique estimate subjective score from GOF features. Accurate 
estimation occurs when deviation from actual subjective quality score is trivial. At the end 
of each summarisation window, there is an estimated subjective quality.
DT’s are trained and tested using WEKA data mining software [94]. Random subspace 
method ( [79]) is used with 10 fold training validation. Random subspace method [79] is 
an ensemble classifier and a generalisation of the random forests algorithm, which consists 
of many DT’s. Fold 10 uses 90% of full data is used for training and 10% for testing in 
each fold test. This is repeated 10 times to cover all instances. Quality score of 
stereoscopic video can be defined as the average quality score for its GOF’s. In this case, 
the highest accuracy is for window type 1, which is equal to 0.905. Results for this 
experiment are shown in Table 5.3.
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Table 5.3 Test results for different configurations for GOF subjective quality estimation
with 10 fold training/testing.
Windowing Type CC RMSE Tree size
Type 1 0.905 7.136 3825
Type 2 0.874 7.304 4649
Type 3 0.867 7.020 4987
In another training/test scenario, a percentage of data set is reserved for training. Figure 
5.9 shows training size effect on estimation accuracy of test set for each window type. 
Considering 50% of data for training, estimation accuracy is 0.8460 for type i , 0.8037 for 
type 2 and 0.7942 for type 3. Due to investigation of different windowing types applied in 
this technique, it can operate for various purposes. As an example, window type 3 is more 
applicable for faster estimation.
Advantages of this technique are:
Considering many aspects of stereoscopic video quality from different categories: 
statistical, structural and depth perception.
- A content analysis is attached to this technique for more accuracy.
Three different summarisation techniques are tested and shown that this technique 
can achieve a minimum accuracy 0.7942. Each summarisation technique can be 
used for a particular purpose. As an example, type 3 is suitable for faster 
applications.
- Very low bandwidth auxiliary channel is required to transmit extracted features
from reference video to the receiver (2 Kbps). This bandwidth is insignificant
compared to the lowest bandwidths for encoded videos.
- By using luminance component of colour video to reduce computational
complexity, this technique has a proper rate of success.
- Unlike other techniques in literature, this system does not involve sender bitrate 
(SBR) as a matter of extra information for quality estimation.
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Enhancements to this technique for future works can involve in adding extra objective 
quality metrics. One candidate for this purpose is a well-defined blind PSNR for codecs. 
Moreover, shot detection algorithms will improve this technique. In this case, the 
coefficients in the proposed metric can combine unevenly between two shot detections. In 
other words, time-varying colour to depth importance ratio should be employed in the 
proposed metric. Other suggestions are to use network QoS parameters like jitter or PLR.
~  Typel 
—  Type 2 
^ T y p e  3
c
Training size %
Figure 5.9 Training size effect on estimation accuracy for test set.
5.6 Summary
In this chapter, a lightweight technique for instant subjective quality estimation of 
stereoscopic video is proposed. The first stage in this technique is to extract content and 
quality features. Content features deal with spatio-temporal activities within depth layers. 
Extracted quality features including reference-free blockiness, blurriness and a contributed 
reduced reference stereoscopic video quality metric. Furthermore, with the help of 
different windowing types, input vector size of the content-quality features is reduced 
significantly preserving the important information concurrently. Summarised features are
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fed into a decision-tree to estimate opinion scores inductively. A measure of success of
0.905 is achieved for test sequences. The output of the proposed system can be fed into 
other units for compensation to prevent further degradation of perceived quality.
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6 Conclusions
This thesis has conducted various research related to subjective quality estimation of 
stereoscopic video. In this chapter, the contributions in this thesis are summarised and then 
some potential future works are suggested.
6.1 Summary of major contributions
While applications of 3-D stereoscopic video have flourished in recent years, research to 
model subjective quality of stereoscopic video is in its early phase. The contribution in this 
thesis is important increase to the existing research work in literature to find the relation of 
objective models and subjective quality for stereoscopic videos. The major contributions 
of this thesis are listed below.
1. Applying current state of the art objective metrics to each 2-D section of encoded 
stereoscopic video; subjective quality is estimated with machine-leaming algorithms. In 
this thesis, Gaussian mixture models are employed to estimate discrete subjective quality 
scores (quality labels) by using VQM, SSIM and PSNR for further error check. In another 
model, the effort is to estimate continuous scale user scores. In this model, input feature 
vector consists of 2-D objective metric for colour and depth videos. VQM, SSIM, PSNR, 
blockiness and blurriness are employed in this technique in a two-stage MLP based 
network. Sensitivity analysis is performed by which metrics can be classified based on 
level of importance. Though having a very good accuracy in estimating continuous scale 
user scores, it needs improvements that are presented as the second contribution.
2. Stereoscopic videos are perceived differently based on depth perception, motion, colour, 
number of objects, texture and many other content-based features. In this thesis, a method 
is suggested and applied for content analysis of stereoscopic videos by investigating 
spatio-temporal activities within depth layers. Content features are applied for content 
clustering and quality estimators are designed for each content type. Estimation is based 
on first estimating quality regions with EDA. Afterwards, within each content and quality 
region, continuous scale user scores are estimated. This technique estimate subjective 
quality score as a number between 0 to 100 at the end of each video, which is in this thesis
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10 seconds. This method, too, employs current state of the art metrics, which is due to lack 
of an exclusive metric for stereoscopic videos.
3. A new RR metric is proposed and validated extensively. This metric consists of texture 
information for colour and depth maps that are combined with respect to edge information 
and colour to depth importance ratio. This metric has low computational complexity that is 
due to using lightweight mathematical computations for luminance component of each 
colour and depth. Moreover, it accommodates depth perception in overall 3-D perception. 
This metric requires a very low bandwidth for transmitting extracted reference feature and 
transmitting them to receiver side (2 Kbps). This metric is validated for encoded videos 
and then is employed in previous content-based estimation to discard complex metric 
VQM and SSIM to get subjective quality score.
4. Live or fast-mode estimation of subjective quality is a very interesting topic among 
researchers. By it means, further visual quality degradations can be evaded. This block can 
be applied in encoders to assure high subjective quality for the output. This technique 
utilises the contributed RR metric together with modified content feature extraction for 
fast-mode operations. Content and quality features are summarised and then applied in 
decision-tree algorithm, which leads to have an estimated subjective quality every 200 ms. 
Summarisation helps to reduce input feature vector by 80% of its original size.
5. Real-time estimation of subjective quality for transmitted stereoscopic videos is 
presented in this thesis. Transmitted videos are subject to different PLR based on a two 
state Markov model. First, the contributed RR metric is verified over transmitted data. 
Second, real-time content analysis, which is very similar to live content analysis, is applied 
for each video. For real-time, three feature summarisation are applied to investigate proper 
designs for specific application. Similar to live estimation, real-time estimation utilises DT 
to estimate continuous scale quality score for the end of each summarisation window. In 
cases that there is no need of fast estimation, this technique estimate quality score with a 
time memory equal to 200 ms that is tolerable by users ( [93]).
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6.2 Areas of Future Research
There are a number of potential extensions and applications for the work presented in this 
thesis. Some suggestions are as follows.
1. There are several blind estimations of PSNR in literature ( [103], [104]). However, a 
better NR-PSNR can be proposed and applied in quality estimations. Using all NR and RR 
metrics in estimating subjective quality can cut dependency of reference video on 
techniques proposed in Chapter 3.
2. Further content analysis can include some ideas like counting number of moving/still 
objects, detecting camera pan or finding the region of interest. For this purpose, more 
stereoscopic video contents should be added to current data set. Afterwards, during 
subjective experiments, user understanding of content and quality should be better 
investigated by new standards for subjective experiments. Afterwards, new content 
features should be defined and examined for either supervised content classification or 
unsupervised content clustering. The first need content tags received from subjective 
experiments while the latter is based on minimum distance and no information of content 
tags.
3. Entire work of this thesis can be introduced for other set of devices like handheld 
autostereoscopic devices with their own contents. Under these conditions, content 
analysis, new RR metric and quality estimators can be defined and verified. One problem 
in handheld devices is unrestrained ambient light conditions, which needs further 
subjective experiments.
4. The work in Chapter 5 is a fundamental research for real-time estimation of subjective 
quality. For advanced future networks, there is a high demand for subjective quality 
estimation in 2-D and 3-D videos. This requires proper simulation and emulation tools for 
transmission artefacts. Following this, subject video quality estimation and new RR metric 
can be validated or redesigned if necessary.
5. Quality of experience involves many other aspects of content, equipment and user 
preferences. The work in this thesis is fundamental subjective quality estimation. For 
specific content types like 3-D sports, all works in this thesis can be redefined for that 
content. As an example, colour to depth importance ratio for 3-D sports video can be
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investigated by subjective experiments for only this type of videos. Afterwards, colour to 
depth importance ratio can be pre-set before all applications involve this type of video. 
This scenario is true while user preferences can be brought into consideration for metrics 
and estimation. In this case, a coefficient will appear in RR metric and subjective quality 
estimation that holds some user dependent parameters. In more advanced devices, user 
parameters can be gradually obtained via training using consumer statistics and feedback. 
These devices can be classified as more personal oriented consumer electronics.
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