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Abstract
We show that the shadowing and the inverse shadowing, the notions considered in the theory of dynamical
systems, may be successfully applied in the analysis of a multilayer neural networks learning process. Our
main result is, that generically any such a process is robust. Implementation implications are discussed as
well.
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1. Introduction
The theory of dynamical systems is often used as a model of a multilayer neural networks learning
process, see for example [3,15,23,29] and Section 3 in this paper. In general, there are two ways of
such processes modelling. Perhaps most naturally is to consider a discrete time dynamical system,
i.e., a system which orbits {xn}n∈Z satisfy the following di6erence equation:
xn+1 = f(xn);
where f is a given map. Yet, many researchers prefer continuous time dynamical systems (Aows)
 generated by di6erential equations of the form
x˙ = F(x);
as they are often easier to analyze. In the latter case we encounter the problem, what features of
the Aow are shared by its discretization which itself is a discrete time dynamical system, and which
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actually describes the learning process. More generally, we are interested in such dynamical properties
of the discretization which have relevant interpretation in the context of the learning process.
In the sequel, we will consider the problem of robustness of some discretization f of a given Aow
 which may be vividly expressed in two parts. The Grst one is whether an orbit of f calculated by
a computer really corresponds to some genuine (true) orbit. The second question is whether every
true orbit of f can be recovered, at least with a given accuracy by a computer. The Grst problem is
in fact a question about the shadowing property of the system, called also the pseudo-orbits tracing
property (abbr. POTP) established in [8] while the second one corresponds to the property known
as the inverse shadowing. The theory of shadowing and inverse shadowing has been intensively
developed and emerged to become a signiGcant part of the qualitative theory of dynamical systems
with many interesting results [16–18,21,22,25,26].
Gradient methods are commonly used in engineering computation of neural networks. Therefore, in
this paper we analyze shadowing and inverse shadowing concepts in connection with Runge–Kutta
methods applied to a gradient di6erential equation which models a multilayer networks training
process [23].
In Section 2, basic deGnitions and theorems on shadowing and inverse shadowing are presented
whereas in Section 3 a gradient dynamical system is analyzed in a context of a neural network
training process. In Section 4, we establish a theorem which says that a generic learning processes
is robust, i.e., it is both shadowing and inverse shadowing.
2. Robustness
This section contains basic deGnitions and some results needed in the sequel concerning the
shadowing property and the inverse shadowing property. We refer to the Pilyugin’s book [25] and
the survey paper [22] for more details on the subject and the theory of dynamical systems.
In this paper, we consider a compact and smooth manifold M with a Riemannian metric d. Let
f:M→M be a di6eomorphism, f∈Di6(M). By Of(x) we denote the orbit of a point x∈M, i.e.,
the sequence {xn}n∈Z ⊂M such that x0 = x and xn+1 = f(xn) for all n∈Z. Since f is invertible,
Of(x) = {fn(x)}n∈Z, where fn denotes the nth iteration of the di6eomorphism f. As usual, Z
denotes the set of integers.
A sequence {yn}n∈Z ⊂M is called a 
-pseudo-orbit of f if
d(f(yn); yn+1)6 

for all n∈Z.
Denition 2.1. The discrete time dynamical system generated by f (or just f) is shadowing, if for
every ¿ 0 there exists 
¿ 0 such that any 
-pseudo-orbit {yn}n∈Z of the di6eomorphism f is
-traced by the orbit of some point x∈M, i.e.,
d(yn; fn(x))6 ;
for all n∈Z.
Let MZ denote the family of all sequences of elements of M indexed by Z. Let us recall the
concept of 
-method introduced in [16].
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Denition 2.2. A map f:M→MZ is called a 
-method of the di6eomorphism f, if the following
conditions hold:
1. f(y)0 = y, for all y∈M,
2. f(y) is a 
-pseudo-orbit of the map f.
Example 1. Let g: M → M be onto map and satisfy D∞(f; g)6 
, where D∞(f; g)def=supx∈M
d(f(x); g(x)). We deGne the map
f(y) = Og(y) for all y∈M:
Then f is a 
-method of f.
Example 2. Let n: M → M, n∈Z be a family of maps such that 0 = idM and for all n,
D∞(f ◦ n; n+1)6 
 and let
f(y) = {n(y)}n∈Z for all y∈M:
Then f is a 
-method of f.
Example 3. Let n: M → M, n∈Z be a family of maps such that for all n, D∞(f; n)6 
 and
let f(y) = {yn}n∈Z such that y0 = y, yn+1 = n(yn) for all y∈M. Then f is a 
-method of f.
There are various approaches to introduce the concept of the inverse shadowing. Let us deGne
it in the most general way. Denote by T =T(f) a collection of 
-methods of f satisfying the
condition: for any positive 
 there is a 
-method f ∈T. Such T will be called a class. The set
of all 
-methods is then a class and it will be denoted by T0.
The following four classes of 
-methods have been recently considered.
1. The class Tc(f) of all continuous 
-methods, where the continuity of a 
-method  is deGned
with respect to the product topology in MZ [16].
2. The class Th(f) of all 
-methods of such form as in Example 1, where the g’s are homeomor-
phisms [16].
3. The class c(f) of all 
-methods of such form as in Example 2, where each n is a continuous
map [26].
4. The class s(f) of all 
-methods of such form as in Example 3, where each n is a continuous
map [26].
Let T be a class of 
-methods.
Denition 2.3. The discrete time dynamical system generated by f (or just f) is T inverse shado-
wing if for any ¿ 0 there is 
¿ 0 such that for any orbit {xn}n∈Z and any 
-method f ∈T
there is y∈M such that
d(xn; f(y)n)¡;
for all n∈Z.
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Denition 2.4. The discrete time dynamical system generated by f (or just f) is T robust (or
bishadowing), if it is both shadowing and T inverse shadowing.
Remarks.
1. IfT=T0 then the above deGnition is the same as the concept of the inverse shadowing introduced
and examined in [9]. Actually, they did not use the notion of a 
-method there. In the same paper
the authors showed that the deGnition was of a limited interest. In fact, they showed that any
structurally stable di6eomorphism is not T0 inverse shadowing.
2. It is obvious that if T1(f) ⊂T2(f) and f is T2(f) inverse shadowing then it is T1(f) inverse
shadowing as well.
3. Th(f) ⊂ c(f) ∩ s(f) ⊂ c(f) ∪ s(f) ⊂ T0(f) and all the inclusions are proper. In
particular, c(f) and s(f) do not include each other (see [26]).
4. We have c(f) =Tc(f). Namely, for a given 
-method ∈Tc(f) one can deGne maps n as
n(y) = (y)n and this means that Tc(f) ⊂ c(f). The other inclusion is obvious.
Robustness is a topological conjugacy invariant in the following sense.
We say that di6eomorphisms f, g: M→M are topologically conjugate if there exists a homeo-
morphism : M→M such that
f ◦ =  ◦ g: (1)
It appears that discrete time dynamical systems deGned by topologically conjugate di6eomorphisms
share all the properties which are expressed in topological terms. In particular, we immediately have
Theorem 2.5. Let f, g:M→M be topologically conjugate di7eomorphisms. For the class T=c,
s, T(f) robustness of f is equivalent to T(g) robustness of g.
For our purposes we will use the well-known concept of the Morse–Smale di6eomorphisms and
the Morse–Smale Aows. We recall the basic deGnition and for the details refer to the standard books
on dynamical systems, see for example [24,25].
Denition 2.6. f∈Di6(M) is said to be a Morse–Smale di6eomorphism provided that its nonwan-
dering set is a Gnite set of periodic orbits, each of which is hyperbolic and their stable and unstable
manifolds are all transversal to each other.
We have the following:
Theorem 2.7. For the class T=c(f), s(f) any Morse–Smale di7eomorphism is T robust.
Proof. In fact, the above theorem is an immediate consequence of the three fundamental results:
• any Morse–Smale di6eomorphism is structurally stable (see for example [24, p. 154]),
• any structurally stable di6eomorphism is shadowing [27],
• any structurally stable di6eomorphism is both c and s inverse shadowing [26].
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We turn to the Aows for a while. Given a C1 vector Geld F on M we have a corresponding
continuous time dynamical system (Aow) generated by the equation x˙ = F(x).
Denition 2.8. F is said to be a Morse–Smale vector Geld provided that the nonwandering set of
its Aow is a Gnite union of periodic orbits and critical points of F , each of which is hyperbolic and
their stable and unstable manifolds are all transversal to each other.
These vector Gelds will reappear in Section 4.
3. Learning process of a neuron
In this section, we summarize some basic concepts and results on the learning process of multilayer
artiGcial neural networks. We refer to book [15] and the survey papers [4,7] for more information
on the subject.
The mathematical theory which is the basis of the analysis of a training process is to some extent
related to the concept of topological conjugacy (see previous section) of discretizations generated
by a di6erential equation. More information on the subject and proofs of theorems can be found in
[2,6,10–14,19].
There are several methods of learning of artiGcial neural networks. Most of them are iterative
processes. One of the possible approaches to analysis of these processes is to consider di6erential
equations such that the actual iterative procedure is a numerical method applied to this equation. In
the paper [23] a gradient di6erential equation is proposed as a proper one for such analysis (see
also discussion in [15, Section 6.2]). Indeed, let us notice that the descent gradient method which
leads to the variation of synapses of the form
w˜(p+1) = w˜(p) −  · grad E(w˜(p)); (2)
where w˜ = [w1; : : : ; wk] is a vector of weights of a neuron, is an iterative process generated by the
Euler method for the di6erential equation
˙˜w =−grad E(w˜): (3)
If we consider a neuron, an output deviation function, called also a criterial function, plays a role
of the potential E in gradient equation (3). Most often the square criterial function is used, and for
a single neuron it is given by the formula
E(w˜) =
1
2
N∑
i=1
[
f((i))− z(i)]2 ; (4)
where f is an activation function of a neuron, (i) := x(i)1 · w1 + · · · + x(i)k · wk and a vector x˜(i) =
[x(i)1 ; : : : ; x
(i)
k ] is an input signal. A number z
(i) is a desired response of the neuron if the vector x˜(i)
is given to the input and N is a number of input vectors used in the learning process. The Gnite
sequence
((
x˜(1); z(1)
)
; : : : ;
(
x˜(N ); z(N )
))
is called the learning sequence.
The Euler method is a Runge–Kutta method of order k = 1. The Runge–Kutta methods of orders
k ¿ 1 are also sometimes considered as learning processes, see [15].
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Moreover, although gradient system (3) and its discretizations are deGned formally on the whole
space Rn with an appropriate n, we can conGne ourselves to a Gnite dimensional compact manifold
what simpliGes the study.
Note Grst, that the range of numbers which can be represented in a computer is bounded. Fur-
thermore, it should be stressed that in a biological neural cell, neurotransmitters are liberated in
tiny amounts from vesicles—about 10−17 mol acetylocholin per impulse, see [20, p. 5; 28, pp. 39–
40]. Thus, both in biological and artiGcial neural networks, absolute values of vectors w˜ and x˜ are
bounded and, therefore, in modelling a neuron numerically we can consider only bounded vectors
w˜ and x˜. It means that we are interested in the dynamics restricted to some set, possibly large but
bounded. Let us assume this set to be the ball B(0; r) with some r ¿ 0.
Now, we can assume the activation functions of each neuron to be bounded mappings of a class
C2(R;R) with the Grst and second derivatives bounded as well. Most types of activative functions
used in practice (for instance bipolar and unipolar ones and most radial functions) satisfy these
assumptions. On the other hand, this makes it possible to modify criterial function (4) in such a
way that it is unchanged on the above ball B(0; r) and the resulting system
x˙ =−grad E∗(x); x∈Rn (5)
is equivalent to a gradient system on the sphere Sn:
x˙ =−grad E∗∗(x); x∈ Sn: (6)
A compactiGcation-type construction is presented in [1,3,5].
As it has been already mentioned, if one considers mathematical models of a training process, one
of the basic questions is whether the qualitative properties of a continuous time system are preserved
under an implementation. This question may be answered in terms of topological conjugacy between
a discrete dynamical system obtained via the time discretization of the Aow and a system generated
by an applied numerical method.
It appears that on a Gnite-dimensional compact manifold M a gradient dynamical system is, under
some natural assumptions, correctly reproduced by the Runge–Kutta method of order at least two
for a suOciently small time step. For the Euler method, which is the Runge–Kutta method of order
one, the corresponding result has been proved only for a two-dimensional manifold. This means that
the time--map of the induced dynamical system is topologically conjugate to the discrete dynamical
system obtained via the Runge–Kutta method. This can be formally presented as follows.
Theorem 3.1. Let M be a :nite-dimensional compact smooth manifold without a boundary and
: M× R→M
be a ;ow generated by a di7erential equation
x˙ =−grad E(x); (7)
on the manifold M, where E ∈C2(M;R). Assume that  has only a :nite number of singularities,
all of them hyperbolic, and there are not saddle–saddle connections. Denote by : M →M the
time--map of the system , i.e., (x) := (x; ), and by  ;k the di7eomorphism generated by the
Runge–Kutta method of order k applied to Eq. (7). Assume also that if k = 1 then the manifold
M is two-dimensional.
A. Bielecki, J. Ombach / Journal of Computational and Applied Mathematics 164–165 (2004) 107–115 113
Then, for su?ciently small ¿ 0, there exists a homeomorphism  = : M →M conjugating
discrete time dynamical systems generated by  and  ;k , i.e., the following formula holds, compare
with (1):
 ;k ◦ =  ◦ : (8)
The proof in the case if k = 1 and M—the two-dimensional sphere S2 is presented in [2]. The
general version of the theorem for k = 1 is proved in [6]. The theorem for k¿ 2 is presented in
[19]. Similar theorems for methods of order at least two has been investigated intensively [10–14].
It is worth to stress here, that under assumptions of the above Theorem all dynamical properties
of the time--map  are shared by  ;k while  itself shares a lot of dynamical properties of
the gradient Aow . In particular, both  and  ;k have Gnite many Gxed points and each orbit
converges to one of them.
Note, that if we want to use the above theorem to the study of the learning process described
by the Euler method (called also the descent gradient method) which is used very widely, we are
restricted to the case of a two-dimensional manifold. Therefore, we can consider only a one-layer
artiGcial neural network consisting of nonlinear neurons having two-componential inputs. Since in a
one-layer artiGcial neural network neurons learn independently, we can consider the learning process
only for a single neuron, which simpliGes the situation. If we consider learning processes based on
the Runge–Kutta methods of order k ¿ 1, then we can consider any multilayer network.
4. Robustness of the learning process
In this section, we want to formulate and then justify the fact that a typical (generic) learning
process is robust, i.e., it is both shadowing and inverse shadowing with respect to a broad class of

-methods.
In the theory of topological dynamical systems the word “typical” refers to the property which
is shared by systems from a large set, most often from so called a residual set. Here, we will use
the word typical in its even stronger meaning. Namely, we will show that robustness is shared by
learning processes resulting from vector Gelds belonging to some open and dense set in an appropriate
space.
The argumentation in the previous section makes it possible to identify each learning process with
a Runge–Kutta method of a gradient di6erential equation of the form (6), where E: M → R is a
function deGned on a compact manifold M.
Denote by $ the set of all C1 vector Gelds on M equipped with the C1 topology and let G ⊂ $
be formed by all vector Gelds of the form −grad E, where E: M → R is a C2 function. With any
vector Geld in G we associate its discretizations: time--map  and Runge–Kutta methods  ;k .
Theorem 4.1. Let T be one of the classes Th, c, s. There exists an open and dense set of
vector :elds contained in G such that for a su?ciently small 
1.  is T robust,
2. If dimM= 2, then  ;1 is T robust.
3. If dimM¿ 2, then for each k¿ 2  ;k is T robust.
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Proof. Denote by MSG the set of all Morse–Smale vector Gelds contained in G. The classical result
is that the set MSG is open and dense in G, see for example [24, p. 153].
On the other hand, if −grad E belongs to MSG, then the critical points of  coincide with the
Gxed points of , and  as  does not admit other periodic orbits. Besides, stable and unstable
manifolds of  and  at their (common) Gxed points are the same. Hence,  is a Morse–Smale
di6eomorphism and by Theorem 2.7, and Remarks 2 and 3 in Section 2, is T robust, which
proves 1.
Also, one can easily see that for −grad E ∈MSG all the assumptions of Theorem 3.1 are satisGed.
Thus,  and  ;k are topologically conjugate to each other if  is small enough, hence by Theorem
2.5 in Section 2 we have also proved 2 and 3.
At last we have to admit that the above result has some practical disadvantage. Namely, the classes
T of 
-methods considered above, although quite large, do not contain real computer methods as the
latter are only piecewise continuous. To be more speciGc, we would like to know that the learning
process described above as  or  ;k is inverse shadowing with respect to the class generated by
real numerical methods like
{ ;k;m; m∈{1; 2; : : :}}; (9)
where the subscript n is responsible for the round-o6 with set up, say 2−m, accuracy. Such methods
are piecewise constant, thus admit points of discontinuity and our framework does not work.
5. Concluding remarks
The dynamics of learning processes of some artiGcial and nonlinear neural networks can be under-
stood using the theory of smooth dynamical systems and in many situations the gradient dynamical
systems are the good tool for that. It appears that generically such processes are convergent to equi-
librium states and are both shadowing and inverse shadowing. It means their robustness and may
mean good enough accuracy while they are performed by a computer. The further studies on the
inverse shadowing with respect to a class of piecewise continuous methods are still welcomed.
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