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48876 | RSC Adv., 2014, 4, 48876–488–pull conﬁguration on the
electro-optical and charge transport properties of
novel naphtho-difuran derivatives: a DFT study†
Aijaz Rasool Chaudhry,*ab R. Ahmed,*a Ahmad Irfan,c Shabbir Muhammad,b A. Shaaria
and Abdullah G. Al-Sehemicde
We present a density functional theory (DFT) study pertaining to electro-optical and charge transport
properties of two novel derivatives of diphenyl-naphtho[2,1-b:6,5-b0]difuran (DPNDF) as investigated
based on push-pull conﬁguration. Both molecular structures of the designed derivatives were optimized,
in ground state (S0) as well as excited state (S1), using DFT and time-dependent DFT (TD-DFT)
respectively. The push-pull conﬁguration eﬀect was studied meticulously for diﬀerent electro-optical
properties including adiabatic/vertical electron aﬃnity (EAa/EAv), adiabatic/vertical ionization potential
(IPa/IPv) and hole/electron reorganization energies (lh/le), hole/electron transfer integrals (Vh/Ve), hole/
electron mobility and photostability. We observed smaller le, improved Ve and higher electron mobility
for compound 1 compared with the parent molecule. Our calculated value of the electron mobility for
compound 1 (2.43 cm2 V1 s1) revealed it to be an eﬃcient electron transport material. Moreover, the
inﬂuence of the push-pull on the electronic structure was also investigated by calculating the total and
partial density of states (DOS). Taking advantage of the strong push-pull conﬁgurations eﬀect on other
properties, the study of the designed chemical systems was extended to their nonlinear optical (NLO)
properties. Our designed novel derivatives (1 & 2) exhibited signiﬁcantly larger amplitude values for ﬁrst
hyperpolarizability with btot equal to 209.420  1030 esu for compound 1 and 333.830  1030 esu for
compound 2. It was found that the ﬁrst hyperpolarizability and HOMO–LUMO energy gap are in an
inverse relationship for compounds 1 and 2.1. Introduction
Push–pull is an important strategy widely used in organic
semiconductor materials (OSMs) to tune the photophysical
properties.1–4 More recently, the push–pull strategy has been a
good approach for enhancing the electronic and charge trans-
port properties.5–8 A stronger push–pull eﬀect represents a
signicant charge separation onmolecular geometry and dipole
moment.6 A push–pull conguration usually consists of an
electron donating group (EDG), a p conjugation bridge and ane, Universiti Teknologi Malaysia, UTM
z_bwp27@hotmail.com; rashidahmed@
King Khalid University, P.O. Box 9004,
e, King Khalid University, P.O. Box 9004,
Science, King Khalid University, P.O. Box
ls Research, King Khalid University, P.O.
tion (ESI) available. See DOI:
87electron withdrawing group (EWG), which is expressed as EDGs-
p-EWGs. Such a type of push–pull conguration with strong
EDGs and EWG results in lowering the HOMO–LUMO energy
gap Eg, which leads to eﬃcient intramolecular charge transfer9
and material performance that is benecial for designing
excellent OSMs. OSMs with push–pull conguration10–12 are
widely studied at both levels (theoretical and experimental) due
to their light weight and their low fabrication cost on exible
substrates and large area bendy displays. These advantages of
OSMs give them an edge over the silicon-based traditional
inorganic semiconductors and have attracted massive interest
of academic researchers as well as their industrial partners
because of their potential applications in photonics and elec-
tronic devices, such as organic eld eﬀect transistors
(OFETs),13–15 organic light emitting diodes (OLEDs),16,17 organic
photo-voltaics (OPVs)17,18 and organic light emitting transistors
(OLETs).19
OFETs are fabricated and produced by adding an electron
system with p-conjugation,20 or an aromatic compound21 which
helps in the orbital wave functions delocalization22 and estab-
lishes a good relationship between the geometric and electronic
structure.23–28 Several experimental and theoretical research
reports are available on thiophene containing materials for useThis journal is © The Royal Society of Chemistry 2014
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View Article Onlinein OFETs and OLEDs.29–38 The push–pull eﬀect on the elec-
tronic, optical and charge transport properties of the benzo[2,3-
b]thiophene derivatives has been studied theoretically.6
However, in the literature only a very small number of investi-
gations has been reported about the furan containing OFETs
and OLEDs materials.39–42 Considerable attention is currently
being given to furan as a basic building block for organic
p-conjugated materials that are more stable and that have given
an indication of their potential applications, especially in
OFETs and OLEDs.19,43–48 Binaphtha-furanyl has been reported
as an OLET.19 Recently, diphenyl-naphtho[2,1-b:6,5-b0]difuran
(DPNDF) has been experimentally synthesized and reported as a
good hole transport OSM for OFETs.49 In our previous study,50 it
was also found that the furan ring is one of the best electron
transport materials because it demonstrates very low reorgani-
zation energy for electron le.
No study on DPNDF with push–pull strategy has been found
in the literature so far. In our present work, as a starting point,
the experimental crystal of DPNDF49 has been used as the
parent molecule and two new structures were derived by
employing a push–pull approach where EDGs were attached on
one side of the naphtho-difuran (NDF) ring and EWGs on the
other side (EDGs-p-EWGs). In these structures, three CH3/OCH3
groups were attached as EDGs at position X, whereas three CN
groups were attached as EWGs at position Y for structures 1/2,
respectively (named compound 1 and compound 2) (see Scheme
1 and Fig. S1 of the ESI†).
The derived geometries were optimized in ground state
(S0) and rst excited states (S1) at the level of DFT and TD-
DFT, respectively. Also, the other properties such as high-
est occupied molecular orbitals (HOMOs), lowest unoccu-
pied molecular orbitals (LUMOs), HOMO–LUMO energy gap
(Eg), adiabatic and vertical electron aﬃnities (EAa/EAv),
reorganization energies for hole (lh)/electron (le),
adiabatic/vertical ionization potentials (IPa/IPv), total/
partial density of states (TDOS/PDOS), nonlinear optical
properties (NLO), hole extraction potential (HEP), electron
extraction potential (EEP) and electronegativity (c) were
computed and are discussed in detail. In addition, the
transfer integrals, mobility and photostability of these
compounds were evaluated. Moreover, the push–pull eﬀectScheme 1 Labeled diagram of DPNDF showing the positions of the
attached groups.
This journal is © The Royal Society of Chemistry 2014was investigated on the above mentioned properties. A
comparison of our obtained results with experimental data is
also made where available.2. Computational methodology
DFT was used to optimize the initial molecular structures for
S0 by applying the hybrid exchange correlation functional
B3LYP51–53 with 6-31G** basis sets.30,39–42,54–56 For S1 TD-
DFT,56–59 the hybrid functional TD-B3LYP60–63 with the same
basis set was used to optimize the geometries of the
analogues. The electronic and photophysical properties
including absorption (labs), and emission (lemis) wavelengths
were calculated at the same level of theory. Reorganization
energy (l) represents the geometric relaxation energy of a
molecule from the charged (cation/anion) to the neutral state
and from neutral to the charged (cation/anion) state (for
details see the computational method expressed in the ESI†).
The reorganization energy for hole (lh) and electron (le) was
evaluated as:
lh ¼ l+ + l1 and le ¼ l + l2 (1)
where the energy of geometry relaxation from neutral to charged
(cation/anion) state is l+ and l, and the relaxation energy of a
molecule from charged (cation/anion) state to neutral is l1 and
l2, respectively.64,65 These two terms were calculated directly
from the adiabatic potential energy surfaces for lh and le.1,66,67
In the next step, the calculations related to term transfer inte-
grals were performed. To calculate the transfer integrals, inter-
molecular nearest-neighboring hopping pathways were gener-
ated using the single-crystal structure. There are two widely
employed approaches to obtain transfer integrals; one is a
Koopmans' theorem based method68 and the other one is a
direct evaluation method for the frontier molecular orbitals
(FMOs).69,70 We used the direct approach69,70 to investigate the
charge transport properties in this study. The hole/electron
transfer integrals in this approach can be expressed as:
th/e ¼ hf0,site1LUMO/HOMO|F0|f0,site2LUMO/HOMOi (2)
where th/e is the hole/electron transfer integrals, f
0,site1
LUMO/HOMO
and f0,site2LUMO/HOMO correspond to the HOMOs and LUMOs of the
two consecutive molecules when there is no contact between the
adjacent molecules, and F0 is the Fock operator with unper-
turbed molecular orbitals for the dimer of a xed pathway.
The carrier mobility m can be evaluated with the help of the
Einstein relation as:
m ¼ eD/kBT (3)
where D represents a charge diﬀusion constant, e is the elec-
tronic charge, T is the temperature and kB denotes the Boltz-
mann constant. Further details related to transfer integrals and
mobility can be seen in the computational method expressed in
the ESI.† All these rst-principles calculations were carried out
using the GAUSSIAN 09 package.71RSC Adv., 2014, 4, 48876–48887 | 48877
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View Article OnlineFor investigation of NLO response, we calculated the static
rst hyperpolarizability (btot) and its components by a nite
eld (FF) method. The FF method is broadly applied to inves-
tigate NLO because this methodology can be used with the
electronic structure method to compute b values.72–81 In some
very recent reports, btot calculated by this method was found to
be substantiated with the experimental structure–property
relationship.10,82 In the FF method, a molecule is subjected to a
static electric eld (F) and the energy (E) of the molecule is
expressed as:
E ¼ Eð0Þ m1F1
1
2
aijFiFj  1
6
bijkFiFjFk 
1
24
gijklFiFjFkFl .
(4)
where E(0) is the energy of the molecule in the absence of an
electronic eld, m is the component of the dipole moment
vector, a is the linear polarizability tensor, b and g are the rst
and second hyperpolarizability tensors respectively, and i, j and
k label the x, y and z components respectively. It is clear from
eqn (4) that the values of m, a, b, and g can be obtained by
diﬀerentiating E with respect to F. In our present investigation,
we calculated the molecular rst hyperpolarizability. For a
molecule, the components of the rst hyperpolarizability can be
calculated using the following:
bi ¼ biii þ
X
isj

bijj þ 2bjii

3

(5)
Using the x, y and z components, the magnitude of rst
hyperpolarizability (btot) can be calculated by the following:
btot ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bx
2 þ by2 þ bz2
r
(6)
where
bx ¼ (bxxx + bxxy + bxyy),
by ¼ (byyy + bxxz + byyz),
bz ¼ (bxzz + byzz + bzzz)
Therefore, the complete equation for calculating the
magnitude of the total rst static hyperpolarizability from
GAUSSIAN 09 outputs is given by:
btot ¼ [(bxxx + bxxy + bxyy)2 + (byyy + bxxz + byyz)2
+ (bxzz + byzz + bzzz)
2]1/2 (7)
Since these btot values of the GAUSSIAN 09 output les are
reported in atomic units (a.u.), the calculated btot values were
converted into electrostatic units (esu) (1 a.u. ¼ 8.6393  1033
esu). First hyperpolarizability is a third rank tensor that can be
described by a 3  3  3 matrix. The 27 components of the 3D
matrix can be reduced to 10 components due to the Kleinman
symmetry (bxyy ¼ byxy ¼ byyx, byyz ¼ byzy ¼ bzyy,. likewise other
permutations also take same value).48878 | RSC Adv., 2014, 4, 48876–488873. Results and discussion
3.1. Ground and excited state geometries
The optimized values of bond lengths and bond/dihedral angles
for the neutral, cation and anion structures are tabulated in
Table S1 of the ESI.† For compound 1/2, the cation and anion
structures diﬀer from the neutral one. For compound 1, alter-
ations in the bond lengths C19–C20, C20–C21, C21–C22, C22–C23,
C23–C24 and C23–C28 were found; for the cation as 0.021 A˚,
0.032 A˚, 0.37 A˚,0.033 A˚, 0.026 A˚ and 0.023 A˚; for the anion as
0.003 A˚, 0.00 A˚, 0.001 A˚, 0.001 A˚, 0.004 A˚ and 0.002 A˚,
respectively; the bond angles C10–C9–C14, O18–C22–C21 and
O18–C22–C23 were altered as 1.02, 1.08 and 1.14 for
the cation and as 1.86, 0.24 and 0.04 for the
anion, respectively. Similarly the distortion in the dihedral
angles C20–C21–C22–C23, O18–C22–C23–C24, O18–C22–C23–C28,
C21–C22–C23–C24 and C21–C22–C23–C28 was found as 1.13,
23.23, 23.53, 22.09 and 22.40 for the cation and as
0.69, 4.25, 4.34, 3.64 and 3.74 for the anion, respec-
tively, as compared with the neutral ones. A graphical repre-
sentation of bond lengths in angstrom (A˚) for compound 1 (le)
and compound 2 (right) is shown in Fig. 1(a) for a more clear
understanding of the bond length alteration. The optimized
coordinates of the neutral, cation and anion structures for both
the compounds are tabulated in Tables S3–S5, respectively, in
the ESI.†
For compound 2, the bond lengths C9–C10, C9–C14 and
C11–C12, varied; for the cation as0.007 A˚,0.007 A˚ and 0.00 A˚;
for the anion as 0.034 A˚, 0.031 A˚ and 0.013 A˚, respectively; the
bond angles O1–C8–C7, C8–C9–C14, C10–C9–C14, C10–C11–C12,
C11–C12–C13 and C12–C13–C14 were altered as 0.67, 0.34,
1.02, 0.37, 0.58 and 0.47 for the cation and as 1.19,
1.08,1.83, 1.32,1.50 and 1.09 for the anion, respectively;
similarly the distortions in the dihedral angles C5–C1–C8–C9,
C6–C7–C8–C9, C1–C8–C9–C10, C1–C8–C9–C14, C7–C8–C9–C10 and
C7–C8–C9–C14 were found as 0.37, 0.66, 10.12, 10.12, 9.39
and 9.40 for the cation and as 1.33, 1.65, 17.01, 16.75,
18.69 and 18.43 for the anion, respectively, as compared
with the neutral ones.
The bond/dihedral angles (degree) are represented graphi-
cally for compound 1 (le) and compound 2 (right) in Fig. 1(b),
for a more clear understanding of the bond/dihedral angle
distortion. The relaxation in the geometric parameters of the
compound 1 cation structure was found to be more than that of
the anion, whereas for compound 2 the anion had more
distortion as compared with the cation. This high distortion
especially in bond/dihedral angles83 might increase the reorga-
nization energy of the compounds due to the increased polari-
zation caused by this distortion. Generally, it has been stated
that more relaxation in geometric parameters from neutral to
anion/cation can increase the reorganization energy.2,833.2. Electronic properties
3.2.1 Frontier molecular orbitals (ground and excited
states). HOMO and LUMO formation patterns for both the
compounds at S0 and S1 were formed at isosurface values of 0.02This journal is © The Royal Society of Chemistry 2014
Fig. 1 (a) Selected optimized bond lengths in angstrom (A˚) for compound 1 (left) and compound 2 (right) of ground state (neutral, cation and
anion) optimized at B3LYP/6-31G** level of theory. (b) Selected optimized bond angles (degree) for compound 1 (left) and compound 2 (right) of
ground state (neutral, cation and anion) optimized at B3LYP/6-31G** level of theory.
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View Article Onlineand are presented in Fig. 2(a) and (b). In compound 1, for
HOMO formation, it was found that the charge is delocalized on
C7–C8, C5–C6, C3–C4, C2–C20–C19, C16–C17, C21–C22, C23–C24 and
C25–C26 while on C10, C12 and C14 the charge is localized (lone-
pair). Neither of the O atoms take part in the formation of the
HOMO, whereas a lone-pair is formed on all N atoms. For
LUMO formation, the delocalization of charge was found on
C2–C3, C5–C6–C15, C7–C8, C8–C9, C10–C11, and C13–C14. The
charge is localized (lone-pair) on C17, C20 and on all N atoms.
Similar patterns of HOMO and LUMO formation were found for
compound 2 at S0. Charge delocalization and localization
behavior followed the same trend for compound 1/2 at S1. It is
clear from Fig. 2(a) that in the formation of HOMOs all the
charge density is distributed on EDGs and the central core; for
LUMOs the charge density is shied on EWGs, revealing good
intramolecular charge transfer for both the compounds.
The HOMO energies (EHOMO), LUMO energies (ELUMO) and
HOMO–LUMO energy gaps (Eg) at S0 and S1 (in the brackets)
states for both the compounds are tabulated in Table 1. A
graphical representation of EHOMO and ELUMO for S0/S1 is shownThis journal is © The Royal Society of Chemistry 2014in Fig. 3 le and right, respectively, for a more clear under-
standing of the Eg. EHOMO of compound 1 and 2 are 5.65 eV
and 5.18 eV, respectively, and are in good agreement with the
experimental EHOMO (5.48 eV)49 and the computational EHOMO
(5.10 eV)84 of the parent molecule DPNDF. The trend of EHOMO
and ELUMO, respectively, is compound 1 (5.65 eV, 2.93 eV) >
compound 2 (5.18 eV,2.78 eV). A similar trend of EHOMO and
ELUMO was found at S1 for both the compounds.
The energy gap is theoretically expressed as the diﬀerence of
the orbital energies between HOMO and LUMO whereas
experimentally it is the lowest energy transition from the S0 to
the S1 state, and termed as the band gap, which can be obtained
from the absorption spectra. When electron promotion takes
place from HOMO to LUMO, quantitatively Eg can be approxi-
mately the same as the optical band gap.1,85–87 The trend in the
Eg is as compound 1 (2.72 eV) > compound 2 (2.40 eV) for S0 and
for S1 it is compound 1 (2.33 eV) > compound 2 (2.00 eV). The
smaller Eg of compound 2 reveals the red shi in the absorption
and emission wavelengths in comparison with compound 1.
Similarly, the lower Eg of compound 2 illuminates the highRSC Adv., 2014, 4, 48876–48887 | 48879
Fig. 2 (a) HOMOs and LUMOs formation patterns at ground state. (b)
HOMOs and LUMOs spreading patterns at excited state.
Table 1 The EHOMO
a,b, ELUMO and Eg for S0 and S1 states (in the
brackets) at the B3LYP/6-31G** and TD-B3LYP/6-31G** levels of
theory
Molecule EHOMO ELUMO Eg
Compound 1 5.65 2.93 2.72
(5.38) (3.05) (2.33)
Compound 2 5.18 2.78 2.40
(4.86) (2.86) (2.00)
a Experimental data (EHOMO¼5.48 eV) from ref. 49. b Computed value
(EHOMO ¼ 5.10 eV) from ref. 84.
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View Article Onlinecharge transfer interaction9,88 within the compound. A high
amplitude of rst hyperpolarizability (b) correlates9,88 with a
lower Eg of a compound. We anticipated that compound 2
might show larger rst hyperpolarizability (b) as compared with
compound 1. It has been reported earlier that an electronic
system with a smaller Eg might be more reactive83,84 than one
with a larger Eg, so compound 2 may be more reactive than
compound 1, revealing that the latter one would be more stable.
It is expected that compounds having a low-lying LUMO
energy level might be thermodynamically more stable and
charge transfer could not be quenched by electron loss. More-
over, according to Koopman's theorem the LUMO energy is48880 | RSC Adv., 2014, 4, 48876–48887directly proportional to the EA. The higher LUMO energy level is
illuminating that the electron injection barrier would be small
resulting in the improvement of charge injection ability. It can
be seen from Table 1 that the value of ELUMO is increased in
compound 1 and 2 as compared with the computed value of
ELUMO (2.17 eV)84 for the parent molecule DPNDF, which
would decrease the electron injection barrier resulting in an
improvement of the electron injection. Therefore it is expected
that the new compounds might be better materials as electron
transporters.
3.3. Photophysical properties
The calculated absorption (labs) and emission wavelengths
(lemis), oscillator strengths (f) and HOMO–LUMO (H / L)
contribution were evaluated and are tabulated in Table 2. The
labs and lemis against f are represented graphically in Fig. 4(a)
and (b), respectively. Table 2 shows the maximum H / L
contribution at the S0, which is 99% from H / L for both
compounds 1 and 2. The maximum contribution of H/ L for
S1 is H/ L (99%) and H/ L (100%) for compounds 1 and 2,
respectively. The labs/lemis have a red shi of 131/180 nm for
compound 1 and 207/294 nm for compound 2, respectively, as
compared with the parent molecule of DPNDF (labs/lemis 381/
427 nm) as evaluated computationally,84 whereas compound 2
has a red shi of 76/114 nm as compared with compound 1 for
labs/lemis, respectively. This might be due to the strong EDGs
and EWGs attached to compound 2. The structure–property
relationship revealed that by substituting the EDGs and EWGs,
the labs and the lemis have shown red shied behavior.
Compound 1 would be an orange light emitter while compound
2 would be a red light emitter.
3.4. Density of states
As remarkable electro-optical properties are attributed to a
push–pull conguration in designed chemical systems, we also
calculated explicit contributions for the individual parts in the
form of their PDOS as shown in Fig. 5. We dene three frag-
ments for each compound: fragment one contains the phenyl
ring with EWGs; fragment two is the central core (CC); and
fragment three consists of the phenyl ring with EDGs. The
individual fragment represents its contribution to the TDOS of
the whole molecule as shown in Fig. 5 with diﬀerent curves. As
shown in Fig. 5, for compound 1, the peaks from 15.0 to 8.0
eV for the valence band and from 0.0 to 7.0 eV for the conduc-
tion band are due to the similar contributions from EWGs, CC
and EDGs. At the HOMO between 6.0 and 4.0 eV, the major
contribution is from CC, whereas EDGs have a minor contri-
bution. On the other hand, the EWGs take maximum part in the
conduction band (3.0 and 2.0 eV) while the CC has
minimum contribution. EDGs have no contribution in the lower
region of the conduction band while they have signicant
contribution between 1.0 to 0.0 eV and 2.0 to 7.0 eV. In TDOS
the EDG contribution dominates in the lower valence bands
from 13.0 to 9.0 eV and the higher conduction bands from
2.0 to 7.0 eV. The contribution of EDGs is more in the lower
energy bonding molecular orbitals (5.65 to 7.0 eV) while theThis journal is © The Royal Society of Chemistry 2014
Fig. 3 Comparison of EHOMO and ELUMO for ground (S0) state (left) and excited (S1) state (right) at the B3LYP/6-31G** and TD-B3LYP/6-31G**
levels of theory.
Table 2 Calculated absorption (labs) and emission (lemis) wave-
lengthsa (nm), oscillator strength (f) and HOMO–LUMO contribution
for S0 and S1 states at the TD-DFT level of theories
Molecule labs f Contribution lemis f Contribution
Compound 1 512 0.467 H/ L (99%) 607 0.373 H/ L (99%)
Compound 2 588 0.342 H/ L (99%) 721 0.278 H/ L (100%)
a Computed values (labs¼ 381 nm; lemis¼ 427 nm) for comparison with
ref. 84.
Fig. 5 Graphical representation of TDOS and PDOS for compound 1
(left) and compound 2 (right) computed at the B3LYP/6-31G** level of
theory.
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View Article OnlineEWG contribution is larger in the higher energy anti-bonding
molecular orbitals (2.93 to 3.5 eV), which facilitates as easy
charge transfer during the transition process of this push–pull
conguration. This contribution of TDOS/PDOS from valence
and conduction bands revealed good intramolecular charge
transport from EDGs to EWGs. The high intramolecular charge
transport from EDGs to EWGs leads to a very large value of b. A
similar trend for TDOS and PDOS was found in compound 2.3.5. Charge transfer properties
The EA and IP are the most essential properties to calculate the
charge transport barriers, and these were evaluated at the DFT/Fig. 4 (a) Computed absorption spectra and (b) computed emission spe
This journal is © The Royal Society of Chemistry 2014B3LYP/6-31G** level of theory. In OSMs, a lower IP and higher
EA is very crucial to enhance the charge transport ability for
electron and hole, respectively. The adiabatic/vertical IP (IPa/
IPv) and adiabatic/vertical EA (EAa/EAv) of all derivatives were
calculated and are tabulated in Table 3. A graphical comparison
of the IPv, electronegativity and EAv is shown in Fig. 6 (le) to
represent the results more clearly. In OFETs, the OSMs having
high EAv and small IPv might be better for n-type and p-type
charge injection, respectively.89 From Table 3, it can be seen
that compounds 1 and 2 have EAv of 1.63 and 1.49 eV,ctra of compounds 1 and 2 at TD-B3LYP/6-31G** levels of theory.
RSC Adv., 2014, 4, 48876–48887 | 48881
Table 3 The vertical/adiabatic ionization potential and electron
aﬃnity, hole extraction potential, electron extraction potential, elec-
tronegativity and reorganization energy for holea lh/electron le at the
B3LYP/6-31G** level of theory. All values are in eV
Compound 1 Compound 2
IP (vertical) 6.85 6.37
IP (adiabatic) 6.68 6.15
HEP 6.53 5.95
EA (vertical) 1.63 1.49
EA (adiabatic) 1.76 1.61
EEP 1.87 3.36
c 4.24 3.93
lh 0.32 0.42
le 0.24 1.87
a Data for comparison (lh ¼ 0.17 eV) from ref. 49.
Fig. 7 The deﬁnition of the Cartesian axis for optimized structures of
compounds 1 and 2.
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View Article Onlinerespectively, which are higher than that of the parent molecule
DPNDF (0.29 eV).84 Thus it is expected that the new designed
compounds might be much better electron transport materials
as compared with DPNDF. The EAv follow the same trend as
ELUMO for both compounds as it has been observed that the
molecule with high ELUMO has the higher EAv. It can be seen
from Tables 1 and 3 that compound 1 has the highest ELUMO
(2.93 eV) among the two compounds and hence has the
highest EAv (1.63 eV).
The reorganization energy is a quantity which is very
important for estimation of the ability to carry the charge in a
solid.90,91 The reorganization energies at the B3LYP/6-31G**
level of theory for electron le/hole lh are given in Table 3. A
graphical representation of hole lh and le is shown in Fig. 6
(right) to represent the trend for further clarity. The calculated
lh of the DPNDF is 0.17 eV (ref. 84) at the same level of theory
and is in good agreement with the already computed value.49
From Table 3, it can be seen that compounds 1 and 2 have lh of
0.32 and 0.42 eV, respectively, and le of 0.24 and 1.87 eV,
respectively. For compound 1 lh is higher than le, whereas for
compound 2 lh is lower than le. The alteration and distortion in
the bond/dihedral angles of the cation is more than that of the
anion for compound 1, resulting in more polarization2,83 so leFig. 6 Graphical representation of IPv, electronegativity and EAv (left) an
48882 | RSC Adv., 2014, 4, 48876–48887for compound 1 is less than lh. On the other hand, for
compound 2, the bond/dihedral angle distortion in the anion is
higher than in the cation; it might be due to this that the le of
compound 2 is much higher than lh. From this trend it is
predicted that compound 1 would be good as an electron-
transport material; and compound 2 might be good as a hole-
transport material. The value of le for compound 1 is smaller
than those of diphenyl-naphtho-dithiophene (0.34 eV)92 and
oligofuran (0.40 eV),93 which indicates that the new designed
compound 1 might be more eﬃcient as an electron transport
material.
The electronegativities (c) of the two compounds are given in
Table 3. The electronegativity is the power of an atom in a
molecule to attract electrons towards itself. A molecule with
high electronegativity might be more eﬃcient as an electron
transport material because it can pull more electrons towards
itself, resulting in high electron charge transfer.57,71–73,94 The
trend of electronegativities in compound 1 > compound 2
revealed that the former might be better as an electron trans-
port material as compared with the latter. The reorganizationd of lh and le (right) calculated at the B3LYP/6-31G** level of theory.
This journal is © The Royal Society of Chemistry 2014
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View Article Onlineenergies decreased with the increase in electronegativities of
the compounds. It is the same trend as for ELUMO and EAv of the
two compounds.3.6. First hyperpolarizability
It is well known that push–pull chemical congurations usually
show remarkable NLO responses. In the present investigation
taking advantage of strong push–pull congurations, we have
also spotlighted the NLO responses of our designed chemical
systems by calculating their static rst hyperpolarizabilities.
The calculated values of hyperpolarizability (b) along with their
individual tensor components are shown in Table 4. A well-
established electronic communication of two diﬀerent parts
of a push–pull molecule usually accompanies a larger ampli-
tude of its rst hyperpolarizability, which is perhaps the case in
our present designed compounds 1 and 2 Fig. 7. In Table 4, it
can be seen that the calculated amplitudes of rst hyper-
polarizability (btot) for compound 1 and 2 are signicantly larger
with btot values of 209.420  1030 esu and 333.830  1030 esu,
respectively. These values of rst hyperpolarizability of
compound 1 and 2 are much larger than that of proto-type urea
molecule [b for urea is 0.3728  1030 esu]. These total hyper-
polarizability values are dominated by their diagonal compo-
nents (components along the dipole moment axis) of bxxx. This
is because there is signicant charge transfer from EDGs to
EWGs along the x-axis. It can be seen from Tables 1 and 4 that
the rst hyperpolarizability and Eg are in inverse relationship
for both compounds, which supports our prediction on the
basis of Eg. Thus our designed systems have signicant poten-
tial for NLO applications with good stability and large rst
hyperpolarizability amplitudes.Fig. 8 Experimental (a) and simulated (b) crystal structure of DPNDF
along (aoc) direction.3.7. Molecular simulation
In our previous study,95 we optimized the initial geometry of the
parent molecule at S0 by a hybrid functional B3LYP along with
the 6-31G** basis set using the GAUSSIAN 09 package. The
crystal structure was simulated using facilities provided within
the Materials Studio (MS) package using the same lattice
parameters as used for the experimental crystal of DPNDF.49Table 4 The calculated values of polarizability (a) and hyperpolarizabilit
Compound 1
Component a.u. (1030) esu
bxxx 24 305 200.100
bxxy 676 5.841
bxyy 59 0.509
byyy 7 0.0604
bxxz 102 0.881
bxyz 90 0.777
byyz 30 0.259
bxzz 137 1.183
byzz 11 0.095
bzzz 0 0.000
btot 24 236 209.420
This journal is © The Royal Society of Chemistry 2014The crystal was simulated using a Molecular Mechanics (MM)
simulation approach, and the energy of the crystal was mini-
mized by the FORCITE module96 with the P21/c space group as
available in the MS package, which is considered to be a good
tool for this purpose. The DREIDING force eld97 was used,
which is suitable for these kinds of OMs with C, H, O, and N
atoms. The simulated crystal structure was found to be in good
agreement with the experimentally synthesized structure (see
Fig. 8). In that study we described the four pathways to compute
the transfer integrals and mobility. Previously, the main
computed transfer integral for the parent molecule DPNDF was
36.9 meV (ref. 95) using the GAUSSIAN package at B3LYP/6-
31G** level and was closer to the available data of the same
crystal 39.9 meV evaluated by the ADF program.49 Similarly, the
computed mobility was (1.1 cm2 V1 s1), which shows good
agreement with the experimentally measured value (1.30 cm2
V1 s1). These results revealed that our adopted approach was
reliable to build the crystal, and to compute the transfer inte-
grals and mobility. In the current study, the same approach has
been used to simulate the crystal structures for the new
designed compounds.y (b) along their individual tensor components
Compound 2
Component a.u. (1030) esu
bxxx 38 827 335.500
bxxy 881 7.613
bxyy 119 1.028
byyy 17 0.146
bxxz 362 3.128
bxyz 103 0.890
byyz 8 0.069
bxzz 86 0.743
byzz 3 0.025
bzzz 18 0.155
btot 38 633 333.830
RSC Adv., 2014, 4, 48876–48887 | 48883
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View Article Online3.8. Transfer integrals
We have also evaluated four discrete nearest neighboring
hopping pathways for the two compounds. Transfer integrals
for electron and hole have been evaluated using the method
expressed in eqn (2) and presented in Table 5. A graphical
comparison of hole and electron transfer integrals is shown in
Fig. 9(a) (le) for a more clear representation. It can be seen that
some transfer integrals have negligibly small values so they are
not discussed further here. The strongest hole/electron transfer
integrals for compound 1 are 65.1/118.4 meV and for compound
2 are 12.9/92 meV, respectively. Compound 1 has higher
electron transfer integrals than compound 2, revealing that
compound 1 is a better electron transport material than
compound 2.Fig. 9 (a) Graphical representation hole/electron transfer integrals
(left) and mobilities (right) computed with DFT. (b) The dimers inves-
tigated in the present study to calculate the transfer integrals and
mobilities.3.9. Mobility
Hole and electron mobilities of both compounds for four
pathways were calculated and are tabulated in Table 5. A
graphical representation of hole and electron mobilities is
shown in Fig. 9(a) (right) for a more clear comparison. In our
previous study95 we computed the mobility of the parent crystal
DPNDF using the direct method and found the hole mobility to
be 1.1 cm2 V1 s1, which is in good agreement with the
experimentally calculated mobility of 1.30 cm2 V1 s1 of the
DPNDF.49 We have used the same method for our current study
for the four nearest neighboring molecules and found that
some of the pathways have very low mobility for hole and
electron; hence not discussed in the text; only the highest hole/
electron mobilities for two pathways of each compound are
discussed in detail here. The hole mobilities of the two path-
ways were found as 0.49 and 4.89  103 cm2 V1 s1 for
compound 1 and as 5.89  103 and 8.64  104 cm2 V1 s1
for compound 2, whereas the electron mobilities of the two
pathways were found as 2.09 and 2.43 cm2 V1 s1, for
compound 1 and as 2.66  108 and 2.15  107 cm2 V1 s1
for compound 2. It can be seen that compound 1 exhibits the
highest electron mobility of 2.43 cm2 V1 s1 for specic 2nd
pathway, which is higher than the already computed electron
mobility of 1.10 cm2 V1 s1 of the parent molecule DPNDF.Table 5 The transfer integrals (meV), mass centers (A˚) and mobilities (cm
DFT
Molecules Pathways
Transfer integralsc
Vh
a Ve
Compound 1 i 65.1 114.1
ii 20.6 118.4
iii 2.9 6.2
iv 15.9 5.7
Compound 2 i 12.9 67
ii 6.5 92
iii 2.65  103 6.64  10
iv 0.15738 0.21216
a Vh (39.9 meV) by other method from ref. 49.
b Experimental hole mobili
48884 | RSC Adv., 2014, 4, 48876–48887The four pathways are shown in Fig. 9(b) for a more clear
understanding of dimers packing which may aﬀect the mobil-
ities.30,49 These highest electron mobility values of the 1st and
2nd pathways are in the stacking direction and might be due to
the smallest distance between the two molecules of the dimers.
This packing and distance allowedmaximum overlapping of the
orbitals ensuring enhanced mobilities, whereas the 3rd and 4th
pathways have side to side packing and greater distance
between two molecules, which might be the reason for the
lowest mobilities.2 V1 s1) for hole and electron for compound 1 and 2, computed with
Mass centers
Mobilityc
Holeb Electron
5.071 0.49 2.09
5.078 4.89  103 2.43
7.661 4.37  106 4.15  105
19.106 2.46  102 1.85  104
5.078 5.89  103 2.66  108
7.661 8.64  104 2.15  107
3 11.969 5.84  1017 1.43  1023
19.108 1.85  109 3.79  1017
ty (1.30 cm2 V1 s1) from ref. 49. c Computed values from ref. 95.
This journal is © The Royal Society of Chemistry 2014
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View Article OnlineThe highest electron mobilities for compound 1 are several
times higher than DPNDF49 and a-oligofuran93 0.0134 cm2 V1
s1, hence the former is predicted to be a good electron trans-
port material in comparison with DPNDF and a-oligofuran. It
might be due to the attached EWGs (-CN), the push–pull eﬀect
and the comprehensive intramolecular charge transfer from
donor to acceptor moieties. From the highest average electron/
hole intrinsic mobilities (1.13/0.13) and (6.08  108/1.69 
103) cm2 V1 s1 for compound 1 and 2, respectively, we
anticipate that compound 1 is a good electron transport mate-
rial; compound 2 may be a hole transport material. These
results support our prediction about the same materials in
terms of ELUMO, IPv, EAv and reorganization energies for hole
and electron.3.10. Photostability
Molecular electrostatic surface potentials of all compounds
were mapped onto a total electron density surface as shown in
Fig. 10. High electron density regions and low electron density
regions are shown in indigo and green, respectively. High
electron density is distributed on O and N atoms in the studied
systems. Previously, the photostability of organic materials has
been explained on the basis of molecular electrostatic surface
potentials.56 Recently, we pointed out that more electron density
distributed on the system would favor enhanced photo-
stability.98 In our last study we observed that in the parent
molecule DPNDF the high electron density is distributed on
oxygen atoms95 (see Fig. S2 of the ESI†). By substituting the
EDGs and EWGs, the photostability was augmented in our
designed molecules. The substitution of –CH3 and –CN at the
outer phenyl rings in compound 1 improved the photostability
compared with the parent DPNDF molecule. High electron
density distribution in compound 2 covered more area due to
the –OCH3 and –CN than in compound 1, revealing that theFig. 10 Molecular electrostatic potential surfaces of the two
compounds.
This journal is © The Royal Society of Chemistry 2014former would be more photostable than the latter, that is due to
strong EDGs (–OCH3) attached with compound 2. We noticed
that by increasing the size and strength of EDGs, the photo-
stability might be enhanced. Higher electron density in
compound 2 would decrease the oxidation resulting in
improved photostability, which is in good agreement with our
previous study.994. Conclusions
Push–pull congurations have shown interesting eﬀects for
tuning the electro-optical properties of compounds 1 and 2. In
the light of our present DFT investigation, we can draw the
following interesting conclusions:
1. The two designed novel compounds have higher EAv
values as compared with their parent molecule DPNDF.
2. The absorption and emission spectra of designed
compounds 1 and 2 have a red shi as compared with their
parent molecule. This is because of well-established commu-
nication between donor and acceptor parts. The HOMOs and
LUMOs in both the studied compounds are delocalized as well
as localized on the central core and EWGs, respectively. The
EWGs take part in the establishment of LUMOs only. The
HOMO energies are in good agreement with the experimentally
estimated HOMO of the parent molecule DPNDF.
3. The inuence of the push–pull parts has been investigated
by calculating their total and partial density of states (DOS).
4. Taking advantage of strong push–pull congurations, our
designed chemical systems have also been rationalized as eﬃ-
cient NLO materials with signicantly larger amplitudes of rst
hyperpolarizability for compounds 1 and 2.
5. The rst hyperpolarizability and HOMO–LUMO energy
gap are in inverse relationship for compounds 1 and 2.
6. The electron transfer integrals and electron mobility have
been enhanced signicantly in compound 1 by introducing the
–CH3 and –CN groups, respectively. So it is predicted that
compound 1 would be a good electron transport material as
compared to compound 2 and the parent molecule DPNDF.
7. The photostability has been enhanced signicantly in
compound 2 by introducing the –OCH3 and –CN groups,
because of enriched electron density distributed on these
groups. As a result it is predicted that compound 2 would be
more stable than compound 1.
Hence, we expect that these compounds would serve as
excellent candidates for OFET, OLET and OLED applications
with enhanced photostability.Acknowledgements
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