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We investigate transition to synchrony in degree-frequency correlated Sakaguchi-Kuramoto (SK)
model on complex networks both analytically and numerically. We analytically derive self-consistent
equations for group angular velocity and order parameter for the model in the thermodynamic
limit. Using the self-consistent equations we investigate transition to synchronization in SK model
on uncorrelated scale-free (SF) and Erdo˝s-Re´nyi (ER) networks in detail. Depending on the degree
distribution exponent (γ) of SF networks and phase-frustration parameter, the population undergoes
from first order transition (explosive synchronization (ES)) to second order transition and vice versa.
In ER networks transition is always second order irrespective of the phase-lag parameter. We observe
that the critical coupling strength for the onset of synchronization is decreased by phase-frustration
parameter in case of SF network where as in ER network, the phase-frustration delays the onset
of synchronization. Extensive numerical simulations using SF and ER networks are performed to
validate the analytical results. An analytical expression of critical coupling strength for the onset
of synchronization is also derived from the self consistent equations considering the vanishing order
parameter limit.
PACS numbers: 05.45.Xt, 05.45.Gg, 89.75.Fb
I. INTRODUCTION
The phenomenon of synchronization in complex sys-
tems consisting of a large ensemble of interacting units
has attracted great attention of the researchers due to
its ubiquity in natural as well as artificial systems [1–
4]. Examples include flashing of fireflies [5], applauding
persons [6], systems describing circadian rhythms in ani-
mals [7], Josephson junction arrays [8], moving pedestri-
ans on footbridges [9] and many more [10]. Mathemati-
cal modeling of these complex systems often involves the
important steps of capturing dynamics of the interacting
units by nonlinear oscillators and interaction by suitable
coupling functions [11]. However, in 1975, Kuramoto [12]
showed that in many cases, when the interaction among
the units are weak, emergent phenomenon like synchro-
nization in complex systems can successfully be described
by an ensemble of coupled phase oscillators [13]. In its
simplest setting, the Kuramoto model [13, 14] consists
of an ensemble of phase oscillators with heterogeneous
natural frequencies often drawn from a unimodal distri-
bution which are globally coupled through the sine of
their phase differences.
In spite of its simplicity, classical Kuramoto model and
its generalizations have been successfully applied in nu-
merous systems of scientific and technological interests
including coupled Josephson junctions [8], decision mak-
ing in animal groups [15], semiconductor laser arrays [16]
etc. mainly to investigate rhythmicity and synchroniza-
tion (see the review [10, 14] and references therein for
details). On the other hand, theoretical investigations of
∗Electronic address: pinaki.pal@maths.nitdgp.ac.in
the Kuramoto model and its generalizations largely fo-
cus on the transition to synchronization in coupled net-
works [10]. The classical Kuramoto model [13] show sec-
ond order transition to synchronization at a critical cou-
pling strength under trivial all-to-all network topology
when natural frequencies are drawn from unimodal dis-
tribution. The study on the influence of nontrivial net-
work topology on synchrony gained momentum after the
seminal work of Watts and Strogatz [18–20]. Network
topologies are found to strongly affect the critical cou-
pling strength for the onset of synchronization yet only
second order transition to synchrony were reported [21]
until the recent work of Jesus et al. [22].
In their work, Jesus et al. [22] interestingly consid-
ered degree-frequency correlated scale-free (SF) network
topology and reported a first order transition to syn-
chrony or so called explosive synchronization (ES) for the
first time in Kuramoto paradigm which is characterized
by a sharp jump of the order parameter [13] as the sys-
tem passes from incoherence to synchronization [23, 24].
Considering similar degree-frequency correlated SF net-
works, Peron et al. [25] determined analytical expression
of critical coupling for ES using mean field approach [26].
Subsequently, Coutinho et al. [27] derived self-consistent
coupled equations for group angular velocity and order
parameter of the system which successfully explained
the emergence and annihilation of ES island in a scale-
free network environment where frequency and degree
are correlated to each other. In a recent work, Pinto
et al. [28] performed rigorous mathematical analysis to
investigate ES with partial degree-frequency correlation.
The works mentioned in the above paragraph are based
on the Kuramoto model on complex networks in ab-
sence of phase frustration or phase-lag in the coupling.
Kuramoto model in presence of a phase-lag parame-
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FIG. 1: Synchronization diagram of scale-free network of size N = 1000, γ = 2.8 and 〈k〉 = 30 for four values of α. The lag
parameter α apparently inhibiting explosive synchronization.
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FIG. 2: Synchronization diagram of ER network of size N =
1000 and 〈k〉 = 30 for three values of α. Higher phase-lag (
α) delays the onset of synchronization.
ter (Sakaguchi-Kuramoto (SK) model [17]) on complete
graph topology shows a traditional second order tran-
sition to synchrony for unimodal frequency distribution
[29], while for a non-unimodal frequency distribution it
also shows non-universal transition to synchrony [30].
Recently, effect of phase-frustration on transition to syn-
chrony in the degree frequency correlated network has
been examined by Xu et al. [31] in case of simple star-
graph motif. However, the whole literature lacks a sys-
tematic investigation of desynchronization to synchro-
nization transition in SK model on degree-frequency cor-
related complex networks.
In this paper, we analytically derive self consistent
equations involving group angular velocity and order pa-
rameter of the degree-frequency correlated SK model on
complex networks based on mean field approach using an-
nealed network approximation [27] for investigating tran-
sition to synchrony. Coupled analytical expressions of
critical coupling strength and group angular velocity at
the onset of synchronization are also derived. The ana-
lytical theory is demonstrated using scale-free and Erdo˝s-
Re´nyi networks and compared with numerical simulation
results. The qualitative differences in the synchroniza-
tion transition for both networks are explored in detail.
We show here that for a large network, the self consis-
tent equations can successfully describe (i) the emergence
and annihilation of explosive synchronization (ES) (from
first order to second order transition and vice versa) and
(ii) the transition to synchrony in the parameter space of
phase-lag and coupling strength. We show that ES ap-
pears only in SF network when degree distribution expo-
nent γ < 3 whereas ES never appears in ER network. We
also show that the critical coupling strength for the onset
of synchronization is decreased by phase-frustration pa-
rameter in case of SF network where as in ER network,
the phase-frustration delays the onset of synchronization.
II. SAKAGUCHI-KURAMOTO MODEL:
NUMERICAL SIMULATIONS IN A FINITE SF
AND ER NETWORK
The Sakaguchi-Kuramoto model [17] on complex net-
works considered for the present study consists of N cou-
pled oscillators whose phases θi(t)(i = 1 . . .N) are driven
by the dynamic equations
dθi
dt
= ωi + λ
N∑
j=1
Aij sin(θj − θi − α), i = 1 . . .N,(1)
where ωi represents the natural frequency of the i
th os-
cillator, Aij is the ij
th element of the adjacency matrix
A = (Aij)N×N such that Aij = 1 if i
th and jth oscillators
are connected and Aij = 0 otherwise, α is the phase-lag
parameter whose value lies in the range 0 ≤ α < pi2 and
λ is the coupling strength. In the limit α→ 0, the model
described by (1) converges to the classical Kuramoto
3model [13]. In most of the studies, ωi’s are taken ran-
domly from some unimodal distribution g(ω). However,
in this paper, we assume that degrees (ki, i = 1 . . .N)
and natural frequencies (ωi, i = 1 . . .N) of the oscillators
are linearly related. Hence, without loss of generality
we take ωi = ki (i = 1 . . .N), where ki is the degree of
the ith node i.e. g(ω) = P (k), the degree distribution
of the network [22–25, 27, 28]. We now numerically sim-
ulate the SK model both on SF and ER networks with
N = 1000 for different values of α. For numerical simula-
tion, system (1) is integrated using fourth order Runge-
Kutta scheme with time step δt = 0.001. To quantify the
level of synchronization in the system we use the equation
r(t)eiψ(t) =
∑N
j=1 kje
iθj∑N
j=1 kj
, (2)
where r(t) and ψ(t) respectively denote the order param-
eter and the average phase of the collective dynamics at
time t. The values of the order parameter r(t) varies in
the range 0 ≤ r(t) ≤ 1. The order parameter takes the
value r(t) = 0 for incoherent solution, while r(t) = 1 in-
dicates fully synchronized state of the system. Figure 1
shows the effect of phase frustration parameter α on tran-
sition to synchronization measured by the time averaged
order parameter r for forward and backward continua-
tions as a function of coupling strength λ in a scale-free
network of size N = 1000, γ = 2.8 and mean degree
〈k〉 ∼ 30. For α = 0, a first-order transition or ES with a
large hysteresis loop is observed as reported in [22]. The
width of the hysteresis loop is decreased with the increase
of the value of α (see Fig. 1(b) and (c)). As the value of α
crosses a threshold, ES is annihilated and a second order
transition is observed (see Fig. 1(d)). We also observe as
the value of α increases, critical coupling strength (λc)
for the onset of synchronization decreases gradually i.e
λc(α = 0) > λc(α = 0.1) > λc(α = 0.2) > λc(α = 0.5).
So for SF network, the width of explosive synchroniza-
tion regime is decreased and the onset of synchroniza-
tion is promoted by the phase-frustration parameter (α).
On the other hand we do not observe first order phase
transition in ER network (N = 1000) and the onset of
synchronization is slightly pushed towards higher value
of the coupling strength (see Fig. 2) as if phase-lag de-
lays the onset of synchronization in this network i.e
λc(α = 0) < λc(α = 0.8) < λc(α = 1.2). Therefore,
the parameter α along with suppressing the ES is en-
hancing the onset of synchronization in SF network and
on the other hand, it is inhibiting the same for ER net-
works. This is rather surprising and interesting observa-
tion, hence demands detailed investigation. In the next
section, we investigate the onset of synchronization in
detail by performing mean-field analysis of the system
using annealed network approximation.
III. MEAN-FIELD ANALYSIS
Following mean-field approach proposed in [26], let the
density of the nodes with phase θ at time t for a given
degree k be given by the function ρ(k, θ, t), and it is nor-
malized as ∫ 2pi
0
ρ(k, θ, t)dθ = 1. (3)
We assume that there is no degree correlation between
the nodes of the network and therefore the probability
that a randomly chosen edge is attached to a node with
degree k and phase θ at time t can be written as
kP (k)ρ(k, θ, t)∫
kP (k)dk
. (4)
In the continuum limit, Eq. 1 can be written as
dθ(t)
dt
= ω +
λk
〈k〉
∫
dk′
∫
dθ′k′P (k′)ρ(k′, θ′, t)×
sin(θ′ − θ − α), (5)
where 〈k〉 = ∫ kP (k)dk is the mean degree of the net-
work. Now for the conservation of the oscillators for Eq.
(1), the density function ρ satisfies the continuity equa-
tion
∂ρ
∂t
+
∂
∂θ
(ρv) = 0, (6)
where v is the right hand side of the Eq. (5).
To measure the macroscopic behavior of the oscillators,
in the thermodynamic limit (N → ∞) we consider the
order parameter r given by [26]
reiψ =
1
〈k〉
∫
dk
∫
dθkP (k)ρ(k, θ, t)eiθ , (7)
where ψ is the average phase of the oscillators and the
value of r varies in the range 0 ≤ r ≤ 1. Therefore, using
(7), we rewrite the Eq. (5) as
dθ
dt
= ω + λkr sin(ψ − θ − α). (8)
In the present study we consider ωi = ki(i = 1 . . .N).
To derive the self-consistent equation we set the global
phase ψ(t) = Ωt where Ω is the group angular velocity
and introduce a new variable φ with φ(t) = θ(t)−ψ(t)+α.
In terms of this new variable, equation (8) can be written
as
dφ
dt
= k − Ω− λkr sin(φ). (9)
Then the equation of continuity (6) takes the form
∂
∂t
ρ(k, φ, t) +
∂
∂φ
[vφρ(k, φ, t)] = 0, (10)
4where vφ =
dφ
dt
. In the steady state, we have
∂
∂t
ρ(k, φ, t) = 0. Therefore, steady state solution for the
density function ρ is given by
ρ(k, φ) =
{
δ
(
φ− arc sin (k−Ω
kλr
))
,
∣∣k−Ω
kλr
∣∣ ≤ 1
A(k)
k−Ω−kλr sin(φ) ,
∣∣k−Ω
kλr
∣∣ > 1, (11)
where δ is the Dirac delta function and A(k) is the nor-
malization constant given by A(k) =
√
(k−Ω)2−(λrk)2
2pi .
The first solution corresponds to the synchronous state
and second solution is due to desynchronous state. Hence
the order parameter can be rewritten as
r =
1
〈k〉
∫ [ ∫
∞
kmin
dkkP (k)ρ(k, φ)ei(φ−α) ×
H
(
1−
∣∣∣∣k − Ωkλr
∣∣∣∣
)
+
∫
∞
kmin
dkkP (k)ρ(k, φ)ei(φ−α) ×
H
(∣∣∣∣k − Ωkλr
∣∣∣∣− 1
)]
dφ, (12)
where H denotes heaviside function. Here the first part
of right hand side of Eq. (12) gives the contribution of
locked oscillators and the second part denotes the contri-
bution of drift oscillators to the order parameter r.
Therefore, the contribution of locked oscillators to the
order parameter is
r1 =
[
cosα
〈k〉
∫
∞
kmin
kP (k)
√
1−
(
k − Ω
λrk
)2
dk +
sinα
〈k〉 ×∫
∞
kmin
kP (k)
k − Ω
λrk
dk
]
H
(
1−
∣∣∣∣k − Ωkλr
∣∣∣∣
)
−i
[
sinα
〈k〉
∫
∞
kmin
kP (k)
√
1−
(
k − Ω
λrk
)2
dk − cosα〈k〉 ×∫
∞
kmin
kP (k)
k − Ω
λrk
dk
]
H
(
1−
∣∣∣∣k − Ωkλr
∣∣∣∣
)
, (13)
and that of the drift oscillators is
r2 =
(sinα+ i cosα)
〈k〉
∫
∞
kmin
dk
k − Ω
λr
P (k)×
1−
√
1−
(
λrk
k − Ω
)2H (∣∣∣∣k − Ωkλr
∣∣∣∣− 1
)
. (14)
Hence we get r = r1 + r2, where r1 and r2 are given by
Eq. (13) and Eq. (14) respectively. Comparing the real
and imaginary parts we get
r〈k〉 = cosα
∫
∞
kmin
dkkP (k)
√
1−
(
k − Ω
λrk
)2
×
H
(
1−
∣∣∣∣k − Ωkλr
∣∣∣∣
)
+
sinα
λr
(〈k〉 − Ω)
− sinα
∫
∞
kmin
dk
k − Ω
λrk
kP (k)×√
1−
(
λrk
k − Ω
)2
H
(∣∣∣∣k − Ωkλr
∣∣∣∣− 1
)
, (15)
and
〈k〉 − Ω =
∫
∞
kmin
dk(k − Ω)P (k)
√
1−
(
λrk
k − Ω
)2
×
H
(∣∣∣∣k − Ωkλr
∣∣∣∣− 1
)
+
λr tanα
∫
∞
kmin
dkkP (k)
√
1−
(
k − Ω
λrk
)2
×
H
(
1−
∣∣∣∣k − Ωkλr
∣∣∣∣
)
. (16)
To simplify the calculations we introduce a variable
x = λr and substituting in Eq. (15 and Eq. (16) we obtain
the following two equations
〈k〉 − Ω(x) =
∫
∞
kmin
(k − Ω(x))P (k)
√
1−
(
xk
k − Ω(x)
)2
×H
(∣∣∣∣k − Ωxk
∣∣∣∣− 1
)
dk + x tanα×
∫
∞
kmin
dkkP (k)
√
1−
(
k − Ω(x)
xk
)2
×H
(
1−
∣∣∣∣k − Ωxk
∣∣∣∣
)
(17)
and
R(x) =
x
λ
. (18)
The function R(x) is given by
R(x)〈k〉 = cosα
∫
∞
kmin
dkkP (k)
√
1−
(
k − Ω
xk
)2
×
H
(
1−
∣∣∣∣k − Ωxk
∣∣∣∣
)
+
sinα
x
(〈k〉 − Ω)− sinα
×
∫
∞
kmin
dk
k − Ω
xk
kP (k)
√
1−
(
xk
k − Ω
)2
×
H
(∣∣∣∣k − Ωx
∣∣∣∣− 1
)
. (19)
5The equations (17)- (19) are self-consistent. For a given
network, Ω(x) can be calculated for different values of x
using equation (17) which can be used to compute the
value of the function R(x) from equation (19). Then
r can be calculated for a given value of λ from the in-
tersection of the graphs of the functions R(x) and x
λ
.
Note that in the limit α → 0, the self consistent equa-
tions (17)- (19) naturally converge to the similar equa-
tions as derived in [27] for Kurmaoto model. We can
now conveniently use these three equations to analyze
the transition to synchronization in complex networks in
detail. In the following section we consider two SF and
one ER networks to demonstrate this.
IV. ANALYTICAL AND NUMERICAL
RESULTS: A COMPARISON
To investigate transition to synchrony in SK model
on complex networks in detail, first we consider an un-
correlated SF network of size N = 10000, degree distri-
bution exponent γ = 2.7 and mean degree 〈k〉 ∼ 30.
The system follows a degree-frequency correlation i.e.
ωi = ki (i = 1 . . .N). Now using the self-consistent
equations (17)-(19), the λ−α space is divided into three
qualitatively different regions (see figure 3(a)). Region
I (cyan) represents the desynchronized regime (r ∼ 0),
in the region II (red) the system shows hysteresis with
one metastable state and two stable states while syn-
chronization appears in region III (green) spontaneously
with r > 0. The boundaries (solid black curves) delimit-
ing different regions are determined from the intersection
points of the functions R(x) and x
λ
for 0 ≤ λ ≤ 2 at each
value of α. For each lower values of α (0 ≤ α < 0.37, cor-
responding to the red region in figure 3(a)) as the value
of λ varied slowly from 0 to 2, the number of intersec-
tions between the graphs of R(x) and x
λ
first jumps from
1 to 3 and then 3 to 2. The value of λ corresponding to
the first jump in the number of intersections between the
graphs is denoted by λc(α) and that for second jump by
λf (α). Therefore, in the range λc(α) < λ < λf (α) there
are three points of intersection which include the trivial
solution x = 0 and two other nontrivial solutions. As ar-
gued in [27], in this range, the trivial solution x = 0 and
the largest x correspond to stable and the intermediate
x corresponds to metastable state. In this region marked
by red color in the figure 3(a) first order transition takes
place. On the other hand, for α > 0.37 only one jump
from 3 to 2 in the number of intersections between the
curves R(x) and x
λ
are observed and in that case we de-
note the corresponding value of λ by λc(α). The trivial
solution x = 0 looses stability at the boundary λc(α) in
this case and the transition is second order. In the en-
tire range of α considered in figure 3(a), λc(α) gives the
lower boundary of transition to synchrony during back-
ward continuation while λf (α) gives the same for forward
continuation. Note that for α > 0.37 both are same
and denoted only by λc(α). Therefore, the solid black
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FIG. 3: Effect of α on transition to synchronization for a
scale-free network of size N = 10000 with exponent γ = 2.7
computed using the equations (17)-(19). (a) Phase diagram
on α − λ plane shows asynchronous (cyan, r ∼ 0), partially
synchronous (green) and hysteresis (red) regions delimited by
the solid back curve marking the critical coupling strength for
spontaneous transition to synchrony (asynchrony) during for-
ward (λf ) and backward (λc) continuation respectively. Note
that (λf = λc) when the value of α is greater than a thresh-
old (α > 0.37). Blue triangles and yellow dots are calculated
through numerical simulation during forward and backward
continuation respectively. Blue triangles and yellow dots are
marged to eachother beyond the threshold of alpha. (b) Or-
der parameter r as a function of the coupling strength λ for
two values of α. Solid magenta (for α = 0.5) and green (for
α = 0.1) curves represent analytically calculated order pa-
rameters corresponding stable states and dashed green curve
represents that corresponding to metastable state indicating
the width of ES. Square marked solid curves are obtained
from numerical integration (magenta for α = 0.5 and blue for
α = 0.1). (c) Graph of R(x) as a funtion of x for α = 0.1
(solid green curve) and 0.5 (solid magenta curve). The up-
per and lower dashed green lines correspond to λc(0.1) and
λf (0.1) indicating the width of the hysteresis (shown by red
arrow).
curves denoted by λf (α) and λc(α) in the figure 3(a) give
the critical couplings that demarcate the transition from
r ∼ 0 to r → 0+ regimes during forward and backward
continuations respectively. For more clarity, we show the
graphs of the function R(x) in figure 3(c) for α = 0.1
(solid green curve) and 0.5 (solid magenta curve). The
value α = 0.1 corresponds to first order transition regime
while α = 0.5 is taken from the second order transition
regime. From the curvature of the solid magenta curve it
can be easily understood that it will intersect the straight
lines x
λ
either at one point (for low values of x) and at
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FIG. 4: Effect of α on transition to synchronization for a
scale-free network of size N = 10000 with exponent γ = 3.2
computed using equations (17)-(19). (a) Phase diagram on
α − λ plane shows asynchronous (cyan, r ∼ 0) and partially
synchronous (green, r > 0) regions delimited by the solid
back curve marking the critical coupling strength (λc) for
spontaneous transition to synchrony. Blue triangles represent
the critical coupling strength obtained from numerical simu-
lations. (b) Variation of the order parameter r with coupling
strength λ for two values of α. Solid curves (green and ma-
genta) are drawn based on analytical approach and squares
(green and magenta) are obtained from numerical simulations.
two points for higher values of x. The intersection points
in turn give the value of r for each value of λ. The graph
of r as a function of λ is shown in figure 3(b) with solid
magenta curve and second order nature of the transition
is clear from it. On the other hand, the curvature of
the solid green curve drawn for α = 0.1 in figure 3(c)
allows three points of intersection with the graphs of x
λ
drawn between the dashed green curves shown in the fig-
ure 3(c). So λf (0.1) = 1.67 and λc(0.1) = 1.395 in this
case. Corresponding values of r have been shown in fig-
ure 3(b) with green curves. Solid green curves stand for
the stable solutions while dashed green curve stands for
metastable state.
To validate the analytical results, we take the same
degree-frequency correlated SF network (N = 10000,
γ = 2.7 and 〈k〉 ∼ 30) and numerically integrate SK
model both forward and backward directions in the range
0 ≤ λ ≤ 2 for α = 0.1, 0.25, 0.5, 0.75 and 1. Numerically
obtained transition points for forward and backward con-
tinuations are shown with filled blue triangles and yellow
dots in figure 3(a). Numerically calculated order param-
eters for α = 0.5 and 0.1 are also plotted in figure 3(b)
with solid magenta curves marked by squares and solid
blue curves marked by square respectively. The results of
the numerical simulations are found to match with that
of the analytical ones quite nicely and the qualitative
features of the transition to synchronization are closely
captured by the analytical calculations.
Next we consider another SF network of same size and
average degree (N = 10000, 〈k〉 ∼ 30) but with higher
degree-distribution exponent (γ = 3.2). Interestingly, SK
model on this network shows a second order phase tran-
sition for all values of α. Figure 4(a) shows two differ-
ent regions computed from the equations (17)-(19) in the
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FIG. 5: Effect of α on transition to synchronization for an
ER of size N = 10000 computed using equations (17)-(19).
(a) Phase diagram on α−λ plane shows asynchronous (cyan,
r ∼ 0) and partially synchronous (green, r > 0) regions de-
limited by the solid back curve marking the critical coupling
strength (λc) for spontaneous transition to synchrony. Blue
triangles represent the critical coupling strength obtained
from numerical simulations. (b) Variation of the order pa-
rameter r with coupling strength λ for two values of α. Solid
curves (green and magenta) are drawn based on analytical
approach and squares (green and magenta) are obtained from
numerical simulations.
α−λ space. The cyan and green regions respectively rep-
resent de-synchronized (r ∼ 0) and partially phase locked
solutions (r > 0) separated by a solid black curve which
shows critical coupling strength (λc(α)) for the onset of
synchronization i.e. a transition from incoherent (r ∼ 0)
to coherent regions (r > 0). No hysteresis is observed
for this network and transition is purely second order.
The transition is also determined by performing numer-
ical simulation of degree-frequency correlated SK model
on this SF network and the critical coupling strengths
obtained from the simulation for different values of α
have been plotted with filled blue triangles in figure 4(a)
and we find a very close match between analytical and
numerical boundaries. Figure 4(b) shows the order pa-
rameters computed analytically as well as numerically for
α = 0.1 and 0.5. Analytically calculated order parame-
ters are shown by the solid curves (solid green curve for
α = 0.1 and magenta curve α = 0.5) while the numeri-
cally calculated order parameters are shown with green
and magenta squares respectively. For this network also
the match between the analytical and numerical results
is quite close.
We further explore the impact of phase-frustration pa-
rameter α on transition to synchrony in SK model on
ER network. We consider here an ER network of size
N = 10000 and mean degree 〈k〉 ∼ 30. Once again
we compute a phase diagram on α − λ plane (see fig-
ure 5(a)) using the self-consistent equations (17)-(19).
Here the system undergoes second order phase transition
for all values of α. The solid black curve separates the
de-synchronization region (I in cyan ) from synchroniza-
tion regime (II in green) revealing the behavior of the
critical coupling. The filled blue triangles shown in the
7figure 5(a) represent the critical coupling strength com-
puted numerically. Figure 5(b) shows the order parame-
ters calculated analytically as well as through numerical
simulations for two values of the phase frustration pa-
rameter α. So for this ER network the analytically and
numerically obtained results match satisfactorily.
From the above investigation we observe that degree-
frequency correlated SK model displays diverse transition
behavior depending on the phase frustration parameter
and network structure. The system exhibits first order
transition or explosive synchronization when the network
is SF (γ < 3) and the value of α is small. As the value
of α is increased, the width of the hysteresis loop is de-
creased and eventually hysteresis loop is annihilated at a
critical value (αc) of α. The system displays only second
order transition to synchrony for α > αc. The system
also shows second order phase transition for SF networks
with γ > 3 and ER networks. We would like to high-
light another crucial point here which we have already
mentioned in Section:II. The value of the critical cou-
pling strength λc(α) is decreased for SF network (γ ≤ 3
or γ > 3) when the value of the frustration parameter
(α) is increased (see figure 3(a) and figure 4(a)) whereas
in ER network the critical coupling is increased slowly if
we increase the value of α (see figure 5(a)) i.e. α pro-
motes the onset of synchronization in SF networks while
inhibits the same for ER networks.
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FIG. 6: Critical coupling strength as a function of α for two
SF and one ER networks of size N = 10000 and mean degree
〈k〉 = 30 computed from equations (20) and (21). Solid cyan
and red curves are used for SF networks with γ = 2.7 and 3.2
respectively while solid blue curve used for ER network.
To understand such interesting behavior, we analyti-
cally derive the critical coupling strength λc(α) by con-
sidering r → 0+ in the equations (17) and (18) (detailed
calculation is shown in the section VII). The expression
for λc(α) is given by
λc(α) =
2〈k〉 cosα
piΩ2cP (Ωc)
, (20)
where the critical frequency Ωc can be determined from
the equation
piΩ2cP (Ωc) tanα =
∫
∞
kmin
k2P (k)
k − Ωc dk. (21)
From equation (20) we observe that λc(α) implicitly de-
pends on both structural as well as dynamic properties
of the networks in a complicated way. We now calculate
λc(α) as a function of α using the equations (20) and
(21). Figure 6 shows the variation of critical coupling
strength λc(α) for two SF networks and one ER network
used in the this section. The graphs of λc(α) for three
networks (see figure 6) computed from the equations (20)
and (21) are similar to the ones obtained from the equa-
tions (17)-(19) (see figures 3(a), 4(a) and 5(a)).
V. CONCLUSIONS
We have performed analytical as well as numerical
investigations to understand the synchrony behaviour
in degree-frequency linearly related Sakaguchi-Kuramoto
model on complex networks using mean-field analysis.
Analytically we have derived self-consistent equations in-
volving group angular velocity and order parameter of
the system which successfully explain different types of
transition to synchronization in the presence of phase-
frustration parameter. For demonstration, we consider
degree-frequency correlated SK model on uncorrelated
SF and ER networks. From the analytical approach we
find first order transition to synchronization or ES in SK
model on SF networks with γ < 3 for low values of the
frustration parameter α while for γ > 3 we find only sec-
ond order transition to synchronization for all values of α.
However, in SF networks, although the phase-frustration
parameter α annihilates ES and promotes the transi-
tion to synchronization i.e decreases the critical coupling
strength. On the other hand, for ER networks, α inhibits
transition to synchrony. Using this analytical approach,
we determine the order parameters both for SF and ER
networks. The critical coupling strength for the onset of
synchronization for forward and backward continuation
in both the networks have also been determined. We
also perform a detailed numerical simulation to validate
the analytical results. The numerical results show close
agreement with that of the analytical ones for networks
of large size.
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VII. APPENDIX A: CALCULATION OF
CRITICAL COUPLING AND CRITICAL Ω
From equation (16) using Taylor’s series expansion we
get
〈k〉 − Ω = λr tanα
Ω
(1−λr)∫
Ω
(1+λr)
kP (k)
√
1−
(
k − Ω
λrk
)2
dk
+
∫
∞
kmin
(k − Ω)P (k)
{
1− (λrk)
2
2(k − Ω)2
}
. (22)
Taking the limit r → 0+ we can find
piΩ2cP (Ωc) tanα =
∫
∞
kmin
k2P (k)
k − Ωc dk, (23)
where Ωc the critical group angular velocity at the onset
of synchronization.
Now combining equations (15) and (16) we get
r〈k〉 = 1
cosα
∫ Ω
1−λr
Ω
1−λr
kP (k)
√
1−
(
k − Ω
λrk
)2
dk. (24)
Substituting k−Ω
λr
= y, the equation (24)reduces to
〈k〉 = λ
cosα
∫ Ω
1−λr
−Ω
1−λr
(Ω + λry)P (Ω + λry) ×
√
1− y
2
(Ω + λry)2
dy (25)
and in the limit r → 0+ we get
λc(α) =
2〈k〉 cosα
piΩ2cP (Ωc)
, (26)
where Ωc calculated from equation(23) and λc(α) is the
critical coupling strength for the onset of synchroniza-
tion.
