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Abstract
During the last years the impact of systems biology has grown drastically. In contrast to
traditional biology, this interdisciplinary field comprises the investigation of biological
processes from a systems perspective. An example for a systems biology project is the
Virtual Liver Network, in which metabolic liver function is modeled computationally.
A mathematical model in systems biology provides a hypothesis that is testable by bio-
logical experiments. Data obtained from model simulation can thereby be compared to
experimental data possibly leading to the adaptation of the model. Experimental data is
also used to optimize a model, e.g., to estimate certain model parameters or to identify
connections between model components.
From the different kinds of computational models used in systems biology logical
models and kinetic ordinary differential equation (ODE) models are covered in this the-
sis. While logical models enable to describe biological processes qualitatively, kinetic
ODE models allow the dynamic description of these processes. Methods for the simula-
tion and optimization of both model types were developed and applied here.
The first part of the thesis contains the application of a specific logical modeling tech-
nique called fuzzy logic modeling. A previously published method based on prior knowl-
edge and experimental data was adapted to identify regulatory events responsible for the
downregulation of drug metabolism during inflammation. Further experiments backed
the hypothesis suggested by the model. The respective study conducted in collaboration
with biologists is a relevant part of the Virtual Liver Network.
In the following part of the thesis an algorithm for the simulation of models given in
the Systems Biology Markup Language (SBML) is described. SBML is the most impor-
tant standard for storing and exchanging systems biology models. It enables to describe
ODE models that can also contain other elements, such as rules for model components
and events representing sudden changes of components. Because of these additional el-
ements, simulation of SBML models is difficult and only few software tools support this
standard completely. The Systems Biology Simulation Core Library (SBSCL), which
contains an implementation of the developed algorithm, supports SBML completely.
Benchmark tests were used to prove the correctness of the library. The SBSCL can
be easily integrated into larger software tools. One example for this is SBMLsimulator,
which connects the SBSCL and the optimization toolbox EvA2 and is described in the
following chapter of this thesis. SBMLsimulator enables simulation and optimization of
SBML models and can be very helpful in systems biology studies.
At the end of the thesis SBMLsimulator is applied in a large study investigating the in-
fluence of experimental noise on the estimation of kinetic parameters for three published
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SBML models. The study shows the usefulness of the tool, but also suggests to take the
noise into account during estimation, which was previously only tested for a small toy
model. Furthermore, the chosen approach is a way of robustness analysis that can be
used to estimate how reliable the parameter estimates for a certain model are. Like the
other methods applied and developed in this thesis, it can be used for further systems
biology research.
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Kurzfassung
In den letzten Jahren hat die Systembiologie drastisch an Bedeutung gewonnen. Im Un-
terschied zur traditionellen Biologie werden biologische Prozesse in diesem interdiszi-
plinären Feld aus einer Systemperspektive heraus untersucht. Das Netzwerk Virtuelle
Leber, in dem die Funktionen der Leber am Computer modelliert werden, ist ein Bei-
spiel für ein großes systembiologisches Projekt. Ein solches mathematisches Modell in
der Systembiologie enthält eine Hypothese, die mit biologischen Experimenten über-
prüft werden kann. Die aus einer Modellsimulation erhaltenen Daten können dabei mit
experimentellen Daten verglichen werden, was möglicherweise zu einer Anpassung des
Modells führt. Experimentelle Daten werden auch zur Optimierung eines Modells ver-
wendet, was die Schätzung bestimmter Modellparameter oder die Bestimmung von Ver-
bindungen zwischen Modellkomponenten umfassen kann.
Von den verschiedenen für die Systembiologie geeigneten Modelltypen wurden in
dieser Arbeit logische Modelle und kinetische Differenzialgleichungsmodelle (ODE-
Modelle) benutzt. Während mit logischen Modellen biologische Prozesse qualitativ be-
schrieben werden können, ermöglichen kinetische ODE-Modelle die dynamische Be-
schreibung solcher Prozesse. Methoden für die Simulation und Optimierung beider Mo-
delltypen wurden im Rahmen dieser Arbeit entwickelt und angewendet.
Der erste Teil dieser Arbeit enthält die Anwendung einer speziellen Art der logischen
Modellierung, die als Fuzzy-Logik-Modellierung bezeichnet wird. Eine bereits publi-
zierte Methode, die auf Vorwissen und experimentellen Daten basiert, wurde hier an-
gepasst. Damit konnten dann regulatorische Ereignisse, die den Wirkstoffmetabolismus
herunterregulieren, identifiziert werden. Weitere Experimente stützten die im Modell ent-
haltene Hypothese. Die Arbeit, die in Kooperation mit Biologen durchgeführt wurde, war
Teil des Netzwerks Virtuelle Leber.
Im folgenden Teil der Arbeit wird ein Algorithmus zur Simulation von Modellen, die
in der Beschreibungssprache SBML gegeben sind, beschrieben. SBML ist der wichtigste
Standard zur Speicherung und zum Austasch systembiologischer Modelle. Die Sprache
ermöglicht die Beschreibung von ODE-Modellen, die zusätzliche Elemente wie Regeln
für Modellkomponenten und Events zur Repräsentation plötzlicher Veränderung solcher
Komponenten enthalten können. Aufgrund dieser zusätzlichen Elemente ist die Simula-
tion von SBML-Modellen schwierig und nur wenige Programme unterstützen den Stan-
dard vollständig. Die Systems Biology Simulation Core Library (SBSCL) enthält eine
Implementierung des entwickelten Algorithmus und unterstützt alle SBML-Elemente.
Mit Benchmark-Tests wurde die Korrektheit der Bibliothek bewiesen. Die SBSCL kann
leicht in größere Programme integriert werden. Der SBMLsimulator, der die SBSCL
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mit der Optimierungsbibliothek EvA2 verbindet, ist ein Beispiel dafür, das im folgenden
Kapitel der Arbeit beschrieben wird. Er ermöglicht die Simulation und Optimierung von
SBML-Modellen und kann damit in der systembiologischen Forschung sehr hilfreich
sein.
Am Schluss der Arbeit wird der SBMLsimulator in einer größeren Studie angewendet,
um den Einfluss von experimentellem Rauschen auf die Schätzung kinetischer Parame-
ter in drei SBML-Modellen zu untersuchen. Zusätzlich zur Nützlichkeit des Programms
zeigt die Studie, dass es sinnvoll ist, das experimentelle Rauschen bei der Parameter-
schätzung einzubeziehen. Dies wurde vorher nur für ein kleines Testmodell überprüft.
Außerdem ist der verwendete Ansatz eine Art Robustheitsanalyse, mit der die Zuver-
lässigkeit einer Parameterschätzung für ein bestimmtes Modell untersucht werden kann.
Wie die anderen Methoden, die in dieser Arbeit angewendet und entwickelt wurden, kann
der Ansatz für viele weitere systembiologische Untersuchungen verwendet werden.
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Chapter 1
Introduction
During the last decades researchers have increasingly tried to understand biological pro-
cesses from a systems perspective. The emerging field of systems biology does not pri-
marily focus on single biochemical reactions or interactions, but on the complex interplay
between different biological components like genes or proteins. Several biological com-
ponents interacting or reacting with each other constitute a biological network, which
can, e.g., process biological signals or transform toxic substances. A key question in
systems biology is how certain biological networks functioning properly in healthy hu-
mans are modified during a disease. Ultimately, such research can lead to new strategies
for disease treatment.
New experimental techniques that enable to measure many protein concentrations or
gene expression values in parallel have greatly enhanced the possibilities of biological re-
search. However, the resulting high-throughput data are usually complex and difficult to
interpret. Computational methods are therefore required to extract important information
from these data. In systems biology mathematical models that can simulate biological
network function are developed based on such data. Each mathematical model provides
a hypothesis for biological behavior that can be validated with adequate experimental
data. Models are usually developed in a bottom-up fashion, which means that different
model components are connected based on existing scientific knowledge from several
sources (literature or databases). Afterwards, the model is optimized with respect to the
available data. Dependent on the type of model, this optimization can involve changing
the interactions between the model components or the estimation of certain model pa-
rameters. For large networks, in which many interactions are unclear, logical modeling is
often applied. A logical model qualitatively describes how different model components
interact with each other. In contrast to that, kinetic ordinary differential equation (ODE)
models are used to investigate dynamic behavior of biological systems over time.
Standardized model formats have been developed to facilitate exchange and reuse of
models in systems biology. The most important format in this respect is the Systems
Biology Markup Language (SBML). SBML models can contain several model elements,
which makes full support of this format difficult to implement. Therefore, many systems
biology software solutions do not support the SBML standard completely.
The work covered in this thesis involves the development and application of meth-
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ods for the simulation and optimization of systems biology models. First an existing
method for the optimization of a logical model was adapted in order to identify impor-
tant regulatory events modifying detoxification in the human liver. Next an algorithm
for the simulation of SBML models that supports all SBML elements was developed and
implemented in the Systems Biology Simulation Core Library. This simulation library
was then connected with the optimization toolbox EvA2 in the program SBMLsimulator,
which enables optimization of SBML models. Finally, SBMLsimulator was applied in
a study to investigate the robustness of three published models against different magni-
tudes of experimental noise.
1.1 Contributions of the thesis
In order to obtain valid models in systems biology, routines for the simulation and op-
timization of such models are necessary. This thesis focuses on the development and
application of such methods considering logical models as well as kinetic ODE models.
While for logical models an existing optimization method was adapted to solve a spe-
cific biological question, for ODE models described by the SBML format a simulation
algorithm was developed, connected with optimization routines, and applied in a study
investigating the robustness of models against experimental noise. The work was part of
the Virtual Liver Network (Holzhütter et al., 2012), in which the main functions of the
human liver are investigated (grant numbers 0315755 and 0315756). Next the different
contributions of the thesis are described in more detail.
Application of fuzzy logic modeling for identification of regulatory events
responsible for an altered hepatic gene expression upon IL-6
Fuzzy logic modeling is a specific type of logical modeling. In contrast to the often ap-
plied Boolean models, which only allow states of 0 or 1 for model components, fuzzy
logic models enable continuous states for these components. We adapted a method to
develop an optimized fuzzy logic model based on scientific knowledge and experimental
data (Morris et al., 2011), which is implemented in the software CNORfuzzy (Terfve
et al., 2012). With this adapted routine we constructed a fuzzy logic model describing
downregulation of hepatic genes responsible for drug transformation during inflamma-
tion in the body (Keller et al., 2016). Such a downregulation might cause drug over-
dosing, which is why a better understanding of the regulatory events behind this down-
regulation is of clinical relevance. The model suggested that one regulatory event is
mainly causing the downregulation of genes. This hypothesis was supported by further
experiments.
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Development of an algorithm for the simulation of SBML models and its
implementation
The most important format for biological models is SBML, which is mainly used to
describe kinetic ODE models and in which model components (referred to as species) are
connected via reactions. Those reactions can contain kinetic rate laws, which describe the
dynamic behavior of the model. However, SBML models are also allowed to comprise
other elements influencing model dynamics, e.g., events leading to sudden changes of
model components. Those other elements make simulation of SBML models a very
complicated task, which is why most simulation tools do not support all SBML elements.
Therefore, we developed the Systems Biology Simulation Core Algorithm for simulation
of SBML models with full support of all elements (Keller et al., 2013). This algorithm
was implemented in the Systems Biology Simulation Core Library (SBSCL), which can
be easily integrated into other programs. Benchmark tests showed the correctness of the
algorithm.
Graphical simulation and optimization of SBML models with SBMLsimulator
Kinetic parameters of ODE models are often estimated with respect to biological data.
This estimation involves repeated model simulation with different parameter values. In
order to enable such an optimization as well as a graphical display of the simulation
results obtained with the SBSCL, SBMLsimulator (Dörr et al., 2014) was developed.
SBMLsimulator comprises the SBSCL for simulation of SBML models and the opti-
mization toolbox EvA2 for parameter estimation. In a small experiment with a pub-
lished model, the capability of SBMLsimulator to identify biochemical parameters was
demonstrated.
Applying SBMLsimulator to three published models and testing their robustness
to experimental noise in a parameter estimation study
The quality of experimental data has a great impact on the estimation of biochemical
parameters in dynamic models. How well such parameters can be identified depends on
the model structure and the quality of the experimental data such as the measured time
points. Those data are usually very noisy, which is why we used SBMLsimulator in a
simulation study to investigate how robust three published models with fixed measured
time points are to different magnitudes of experimental noise. For all three models a
mean noise of 20% led to several parameters not being reliably identifiable. By taking
the noise in the data into account during parameter estimation, which was previously
tested for a small toy model (Raue et al., 2013), we could significantly improve the
estimation results.
3
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Investigating robustness of 
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Chapter 4 
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Optimization of model 
parameters (SBMLsimulator) 
 
Chapter 6 
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with CNORfuzzy 
 
Chapters 3/4 
Simulation (Systems Biology 
Simulation Core Library) 
 
Chapter 5 
Kinetic models Logical models 
Figure 1.1: Structure of this thesis. The thesis contains chapters describing the development
and implementation of methods for simulation and optimization of models as well as chapters
covering the application of such methods. CNORfuzzy, which was developed elsewhere and
only slightly adapted for this thesis, is integrated into this structure for better clarity, as it was
applied in Chapter 4.
1.2 Thesis organization
The thesis is subdivided into eight chapters. In Chapter 2 the fundamentals of logical
and kinetic modeling, such as model formats and simulation of a model are explained.
Chapter 3 shows important steps during the construction of a model especially focusing
on methods for model optimization. The main results of this thesis are presented in
detail in Chapters 4 to 7. Besides the presentation of the applied methods and the results,
each of these chapters comprises a motivation of the topic as well as a discussion, a
summary, and a conclusion section. In Chapter 4 the elucidation of regulatory events
responsible for downregulation of hepatic drug detoxification upon IL-6 is described.
Chapter 5 contains the explanation of the algorithm for the simulation of SBML models
and its implementation in the Systems Biology Simulation Core Library. This library
was connected to the optimization toolbox EvA2 in the tool SBMLsimulator, which is
covered in Chapter 6. The application of SBMLsimulator in a parameter estimation
study investigating the robustness of models against experimental noise is presented in
Chapter 7. Chapter 8 concludes this thesis with a summarization of the main results
and a discussion. Figure 1.1 shows the structure of the thesis. Chapters 4 to 7 can be
subdivided into chapters describing methods and their implementation (Chapters 5 and
6) and chapters covering application of methods (Chapters 4 and 7).
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Chapter 2
Computational modeling approaches in
systems biology
Understanding complex biological networks requires integrated experimental and com-
putational research (Kitano, 2002). Computational models in systems biology can help
here by providing hypotheses for the explanation of biological behavior. Models predict
a certain behavior of a network, which can be compared to experimental data.
The biological networks modeled computationally often belong to one of the following
three types:
• cell signaling networks (Janes and Lauffenburger, 2013) comprising the processing
of certain signals, such as stimulation of the cell with a certain substance,
• metabolic networks (e.g., the citric acid cycle), which contain metabolites (i.e.,
intermediate products) connected via metabolic reactions and are necessary for
cell function (Kaplan et al., 2009), and
• gene regulatory networks, which contain genes and regulatory proteins interacting
with each other (Hecker et al., 2009).
If the prediction of a model differs substantially from experimental data, adaptations
of the model are necessary. Apart from explaining experimental data, models can also
suggest further experiments in order to refine a certain hypothesis. This might, e.g.,
involve a more detailed investigation of a certain dynamic process. In systems biology
an iterative cycle of model refinements and new experiments is common, during which
the understanding of the studied system is continuously improved.
Depending on the experimental data available and the biological network which is in-
vestigated, different types of computational models are developed. Two of the most fre-
quently used model types are logical models and ordinary differential equation (ODE)
models. This chapter gives an introduction on both modeling approaches, model simula-
tion, and the modeling formats used for both approaches.
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2.1 Logical models
Logical models can solve qualitative questions like whether stimulation of a specific
signaling cascade activates a certain transcription factor (Samaga and Klamt, 2013). In
such models logical species representing biological entities (e.g., proteins) are connected
via logic gates. A gate is associated with a combination of the logic functions AND, OR,
and NOT (Morris et al., 2010). Thus a gate describes how the state of a node depends on
the values of its input nodes.
Boolean models are the most widely used logical models. In them the species can
only have two values (also called states): 0 (meaning inactive) and 1 (active). An AND
function in a Boolean model returns 1, if all input nodes are active. For an OR function to
be 1, it suffices that one of the input nodes is 1. A NOT function has only one incoming
node and returns 0, if the input node is 1, and vice versa.
Boolean models are a big simplification of biological reality, but have in several cases
enabled to improve understanding of large signaling networks (Samaga et al., 2009;
Saez-Rodriguez et al., 2009; Ryll et al., 2011; Saez-Rodriguez et al., 2011).
2.1.1 Logical steady state
A typical question in logical modeling is the determination of the states of all the species
in a logical networks given that some species are stimulated or inactivated. This stim-
ulation or inhibition often involves the nodes in the network which are not activated or
inhibited by other nodes (i.e, the so-called source nodes). In order to compute the states
of the other nodes, the determination of a so-called logical steady state introduced previ-
ously (Klamt et al., 2006) is a straightforward method.
The first step of the algorithm is the fixing of the values of activated species to 1 and
those of inhibited species to 0. Then in each following step the states of nodes that are
activated/inhibited by the processed species are computed. If the state of one node has
just been determined for the first time or changed due to a new computation, the states
of nodes activated/inhibited by this node are recomputed. The algorithm proceeds until
the recomputations of all states do not cause changes any more.
If the states of all source nodes of the network are fixed and the network does not
contain feedbacks, the logical steady state can be determined uniquely. An example for
the computation of a logical steady state is shown for a toy network in Figure 2.1.
2.1.2 The SIF format
One important format for working with logical models is SIF (simple interaction file).
It is one of the main formats of the important software Cytoscape for visualization of
biological networks (Shannon et al., 2003).
The SIF format enables to set a relationship between two nodes of a network. Each
line of a SIF file contains such a relationship between two nodes, in which the first node
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Figure 2.1: Example for the determination of the logical steady state of a toy network. The net-
work contains species (rectangular nodes) as well as AND, OR and NOT gates (circular nodes).
We now assume that the value of node A is 0 (red color) and the values of B and C are 1 (green
color). Based on those settings the logical steady state can be computed in a step-wise fashion
(right part of the figure). Beginning with the fixing of the source nodes, in each following step
the states of the successors of the currently processed nodes are determined.
influences the second node. In this thesis we use "activates" (1) and "inactivates" (-1) as
relationships. If one node is activated/inhibited by several other nodes, we assume that
these other nodes are connected by the OR function. In order to define AND connections,
we introduce a so-called dummy node before the influenced node. This shows that the
SIF format is suitable for defining Boolean networks.
For the network in Figure 2.1 the SIF definition is as follows:
A 1 AND1
B 1 AND1
B 1 AND2
C 1 AND2
AND1 1 D
AND2 1 E
E -1 F
D 1 G
F 1 G
AND1 and AND2 are the dummy nodes for defining the AND connections. The input nodes
of D (A and B) as well as the input nodes of E (B and C) are thus by definition AND
connected In contrast, the input nodes of G (D and F) are OR connected.
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2.2 ODE models in systems biology
With ordinary differential equations (ODEs) one can describe how the derivatives of
biological network variables with respect to time can be calculated based on the values
of the variables. The ODEs of all variables are also referred to as an ODE system. The
variables in an ODE model in systems biology are most often species representing, e.g.,
proteins or biological metabolites. Those species are connected by reactions, whose
velocities are described by rate laws.
The ODE referring to a species can be determined from the velocities of all reactions
the species takes part in, which is explained below. If all ODEs as well as the initial
values of the variables are known, numerical integration routines can solve the ODE
system. This means that the values of all variables are determined over time leading to,
e.g., concentration curves of proteins.
2.2.1 The stoichiometric matrix
The stoichiometry of a species in a reaction is its relative turnover rate during the reac-
tion. In the reaction 2A+B→ 2C A and C have the stoichiometry 2, whereas B has
stoichiometry 1. The stoichiometric matrix N of a model comprises for all reactions ~R
(in columns) of a biological system the stoichiometries of the species ~S (in rows). If a
species is not affected by some reaction, the corresponding stoichiometry in the matrix
is 0.
Given the ODEs ~ν for all reactions and the stoichiometric matrix, one can derive the
ODEs for all species ~S:
d~S
dt
= N~ν (2.1)
This means that for a specific species Sk the ODE is determined as follows:
dSk
dt
=
|~R|
∑
i=1
(ni,k ·νi) (2.2)
2.2.2 Rate laws
A rate law is an ODE that describes how to determine the velocity of a reaction based
on species values and certain kinetic parameters. Based on the type of reaction, different
types of rate laws are used:
• Generalized mass-action kinetics are derived from the mass action law (Heinrich
and Schuster, 1996) and can be used to describe the kinetics of different types of
reactions.
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• Michaelis-Menten can describe reactions catalyzed by enzymes (Johnson and Goody,
2011), for which mass-action kinetics are often not appropriate.
• Convenience kinetics are a generalization of Michaelis-Menten kinetics especially
dedicated to enzyme-catalyzed reactions involving several substrates and products
(Liebermeister and Klipp, 2006).
2.2.3 Model simulation
We now assume that the ODEs dx(i)dt = fi(x(1), . . . ,x(n)) of all variables x(i) of a biolog-
ical system as well as the initial values of the variables are given. Then one key problem
in ODE modeling is the determination of the values of all variables over time. The
simulation of such an ODE system solves this problem. Most ODE systems cannot be
simulated exactly, but several so-called integration routines (also referred to as solvers)
exist for approximating the values of the variables precisely.
A straightforward way to solve an ODE system is to continuously increase the value
of time by a certain step size h starting with the initial time. At each time point slopes
can then be determined based on the current values of the variables, starting with the
initial values at time point 0. The values of the variables xpred(i, tk+1) at the following
time point tk+1 are computed with the current values of the variables xpred(i, tk) and the
slopes fi(xpred(1, tk), . . . ,xpred(n, tk)):
xpred(i, tk+1) = xpred(i, tk)+h · fi(xpred(1, tk), . . . ,xpred(n, tk)) (2.3)
This algorithm is called Euler method (Press et al., 1993).
However, the Euler method with its constant step size h is not suitable for many kinds
of ODE systems. There are stiff ODE systems, for which an extremely small step size is
necessary within some (usually very short) periods of time in order to solve those systems
with a tolerable error. As an extremely small step size throughout the whole simulation
process would lead to an unacceptably high running time, integration methods need to be
able to adapt their step size for such time periods. Therefore, applying the Euler method
with a very small h to those ODE systems is not indicated. One method with an adaptive
step size that is able to solve stiff ODE systems is Rosenbrock’s method (Press et al.,
1993). It is used in this thesis. We leave out the complex details of Rosenbrock’s method
here, as they are not necessary for understanding the thesis.
2.2.4 The model format SBML
SBML (Hucka et al., 2004) is the most important format for describing and storing ODE
models in systems biology. There are several levels and versions of the SBML specifi-
cation, level 3 version 1 being the latest of them (Hucka et al., 2010). SBML is derived
from XML and also comprises parts of MathML 2.0 (Carlisle et al., 2001). Like XML
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elements, the elements of SBML are hierarchically structured. SBML comprises several
elements for the description of models in systems biology:
• species representing proteins or metabolites,
• reactions between those species,
• kinetic laws for these reactions allowing to declare the rate laws (in MathML),
• compartments (e.g., the cell), in which reactions can take place,
• parameters for definining variables in the system other than species,
• function definitions for defining functions that can be referred to in mathematical
expressions, such as, e.g., kinetic laws,
• initial assignments for defining how to determine the initial values of variables,
• assignment rules for defining how the values of variables are determined based on
other variables during the whole simulation time,
• rate rules for stating how the derivatives of certain variables (e.g., species not tak-
ing part in any reaction) are computed based on other variables,
• algebraic rules for expressing relationships between variables that have to be valid
during the whole simulation process, and
• events for stating sudden changes of variables of the biological system.
While SBML is still most often used for describing ODE models, during the last years
several extensions have been specified that enable to use SBML for other purposes. How
a model is supposed to be drawn can, e.g., be specified with the SBML layout extension
(Gauges et al., 2006). The SBMLqual extension (Chaouiya et al., 2013b) facilitates the
definition of qualitative models, which also involve logical models.
2.2.5 JSBML
SBML models need to be read in, modified and stored by systems biology software.
To this end, libraries were created that provide an application programming interface
(API) which facilitates the processing of SBML models. Those libraries can easily be
integrated into software supporting SBML.
The oldest library that completely supports all levels and versions of SBML is lib-
SBML (Bornstein et al., 2008). libSBML is written in C and C++, but there are also
wrappers for including libSBML into software tools written in other programming lan-
guages, such as Java.
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Using libSBML in software implemented in Java does not lead to fully platform inde-
pendent tools due to the internal C/C++ code. Furthermore, it is difficult to implement
Java Web Start applications with libSBML. Therefore, JSBML was developed, which is
completely written in Java (Dräger et al., 2011; Rodriguez et al., 2015). Its type hier-
archy closely resembles the hierarchy of SBML elements. JSBML contains a parser for
MathML, which transforms a formula into an abstract syntax tree that can be processed,
e.g., by simulation software.
2.3 Comparison of the two modeling approaches
ODE models explain dynamic mechanisms behind a behaviour of a biological system,
whereas logical models usually only describe the order, in which a certain process (e.g.,
a signal transduction through a certain pathway) proceeds. In order to construct an ODE
model, knowledge about some reactions and their rate laws is usually a pre-requisite.
Logical models are often adequate for the investigation of interactions between many
proteins (Morris et al., 2010). Prior knowledge about mechanistic details is not necessary
for constructing such models. Therefore, logical models are usually much larger than
ODE models.
11
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Chapter 3
The process of model construction
The creation of a logical model or an ODE model proceeds in several steps. This involves
obtaining information about model structure at first. At the end of the construction pro-
cess the model is often optimized with respect to biological data. To this end, heuristic
optimization routines can be applied. This chapter first gives an introduction about those
heuristic optimization routines. Then the model construction process is described for
logical models and ODE models. The most important repository for SBML models,
the BioModels database, is also introduced as well as the path2models project, which
involved generation of numerous pathway models in SBML.
3.1 Heuristic optimization methods for model
optimization
Many optimization problems involve a large solution space, which greatly hampers the
search for an optimal solution in acceptable running time. Therefore, heuristic optimiza-
tion methods are used that cannot guarantee to find the best global solution, but are able
to find a good solution of the problem within a tolerable amount of time. Many of these
algorithms involve random steps and are therefore stochastic. Several stochastic opti-
mization methods are derived from natural processes. Important examples are ant colony
optimization (Dorigo et al., 2006), which is based on the behaviour of ant colonies, and
particle swarm optimization (Kennedy and Eberhart, 1995; Clerc and Kennedy, 2002;
Clerc, 2005), which is inspired by movements of birds in a flock. Some nature-inspired
optimization algorithms have proven to be suitable for solving complex optimization
problems in systems biology (Dräger et al., 2009). In this thesis differential evolution,
which is a special type of evolutionary algorithm, is used for estimation of model pa-
rameters. Therefore, evolutionary algorithms in general and differential evolution are
explained in the following sections.
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3.1.1 Evolutionary algorithms
Evolutionary algorithms are based on the principles of biological evolution (Freitas,
2007). At the beginning of an evolutionary algorithm, a population of candidate so-
lutions is randomly initiated. Then the individual solutions of the population undergo
recombination, mutation, and selection in each so-called generation of the algorithm.
The quality of a solution is determined by a fitness function, whose value the algorithm
tries to improve over time. The algorithm terminates, e.g., after a certain number of
fitness evaluations or when the algorithm has converged to some fitness value.
Depending on the type of evolutionary algorithm, recombination, mutation, selection,
and the representation of the individual solutions are defined differently. For the widely
used genetic algorithm (Holland, 1975) the solution is represented by a vector of numbers
of fixed size. The definition of recombination and mutation is straightforward then: A
recombination between two candidate solutions is defined as a random exchange of a
part of the two respective vectors similar to chromosomal crossover during meiosis. A
mutation is a random change of a number in the vector of a candidate solution.
3.1.2 The toolbox EvA2
EvA2 (Kronfeld et al., 2010; Becker and Kronfeld, 2014) is a Java framework that com-
prises a large number of evolutionary algorithms as well as other heuristic optimization
routines. It has been successfully applied to optimization of biological systems in several
studies (Dräger et al., 2007b,a, 2009; Kronfeld et al., 2009; Raue et al., 2013).
The user can choose between a large number of algorithms, such as
• differential evolution (Storn, 1996; Storn and Price, 1997),
• hill climbing (Tovey, 1985),
• simulated annealing (Kirkpatrick et al., 1983),
• evolution strategies (Rechenberg, 1973; Schwefel, 1975),
• genetic algorithms (Holland, 1975), and
• particle swarm optimization (Kennedy and Eberhart, 1995).
Many of these methods contain specific parameters, which the user can specify in
EvA2 (see Figure 3.1).
3.1.3 Differential evolution
Differential evolution (Storn, 1996; Storn and Price, 1997) was one of the best-performing
methods in a study comparing the estimation of biochemical model parameters with dif-
ferent heuristic optimization algorithms (Dräger et al., 2009). In differential evolution a
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Figure 3.1: EvA2 window for selecting the optimization routine as well as specific and general
parameters. This window lets the user select one of numerous optimization methods provided
by EvA2. For a selected method EvA2 then enables setting several parameters. In this case
differential evolution is selected and the user can, e.g., set the values F and λ , which are specific
for differential evolution. General parameters, such as the population size, can also be specified
in this window.
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candidate solution consists of a vector of parameters. In the variant used in this thesis
(named current-to-best), in each generation G a vector v is generated for every candidate
solution xi,G as follows (Storn and Price, 1997):
v = xi,G+λ · (xbest,G− xi,G)+F · (xr1,G− xr2,G) (3.1)
xr1,G and xr2,G are vectors from the population which are different from each other as
well as from xi,G. xbest,G is the currently best candidate solution, whereas F and λ are
constants of the algorithm set by the user.
After v has been created, it is recombined with xi,G based on a crossover probability
CR ∈ [0,1] yielding a vector u. If the fitness of u is better than that of xi,G, it is included
in the population of the following generation. Otherwise this population still consists of
xi,G.
3.2 Retrieving information about model structure
Structural information for constructing logical models or dynamic ODE models can be
collected from a large number of literature sources. Especially for large logical models
this literature search can be a very tedious process. Some models are based on hundreds
of different literature sources (e.g., Ryll et al. (2011)).
An alternative to a literature search is the extraction of the structure of a model from
existing models. One example for that is HepatoNet1 (Gille et al., 2010), which is a
structural model containing large parts of the hepatocyte metabolism but lacking kinetic
information. If one has the aim to model parts of this metabolism dynamically, the
respective sub-model of HepatoNet1 can be a good starting point.
Alternatively, the structure of a pathway can be downloaded from KEGG (Kyoto En-
cyclopedia of Genes and Genomes) (Kanehisa and Goto, 2000). Numerous pathways
are contained in the PATHWAY section of this database (Kanehisa et al., 2012). The
standard format of downloaded KEGG pathways is KEGG Markup Language (KGML).
KGML can be converted into other formats like SBML and SBMLqual with a dedicated
software tool called KEGGtranslator (Wrzodek et al., 2011). Information from KEGG
can then be used for logical as well as for ODE modeling.
3.3 Optimization of logical models with
CellNetOptimizer
Having information about a possible model structure given, a logical model is usually
optimized with respect to experimental data. These experimental data usually comprise
different experimental conditions (i.e., stimulation or inhibition of certain components
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contained in the respective model). The stimulation and inhibition of components is
named perturbation in general.
The optimization of the network can involve computing a logical steady state (see
2.1.1) under each experimental condition and then comparing the predicted states of
the species to the data. As the model states are discrete, the data usually need to be
transformed to discrete values prior to comparison. If the model prediction differs from
the experimental data, one can think of model adaptations such as addition or removal of
certain species or the alteration of logical gates. The described approach was used, e.g.,
to create an IL-1 and an IL-6 signaling model (Ryll et al., 2011).
Instead of manually optimizing a logical model, a model can also be calibrated auto-
matically. Such a routine suitable for the optimization of Boolean models is implemented
in the MATLAB software CellNetOptimizer (CNO) (Saez-Rodriguez et al., 2009) and in
its variant in R CellNOptR (Terfve et al., 2012). The experimental data are transformed
into the interval [0,1] with a dedicated normalization function. Besides the experimental
data, the possible network structure has to be provided to CNO in the form of interac-
tions between model species. For CellNOptR this structure needs to be given in the SIF
format (see 2.1.2). This network structure is also called prior knowledge network (PKN)
by the creators of CNO.
CNO first compresses the PKN by trying to remove nodes that are neither experimen-
tally measured nor perturbed and fusing respective interactions. In the simplest case a
node with one incoming interaction edge from a measured or perturbed node and one
outgoing interaction edge to such a node is removed and the two interactions are fused.
Besides the measured or perturbed nodes the compression finally retains only nodes that
are necessary for preserving logical consistency. This involves nodes having several in-
coming and several outgoing interaction edges to measured or perturbed nodes.
After the compression of the PKN in an expansion step, Boolean models that fit to
this compressed PKN are combined into a superstructure. This set of Boolean models
should contain all combinations of possible logic gates resulting from the PKN. For a
node in the network with two incoming activating interactions, the logic gate can, e.g.,
be an AND connection of the respective two states or an OR connection. A NOT gate is
used for an inhibitory interaction. If a Boolean model comprises more then one incoming
interaction for some node, these inputs are by default OR connected (compare the defini-
tion of SIF in Section 2.1.2). Therefore, CNO adds AND gates to the superstructure. In
order to limit the size of the superstructure, only all AND gates consisting of some fixed
maximum number of interactions are created. This maximum number is by default 2 for
CellNOptR.
In the calibration step CNO now tries to find the model variant (i.e., a Boolean model
comprising a certain combination of logic gates) from the superstructure that has the
minimum fitness value with respect to the experimental data. The training is done with
a genetic algorithm, during which the fitness θ(P) of a model variant P is computed as
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follows (Saez-Rodriguez et al., 2009):
θ(P) = θ f (P)+α ·θs(P) (3.2)
In this formula θ f (P) stands for the mean squared error (MSE) between the normalized
experimental data and the predicted logical steady states for the different experimental
conditions. θs(P) is a term which penalizes large models. This MSE can be computed as
follows (adapted from Morris et al. (2011)):
MSE =
1
N
Nc
∑
i=1
Ns
∑
j=1
(xpred(i, j)− xm(i, j))2 (3.3)
xpred(i, j) and xm(i, j) represent the predicted value for experimental condition i and
species j or the respective normalized measured value, respectively. N stands for the
total number of measurements, Nc for the number of experimental conditions, and Ns for
the number of measured model species. If a measurement is missing for some experi-
mental condition and species, the corresponding quadratic term is usually ignored in the
computation of the MSE.
After the calibration step, the model variant with the best fitness is further processed.
In a reduction step CNO removes single interactions, if this does not lead to a worse
fitness value of the model.
3.4 Construction of dynamic ODE models
In contrast to logical models, for dynamic ODE models kinetic rate laws have to be
added to reactions. These rate laws can be taken from literature or dedicated databases
(like SABIO-RK). Another possibility is the automatic generation of kinetic equations
of a certain type with SBMLsqueezer. Some kinetic parameters in these equations are
often unknown, which makes their estimation necessary.
3.4.1 SABIO-RK: a database with kinetic information
SABIO-RK (Wittig et al., 2012) is an online database updated and maintained by the
Heidelberg Institute for Theoretical Studies. The database is continuously updated with
literature information, whereby the literature data are included manually into SABIO-
RK. SABIO-RK comprises kinetic equations for reactions as well as values of kinetic
parameters in those equations. The kinetic entries in the database are associated with
further information like the identifier of the reaction in the KEGG database (Kanehisa
et al., 2012), the organism the data came from, and environmental conditions (such as
pH and temperature) under which the kinetic parameters were determined. A modeller
can e.g., search in the SABIO-RK web interface for a specific reaction enzyme and an
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organism. Then the web interface returns the rate laws fitting the query (i.e., rate laws for
the reaction with kinetic parameters determined in the specified organism). The found
kinetic equations can be downloaded in an SBML file. SABIO-RK contains more than
45,000 entries. With the increasing number of kinetic data integrated, the database will
become even more important.
3.4.2 Automatic generation of kinetic equations with SBMLsqueezer
The addition of rate laws to SBML models by hand is very time-consuming and error-
prone. Therefore, SBMLsqueezer (Dräger et al., 2008, 2015) has been developed, which
facilitates this process. SBMLsqueezer enables to search for rate laws in SABIO-RK and
provides a dedicated wizard for this (see Figure 3.2). Alternatively, one can add specified
rate laws of different types with default kinetic parameters. SBMLsqueezer supports
several types of rate laws including mass-action kinetics, Michaelis Menten, convenience
kinetics (Liebermeister and Klipp, 2006), and modular rate laws (Liebermeister et al.,
2010).
A straightforward way to use SBMLsqueezer is as follows: For all reactions in an
SBML model an adequate rate equation is searched for in SABIO-RK. Typical search
criteria for a reaction could be its KEGG identifier and the organism to which the model
is associated. After this database search, the reactions lacking a rate law from SABIO-
RK can be equipped with appropriate rate equations by SBMLsqueezer. To this end,
SBMLsqueezer chooses a rate law for each reaction based on user settings and properties
of the reaction like the number of reactants and products as well as the reversibility of
the reaction. At the end of this process the user can look over the rate equations of
all reactions. If one of those rate equations does not seem appropriate, SBMLsqueezer
enables to process this single reaction individually. A search in SABIO-RK with new
search criteria can be started or a different type of rate law can be chosen for the reaction.
3.4.3 BioModels database and the path2models project
An important repository for biological models is the BioModels database (Le Novère
et al., 2006; Li et al., 2010), which contains hundreds of published models. These mod-
els can be downloaded in the SBML format and used for further research. Apart from
published models, the BioModels database also comprises a large collection of models
based on KEGG Pathway (Kanehisa et al., 2012). Those models were created in the
path2models project (Büchel et al., 2013).
The path2models project involved downloading metabolic and non-metabolic models
from KEGG, which were then processed with KEGGtranslator. The models were con-
verted into SBML with KEGGtranslator (compare 3.2). Non-metabolic pathways were
converted into qualitative models using the SBMLqual extension, whereas the metabolic
pathways were transformed into ODE models. The metabolic models converted with
KEGGtranslator were further processed with SBMLsqueezer, which first involved a
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Figure 3.2: Wizard for SABIO-RK search in SBMLsqueezer. SBMLsqueezer lets the user specify
different terms available in SABIO-RK for searching rate laws for a certain reaction. These terms
comprise the KEGG identifier of the reaction, the name of the enzyme catalyzing the reaction,
and the pH value as well as the temperature, for which the kinetic parameters of the reaction were
determined.
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search for kinetic rate laws in SABIO-RK. Modular rate laws with default parameter
values were added to those reactions for which no kinetic law could be found in SABIO-
RK. So the path2models project is an example how large scale ODE models can be
constructed automatically.
3.4.4 Estimation of unknown parameters
Databases with kinetic information like SABIO-RK can help to derive kinetic parameters
for biochemical models. However, a common problem in systems biology is that kinetic
parameters are often not known or uncertain (Costa et al., 2011; Chen et al., 2012). Then
estimation or adjustment of these parameters with respect to time-resolved experimental
data is necessary (Dräger and Planatscher, 2013). This estimation of model parameters
is also called model fitting. As the search space for parameter estimation is usually
very large and complex, heuristic optimization routines like evolutionary algorithms are
applied for this task. They are able to find optima in the parameter space in acceptable
time while being robust to noisy environments (Sun et al., 2012).
The fitness function that is minimized in parameter estimation represents the distance
between the measured data xm and the data xpred obtained from simulation of the model
with the current parameter values. The end time of this simulation should be similar to
the latest time point in the experimental data. In order to enable such a simulation, all
initial values of variables need to be known. The initial value of a variable can either be
set to a specific value or it needs to be estimated together with the kinetic parameters. If
the variable is measured in the data at time point 0, the initial value can be taken from
the experimental data. Alternatively, there are often assumptions about an initial value
(e.g., the value is assumed to be 0 at time point 0).
A simple way to compute the distance of xpred and xm is adding the squared distances
of all similar data points (i.e., data points representing the same time point and model
variable in xpred and xm). However, this gives large measurement values a high impact on
the value of the fitness function, which is why the distances of the data points are usually
divided by some weighting factor to circumvent this problem.
3.4.5 The problem of parameter identifiability
When estimating unknown parameters with respect to experimental data, a major prob-
lem is often that the values of several parameters cannot be identified. This unidentifia-
bility can be due to the structure of the biochemical model (structural unidentifiability).
Another possible reason for unidentifiable parameters are the experimental data used
for parameter estimation (practical unidentifiability) (Raue et al., 2009). These data are
usually noisy and do not always contain a sufficient number of data points.
For detecting unidentifiable parameters, several methods are available (Bellu et al.,
2007; Quaiser and Mönnigmann, 2009; Balsa-Canto et al., 2010; Kreutz et al., 2013),
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of which only the latter is dedicated to practical unidentifiability. Apart from these ap-
proaches, one can also assess the identifiability of parameters by repeating the parameter
estimation multiple times (Schilling et al., 2009). In order to exclude results for which
only a local fitness optimum has been found only some of the best parameter sets (e.g.,
the 50% of all solutions with best fitness) are considered further. With those parameter
sets, one calculates the standard deviations for all parameters. Parameters with extremely
high standard deviations (e.g., more than 50% of the mean estimated parameter value)
can then be considered to be unidentifiable. The described approach approach will also
be applied in this work.
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Modeling IL-6 induced hepatic gene
regulation using fuzzy logic
The aim of the Virtual Liver Network (VLN) is the development of a model involving
the central functions of the human liver (Holzhütter et al., 2012). These functions com-
prise synthesis and storage of essential substances, but also the detoxification of various
substances such as, e.g., drugs. This drug detoxification can be impaired during an in-
flammation in the body, which might cause drug overdosing. In this chapter, which is
mainly based on Keller et al. (2016), work in the VLN is described that involved a special
type of logical modeling called fuzzy logic modeling. After an extensive literature search
and analysis of different experimental data, a fuzzy logic model was finally created in
order to identify regulatory events leading to a decreased drug detoxification. The main
hypothesis suggested by the model was backed by further experimentation.
4.1 Impaired drug clearance during acute phase
response in the liver
The human liver is the most important organ for detoxification of substances, such as
prescribed drugs, in the body. 60 to 80% of all drugs are extensively metabolized (i.e.,
chemically modified) in the liver (Zanger et al., 2008). Several proteins are responsible
for drug metabolization and transport:
• Cytochromes P450 (CYPs) catalyze phase I transformation of drugs, which mainly
involves oxidation of the drug molecules leading to a higher solubility (Zanger
et al., 2008; Zanger and Schwab, 2013).
• Phase II drug metabolizing enzymes (DMEs) consist of UDP-glucuronosyltransfe-
rases (e.g., UGT1A1, UGT2B7), sulfotransferases (e.g., SULT1A1, SULT1B1),
N-acetyltransferases (e.g., NAT1, NAT2), glutathione S-transferases (e.g., GSTP1,
GSTA2) and methyltransferases (e.g., TPMT) and transfer certain functional groups
to the drug molecules (Jancova et al., 2010).
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• ABC (ATP-binding cassette) transporters (e.g., MDR1/ABCB1, ABCC2, ABCG2)
are able to export drugs from cells (Petrovic et al., 2007).
• SLC transporters (e.g., SLC10A1, SLC22A7, SLCO1B1) are associated with the
uptake of drugs in cells (Petrovic et al., 2007).
Upon infection or injury and during many chronic diseases the acute phase response
(APR), which is part of the early defense system of the body, is initiated (Cray et al.,
2009; Gruys et al., 2005). It involves the release of pro-inflammatory cytokines (i.e.,
mediators of inflammation) like IL-6, IL-1β , and TNFα , which leads to a drastically
changed expression of several genes. Large amounts of acute phase proteins (APP) like
C-reactive protein (CRP) or Serum amyloid A (SAA) are eventually synthesized.
Under inflammatory conditions the drug clearance capacity of the liver can be de-
creased, because many genes encoding drug metabolizing enzymes and transporters
(DMET) are downregulated by the released pro-inflammatory cytokines (Aitken et al.,
2006; Morgan et al., 2008; Klein et al., 2014). This downregulation of DMET genes
might cause overdosing of a drug and lead to undesirable effects such as damage of liver
tissue (Morgan, 2009; Slaviero et al., 2003; Renton, 2005). Some drugs, e.g., many
chemotherapeutics are especially sensitive to overdosing, as their therapeutic indexes
(i.e., the ratios between the toxic drug doses and the doses for the proper drug reaction)
are comparably small (Harvey and Morgan, 2014). Therefore, the investigation of the
mechanisms behind the downregulation of DMET genes during acute phase response is
of clinical relevance. We focused on examining the regulation of DMET genes by IL-6,
which is the most important mediator of the acute phase response.
4.2 Regulation of DMET genes and IL-6 signaling:
previous knowledge
Transcription of genes is regulated by proteins called transcription factors. A specific
type of transcription factors are nuclear receptors, which bind to DNA and whose ac-
tivities are modulated by ligands binding to them (Perissi and Rosenfeld, 2005). An
important role in the regulation of DMET genes was suggested for several nuclear re-
ceptors involving the aryl hydrocarbon receptor (AhR), the constitutive androstane re-
ceptor (CAR), the pregnane X receptor (PXR), and the peroxisome proliferator-activated
receptor-α (PPARα) (Pascussi et al., 2008; Xie, 2009). These transcription factors often
act as sensors for xenobiotics (i.e., foreign substances, such as drugs), which leads to
a modified transcription factor activity and ultimately to an increased gene expression.
In contrast to this induced gene expression, other transcription factors like HNF-1α ,
HNF-4α , and CCAAT-enhancer binding proteins (C/EBPs) are responsible for a basal
expression of DMET genes (Jover et al., 2009; Zanger and Schwab, 2013).
There is evidence that the downregulation of DMETs by pro-inflammatory cytokines
involves several of the mentioned transcription factors for human as well as for mouse
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liver (Jover et al., 2002; Gu et al., 2006; Sun Kim et al., 2007; Congiu et al., 2009; Wang
et al., 2011). The respective studies suggested that a strong crosstalk between signaling
pathways and transcription factors is responsible for this downregulation. Whether one
specific signaling pathway is mainly causing the downregulation of many DMET genes
was not clear. However, a coordinated mechanism with a major role of the retinoid X
receptor (RXRα), which dimerizes with several nuclear receptors such as CAR, FXR,
LXR, PPAR, and PXR, was proposed (Ghose et al., 2004; Lefebvre et al., 2010).
While the signaling pathways contributing to a modified DMET activity were not
clearly identified, it is, however, known that IL-6 stimulates the JAK/STAT, MAPK/ERK,
and PI3K/AKT pathways (Eulenfeld et al., 2012; Ryll et al., 2011). According to pre-
vious work, the downregulation of the important drug metabolizing enzyme CYP3A4
by IL-6 does not depend on the JAK/STAT pathway (Jover et al., 2002), but this in-
dependence of JAK/STAT was not shown for other DMET genes. MAP kinases can
presumably phosphorylate nuclear receptors, which could cause an inhibiting relocal-
ization of the receptors (Ghose et al., 2004; Burgermeister et al., 2003) ultimately in-
fluencing DMET gene expression. Furthermore, PI3K/AKT might be responsible for
relocalization of NF-κB, which can inactivate nuclear receptor function, but also bind
to promoters (i.e., the regulatory regions of the DNA near which transcription of a gene
starts) of DMET genes (Zordoky and El-Kadi, 2009). Figure 4.1 summarizes the current
knowledge about possible DMET regulation induced by IL-6.
4.3 Constructing a prior knowledge network from
literature
Based on literature knowledge, a prior knowledge network (PKN) involving IL-6 signal
transduction and following gene regulation was developed. Figure 4.2 shows the struc-
ture of the PKN, which is available in the SIF format (see 2.1.2). The signal transduction
part of the PKN is based on a Boolean model by Ryll et al. (2011), which contains sev-
eral signaling pathways. For the sake of simplification, all feedback loops were removed
from this model, as our investigation was not targeted to secondary regulatory effects.
Additionally, several input and output nodes which were not relevant for us were elim-
inated. In order to simplify the PKN for further processing, we converted the AND,
OR, and NOT gates of the network into activating or inhibiting interactions from the
respective input species of the gate to the output species. Afterwards, a gene regulation
module was added to the PKN by integrating biological knowledge from databases (such
as BIOBASE TRANSFAC) and literature. A list of all the references the PKN is based
on is provided as an appendix of this thesis (Appendix A). The resulting PKN comprises
all DMET genes as well as the transcription factors STAT3, NF-κB, AhR, HNF-1α ,
HNF-4α , ELK1, GR, and cFOS. The complexes between RXRα and any of the nuclear
receptors known to dimerize with RXRα are summarized in the network by a species
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Figure 4.1: IL-6-stimulated pathways and their inhibition by selective inhibitors. The signal trans-
duction by IL-6 proceeds via a receptor complex consisting of glycoprotein 130 (gp130) and gp80
(IL-6Rα) and stimulates the Janus kinase (JAK)/signal transducer and activator of transcription
(STAT) pathway (Eulenfeld et al., 2012). Additionally, IL-6 also causes activation of the mitogen
activated protein kinase (MAPK)/ extracellular regulated kinase 1 and 2 (ERK1/2) (MAPK/ERK)
pathway as well as of the phosphatidyl-inositol-3-kinase (PI3K) pathway (Eulenfeld et al., 2012).
PI3K stimulation then activates AKT (PKB) serine/threonine kinases (Cox and Der, 2002). AKT
could then cause activation of IκB kinase (IKK) leading to stimulation of the NF-κB pathway
(Ozes et al., 1999; Romashkova and Makarov, 1999). This activation of NF-κB is, however,
controversial (Delhase et al., 2000). For the connection of the signaling pathways to DMET reg-
ulation, which is still not clear, several mechanisms were suggested. In the figure the PI3K/AKT
pathway is indicated by blue, the JAK/STAT pathway by green, and the MAPK pathway by red
color. Nuclear receptors (NRs) and transcription factors (TFs) regulating DMET genes are con-
tained in the grey box. Positive stimulation is represented by arrows, while flat-ended arrows
stand for inhibition. In experiments the pathways were inhibited by LY294002 (PI3K), Stattic
(STAT3), and U0126 (MAPK), which is indicated by red flat-ended arrows. The figure was mod-
ified from Eulenfeld et al. (2012) as well as from Castellano and Downward (2011) and is also
based on several other literature sources (see Appendix A).
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RXR/NR. This is due to the fact that the influence of those complexes between RXRα
and nuclear receptors on DMET genes is often similar. Furthermore, elucidating which
of those complexes has the biggest influence on DMET downregulation is only possible
with very specific experiments, which were beyond the scope of this investigation.
4.4 Experiments with primary human hepatocytes
The experiments in this work were conducted by the Dr. Margarete Fischer-Bosch-
Institute of Clinical Pharmacology (IKP) Stuttgart and the Natural and Medical Sciences
Institute (NMI) at the University of Tübingen with primary human hepatocytes (PHHs)
derived from different liver donors. PHHs were used, as they are seen as the "gold
standard" model for investigation of drug metabolism and its regulation in liver cells
(LeCluyse and Alexandre, 2010; Godoy et al., 2013). The cells were isolated from par-
tial liver resections and cultivated for at least 48 h. Afterwards, the PHHs were treated
further, which will be described next.
4.4.1 Treatments of the cells
In order to elucidate which signaling pathways regulate a certain biological process,
experiments involving inhibition of these pathways are common. As also shown in Fig-
ure 4.1, all three signaling pathways known to be stimulated by IL-6 were thus inhibited
by specific chemical substances:
• PI3K (PI3K/AKT pathway) was inhibited by LY294002, which was previously
shown to decrease the activity of PI3K by at least 90% at a concentration above 20
µmol
l (Blommaart et al., 1997).
• The MAPK/ERK pathway was inhibited by U0126, a selective inhibitor for MEK1/2
at a concentration between 20 and 100 µmoll (Favata et al., 1998; Goueli et al.,
1998).
• Inhibition of the JAK/STAT pathway was possible with Stattic, which is an effec-
tive inhibitor of STAT3 at a concentration of approximately 5 µmoll (Schust et al.,
2006).
In some experiments single inhibitions of the pathways were conducted, whereas in other
experiments two of the three pathways were inhibited in combination. The concentra-
tions of the chemical inhibitors in the experiments were 1 µmoll , 5
µmol
l , or 10
µmol
l
(Stattic), 20 µmoll or 50
µmol
l (LY294002 and U0126). In control experiments the cells
were treated with dimethyl sulfoxide (DMSO), which is often used in this case, instead
of the inhibitors. After the treatment with inhibitors or DMSO, respectively, the cells
were then treated with
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Figure 4.2: (Caption next page.)28
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Figure 4.2: (Previous page.) Prior knowledge network containing IL-6 signaling and following
gene regulation. The interactions involving IL-6 signal transduction were taken from the model
by Ryll et al. (2011). We simplified this model by deleting feedback loops as well as some input
and output nodes not relevant for this investigation. Furthermore, AND, OR, and NOT gates were
converted into activating or inhibitory interactions. The model was extended with some further
signal transduction steps as well as with a gene regulation module based on literature information
(see Appendix A). In the figure the light red boxes represent genes, whereas the grey boxes stand
for signaling molecules or complexes. IL-6 is displayed in dark red. Interactions with arrows
are activating, while inhibiting interactions are represented by flat-ended arrows. The figure was
created with Cytoscape (Shannon et al., 2003).
• 10 ngml IL-6 dissolved in phosphate buffered saline (PBS) with 0.1% bovine serum
albumin (BSA) or
• PBS with 0.1% BSA only for control.
In previous experiments with the specific IL-6 concentration used here STAT3 was acti-
vated and expression of the important acute phase response gene CRP was also induced
without having a toxing effect on the cells (Campbell et al., 2001; Vee et al., 2009).
In addition to the described treatments involving the inhibition of signaling pathways
by chemical inhibitors, other experiments were conducted in which RXRα was knocked-
down. This knock-down was based on small interfering RNA (siRNA), which is an RNA
binding to a complementary messenger RNA (mRNA). Once the siRNA binds to the
mRNA, it prevents the translation of the respective protein, in this case the translation of
RXRα . The activity of RXRα is thereby decreased drastically.
4.4.2 Proteomic measurements
Proteins in signaling cascades are usually activated by phosphorylation of specific amino
acids contained in the protein. In order to measure protein phosphorylations, the reverse
phase protein microarray (RPA) technology was applied by the NMI Reutlingen. RPA
involves immobilizing protein mixtures on small arrays and screening with the help of
primary antibodies which are highly selective for specific proteins (Poetz et al., 2005).
Secondary fluorescently labeled antibodies binding to the primary antibodies are then
used to quantify the amount of primary antibody bound to the respective protein. The
light intensity of a certain spot in the array is thereby measured and after a background
correction with a reference spot relative fluorescence intensities (RFI) are obtained for
each protein mixture and specific antibody (Braeuning et al., 2011). With RPA more
than 100 unphosphorylated and phosphorylated proteins (also called phosphoproteins)
can be measured in parallel (Braeuning et al., 2011).
After RPA, western blot analysis was conducted to confirm some findings. A western
blot involves gel electrophoresis for protein separation based on molecular weight, the
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transfer of the resulting protein mixture to a membrane (called blotting), and the applica-
tion of a protein-specific antibody afterwards (Mahmood and Yang, 2012). The presence
of a specific (phospho)protein in the protein mixture is then again detected by using a sec-
ondary fluorescently labeled antibody. Detection by an imaging system finally produces
a visible band in the western blot. RPA is more suited for high-throughput experiments
than western blotting, as for western blotting more resources (e.g., a higher amount of
protein) are necessary (Tibes et al., 2006).
4.4.3 Real-time quantitative PCR
Real-time quantitative polymerase chain reaction (qPCR) (Heid et al., 1996) is a com-
mon technique for measuring the amount of different RNAs in a cell, which represent the
activity of the respective genes. In the PCR a complementary DNA (cDNA) is first syn-
thesized from the RNA and afterwards this DNA is duplicated in each PCR cycle. This
means that the amount of DNA grows exponentially. In the TaqMan assay applied here
a Taq polymerase is used for the synthesis of a new DNA. Furthermore, oligonucleotide
probes which bind to a specific part of the DNA sequence and contain a fluorescence
label at one end are also necessary. The Taq polymerase cleaves these probes during
DNA synthesis thereby releasing the fluorescence label. This leads to an increased flu-
orescence signal. Therefore, the fluorescence signal for a certain RNA after a specific
PCR cycle is dependent on the amount of produced DNA. As the cDNA is synthesized
from the RNA and duplicated in each PCR cycle, the amount of DNA thus depends on
the amount of RNA present in the sample. The cycle threshold (Ct) value is the PCR
cycle in which the fluorescence signal exceeds a certain threshold value. A high gene
activity is associated with a low Ct value.
2,304 simultaneous real-time qPCRs are enabled by the Fluidigm platform allowing
high-throughput experiments (Spurgeon et al., 2008). Here the expression of 86 genes
was quantified for several different treatments and donors by the IKP Stuttgart. The Flu-
idigm Real-Time PCR Analysis Software enabled automatic determination of Ct values.
4.5 Activation of signaling pathways by IL-6
Activation of different phosphoproteins after IL-6 stimulation in primary human hepa-
tocytes is shown for several time-points in Figure 4.3. Part A of the figure comprises
the measurements of 32 phosphoproteins using the reverse phase protein microarray
technology (see 4.4.2). The data suggested phosphorylations of AKT S473, ERK1/2
T202/Y204, STAT1 Y701, and STAT3 Y705, where identifiers starting with "S", "T", and
"Y" stand for phosphorylations of serine, threonine, and tyrosine residues, respectively.
The relative fluorescence intensities (RFI) of these four phosphoproteins upon IL-6 stim-
ulation are also shown in comparison to the respective control experiments (Figure 4.3, B
– E, left panel). ERK1/2 and STAT3 were already phosphorylated within 5 minutes after
30
4.6 Analyzing the gene expression data
Table 4.1: Primary hepatocytes and treatments. The different male (m) and female (f) donors and
their treatments with IL-6 and specific inhibitors are shown here. Inhibitors for PI3K (PI3Ki),
MEK1/2 (MAPKi), and STAT3 (STAT3i) were used for five of the six donors. For one donor
RXRα knock-down experiments with siRNA were conducted (siRXRα).
Donor number Age Sex Treatments
1 59 f IL-6, IL-6 + PI3Ki
2 47 f IL-6, IL-6 + MAPKi + PI3Ki
3 29 f IL-6, IL-6 + STAT3i
4 48 m IL-6, IL-6 + STAT3i + MAPKi
5 71-80 f IL-6, IL-6 + MAPKi, IL-6 + PI3Ki, IL-6 + STAT3i
6 21-30 m IL-6, siRXRα
stimulation with IL-6, whereas phosphorylation of AKT and STAT1 occured after 10 -
30 minutes. The increase in phosphorylation was highest for STAT3 (more than 20-fold).
The findings with RPA were confirmed by western blot analysis (Figure 4.3, B – E, right
panels), as the bands associated with the four phosphoproteins were contained in the
western blots. Therefore, the proteomic measurements demonstrate activation of AKT,
ERK1/2, STAT1, and STAT3 and thus the stimulation of all three pathways associated
with IL-6 signaling.
4.6 Analyzing the gene expression data
While activation of the three signaling pathways was shown with the proteomic data, the
key question which of those pathways contributes to DMET gene regulation cannot be
answered by those data. In order to investigate this in depth, gene expression of DMET
genes was measured 24 hours after IL-6 stimulation using real-time qPCR (see 4.4.3).
Besides DMET gene expression, the expression of genes confirming inflammation or ac-
tivation of a certain pathway was also measured. Specific chemical inhibitors for STAT3,
PI3K, and MAPK signaling were applied (see 4.4.1 and Figure 4.1). Primary human hep-
atocytes from five liver donors were used for gene expression measurements (Table 4.1,
donors 1-5). From the data involving inhibitions of signaling pathways only the fold
changes of experiments with the highest concentrations of each chemical inhibitor were
considered further. For these inhibitor concentrations we assumed complete inactivation
of the respective signaling pathway.
4.6.1 The ∆∆Ct method for determining fold changes
Real-time qPCR data comprise cycle threshold (Ct) values (see 4.4.3). For transforma-
tion of the Ct values into relative gene expression changes, the ∆∆Ct method (Livak and
31
Chapter 4 Modeling IL-6 induced hepatic gene regulation using fuzzy logic
Figure 4.3: Activation of phosphoproteins after IL-6 stimulation in primary human hepatocytes.
(A) This heat map comprises the relative intensity changes (IL-6 vs. control) of 32 phosphopro-
teins at three time points. Reverse phase protein microarray (RPA) was used for measuring the
phosphoproteins. A positive log2FC (fold change) is indicated by red color, whereas blue color
stands for a negative log2FC. (B-E, left panel) The relative fluorescent intensities (RFIs) from the
RPA experiment of AKT pS473, ERK1/2 pT202/Y204, STAT1 pY701, and STAT3 pY705 at dif-
ferent time points after IL-6 stimulation (dark grey) are displayed together with their respective
controls (Ctrl, light grey). Standard deviations calculated from four technical replicates are repre-
sented by error bars. (B-E, right panel) Here the western blots of the respective phosphoproteins
are displayed. The western blot involving β -Actin is a positive control.
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Schmittgen, 2001) is often used. The first step involves normalization of the Ct values
of all genes to the Ct values of a housekeeping gene (HKG). This HKG, in our case
glyceraldehyde 3-phosphate dehydrogenase (GAPDH), is an unregulated gene that is
constitutively expressed. From the mean Ct value Ct(G,T ) of the gene G for treatment
T , a ∆Ct value was calculated by subtracting the respective mean value for GADPH:
∆Ct(G,T ) =Ct(G,T )−Ct(GAPDH,T ) (4.1)
Afterwards, ∆∆Ct values were determined by subtraction of the ∆Ct value for the re-
spective control treatment C(T ) (e.g., PBS, 0.1% BSA-treated) from the ∆Ct of a certain
treatment T (e.g., IL-6-treated).
∆∆Ct(G,T ) = ∆Ct(G,T )−∆Ct(G,C(T )) (4.2)
As in each PCR cycle the amount of DNA is duplicated and a higher Ct value represents
a lower gene activity, fold changes f c(G,T ) were then calculated from the ∆∆Ct values
with the following formula:
f c(G,T ) = 2−∆∆Ct(G,T ) (4.3)
4.6.2 Clustering of the data
Having applied the ∆∆Ct method, each gene can now be represented by a vector of fold
changes for the different treatments. In order to compare the fold change values for the
genes and treatments, a heat map of the genes and treatments based on the logarithmized
fold changes was produced using the R function heatmap.2 (Warnes et al., 2013). This
function involves hierarchical clustering of the genes and the treatments. We used av-
erage linkage clustering (Hartigan, 1975) as clustering method. Beginning with clusters
containing only a single element, in each step the two clusters having the shortest Eu-
clidean distance are fused to one cluster until only one cluster remains. In the average
linkage method the distance D(C1,C2) of two clusters C1 and C2 is computed from the
distances between two elements d with the following formula:
D(C1,C2) =
1
|C1||C2| ∑c1∈C1,c2∈C2
d(c1,c2) (4.4)
Figure 4.4 displays the resulting heat map. The heat map shows that with the exception
of CYP2E1 all CYPs as well as several ABC and SLC transporters were clearly down-
regulated by IL-6. CRP and SOCS3, which are known to be upregulated during acute
phase response (APR) or by IL-6, respectively, are contained in one major gene cluster.
Several measurements are missing for the third APR gene SAA making clustering of this
gene not reliable. Another upregulated gene is CYP2E1. Its upregulation was, however,
not seen in all donors, which is why this gene is separated from CRP and SOCS3 in the
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hierarchical clustering. One major cluster of the treatments on top of Figure 4.4 com-
prises all the treatments including a MAPK and/or a PI3K inhibitor. In this cluster most
of the effects induced by IL-6 were significantly reduced. Treatments involving only an
inhibition of STAT3 were clustered together with the IL-6 treatments without inhibitors.
Therefore, the data suggest that the JAK/STAT pathway plays a less important role in
the IL-6 induced regulation of DMET genes, whereas MAPK and PI3K signaling are
strongly involved in this regulation.
4.7 Fuzzy logic modeling for optimization of the prior
knowledge network
The clustering results indicate the impact of the signaling pathways on IL-6 induced
DMET gene regulation. However, the involved regulatory events remain to be identi-
fied. To this end, a fuzzy logic model was developed and calibrated based on the prior
knowledge network (Figure 4.2) and the gene expression data (see 4.6).
Different kind of modeling techniques have been used to improve understanding of
complex signaling pathways and transcription networks The input-output behavior of
signaling pathways can be characterized qualitatively by logical models (Samaga and
Klamt, 2013). Boolean models, which allow the model species only to be in an active or
inactive state, are the most frequently applied type of logical models. Very large Boolean
models can be developed, but they are often not sufficient to describe biological reality
(Morris et al., 2011). In contrast to that, the most precise modeling approach are ordinary
differential equation (ODE) models, which permit to simulate signaling dynamics over
time (Hug et al., 2013). For the calibration of ODE models time-resolved experimental
data and knowledge about the involved signal mechanisms are necessary, which is why
ODE modeling is often only adequate for small networks. Fuzzy logic modeling is an
intermediate approach between Boolean and ODE modeling. It allows species states to
be in a continuous interval, but the respective models are usually not dynamic, which is
why time-resolved data are not required for model optimization. Fuzzy logic modeling
has been used in studies comprising manual calibration of model parameters (Aldridge
et al., 2009), whereas in other studies the parameters of fuzzy logic models were esti-
mated with heuristic optimization routines (Morris et al., 2011; Bernardo-Faura et al.,
2014). Manual parameter estimation was not applicable for our work, as we did not have
prior knowledge about model parameters. Instead we adapted a method to train signal
transduction pathways to protein data (Morris et al., 2011) such that it could also be used
with respect to gene expression data. The method and the adaptations (concerning data
normalization) will be shown next.
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Figure 4.4: Heat map of DMET gene expression data. Both genes (in columns) and treatments (in
rows) are hierarchically clustered based on the logarithmized fold change values. The treatments
comprise IL-6 stimulation and chemical inhibitions of signaling pathways in five liver donors
(Table 4.1, donors 1-5, abbreviated with "D" here). Elements colored in black represent missing
measurements, while red stands for upregulation and blue for downregulation. One major gene
cluster contains SOCS3 and CRP, which are heavily upregulated by IL-6, whereas the second
major gene cluster contains all other genes. Clustering of the treatments produces one major
cluster involving all treatments with inhibitions of PI3K and/or MAPK. This heat map has been
created with R software package (R Development Core Team, 2011).
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4.7.1 State computation and model training in CNORfuzzy
For creation of an optimized model we used CellNOptR (Terfve et al., 2012), the R-
variant of CellNetOptimizer (see 3.3). The original method (Saez-Rodriguez et al., 2009)
only allows the model species to be in 2 states, 0 and 1. However, CellNOptR comprises
CNORfuzzy for fuzzy logic modeling as an add-on, which enables a continuous interval
[0,1] for the species states. CNORfuzzy was previously applied to proteomic data (Mor-
ris et al., 2011). In contrast to that, we use CNORfuzzy to develop a fuzzy logic model
based on normalized gene expression data. Normalization of the data will be discussed
later, while computation of the species states of a fuzzy logic model and the optimization
routine are explained next.
Computing the species states in a fuzzy logic model
The determination of the species states of a fuzzy logic model can be compared to logical
steady state computation for Boolean networks (see 2.1.1). However, as the states in the
fuzzy logic model are in the interval [0,1] instead of only being 0 or 1, the Boolean
functions need to be generalized. Adapted Hill functions (also called transfer functions),
which lead to values in the interval [0,1] for all possible inputs, are used for this purpose.
The value c of a node C depending only on node value A having value a is calculated as
follows (Morris et al., 2011):
c = (kn+1)
an
kn+an
(4.5)
In this function, which produces values in the interval [0,1] for a∈ [0,1], k is the midpoint
of the function and n is the Hill coefficient. If in contrast C is inhibited by A, the Hill
function is subtracted from 1:
c = 1− (kn+1) a
n
kn+an
(4.6)
If in addition to A B with value b is input of C and A and B are OR connected, the value
c is obtained by taking the maximum value of the Hill functions based on A (with index
1) and B (with index 2):
c = max((kn11 +1)
an1
kn11 +a
n1
,(kn22 +1)
bn2
kn22 +b
n2
) (4.7)
Correspondingly, in the case of an AND connection of A and B, the result of the logic
gate is defined as the minimum of the two Hill functions:
c = min((kn11 +1)
an1
kn11 +a
n1
,(kn22 +1)
bn2
kn22 +b
n2
) (4.8)
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If the input of those gate functions are only Boolean values (i.e., 0 or 1), the result is the
same as in Boolean logic, which is why the functions are proper generalizations of the
Boolean functions.
Model optimization routine
The first two steps of the CNORfuzzy optimization method involve network compression
as well as expansion and are similar to those in the CNO routine (see 3.3): Initially the
network is compressed to all species that are either measured or perturbed in the data
or necessary for the preservation of logical consistency. In the next step CNORfuzzy
expands the compressed network by possible AND gates comprising a maximum number
of inputs (two by default).
The following model calibration step consists of running a genetic algorithm in or-
der to minimize the mean squared error (Equation (3.3)) between the values predicted
by the model and the normalized experimental data. In contrast to the CNO routine,
the calibration method of CNORfuzzy not only involves the determination of the logic
gates contained in the optimized model, but also the optimization of the respective Hill
functions (i.e., the parameters k and n). The search space is restricted to seven different
combinations of fixed values for k and n for each transfer function, which led to decent
fitting results (Morris et al., 2011). In addition to those seven transfer functions, the
corresponding logic gate can also be inactive.
As stimulation of input species (IL-6 in our model) is usually assumed to be complete,
these species are 1 by definition. This always leads to values of 1 in the Hill functions
containing those species (see Equation (4.5)). In order to avoid this, the Hill functions
based on those species are substituted by multiplications of the species value by factors
from the interval [0,1]. Those factors are then also determined in the genetic algorithm.
The number of possible values for such a factor is also seven here and again the corre-
sponding gate can be inactive.
Compared to the CNO routine, in which a gate can be active or inactive (i.e., con-
tained or not contained in the model), the genetic algorithm in CNORfuzzy thus involves
a much larger search space. The algorithm can get stuck in a local minimum of the fitness
function. Furthermore, there could be several different models yielding a similar fitness.
Therefore, multiple runs of the genetic algorithm are necessary for determining the rel-
evance of certain logic gates for fitting the model to the experimental data. A family of
fuzzy logic models is the result of such multiple calibration runs. From those models
logical redundancies are removed. A logical function "(A AND B) OR A" for a node
could, e.g., be substituted by "A", which is why in this case the corresponding AND gate
would be removed from the model.
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Model reduction and refinement
In the model reduction step gates from the optimized models are removed, if this does
not increase the MSE by more than a defined reduction threshold. This adaptation of
the models decreases the number of model parameters. Several reduction thresholds are
tested yielding a different model family for each reduction threshold. The following
refinement step then involves finding a local optimum for the model parameters near the
"discrete" optimum obtained from the genetic algorithm. In CNORfuzzy the Subplex
algorithm (Rowan, 1990) implemented in the R package nloptr (Johnson, 2014) is used
for that purpose. In the end a selection threshold is chosen from the tested reduction
thresholds such that the number of parameters is as low as possible without significantly
increasing the mean MSE between model prediction and normalized experimental data.
How this selection threshold is chosen will get obvious in Section 4.8.
4.7.2 Data normalization
The optimization routines of CellNetOptimizer and CNORfuzzy require normalized data
in the interval [0,1]. This condition is neither fulfilled for the Ct values nor for the
calculated fold changes from our gene expression data. The fold change values from our
data therefore need to be transformed to the interval [0,1]. A normalization method is
provided by CNO, which is, however, based on phosphoproteomic data (Saez-Rodriguez
et al., 2009). This method involves determining fold changes with respect to the values
at time point 0 and applying a Hill function to these fold changes afterwards. For the
fold change values computed with the ∆∆Ct method, a similar Hill function with adapted
parameters can be directly used for transformation of those values (i.e., the ∆∆Ct values).
The following function, which depends on the Hill coefficient h and the value m rep-
resenting the midpoint of the normalization function, was thus applied to each such fold
change value f ci:
vi =
f chi
mh+ f chi
(4.9)
For genes downregulated by IL-6 the fold change values are usually smaller than 1,
while these values are greater than 1 for upregulated genes. The fold change values of
control experiments are 1 by definition and represent a comparably low gene activity
level for upregulated genes, but a high activity level for downregulated genes. If the
same midpoint m of the Hill function was chosen for all genes, this control value of
1 would always be transformed to 0.5. The other fold change values would then be
transformed either to values in the interval [0.5,1] (for upregulated genes) or to values
in the interval [0,0.5] (for downregulated genes). In order to ensure a spread of the fold
change values throughout the whole interval [0,1] for different treatments, we therefore
chose a different m for both types of genes. The setting of m to 0.5 proved effective for
all genes downregulated by IL-6. Correspondingly, for the upregulated gene CYP2E1
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Figure 4.5: Reduction curve for model family resulting from optimization of the PKN. This figure
shows how the mean squared error (MSE) and the mean number of parameters of the model
family depend on the selection threshold. As the mean MSE heavily increases after 0.01, this
value is a good choice as selection threshold. The figure was created with CNORfuzzy (Terfve
et al., 2012).
a value of 2 was chosen for m. Because of the large fold change values upon IL-6
stimulation for the other upregulated genes (SAA, CRP, SOCS3) 2 was not a suitable
value for the midpoint of the Hill function. In contrast, m was set to half of the mean fold
change value of the IL-6 treatments over the data sets. Choosing 4 as value for h led to
a transformation of the control fold change to a value near 0 (for the genes upregulated
by IL-6) or 1 (for the downregulated genes). As desired, for each gene the transformed
values were then spread over the whole interval [0,1].
4.8 Results of optimizing the prior knowledge network
With the adapted routines of CNORfuzzy (Terfve et al., 2012) described in the previous
section we constructed an optimized fuzzy logic model from the gene expression data
and the prior knowledge network. The five gene expression data sets containing single
inhibitions of STAT3, PI3K, and MAPK as well as combinatorial inhibitions of two
pathways (Table 4.1, donors 1-5) were used for model training. We ran the genetic
algorithm for optimization and the following reduction procedure 100 times. We thus
obtained a family of optimized and reduced models. The selection threshold was set to
0.01 leading to an average MSE for the 100 models of 0.013 (see Figure 4.5).
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4.8.1 Calibration results
The predictions of the model family using the described settings were compared with the
respective data points (see Figure 4.6). It is obvious from the figure that the normalized
fold change values had large standard deviations for some treatments and genes, such as
the values of CYP2E1 for the STAT3 inhibition treatment. This demonstrates that there
is a variability between the liver donors. For most of the genes and treatments, however,
the fold changes were similar throughout different donors.
Only for CYP2C8, CYP7A1, and SOCS3 the deviations between model predictions
and normalized experimental data were exceptionally high. This could be due to un-
known regulatory events not contained in the prior knowledge network, but influencing
expression of the genes.
4.8.2 The resulting optimized model
Figure 4.7 shows the model family after optimization of the PKN. As suggested by the
model, several events contribute to the downregulation of many DMET genes by IL-6:
• The most important event for this downregulation is presumably the inhibition of
the complexes between RXRα and the nuclear receptors by MAPK and Nf-κB.
• Another decisive event in this regard seems to be the inhibition of HNF-1α and
HNF-4α by MAPK.
• Furthermore, the model suggests that the downregulation of a few genes is due to
the inhibition of the glucocorticoid receptor (GR) by MAPK and the inhibition of
AHR by NF-κB, respectively.
For the described events the necessary logic gates are contained in nearly all of the 100
optimized models. This shows the importance of the events for explaining the data.
4.8.3 Validation of the role of RXRα
An important role of the complexes between RXRα and nuclear receptors was suggested
by the optimized fuzzy logic model. Knock-down of the RXRα gene and following
real-time qPCR (see 4.4.3) was conducted in order to confirm this result. Primary hu-
man hepatocytes from one donor (Table 4.1, donor 6) were used here. 48 hours after
the beginning of the knock-down the RXRα protein was not detectable on a western
blot (Figure 4.8, A), which demonstrates its proper knock-down. Figure 4.8 B shows
the gene expression changes in the primary human hepatocytes upon IL-6 stimulation
and RXRα knock-down. The heavy downregulation (more than 90%) of RXRA mRNA
upon RXRα knock-down again verifies the proper knock-down. After IL-6 stimulation,
the acute phase response genes were strongly upregulated and most DMET genes were
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Figure 4.6: (Caption next page.)
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Figure 4.6: (Previous page.) Comparison of the predictions of the optimized PKN with the re-
spective data points from the gene expression data. The figure shows the normalized data points
(in black) compared to the points predicted by the model family (in blue) for all genes (rep-
resented in the columns) and treatments (represented in the rows). Table 4.1 also contains the
respective treatments (donors 1-5). Vertical bars display the standard deviations of the normal-
ized data points throughout the different donors around the mean value. As gene expression
values for time point 0 were not given in the data, we here assume that the value at time point 0
corresponds to the value for the control treatment at time point 24. The figure was created with
an adapted method of CNORfuzzy (Terfve et al., 2012).
downregulated, which was similar to the expression data for the other donors (see 4.6).
Knock-down of RXRα showed comparable effects for the gene expression of the CYPs.
Only CYP1A1 expression was not decreased by the knock-down. The patterns of down-
regulation for the transporter genes ABCC2, ABCG2, SLC22A7, and SLCO1B1 were
comparable for RXRα knock-down and for IL-6 stimulation, whereas some phase II
metabolism genes (UGT1A1, UGT2B7, GSTP1) were not downregulated by the knock-
down. For GSTP1 this is in agreement with the modeling results, as the model sug-
gests its IL-6 induced downregulation via AHR (Figure 4.7). The genes AHR, HNF4A,
NR1|2/PXR, and NR1|3/CAR, which encode transcription factors with regulatory influ-
ences on DMET genes, were clearly inhibited after the knock-down of RXRα as well as
upon IL-6 stimulation. However, for the NR1|3 and HNF4A genes an influence of RXRα
was not suggested by the model. RXRα knock-down induced expression of acute phase
genes (CRP, SAA) and SOCS3 to a clearly lesser extent than IL-6 stimulation, which is
in agreement with the model.
The Pearson correlation coefficient can be determined to investigate whether two vari-
ables x and y are correlated. It is defined as follows:
r(x,y) =
∑ni=1(xi− x¯)(yi− y¯)√
∑ni=1(xi− x¯)2
√
∑ni=1(yi− y¯)2
(4.10)
The possible values of r are from the interval [−1,1], where 1 represents full positive
correlation, -1 full negative correlation, and 0 stands for no correlation. In this case we
set x to the fold change values of the genes upon IL-6 stimulation and y to the respective
values after RXRα knockout. This produces a value of 0.33 for r. Now it remains to be
determined whether this value represents a significant correlation here. It is known that
under the null hypothesis of no correlation the following value is t-distributed with n−2
degrees of freedom (Lowry, 2015):
t = r
√
n−2
1− r2 (4.11)
The corresponding p-value for a specific value of t shows whether the respective corre-
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Figure 4.7: (Caption next page.)
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Figure 4.7: (Previous page.) Model family obtained from optimizing the PKN with respect to
the gene expression data. The figure shows the resulting model family and includes only logic
gates that are contained in at least 30% of the 100 optimized models. By default multiple inputs
of a node are OR connected. In contrast to that, AND gates are specified with additional AND
nodes. Signaling molecules in the model are colored in red, genes in lighter red, AND nodes
in green. Some important transcription factors compressed by CNORfuzzy before optimization
(HNF-1α , HNF-4α , NF-κB, AhR) were added again here for better clarity. If this caused non-
uniqueness for some regulatory events, the respective logic gates are dotted (e.g., CYP7A1 is
regulated either by HNF-1α or by HNF-4α or by both factors, but the regulatory event cannot be
concluded from the compressed models). The line width of a gate corresponds to the percentage
of the 100 optimization runs, in which the gate was retained in the model. The figure was created
with Cytoscape (Shannon et al., 2003).
lation is significant. In our case a p-value smaller than 0.01 was obtained, which is why
the correlation between IL-6 stimulation and RXRα knock-down is highly significant.
Overall a coordinating role of RXRα in the downregulation of DMET genes is backed
by the knock-down experiments. However, a few genes for which the model suggests a
regulation by RXRα are not affected by RXRα knock-down, and vice versa. In order
to investigate whether this is specific to the donor used in the knock-down experiments
or whether another transcription factor plays a decisive regulatory role for those genes,
further experiments beyond the scope of this work are necessary.
4.9 Comparison of main hypothesis to previous
knowledge
As the major event for the IL-6 induced downregulation of most DMET genes the model
suggested the inhibition of the complexes of RXRα and nuclear receptors by MAPK and
Nf-κB. The function of several nuclear receptors including CAR, FXR, LXR, PPAR,
and PXR is known to depend on dimerization with RXRα (Lefebvre et al., 2010). A
role of MAPK and Nf-κB in the inhibition of these complexes was suggested previously
(Burgermeister et al., 2003; Zordoky and El-Kadi, 2009). A decisive impact of RXRα
in the downregulation of DMET genes was previously proposed (Ghose et al., 2004), but
the study involved only few mouse genes and the hypothesis has to our knowledge not
been tested for humans so far. In the study a loss of RXRα in the cell nucleus during
acute phase response induced by endotoxin was shown, while the gene expression of
RXRα was unchanged. This unaffected gene expression of RXRα corresponds to the
unchanged RXRα expression upon IL-6 shown in Figure 4.8. The molecular events
causing RXRα inhibition need to be investigated in more detail. Phosphorylation of
nuclear receptors could play a key role in this regard (Ghose et al., 2004).
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Figure 4.8: Validating the role of RXRα in the downregulation of DMET genes by knock-down
experiments. (A) Western blot analysis of RXRα after knock-down in primary human hepato-
cytes. The western blots of RXRα based on the proteins in primary human hepatocytes 48 h and
72 h after application of siCtrl (control) and siRXRα are displayed here. β -Actin was used as a
positive control. (B) Heat map comprising relative changes in gene expression (log2FC) for acute
phase response (APR) and DMET genes after IL 6 stimulation (IL-6 vs. control, 24 h) or RXRα
knock-down (siRXRα vs. siControl, 72 h). Upregulation is represented in red, downregulation in
blue color. Gene expression was normalized to GAPDH (compare 4.6.1). Note that a few genes
measured here are not contained in the model in Figure 4.7 (e.g., SULT1A1, SULT2B7).
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4.10 Summary and conclusions
A fuzzy logic model was developed to identify regulatory events responsible for the IL-6
induced regulation of DMET gene expression. Adaptation of an optimization routine
based on experimental data and a prior knowlege network (Morris et al., 2011) enabled
us to calibrate the model. The resulting model suggested that inhibition of the complexes
between RXRα and nuclear receptors is the main regulatory event leading to downregu-
lation of DMET genes. This hypothesis was supported by knock-down experiments.
Fuzzy logic modeling avoids the estimation of various kinetic parameters like in ODE
modeling, which is often not adequate for larger biological networks (Melas et al., 2011).
Furthermore, the species states in a fuzzy logic model do not need to show simple on-
off characteristics like in Boolean models. Therefore, the application of fuzzy logic
modeling is an approach between ODE modeling and Boolean modeling that can be
adequate for elucidating regulatory events behind a biological phenomenon.
The normalization of the gene expression data and the determination of the logic gate
values both involve Hill functions. One motivation for the application of Hill functions in
CNORfuzzy was that they are adequate for describing protein-protein interactions (Mor-
ris et al., 2011). But Hill functions can also describe gene regulations (Santillán, 2008),
which are included in our model. Whereas the parameters of the "gate equations" are
estimated by CNORfuzzy, the parameters of the Hill functions for data normalizations
need to be set in advance. The choice of those parameters is somewhat arbitrary and was
dependent on the respective gene. While the chosen modeling approach proved effective
for identifying important regulatory events, the biological meaning of the estimated pa-
rameters is questionable. Therefore, their values were not taken into account and instead
the main hypothesis suggested by the model was tested with further experiments.
The quality of the resulting model depends on the prior knowledge network. Here
the optimization produced a satisfactory fit between predictions of the optimized model
and experimental data. In contrast, important interactions could also be missing in the
PKN resulting in a poor fit. From analysis of the fitting results the modeller might get an
idea which interactions need to be added to the PKN. However, the missing interactions
could not be obvious, which is why an automatic method for identifying such interactions
would be a helpful alternative. For Boolean models such a method has been developed
(Eduati et al., 2012), which could be adapted for fuzzy logic models.
Several data sets were combined for model training and thus a "mean" model over
these data sets was constructed. A large variability in the gene expression data over
different donors could be a problem in this respect. However, in the experimental data
donor variability was low and only observed for few genes. The influence of IL-6 on
DMET gene expression was mostly similar for all liver donors.
The mechanisms behind inhibition of the RXRα/NR complexes upon IL-6 stimulation
remain to be investigated. Further experimentation targeting this question can lead to a
refinement of the model and thus to a refined hypothesis for explaining DMET downreg-
ulation after IL-6 stimulation.
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The Systems Biology Simulation Core
Algorithm
For storing ODE models SBML (see 2.2.4) is the most important format. In order to
simulate SBML models computationally, a dedicated algorithm which involves interpre-
tation of SBML as well as following numerical simulation is necessary. In this chapter,
which is mainly based on Keller et al. (2013), we describe the Systems Biology Simu-
lation Core Algorithm and its implementation in the Systems Biology Simulation Core
Library.
5.1 Motivation
Models in SBML and other formats like CellML (Cuellar et al., 2006) can be interpreted
differently. If kinetic rate laws are given for the reactions of a model, this model is
often interpreted as an ordinary differential equation (ODE) system. In contrast to a
conventional ODE system, SBML and CellML models can contain additional structures
like events, algebraic rules, and assignment rules in the case of SBML. In order to analyze
and simulate such models, a numerical solver library that can be integrated into larger
software applications is of great help. The SBML (Hucka et al., 2003; Finney and Hucka,
2003; Finney et al., 2006; Hucka et al., 2008, 2010) and CellML (Cuellar et al., 2006)
language specifications describe the interpretation of models in great detail. However,
the implementation of a simulation algorithm for such models is far from straightforward.
We focus on a simulation algorithm for models in the SBML format because of two
reasons:
1. The SBML community provides a large number of benchmark tests (Keating et al.,
2013), which can be easily used to evaluate the performance of a simulation algo-
rithm. The reason for the creation of this SBML Test Suite were the different
results of simulation tools for similar SBML models (Bergmann and Sauro, 2008).
A similar test suite of this size is not available for CellML.
2. The number of supporting software tools is much larger for SBML than for CellML.
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With the Systems Biology Simulation Core Algorithm (SBSCA), we provide a method
for precisely interpreting and simulating ODE models given in SBML. We show how to
adapt existing numerical integration routines in order to enable simulation of SBML
models.
The SBSCA is implemented in the Systems Biology Simulation Core Library (SB-
SCL), a platform-independent open-source library in Java. With this reference imple-
mentation we demonstrate the correctness and usefulness of the algorithm. The SBSCL
does not comprise a graphical user interface and is especially dedicated to integration
into third-party programs.
The library consists of several ODE solvers as well as an SBML interpreter and is
the first simulation library based on JSBML (see 2.2.5). All existing levels and versions
of SBML are supported by the SBSCL. Furthermore, the library contains classes for
exporting simulation configurations to the SED-ML format (Waltemath et al., 2011b).
SED-ML (Simulation Experiment Description Markup Language) is an XML-derived
format for description of simulation experiments. It enables to reference the model that
was simulated as well as, e.g., the simulation time and the integration routine used for
simulation. This facilitates reproduction of simulation experiments.
In order to support other systems biology community formats in the future, the inter-
pretation of an SBML model is strictly separated from the numerical method for simula-
tion of the model. Thus development of an interpretation algorithm for a specific format
would be sufficient to enable simulation of models given in that format. The architecture
of the SBSCL has been especially designed for easy integration of a CellML module.
5.2 A formal representation of models in systems biology
in SBML
Prior to the description of the algorithm for the interpretation of SBML models, we here
define the mathematical equations implied by the SBML format. This general description
will provide the basis for explaining all steps of the algorithm precisely later.
When we simulate a model, we are interested in the changes of the amounts or con-
centrations of the species. Whether the following notation of the species’ values stands
for their amounts or their concentrations, is dependent on the units of the species and can
therefore be specified by the model creator.
The structure of a reaction network can be described mathematically by the stoichio-
metric matrix N with its rows representing the reacting species~S and its columns standing
for the reactions ~R (see 2.2.1). How the changes of the species’ values are determined
based on the reaction velocities ~ν and the stoichiometric matrix in general has already
been shown (Equation (2.1)). We now assume that the velocities of the reactions are de-
pendent on the species ~S, the time t, the stoichiometries in the stoichiometric matrix N, a
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modulation matrix W, and a parameter vector ~p. Then we derive the following formula:
d
dt
~S = N~ν(~S, t,N,W,~p) . (5.1)
The parameters in ~p can be rate constants, but also other quantities with an influence on
the reaction velocities. The modulation matrix in W has been defined previously (Lieber-
meister and Klipp, 2006; Liebermeister et al., 2010). It is of size |~R|× |~S| and stands for
the regulatory influences of species on the reactions, e.g., inhibition or stimulation. Stim-
ulation of a reaction by a species is represented by 1, inhibition correspondingly by -1.
In order to derive the predicted value of a species for a certain time point tT , the ordi-
nary differential equation system (5.1) needs to be integrated within the interval [t0, tT ]:
~S =
∫ tT
t0
N~ν(~S, t,N,W,~p)dt , (5.2)
For this equation we assume t0, tT ∈ R+ and t0 < tT .
This simple case allows to solve Equation (5.2) in a straightforward way by using
numerical differential equation solvers (see 2.2.3). The main difficulty when simulating
such a differential equation system are nonlinearities in the kinetic equations in the vector
function~ν , which might lead to stiff differential equation systems. As nonlinear kinetic
equations are common in biological reactions, it is usually recommendable to apply a
numerical integration routine with step size adaptation to an ODE system in systems
biology.
In general the mathematical description of biological network dynamics is more com-
plex than Equation (5.2). As SBML models can contain elements like events and rules
(see 2.2.4), an extended formula is necessary for describing these models:
~Q =
∫ tT
t0
N~ν(~Q, t,N,W,~p)+~g(~Q, t)dt+~fE(~Q, t)+~r(~Q, t) , (5.3)
Besides amounts (or concentrations) of reacting species, the vector ~Q of quantities also
comprises the sizes of the compartments ~C and the values of all global model parameters
~P. Furthermore, SBML models can contain local parameters ~p, which influence veloc-
ities of reactions. But these local parameters are constant over time and therefore not
included in the global parameter vector ~P and in ~Q.
All vector function terms might contain a delay function, which is an expression of the
form delay(e,τ) with τ > 0. This enables to include values of e, which can be simply a
variable as well as a complex mathematical expression computed at an ealier time point
t− τ . With such delay functions Equation (5.3) is transformed into a delay differential
equation (DDE).
In general the changes of some species’ values are not given by the product N~ν in
Equation (5.3), but by rate rules (function~g(~Q, t)). These rate rules also enable to define
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the change rates of quantities other than species. The species whose change rates are
stated in rate rules are not allowed to participate in any reaction, which is why their
entries in the stoichiometric matrix N are zero for all reactions. Correspondingly, the
rate rule function ~g(~Q, t) returns the rates of change for the quantities defined in rate
rules and 0 for all other quantities.
Important elements of SBML models are events ~fE(~Q, t) and assignment rules~r(~Q, t).
Events enable to model sudden changes of quantities. Once a trigger condition is valid,
an event can directly change the value of one or more quantities, e.g., set some parameter
to a specific value. Assignment rules also define values of quantities directly, but are valid
at all times in contrast to events.
Algebraic rules are an alternative to assignment rules in SBML and allow to express
conservation relations or other complex interrelations conveniently. They have to evalu-
ate to zero at any time during model simulation. Based on bipartite matching (Hopcroft
and Karp, 1973) algebraic rules can often be transformed into assignment rules, which
enables their inclusion into the term~r(~Q, t). The transformation algorithm is explained
below and involves solving the algebraic rules by quantities whose values are not set by
other constructs (e.g., by assignment rules or reactions).
Biological systems can comprise processes at different time scales, i.e., fast and slow
subsystems. In order to solve such systems, separation of the fast and the slow sub-
systems is necessary. Then differential algebraic equations (DEA), i.e., ODE systems
coupled with additional constraints, are created.
5.3 The algorithm for simulation of SBML models
It was demonstrated in the previous section that determining a solution of Equation (5.3)
is significantly more complicated than just solving the simple Equation (5.2). In this
section we describe the necessary steps to solve the systems defined in Equation (5.3)
in detail. For an efficient computation of this solution multiple preprocessing steps are
required involving, e.g., the conversion of algebraic rules into assignment rules. Further-
more, repeated computation of intermediate results should be avoided, if possible.
5.3.1 Initialization
The first step of the simulation is setting the values of species, parameters, and compart-
ments to the initial values defined in the model. In order to avoid excessive reevaluation
of mathematical expressions, all rate laws of the reactions, assignment rules, transformed
algebraic rules (see the respective transformation algorithm below), initial assignments,
event assignments, rate rules, and function definitions are integrated into a single di-
rected acyclic syntax graph. In this graph the abstract syntax trees representing all those
elements are merged such that similar elements are only contained once. Therefore,
evaluation of this acyclic syntax graph is much faster than evaluating each syntax graph
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r1 r2
−
·
k+1 [F16BP]
·
k−1
[GA3P]
[DHAP]
−
·
k+2
·
k−2
Figure 5.1: Creation of an abstract syntax graph for a small model. This figure shows the abstract
syntax graph of kinetic equations from an example model with the following reactions:
R1 : F1,6BP
 DHAP+GA3P
R2 : DHAP
 GA3P
These reactions belong to the glycolysis. The involved molecules are fructose 1,6-bisphosphate
(F1,6BP), dihydroxyacetone phosphate (DHAP), and glyceraldehyde 3-phosphate (GA3P). With
SBMLsqueezer (Dräger et al., 2008) the following mass action kinetics were created:
νR1 = k+1 · [F1,6BP]− k−1 · [DHAP] · [GA3P]
νR2 = k+2 · [DHAP]− k−2 · [GA3P]
It is obvious from the figure that the nodes for [DHAP] and [GA3P] are only contained
once in the syntax graph, but connected to more than one multiplication node. The syntax graph
shown here is thus not a tree.
individually. As the evaluation of mathematical syntax graphs is necessary at each sim-
ulation step, using this single syntax graph significantly decreases simulation time. In
Figure 5.1 an example for such a syntax graph is given.
In the following initialization step the initial assignments and the assignment rules
(including transformed algebraic rules) are processed. In contrast to assignment rules,
initial assignments are only relevant for time point 0. At this specific time point both
constructs are equivalent and processing of them yields initial values for the respective
variables.
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5.3.2 Solving algebraic rules
In order to facilitate straightforward processing of algebraic rules, the algorithm trans-
forms them to assignment rules. After that, all algebraic rules are exactly treated like
assignment rules.
Every algebraic rule should contain one or more variables whose values are not defined
elsewhere in the model (e.g., by assignment rules). For each algebraic rule such a variable
must be determined in order to enable conversion of the rule to an assignment rule. The
first step of the transformation algorithm involves creating a bipartite graph as described
in the SBML specifications (Finney et al., 2006; Hucka et al., 2008, 2010). One set of
vertices in this graph comprises the variables of the model (variable vertices), whereas
the other set of vertices (equation vertices) consists of the equations (i.e., assignment
rules, rate rules, and algebraic rules) as well as of species occuring in a kinetic law of at
least one reaction. The edges of the graph now connect
• equation vertices representing species to variable vertices representing the same
species,
• vertices representing rate rules or assignment rules to vertices representing the
variables defined by the rules, and
• vertices representing algebraic rules to all variable vertices representing the vari-
ables contained in the respective rule.
With the algorithm by Hopcroft and Karp (Hopcroft and Karp, 1973) a maximal
matching between the variable vertices and the equation vertices is now determined.
In this maximal matching each vertex is connected to not more than one other vertex and
the number of connections (i.e., edges used for the matching) is maximal.
We begin with an initial greedy matching: Starting from an arbitrary equation vertex
this involves creating paths which only contain edges to vertices that have not been in-
cluded in any path so far. Once an edge has been added to a path, the respective target
vertex cannot be visited any more. When a path cannot be continued via edges to un-
visited vertices, the greedy algorithm tries to start from another equation vertex that has
not been visited. If such a vertex does not exist any more, the algorithm stops. In all the
paths the edges can now be alternatingly seen as matching edges (i.e., edges representing
a matching between the connected vertices) or non-matching edges.
The algorithm by Hopcroft and Karp now tries to increase this initial matching, which
is usually not maximal, by trying to augment paths. An augmenting path is a path ex-
tended by previously unmatched start and end nodes. The resulting path contains one
more matching edge than the original path. When no more augmenting paths can be
found, the algorithm stops. The result is by definition a maximal matching.
If some equation vertex remains unmatched after the algorithm by Hopcroft and Karp,
the model is overdetermined and not considered a valid SBML model (as declared in the
SBML specifications (Finney et al., 2006; Hucka et al., 2008, 2010)). We now assume
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the model is a valid SBML model. Then the derived maximal matching gives a unique
variable vertex for each algebraic rule. Every algebraic rule is now solved by the respec-
tive variable leading to an assignment rule. The described algorithm is summarized in
Figure 5.2 as a flow chart.
5.3.3 Event handling
An SBML event is a list of assignments that is executed once a trigger condition switches
from false to true. SBML also enables the definition of a delay, which can lead to ex-
ecution of the event assignments at a later time point. In SBML Level 3 Version 1 the
processing of events is even more complex than for previous levels and versions: In ear-
lier versions only the event trigger and its delay needed to be defined. In contrast to that,
Level 3 Version 1 contains a few new language elements, which have a strong influence
on event handling: Whereas the order in which different events at a certain time point are
processed could be chosen by the programmer in SBML Level 2, in Level 3 Version 1
this order is stated by the event’s priority element. Therefore, the correct sequence of
simultaneous events is now crucial in event handling. Furthermore, an event can now be
canceled within the time interval from trigger activation to the actual event execution.
Events for which such a cancellation is possible are called nonpersistent.
The events to be executed at some time step can be divided into two subsets:
• events with triggers activated at the current time and without delay, and
• events with delay triggered at some previous time point.
For every element of the resulting set of events its priority needs to be evaluated.
Then one of the events with highest priority is randomly chosen for execution. The
execution of an event can change the priorities or the trigger conditions of the events
that are still to be executed. This means that for nonpersistent events their triggers have
to be reevaluated. Furthermore, the priorities of all events waiting for execution are
to be recomputed. Then the event with highest priority is processed next. Execution
and following reprocessing of other events is repeated until no further event is left for
execution. The slightly simplified algorithm for event processing at a certain time point
is shown in Figure 5.3.
5.3.4 Time step adaptation considering events and the calculation of
derivatives
The time when events are triggered should be calculated precisely in order to obtain
exact results in the numerical integration process. An event could, e.g., be triggered
at time tτ , which is between the integration time points tτ−1 and tτ+1. If events are only
processed at time points tτ−1 and tτ+1, the trigger condition can possibly not be evaluated
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Figure 5.2: Algorithm for transforming algebraic rules to assignment rules. In the first major
step a maximal matching between the equations and the variables of a model is determined. This
involves constructing a bipartite graph, computing an initial greedy matching, and afterwards
constructing a maximal matching. A maximal matching is derived by augmenting paths and thus
extending the matching. The matching is maximal, if no more augmenting paths can be found.
All equation vertices in the maximal matching must be matched to a variable vertex. Otherwise,
the model is overdetermined and an exception is thrown by the algorithm. In the case of a valid
model an assignment rule is generated for each algebraic rule. The left-hand side of such a
transformed rule comprises the variable the respective algebraic rule has been matched to.
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Start
EA := ∅
EI := {e | trig(e) = 1}
j := 1
trig(ej)?
EA := EA\
{e | trig(e) = 0 ∧
persist(e) = 0}
ej ∈ EI?
EA := EA ∪ {ej}
EI := EI ∪ {ej}
EI := EI \ {ej}
j := j + 1 j > |E|?
EA = ∅?e := choose(EA)process(e)
EA := EA \ {e}
Stop
No
Yes
No
Yes
Yes
No
Yes
No
Figure 5.3: (Caption next page.)
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Figure 5.3: (Previous page.) Processing of events: simplified algorithm (handling of delayed
events omitted). We define E as the set of all events in a model and EI as the set of events whose
trigger conditions have already been evaluated to true in previous time steps. Events within EI
are inactive. Their triggers need to switch from true to false before they can become active
again. EA is defined as the subset of E containing events with triggers switching from false to
true at the current time point t. At the beginning EA is empty. A persistent event is removed
from EA once all of its assignments have been evaluated. In contrast to that, a nonpersistent
event is also removed from EA when its trigger condition changes to false when processing other
events. The function trig(e) returns 1, if the trigger condition of event e ∈ E is satisfied, and
0 otherwise. Correspondingly, the function persist(e) returns 1, if event e is persistent, or 0, if
e is nonpersistent. The trigger conditions of active events ea ∈ EA that are not persistent are
recomputed in each iteration of the algorithm. If this leads to a change of the trigger from true (1)
to false (0), the event is removed from EA. In the next step the triggers of all events are evaluated.
If a trigger changes from false to true, an event becomes active and is added to EA. An event with
its trigger changed from true to false is not inactive any more and removed from EI. After the
processing of all event triggers, one event e with highest priority from EA is chosen for execution
by the function choose(EA). This choice is random, if there are several events with the highest
priority. Then the assignments of the chosen event are evaluated. After that, the triggers of all
events in E are evaluated again. The algorithm stops once the set EA is empty.
to true at any of these time points. Therefore, a numerical integration method with step
size adaptation is necessary in order to ensure event execution at the correct time points.
If events occur, Rosenbrock’s method (Press et al., 1993) can adapt its step size h (see
Figure 5.4). Given the current vector ~Q and a certain time interval [tτ−1, tτ ], Rosenbrock’s
method determines the new value of ~Q at a time point tτ−1 + h, with h > 0. If the error
tolerance is not satisfactory, h is reduced and the new value of ~Q is computed at the
changed time point tτ−1+h.
After a successful step, the events as well as the assignment rules are processed at time
point tτ−1 + h, which can lead to a change in ~Q. In this case, the adaptive step size is
reduced by setting h to h/10 and ~Q is calculated again at time point tτ−1 + h. The step
size adaptation is repeated until either the minimum step size is reached or the event
and assignment rule processing does not change ~Q anymore. This algorithm leads to a
precise determination of the correct time for event execution.
Given the values ~Q at time point t, the current vector of derivatives ~˙Q is determined as
follows (also see Figure 5.5): In the first step the rate rules are processed: ~˙Q =~g(~Q, t).
The values of vector elements with no rate rule defined are 0 here. Next the velocity νi
of each reaction Ri is determined based on the abstract syntax graph (see 5.3.1). The
derivatives of all species participating in Ri need to be updated after the computation of
νi.
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Start
t := t0
~Q := ~Q0
h := h0
( ~Qnext, tnext) :=
Rosenbrock(t, ~Q, h)
~Qtmp :=
~Qnext+ ~fE( ~Qnext, tnext)+~r( ~Qnext, tnext)
~Qtmp =
~Qnext?
t := tnext
~Q := ~Qnext
h := adapt(h)
h ≥
hmin · 10? h :=
h
10
t ≥ tT ? Stop
Yes No
No
Yes
Yes
No
Figure 5.4: Refined step size adaptation for events. When simulating from time t0 to tT the Rosen-
brock solver continuously tries to increase time t by the current adaptive step size h and calculates
a new vector of quantities ~Qnext for time point t + h. The step size is adapted by the routine, if
the error tolerance is not satisfactory. After a step with an acceptable error tolerance, the events
and rules of the model are processed. If this changes ~Q, h is decreased and the Rosenbrock
solver calculates another ~Qnext for the new time point t +h. This process is repeated until either
the minimum step size hmin has been reached or ~Qnext is not changed by event and assignment
rule processing any more. hmin thus determines the precision of the event processing. The adapt
function is defined by Rosenbrock’s method (Press et al., 1993) and not explained in detail here.
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Start
Compute all assignment rules:
~˙Q := ~g( ~Q, t)
j := 1
Compute flux Jj through Rj :
Jj := νj( ~Q, t,N,W, ~p)
for each species i in Rj :
Q˙i := Q˙i + nij · Jj
j := j + 1
j > |R|?
Stop
Yes
No
Figure 5.5: Calculation of the derivatives at a specific point in time. The derivatives of all quan-
tities are stored in the vector ~˙Q, which is set to the null vector~0 at the beginning. After that, the
rate rules of the model are processed by applying the function ~g(~Q, t), which can change some
elements of ~˙Q. The next step involves for every reaction R j the computation of its velocity J j.
For each species (with index i) which participates in R j its derivative is updated by adding the
product of the stoichiometry ni j and J j. For the sake of simplicity, the stoichiometries ni j in the
matrix N are assumed to be constant here. However, these values can also be variable. SBML
provided StoichiometryMath elements for a direct computation of the stoichiometries before
Level 3. In Level 3, stoichiometries can be changed by assignment rules. If stoichiometries are
variable, the values for ni j have to be recomputed in each simulation step.
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5.3.5 Processing models with fast and slow subsystems
If the model to simulate comprises fast and slow subsystems, the SBSCA processes both
of these systems separately. For the system containing the fast reactions we assume
that it always reaches a steady state (i.e., a state in which the amounts of the species
do not significantly change when continuing simulation) within an extremely small time
frame. This quasi-steady state assumption was suggested in the SBML specification
(Hucka et al., 2010). The algorithm first computes a steady state for the fast reactions
and considers the reactions within the slow subsystem as inactive at this point. This
steady state computation involves simulation until all species values do not significantly
change any more. The resulting values of the species are then the simulated values for the
initial time point. Afterwards the SBSCA takes a simulation step with the fast reactions
being inactive and the slow reactions being active. Then another steady state computation
based on the fast reactions follows, which represents the adaptation of the fast subsystem
to changes within a very small time frame. In this way simulation of the slow subsystem
and steady state computation with the fast subsystem are alternatingly conducted until
the end time is reached.
For the Rosenbrock solver the processing of fast reactions is similar to that of events
and thus more accurate than for the other solvers. After each successful simulation step
involving the slow reactions, a steady state is computed. If this steady state computation
causes a change greater than a certain threshold in the amount of some species and the
step size h is not below a certain value, the step size is reduced and simulation is repeated
(compare Figure 5.4). Both the threshold and the value for the minimum step size for
considering changes by the fast reactions were fixed to 10−3. In principle this could lead
to inaccurate simulation results. However, the benchmark tests, which will be covered
later in this chapter, were all passed with the chosen settings.
5.4 Implementation of the algorithm in the Systems
Biology Simulation Core Library
The Systems Biology Simulation Core Library written in Java comprises an implemen-
tation of the the Systems Biology Simulation Core Algorithm. The software architecture
of this library is shown in Figure 5.6. It provides an extensible numerical backend, which
can be integrated into programs for systems biology research. The SBML interpretation
algorithm uses data structures provided by JSBML (Dräger et al., 2008).
As the library contains interfaces for differential equation systems, which are not spe-
cific for a particular type of model (e.g., SBML), support for other community standards,
such as CellML (Lloyd et al., 2004), can be easily implemented. To this end, an inter-
preter for such a model format is sufficient. An instance of this interpreter can then be
passed to any available solver.
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*<results><calls>
 NamedValue 
RootFunction
Value FunctionValue 
 ASTNodeValue ASTNodeInterpreter
Stoichiometry
Value
SBMLEventIn
ProgressWithDelay
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solvers
Figure 5.6: Architecture of the Systems Biology Simulation Core Library (simplified). In the
library numerical methods are strictly separated from differential equation systems. The upper
part of the figure shows the type hierarchy of all currently included numerical integration routines.
In the middle part the interfaces defining several special types of the differential equations to
be solved are displayed. All these interfaces are implemented by the class SBMLinterpreter
(bottom part), which is the main class for the interpretation of an SBML model. In order to
support other data formats, a similar interpreter needs to be implemented.
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5.4.1 Solver classes
The classes for all solvers are derived from the abstract class AbstractDESSolver (Fig-
ure 5.6). With the help of wrapper classes we included several solvers of the Apache
Commons Math library (version 3.0, Apache Software Foundation (2013)). In addition,
the library provides an implementation of Euler’s method (Press et al., 1993), the explicit
fourth order Runge-Kutta method (Press et al., 1993) as well as of Rosenbrock’s method.
The implementation of Rosenbrock’s method is a modification of a previously developed
class (Kotcon et al., 2011). This implementation was adjusted to enable a very precise
timing of the events (see 5.3.4). The results of a simulation with any of the numerical
integration methods are stored in objects of the class MultiTable, which contains Block
data structures. In one of those blocks the quantity values are stored, whereas in another
block the velocities of the reactions are saved.
5.4.2 SBML interpretation
Interpretation of SBML models can be divided into evaluation of events and rules, com-
putation of stoichiometric information, and computation of the current values for all
model components (e.g., species and compartments). The class SBMLinterpreter re-
turns the current set of time-derivatives of the variables for a given state of the ODE
system (i.e., the current values of its variables). SBMLinterpreter is connected to a
MathML interpreter for the mathematical expressions contained in kinetic laws, rules
and events (ASTNodeInterpreter). The respective nodes are all contained in the ab-
stract syntax graph created at the beginning of the simulation (see 5.3.1). As the values
of the nodes depend on the current state of the ODE system, they have to be recalculated,
if the state of the system has changed.
Representation of rules
Rules can be seen as events occuring at every time point. Therefore, they are processed
similar like events. Transforming algebraic rules to assignment rules involves for every
object of type AlgebraicRule the creation of a new AssignmentRule object with the
help of bipartite matching (see 5.3.2). These AssignmentRule objects are only created
for the simulation purpose and do not influence the content of the SBML model.
Representation of events
Events are stored in the SBMLinterpreter via an array containing one object of Event-
InProgress for every event of the model. These events can be divided into events
with and without delays (see 5.3.3). For events without delay the event assignments are
usually executed at the time point when the event has been triggered. The only exception
to this is the cancellation of an event by other events. Events with delay can produce
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multiple additional assignments within the time interval from trigger time to execution
time. The class SBMLEventInProgressWithDelay, which is a subclass of the general
class SBMLEventInProgress, saves the time points at which a delayed event is to be
executed.
When processing events with priority, the events having the highest priority are stored
in a list until one of them is selected for execution. For the organization of such priority
queues a binary max heap data structure could be the method of choice. The largest
value in the heap is always contained in the root. Once this value is removed, the heap is
reorganized such that the next largest value is stored in the root. However, the execution
of an event can have an effect on the priority of the remaining events (see 5.3.3). If
several priorities change simultaneously, the standard method for storing the heap is
not applicable any more. Therefore, we did not use complex data structures for the
processing of events with priority.
Representation of function definitions
SBML Level 2 and Level 3 enable to define functions, which can be used in kinetic
laws of reactions. Such function definitions comprise a lambda expression optionally
containing a list of arguments and the mathematical expression of the function. Function
definitions are included into the abstract syntax graph during the initialization of the
algorithm and are represented by objects of the class FunctionValue. A syntax graph
node with a function definition is evaluated in several steps:
• The arguments are evaluated.
• The values of the arguments are given to the corresponding argument nodes in the
graph.
• The mathematical expression of the function is evaluated based on the current
arguments.
Different function definitions can have the same identifiers for arguments, as the iden-
tifiers of arguments are only valid within the corresponding function definition. There-
fore, naming conflicts in the abstract syntax graph have to be prevented.
The stoichiometry math construct
The StoichiometryMath construct enables to change the reaction’s stoichiometry dur-
ing simulation. However, it should be noted that in common biochemical reaction sys-
tems the stoichiometry is constant. In SBML Level 3 Version 1 the stoichiometry of a
reaction can be set directly by addressing the identifier of a SpeciesReference within
rules or events. A SpeciesReference object comprises the species taking part in a
reaction and its stoichiometry. SBMLinterpreter stores possibly changing stoichiome-
tries (i.e., stoichiometries with a StoichiometryMath construct or occuring in events
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or rules) during initialization. The corresponding abstract syntax nodes are reevaluated
once the stoichiometries have to be calculated.
Constraints
Constraints in an SBML model introduce assumptions about model behavior. The ab-
stract syntax graph of each constraint is evaluated at every time step. If a constraint is
violated, SBMLinterpreter generates an instance of ConstraintEvent, which is af-
terwards processed by the ConstraintListener class. The user is informed about the
constraint violation including the simulation time point and the constraint message via
the Java Logger.
5.4.3 SED-ML support
The standard MIASE (Minimum Information About a Simulation Experiment) (Wal-
temath et al., 2011a) involves minimum information that should be given to adequately
describe a simulation of a model. In order to support this standard, the SBSCL comprises
an interpreter of SED-ML files (Waltemath et al., 2011b). The user can thus store the
details about a specific simulation, which facilitates reproducing the simulation results
(compare 5.1). Furthermore, a simulation can be directly started by loading a SED-ML
file and passing it to the SED-ML interpreter. The solver for simulation is specified in the
SED-ML by its KiSAO (Kinetic Simulation Algorithm Ontology) term (Courtot et al.,
2011). This eases execution of SED-ML files.
5.4.4 Points of Control
The default settings for simulation of SBML models comprise the Rosenbrock solver
with an absolute error tolerance of 10−12 and a relative error tolerance of 10−6. With this
setup we were able to simulate most models used for testing the SBSCL. The Rosenbrock
solver with its adaptive step size is the numerical routine in the library dedicated for
simulating stiff ODE systems as well as for precisely timing events in a model (see 5.3.4).
If the user chooses another solver for integration, this can lead to a lower simulation
time due to, e.g., the lacking of a step size adaptation. However, it is then possible
that the model cannot be simulated accurately any more. The SBML specifications state
that model simulation is always started at time point 0.0. As the SBSCL is not limited
to SBML, other start times of the simulation are also accepted. The end time of the
simulation can also be specified by the user. If the relative and absolute error tolerance
is modified, this can influence the accuracy of the simulation and the computation time.
A higher accuracy usually comes with a higher computation time, and vice versa.
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5.5 Benchmark and application to published models
An Intel Core i5 CPU with 3.33 GHz and 4 GB RAM was used with Microsoft Win-
dows 7 (Version 6.1.7600) as operating system and Java Virtual Machine version 1.6.0_25
for testing the running time of the Systems Biology Simulation Core Library.
Furthermore, the SBSCL was successfully tested under Linux (Ubuntu version 10.4)
and Mac OS X (versions 10.6.8 and 10.8.2).
5.5.1 Application to the models of the SBML Test Suite
All of the models from SBML Test Suite version 2.3.2 (Keating et al., 2013) were first
simulated using the following settings:
• Rosenbrock solver as integration routine,
• 10−6 as relative error tolerance, and
• 10−12 as absolute error tolerance.
The relative tolerance had to be set to 10−8 for six models (numbers 863, 882, 893,
994, 1109, and 1121) in order to simulate them accurately. Precise simulation for three
other models (numbers 872, 987, 1052) was only possible when setting the relative tol-
erance to 10−12 and the absolute tolerance to 10−14.
Table 5.1 shows the total running times for simulation of the SBML Test Suite mod-
els. The simulation of all models together is possible within seconds. Therefore, the
simulation of one SBML model takes only milliseconds on average with regular desktop
computers.
For the models in SBML Level 3 Version 1 the total simulation time is considerably
higher than for the models in other SBML levels and versions. This is due to the fact
that the test suite comprises some models of this version whose simulation requires the
processing of a large number of events. The simulation of model number 966 of the
SBML Test Suite, which is only available in SBML Level 3 Version 1, takes 20 s, because
23 events need to be processed. The triggers of two events change from false to true every
10−2 time units, while the end time for simulation is 1,000 time units. The two events
thus need to be evaluated 100,000 times during a simulation, which also involves their
precise timing. The simulation of model number 966 consumes over 50 % of the total
simulation time for the models in SBML Level 3 Version 1.
5.5.2 Application to the models of the BioModels Database
The Systems Biology Simulation Core Library was successfully validated with the SBML
Test Suite. However, the models contained there are not explaining biological behavior,
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Level Version Models Correct simulations Total running time (in s)
1 2 252 252 2.9
2 1 885 885 6.8
2 2 1,041 1,041 6.8
2 3 1,041 1,041 6.8
2 4 1,043 1,043 6.8
3 1 1,077 1,077 38.5
Table 5.1: Simulation of the models from the SBML Test Suite using the Rosenbrock solver. This
table shows for all SBML levels and versions the number of tested models and the total running
times for the simulation of all models. The time for reading the SBML file is not included in the
running time. Therefore, the measured running time only comprises the CPU time needed for
model simulation.
but were created for testing purposes. Therefore, testing the SBSCL with realistic bio-
chemical models is necessary in order to show its usefulness. The BioModels Database
(Le Novère et al., 2006; Li et al., 2010) comprises a collection of published and curated
SBML models (see 3.4.3). For these models it currently contains neither reference data
nor any settings for the numerical computation (such as, e.g., the step size and the end
time). But for most of the models pre-computed plots of time courses are provided.
While the BioModels Database is not adequate for benchmark tests, it can still be used
to check whether the SBSCL is able to simulate published models containing diverse
features.
The 424 curated models from the BioModels Database (release 23, October 2012)
were simulated with identical settings, which was previously suggested (Bergmann and
Sauro, 2008). Our settings were:
• time interval [0,10],
• Rosenbrock solver as integration routine,
• 10−6 as relative error tolerance,
• 10−12 as absolute error tolerance, and
• a step size of 0.01 time units.
The absolute tolerance had to be changed to 10−10 in order to allow an accurate sim-
ulation for the models number 234 (Tham et al., 2008) and number 339 (Wajima et al.,
2009) from the BioModels Database.
Then the SBSCL was able to solve all curated models without any errors. This shows
the reliability of the library when simulating biochemical models given in SBML.
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5.5.3 Test with two specific models
Next we select two models with diverse features from the BioModels Database in order
to show the capabilities of the SBSCL: model number 206 (Wolf et al., 2000) and model
number 390 (Arnold and Nikoloski, 2011).
The model by Wolf et al. describes glycolytic oscillations observed in yeast cells.
It contains eleven reactions and nine reactive species. The simulated time courses for
the concentrations of 3-phosphogylcerate, ATP, glucose, glyceraldhyde 3-phosphate, and
NAD+ are shown in Figure 5.7. After approximately 15 s of only small concentration
changes, the concentrations of all metabolites start to oscillate rhythmically. The dynam-
ics of selected reaction velocities over time are displayed in Figure 5.7B.
Arnold and Nikoloski compared several models describing the Calvin-Benson cycle
and created a consensus model from them (Arnold and Nikoloski, 2011). This model
contains eleven species, six reactions, and one assignment rule. All kinetic equations
in the model comprise the calling of function definitions. The simulation results for the
species ribulose-1,5-bisphosphate, ATP, and ADP are shown in Figure 5.8. The SBSCL
can again reproduce the figures provided by the BioModels Database.
5.6 Comparison to existing simulation implementations
for SBML
Several other tools enable simulation of SBML models and are listed in the SBML soft-
ware matrix (Bergmann et al., 2012). From those programs we chose those fulfilling the
following criteria for comparison with our library:
• The last update of the tool was released after the final release of the SBML Level 3
Version 1 Core specification, i.e., after October 6th 2010.
• The program supports SBML Level 3.
• The software is open-source.
• The program is not dependent on commercial products not freely available (such
as MATLAB or Mathematica).
The following tools were selected:
• BioUML (Kolpakov et al., 2011),
• COPASI (Hoops et al., 2006),
• iBioSim (Myers et al., 2009),
• JSim (Raymond et al., 2003),
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Figure 5.8: Simulation of the Calvin-Benson cycle. The Systems Biology Simulation Core Li-
brary was used to solve model number 390 from the BioModels Database (Le Novère et al.,
2006; Li et al., 2010; Arnold and Nikoloski, 2011). The concentration dynamics of ribulose 1,5-
bisphosphate, which is a key metabolite for CO2 fixation in the reaction catalyzed by ribulose-
1,5-bisphosphate carboxylase oxygenase (RuBisCO), as well as those of ATP and ADP during
the first 35 s of the photosynthesis are shown in the figure. Simulation was possible using Euler’s
method (KiSAO term 30, Press et al. (1993)) with 200 integration steps.
• LibSBMLSim (Takizawa et al., 2013), and
• VCell (Moraru et al., 2008; Resasco et al., 2012).
The comparison of these programs with the most recent versions is given in Table
5.2. Benchmark tests with respect to the SBML Test Suite (Keating et al., 2013) are
also summarized for most of the compared SBML simulation tools in the continuously
updated SBML Test Suite Database (Bergmann, 2013).
Not all the compared programs have their main focus on solving ODE systems. iBioSim,
e.g., is especially dedicated to the stochastic analysis of SBML (Madsen et al., 2012).
For some tools, such as VCell or COPASI, SBML is not the native format.
Direct access to their application programming interfaces (API) is provided by most
programs. COPASI, LibSBMLSim, and the Systems Biology Simulation Core Library
are specially designed for the use as a solver backend. iBioSim can be executed via
a script, e.g., for batch processing of several models (illustrated by the checkmark in
brackets in the table).
As of January 2015 only two other tools pass the entire test suite for all SBML levels
and versions: BioUML, which is a program for modeling, simulation, and parameter
fitting, and iBioSim. The simulation library LibSBMLSim, which is written in C, only
supports models given in SBML Level 2 Version 4 and SBML Level 3 (illustrated by the
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checkmark in brackets in the table). COPASI is widely used due to its low running time.
However, algebraic rules and fast reactions are not supported by COPASI, whereas events
are generally supported, but this support does not involve all of the current constructs
(also illustrated by the checkmark in brackets).
Therefore, the Systems Biology Simulation Core Library is the only API simulation
library supporting all SBML elements.
5.7 Limitations of the algorithm and the library
The precise timing of events during model simulation is one key part of the derived
algorithm. This was achieved by modifying the Rosenbrock solver. However, the precise
event timing comes with a significant increase in running time when events are triggered
repeatedly within small time intervals, e.g., every 10−3 time units. This behavior can be
observed in the BioModels Database model number 408 (Hettling and van Beek, 2011),
which comprises three events. A solver other than Rosenbrock can be chosen when the
precise timing of events is not important and the ODE system is not stiff.
Rosenbrock’s method was specially designed for solving stiff ODE systems and is
therefore the method of choice in the Systems Biology Simulation Core Library for solv-
ing such systems. However, our experiments indicate that the Rosenbrock solver is some-
times inefficient for solving non-stiff ODE systems compared to other solvers. For large
models this can cause an increased simulation time. An example for this phenomenon
is the simulation of model number 235 of the BioModels Database, which comprises
622 species, that participate in 778 reactions and are distributed across three compart-
ments (Kühn et al., 2009). Changing the relative and absolute tolerance is sometimes
helpful, but for some systems the running time of Rosenbrock’s method is still limited.
A similar behavior can be seen for some other integration methods: The Runge-Kutta-
Fehlberg method (Fehlberg, 1970) (KiSAO term 86) included in iBioSim also shows a
high running time concerning the BioModels Database model number 235.
Some ODE solvers are more advanced than those by Runge-Kutta-Fehlberg and Rosen-
brock. CVODE from SUNDIALS (Hindmarsh et al., 2005) can, e.g., adapt to both
non-stiff and stiff ODE systems. Therefore, the SUNDIALS library, which is incorpo-
rated into BioUML, can simulate complicated ODE systems better than the Rosenbrock
solver. However, this library is not available under the LGPL and no open-source ver-
sion of this solver has been implemented in Java. Therefore, we did not use the CVODE
solver in our library.
The processing of algebraic rules is a major problem when simulating SBML mod-
els. Several tools do not support this element (see Table 5.2). The variable by which
to solve an algebraic rule can be determined via bipartite matching (Hopcroft and Karp,
1973). However, the transformation of such a rule into an assignment rule (i.e., solving
the rule by the respective variable) involves symbolic computation and is in some cases
not possible. While our algorithm supports all algebraic rules occuring in the models of
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the SBML Test Suite and the BioModels Database, it is therefore possible to construct
SBML models with algebraic rules that are not simulated correctly with the algorithm. If
an equation cannot be solved by the free variable, an alternative idea is the identification
of the value of the variable with nested intervals. But this would lead to a significantly
higher running time, as recomputation of the nested intervals would be required at every
time point during simulation. In contrast to that, the transformation approach processes
each algebraic rule only once during the initialization step of the algorithm. The compu-
tation of the value of the respective assignment rule done at every time point is then not
very time-consuming.
If a model contains small and fast subsystems, our algorithm processes both subsys-
tems alternatingly. For the fast subsystem a steady state is computed after each sim-
ulation step in the slow subsystem. As this steady state determination can involve an
arbitrary long simulation, the simulation times of such models are often long. In our ap-
proach we found settings that led to an adequate compromise between running time and
simulation accuracy for the tested models. However, this is not necessarily applicable to
all models involving different time scales.
5.8 Summary and conclusions
In the work described in this chapter we first explained SBML models mathematically
and afterwards derived an algorithm for an efficient simulation of these models. An
important design feature of the algorithm is the separation of SBML interpretation and
numerical integration, which is why combination of the algorithm with additional nu-
merical integration methods is easy. The Rosenbrock solver is the universal simulation
method that can deal with stiff differential equation systems and precisely solve models
containing diverse SBML elements.
We implemented the algorithm in the Systems Biology Simulation Core Library, which
is an efficient Java API for the simulation of differential equation systems used in sys-
tems biology. Integration of the library into larger applications is straightforward. Since
version 4.2 it is, e.g., integrated into CellDesigner (Funahashi et al., 2003), which is an
editor for biochemical models. SBMLsimulator (Dörr et al., 2014), which is described in
the following chapter, comprises a convenient graphical user interface for the simulation
and optimization of SBML models and uses the SBSCL as a computational backend.
In order to support further model formats like, e.g., CellML, it suffices to implement a
suitable interpreter class. The support of SED-ML by the SBSCL facilitates exchange
and reproduction of simulation experiments conducted with this library.
SBML enables adding additional model features by specifying extension packages
since Level 3. Those extension packages comprise the graphical representation (Gauges
et al., 2006), the description of qualitative networks (Chaouiya et al., 2013a), and many
more. The algorithm shown here is dedicated to processing the core elements of SBML.
For the different SBML packages separate interpretation algorithms are necessary.
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Therefore, further work on the Systems Biology Simulation Core Library can include
implementing interpreters for SBML extension packages. As previously discussed, the
support for CellML and the inclusion of further numerical integration routines are other
possibilities for improving the capabilities of the library.
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Chapter 6
Simulation and parameter estimation
of SBML models with SBMLsimulator
In the previous chapter the Systems Biology Simulation Core Library was introduced.
While it supports simulation of SBML models, the results cannot be displayed graphi-
cally. Such a graphical presentation of results often helps to understand the properties
of a biological system very quickly. Another important task in systems biology is the
estimation of unknown model parameters (see 3.4.4). In order to enable simulation with
a graphical display of the simulation results as well as parameter estimation for SBML
models, SBMLsimulator has been developed. It contains the SBSCL for simulation as
well as EvA2 (Kronfeld et al., 2010; Becker and Kronfeld, 2014) for parameter estima-
tion (see 3.1.2). This chapter, which is mainly based on Dörr et al. (2014), describes
SBMLsimulator.
6.1 Important features of SBMLsimulator compared to
other tools
For simulation and parameter estimation of biochemical models many programs are
available including AMIGO (Balsa-Canto and Banga, 2011), SBToolbox2, (Schmidt and
Jirstrand, 2006), COPASI (Hoops et al., 2006), and Potters-Wheel (Maiwald and Tim-
mer, 2008). SBMLsimulator is an easily usable parameter estimation tool that as one of
very few tools fully supports SBML for all levels and versions (due to the integration of
the Systems Biology Simulation Core Library). Software tools that cannot interpret all
SBML elements can have a smaller running time for some models. However, they do not
guarantee that all SBML models are simulated correctly.
The important features of SBMLsimulator are:
• It is platform-independent.
• It is open-source.
• It is independent of commercial software.
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• It provides full support of SBML.
• Its graphical user interface was specially designed for easy usability.
6.2 Implementation
SBMLsimulator contains two libraries within one tool. Therefore, it comprises all the
optimization algorithms provided by EvA2 (Kronfeld et al., 2010; Becker and Kronfeld,
2014) and the modeling languages (currently only SBML, but possibly more languages
in the future) and ODE solvers incorporated into the SBSCL. The modular design of
SBMLsimulator enables easy exchange of both libraries. SBMLsimulator thus prof-
its from improvements of these libraries. While the SBSCL already supports SBML
completely and contains several ODE solvers, interpreters for more modeling formats
and additional solvers may be added in the future (compare 5.8). Many nature-inspired
heuristic optimization algorithms are contained in EvA2 (see 3.1.2) and this selection
can also be extended in further versions of the toolbox.
6.2.1 Integration of SBSCL and EvA2
Simulation of a model in SBMLsimulator is conducted with the help of the SBSCL
(Keller et al., 2013). The SBSCL outputs the simulation results with a MultiTable
object (see 5.4.1), which is read by SBMLsimulator in order to plot the time course of
the model’s variables.
For the heuristic optimization routines provided by EvA2 a fitness function is nec-
essary (see 3.4.4). Given a set of parameter values and experimental data, this fitness
function returns a value to EvA2. This value represents the distance between the simu-
lation output with the current set of parameters and the experimental data. The fitness
function is thus a measure for how well a given set of parameters reproduces the exper-
imental data. Both the simulation results and the distance of simulated to experimental
data are computed by the SBSCL. The parameters of the model are optimized by EvA2
with respect to the fitness function. This means that EvA2 tries to find a parameter set
leading to the smallest possible deviation of simulation results and experimental data.
Optimization targets and search intervals need to be defined by the user prior to a param-
eter estimation.
6.3 Program details
SBMLsimulator can be used on every platform for which a Java Virtual Machine is
available. The graphical user interface (GUI) enables presentation of the simulation
curves for model elements, which the user can choose. During a parameter estimation
with EvA2, the current best simulation results are displayed in the GUI. Besides running
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a GUI, SBMLsimulator can also be started in command-line mode, which is especially
dedicated to facilitate running large optimization tasks on a cluster.
6.3.1 The graphical user interface of SBMLsimulator
The graphical user interface (see Figure 6.1) contains several sub-windows for the dis-
play of simulation results and for settings which the user can change: SBMLsimulator
enables choosing the numerical solver as well as setting the start point, end point, and
the step size of a simulation at the lower part of the GUI. Some integration routines (e.g.,
Rosenbrock’s solver) are based on a fixed error tolerance, which can be specified under
Edit/Preferences. Different quality functions for computing the distance between simu-
lated and experimental data are provided by SBMLsimulator (also in the lower part of
the GUI). In the upper left part of the window the model quantities to be plotted can
be chosen. SBMLsimulator allows the user to change initial values of species as well
as parameter and compartment values in the middle left part of the window. Once the
simulation button is clicked, simulation is started with the chosen settings.
Import of experimental data is facilitated by a dedicated dialog. The most intuitive
mapping of columns in the data to model quantities is suggested by SBMLsimulator.
The user can approve this suggestion or change the mapping for certain columns. After
uploading the experimental data, they are plotted together with the simulation results
(see right part of Figure 6.1). This enables a straightforward comparison of simulated
and experimental data. The distance of loaded experimental data to the simulated data is
computed after a simulation and displayed at the bottom of the GUI.
The main window of SBMLsimulator (with the name "Simulation") is dedicated to the
display of the simulation results and the modification of simulation settings. In addition
to this window, there are windows for displaying the simulation data ("Computed data")
as well as the experimental data ("Experimental data") in table form. Another window
enables the user to see the structure of the model ("Model").
Experimental data are not only used for comparison to simulation results. Addition-
ally, a parameter estimation with respect to the data can be started once experimental
data have been imported into SBMLsimulator. The parameters to be estimated and their
ranges need to be set by the user in a dedicated window or via importing a text file
which contains the required information. Afterwards, the type of evolutionary algorithm
is chosen, which can also involve changing specific settings of the method in EvA2.
When SBMLsimulator has finished processing a generation of parameter sets during
optimization, the current best simulation curves and the experimental data are plotted.
Such an intermediate result is displayed in Figure 6.1. The user can thus follow the
decrease of the distance between simulated and experimental data.
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Figure 6.1: The graphical user interface (GUI) of SBMLsimulator. The main window of SBML-
simulator after importing a model describing atorvastatin biotransformation (Bucher et al., 2011)
is displayed in this figure. The user can change initial quantities (middle left part of window)
and decide which quantities are to be plotted (upper left). In addition, settings for simulation,
such as the integration routine, the simulation start and end time, the simulation step size, and
the quality function for comparing the simulated data to experimental data, can be defined at the
bottom of the window. The window contains several buttons below the menu bar, which can be,
e.g., used to start a simulation or a parameter estimation with EvA2. In the right part of the figure
an intermediate solution of such a parameter estimation is shown. The experimental values (in
this case articifial values) are shown as shapes and the simulated values with the current set of
parameters are presented as curves. Here EvA2 already found a parameter set leading to a small
deviation between experimental and simulated data.
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6.3.2 The command-line mode for running time-consuming jobs on
a cluster
For each fitness evaluation during parameter estimation a simulation is necessary, which
is why the whole optimization process in EvA2 can take several hours or days for some
models. The running time of a parameter estimation is thus heavily influenced by the
time needed for conducting a single simulation. Parameter estimations with long running
times will often be performed in the command-line mode instead of using the GUI-
mode in which SBMLsimulator is started by default. The command-line mode facilitates
running time-consuming parameter estimation tasks on a computer cluster. Such tasks
are usually conducted multiple times, which is another reason for transferring them to a
cluster. The repetition of a parameter estimation is advisable, as an optimization run can
get stuck in a local optimum of the fitness function. Furthermore, with multiple runs of
a parameter estimation one can assess whether the estimated quantities are identifiable
(Schilling et al., 2009). This has already been explained at the beginning of this thesis
(see 3.4.5).
6.4 Example for using SBMLsimulator as a proof of
concept
We estimated the parameters of a model explaining the biotransformation of atorvastatin
(Bucher et al., 2011) in order to demonstrate the usefulness of SBMLsimulator. The
model is stored in the BioModels Database (Chelliah et al., 2013) under the accession
number BIOMD0000000328. First, an artificial data set was created by simulating the
model with the start and end time described in the publication. The simulated data were
saved and the values at time points similar to those used in the publication were extracted.
After the created data set had been read by SBMLsimulator, optimization with EvA2 was
started with respect to this data set using differential evolution (Storn and Price, 1997).
This optimization involved estimating the same parameters as in the publication, with
the intervals given in Table 6.1.
SBMLsimulator enables to define separate parameter intervals for their random initial-
ization (minimum/maximum initial value) and for the following optimization procedure
(minimum/maximum value). Here the same intervals were chosen for both cases. Sim-
ulation was performed with the Rosenbrock solver (Press et al., 1993) and an absolute
error tolerance of 10−12 as well as a relative error tolerance of 10−6, because this method
can solve stiff differential equation systems. The relative squared error (RSE), which has
been suggested previously (Dräger et al., 2009; Dräger, 2011), was used as quality func-
tion. As the exact definition of the RSE will be more relevant in the next chapter, it will
be provided there.
The parameters of the atorvastatin biotransformation model were estimated 100 times
on a computer cluster. In order to exclude parameter estimations stuck in a local op-
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Figure 6.2: Distribution of parameters estimated with SBMLsimulator. SBMLsimulator was used
to run 100 parameter estimations for the atorvastatin biotransformation model (Bucher et al.,
2011) on a computer cluster. Shown here is the distribution of the 50 estimations with the best fit-
ness values. The estimated values were divided by the original parameter values prior to plotting
for the sake of their standardization. The plot demonstrates that all parameters were estimated
closely around their original values. The figure has been created with the R software package (R
Development Core Team, 2011).
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timum of the fitness function, the 50 % of the estimated parameter sets with the best
fits were extracted from all resulting parameter sets. The distributions of the parame-
ters were then plotted based on these extracted parameter sets (see Figure 6.2). A high
standard deviation for the estimates of some parameter would have suggested that this
parameter could not be identified. However, for all estimated parameter values the stan-
dard deviation was low, which demonstrates that SBMLsimulator was able to identify
all parameters. These results demonstrate that the linkage of parameter estimation and
simulation in SBMLsimulator works well.
6.5 Summary and conclusions
SBMLsimulator is a platform-independent program for simulation and parameter esti-
mation of biochemical models, which completely supports the SBML standard. Two
powerful toolboxes are combined in one graphical interface: the SBSCL for simulation
and the optimization framework EvA2 for estimation of parameter values. SBMLsim-
ulator can be used for manual exploration of parameter space (by changing parameter
values in the GUI) and for automatic calibration of large biochemical models with opti-
mization routines. By modifying individual parameters manually the user possibly gets
new insight into the behavior of a model. With its command-line mode SBMLsimulator
enables transferring time-consuming optimizations to a computer cluster, which often
involves running a parameter estimation multiple times in parallel. A small parameter
estimation study with repeated optimizations was done based on a published model. The
capability of SBMLsimulator to identify parameters was thus demonstrated.
Future versions of SBMLsimulator could include the option to perform a parameter
estimation in log-scale. This can be advantageous, because the parameters are often of
different magnitudes (Raue et al., 2013). The following chapter describes a parameter
estimation study involving a beta version of SBMLsimulator which already enables such
a log-scale parameter estimation.
SBMLsimulator should also be able to simulate models of a format different from
SBML, such as CellML (Cooling, 2010). This has already been discussed for the SBSCL
(see 5.8). Once the SBSCL is extended with CellML support, after some small modifi-
cations SBMLsimulator will be able to simulate models in CellML like the CellMLSim-
ulator (Nickerson et al., 2008).
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Investigating the influence of
experimental noise on parameter
estimation
In the last chapter parameter estimation with SBMLsimulator was successfully tested
based on time-resolved artificial data. These data, which were extracted from model
simulation results and therefore perfect, were adequate for demonstrating the capabilities
of SBMLsimulator. However, such perfect data is far from realistic and the quality of
experimental data can differ a lot. Besides the measured time points, this quality depends
on the magnitude of experimental noise in the data, which might hamper estimation of
unknown parameters. This leads to the question what variance in the data is tolerable
for available biochemical models, such that an acceptable parameter estimation is still
possible. This chapter therefore describes a study investigating the influence of noise
on parameter estimation with a beta version of SBMLsimulator supporting parameter
estimation in log-scale.
7.1 Uncertainty analysis and noise addition to data
When estimating parameters with noisy data, one is not only interested in the concrete
parameter values, but also in the reliability of the estimated parameters. Some parame-
ters may not be identifiable due to the model structure or the data available for parameter
estimation. Methods for investigating this parameter identifiability have already been
described at the beginning of this thesis (see 3.4.5). Related to identifiability testing is
the uncertainty analysis, which involves the determination of confidence intervals for
parameters. Different methods have been suggested for obtaining confidence intervals
(Rodriguez-Fernandez et al., 2006; Joshi et al., 2006; Kirk and Stumpf, 2009). The
approach by Rodriguez-Fernandez et al. is based on the computation of the Fisher in-
formation matrix. In contrast to that, the other two methods involve bootstrapping of
the experimental data and repeated parameter estimation with the bootstrapped data sets.
The method by Kirk et al. also comprises Gaussian regression of the experimental data.
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Repeated addition of noise to experimental data before parameter estimation is a key
principle of both latter approaches.
Furthermore, in systems biology studies noise is often added to artificial data (e.g.,
Guillén-Gosálbez et al. (2013)). In a small study with noisy artificial data different
fitness functions were compared for a small toy model (Raue et al., 2013). Here we
conducted a large study involving parameter estimation based on data which contained
different magnitudes of noise. Three already published models of different sizes from
the BioModels Database (Le Novère et al., 2006; Li et al., 2010) were included in this
work.
7.2 Data creation for the parameter estimation study
Perfect data were created by simulating the models with the known parameters. From
the obtained simulation data we extracted the respective data points which were also
contained in the original experimental data used by the model creators. The included
quantities and time points of our artificial data are thus similar to those in the data which
the model creators applied for parameter estimation. We added noise to the perfect data
in order to create data sets resembling real experimental data.
For the study an assumption was that the experimental noise was normally distributed,
which was also assumed in similar studies (Kirk and Stumpf, 2009):
xm(q, t) = x(q, t)+ ε(q, t), ε(q, t)∼ N(0,σ2(q, t)) (7.1)
From a perfect data point x(q, t) with the value of a quantity q determined at time point
t we thus created a noisy data point xm(q, t) by adding a value drawn from a normal dis-
tribution with mean 0 and variance σ2(q, t). Kirk and Stumpf assumed that the variance
was independent of x (Kirk and Stumpf, 2009). In contrast to that, our study addresses
the more general case, in which the variance can be dependent on x. Therefore, we as-
sumed that the standard deviation (i.e., the square root of the variance) for a specific data
point was a certain proportion of the value of that point. It could then be derived by
multiplying the value with a specific factor f (q):
σ(q, t) = f (q) · x(q, t) (7.2)
The noise added to a perfect data point is thus relative noise.
For setting of f (q) of a quantity q we drew a value from [0.5pmean,1.5pmean], where
pmean was a fixed mean factor (e.g., 5%). We thus obtained random factors for each
quantity around the fixed mean factor. With those different factors we took into account
that the variability of certain quantities is often greater than that of others. Experimental
replicates, which usually exist in experimental data, were created by repeating the pro-
cedure of adding noise to perfect data with the same values f (q) for each quantity. The
creation of the noisy data sets involved random steps (i.e., the setting of f (q) and the
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drawing from a normal distribution), which is why this step was repeated 20 times. A
higher number of repetitions would have been preferable, but was infeasible due to the
long running times of the parameter estimations.
7.3 Models used for analysis
Parameter estimations were conducted with three different models. The same quantities
as in the publications were estimated. Some quantity ranges were not given or had to be
adapted for our study (see below).
As already mentioned, the time points for the artificial data sets were chosen similar
to those in the respective publications. A special case is time point 0, because values
from this time point can be extracted from the data and taken as initial species values
for simulation of the model. In the atorvastatin biotransformation model this was done
for two of the species by the model creators. The other initial species values in the
three models were not extracted from the experimental data. They were instead based on
specific assumptions (e.g., the value being 0 at the beginning) or estimated together with
the other quantities. Values of 0 in the simulated data arising from such an assumption
are difficult to handle for our noise addition procedure, as it is based on multiplication
of a data point with a factor f (q) (see Equation (7.2)). For simplicity, we thus did not
include time point 0 in the data for the ERK signaling and the Epo receptor model.
When processing the atorvastatin biotransformation model, the initial values of the two
mentioned species were estimated around the respective values in the data at time point
0 (see below). The data for time point 0 were then excluded from the computation of the
fitness values.
7.3.1 Epo receptor model
The model describes information processing at the erythropoetin (Epo) receptor (Becker
et al., 2010). In the BioModels Database it is stored under the identifier BIOMD0000000271.
8 reactions, 6 species, and 8 kinetic parameters are contained in the model.
The data used for parameter estimation comprised measurements of three quantities,
two of which were sums of specific species values (Epo_medium, Epo_cell) and one
was a direct species value (Epo_EpoR). 10, 30, 60, 120, 180, 240, and 300 minutes were
the time points included in the data.
Prior to estimation the parameter Bmax was fixed by the model creators. The param-
eter koff depends on kon, which is why it was not estimated, but calculated based on
the estimated value for kon. Some other parameter (kt) was determined by the model
creators using an auxiliary model. In our study we therefore considered this parameter
as fixed. 6 quantities (5 parameters and the initial value of the species Epo) to estimate
remained and their ranges could be taken from the publication (see Table 7.1).
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Table 7.1: The table contains the estimated quantities and their ranges for the Epo receptor model
(Becker et al., 2010).
Quantity Minimum value Maximum value
kon 10−7 1000
ke 10−7 1000
kex 10−7 1000
kdi 10−7 1000
kde 10−7 1000
Epo (initial value) 1890 2310
7.3.2 Atorvastatin biotransformation model
The biotransformation of the drug atorvastatin in human hepatocytes is described by this
model (Bucher et al., 2011), which was already used in the previous chapter (see 6.4).
In the BioModels Database the model is stored with the identifier BIOMD0000000328.
This model contains some changes compared to the model described in the publication,
such as renaming of parameters. Here the model available at the BioModels Database,
which comprises 29 reactions, 18 species, and 30 parameters, was used.
Measurements for 12 of the model species (AS_m, ASL_m, ASoOH_m, ASLpOH_m,
ASpOH_m, ASLoOH_m, AS_c, ASL_c, ASpOH_c, ASoOH_c, ASLpOH_c, ASLoOH_c) were
contained in the data. An initial value of 0 was assumed by the model creators for
all but two of the species (AS_m, ASL_m). For AS_m and ASL_m we extracted in each
estimation run the values at time point 0 from the corresponding data (only one value
in the case of non-replicative data). The initial values of the two species were then
estimated between 90% of the minimum extracted value and 110% of the respective
maximum value (compare discussion at the beginning of this section). The time points
in the data were: 0 (only for AS_m and ASL_m), 10, 30, 60, 120, 180, 240, 300, 360, 480,
and 600 minutes. Calculation of the fitness function for a solution during the estimation
procedure was done based on the data of all 12 measured species at the time points
different from 0. In contrast to that, the data points at time point 0 for AS_m and ASL_m
were used for deriving the estimation ranges of their initial values (see above).
Several quantities were fixed by the model creators before estimation. The estimation
ranges of the remaining 21 quantities (see Table 7.2), all of them kinetic parameters,
were not given in the publication. We therefore set these ranges such that the estimation
procedure was reliably able to identify the global optimum: For all quantities a range of
[10−4,100] was applied during estimation. The chosen ranges were thus different from
those in the previous chapter (compare Table 6.1), as a logarithmic parameter space could
be used in this study.
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Table 7.2: The table comprises the estimated quantities for the atorvastatin biotransformation
model (Bucher et al., 2011) and short identifiers for these quantities.
Quantity Short identifier
Import_ASLpOH_k P1
Import_ASLoOH_k P2
Import_ASL_k P3
Import_ASpOH_k P4
Export_ASLpOH_k P5
Export_ASLoOH_k P6
Export_ASoOH_k P7
Export_AS_k P8
Export_ASL_k P9
Import_AS_k P10
Import_ASoOH_k P11
Export_ASpOH_k P12
CYP3A4_ASoOH_Vmax P13
CYP3A4_ASLpOH_Vmax P14
CYP3A4_ASLoOH_Vmax P15
CYP3A4_ASpOH_Vmax P16
UGT1A3_AS_Vmax P17
k_PON_OH_c P18
k_PON_ASL_c P19
fu_AS P20
fu_ASL P21
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7.3.3 ERK signaling model
This model describes the Epo induced ERK (extracellular signal-regulated kinase) sig-
naling cascade (Schilling et al., 2009). It is available in the BioModels Database (model
identifier BIOMD0000000270) and contains 42 reactions, 32 species, 24 parameters, 5
scaling factors, and 4 constraints.
Measurements of 8 quantities (rescaled_pEpoR, rescaled_ppMEK1,
rescaled_ppMEK2, rescaled_ppERK1, rescaled_ppERK2, rescaled_pJAK2,
rescaled_pSOS, rescaled_mSOS_SOS) were contained in the data. All of those quanti-
ties are derived in the model by multiplying a scaling factor with a certain species value.
The following time points were included in the data: 0.5, 1, 1.5, 2, 3, 4, 5, 6, 7.5, 9, 10.5,
12, 13.5, 15, 16.5, 18, 20, 22, 25, 28, 31, 35, 40, 45, 50, 60, 65, and 70 minutes.
Parameter estimation and following identifiability tests were conducted repeatedly by
the creators of the model. Dependent quantities were fixed to values producing the best
fit after each round of such tests. Of the remaining 21 quantities to estimate, 17 were
parameters, 3 were scaling factors and one was the initial concentration of species SOS.
We took the ranges of the scaling factors and of the initial concentration from the publi-
cation. Estimation with the perfect data got frequently stuck in a local optimum, which
is why the parameter ranges were narrowed compared to those in the publication (see Ta-
ble 7.3). The global optimum could then be reliably reached by the estimation procedure
without raising the number of estimation repetitions or the number of fitness evaluations,
which both would have consumed much more running time.
7.4 Settings for optimization
We used a beta version of SBMLsimulator (Dörr et al., 2014) for simulation and param-
eter estimation. In addition to the version of SBMLsimulator described in the previous
chapter, a logarithmic parameter space can be selected in this beta version. This logarith-
mic parameter space was previously suggested (Raue et al., 2013) and proved effective
for our study. Rosenbrock’s solver (Press et al., 1993) with absolute tolerance 10−12 and
relative tolerance 10−6 was chosen as integration routine.
The performance of several heuristic optimization methods when estimating the pa-
rameters of a metabolic network was compared by Dräger et al. (2009). One of the
best performing methods was differential evolution (Storn, 1996; Storn and Price, 1997),
which has been explained at the beginning of the thesis (see 3.1.3). This method was
used with its standard settings in EvA2 (F = 0.8, CR = 0.6, λ = 0.6, population size of
50, DE type: DE/current-to-best) for the whole study.
There is no guarantee that evolutionary algorithms always find the globally optimal so-
lution. They get instead sometimes stuck in a local optimum. Estimation for each data set
(or combination of replicative data sets, respectively) was thus repeated 10 times when
optimizing the Epo receptor and the ERK signaling model and 20 times when optimizing
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Table 7.3: The table displays the estimated quantities, their ranges, and short quantity identifiers
for the ERK signaling model (Schilling et al., 2009).
Quantity Short identi-
fier
Minimum
value
Maximum
value
JAK2_phosphorylation_by_Epo P1 10−3 1
SHP1_activation_by_pEpoR P2 10−3 1
actSHP1_deactivation P3 10−3 1
pJAK2_dephosphorylation_by_actSHP1 P4 10−3 1
SOS_recruitment_by_pEpoR P5 10−3 1
mSOS_induced_Raf_phosphorylation P6 10−3 1
pRaf_dephosphorylation P7 10−3 1
First_MEK_dephosphorylation P8 10−3 1
pSOS_dephosphorylation P9 10−3 1
pEpoR_dephosphorylation_by_actSHP1 P10 10−3 10
First_MEK2_phosphorylation_by_pRaf P11 10−3 10
First_ERK2_phosphorylation_by_ppMEK P12 10−3 10
Second_ERK_dephosphorylation P13 10−3 10
mSOS_release_from_membrane P14 10−3 100
Second_ERK1_phosphorylation_by_ppMEK P15 10−3 100
First_ERK_dephosphorylation P16 10−3 100
Second_MEK1_phosphorylation_by_pRaf P17 10−3 1000
SOS (initial value) P18 0.1 100
scale_pEpoR P19 0.01 50
scale_pJAK2 P20 0.01 50
scale_ppERK P21 0.01 50
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the atorvastatin biotransformation model. The higher number of repetitions for the last
model is due to the fact that finding the global optimum appeared more difficult here than
for the other two models. For further analysis we extracted the solution yielding the best
fitness values from all 10 (or 20) quantity sets resulting from optimization.
In addition to the described settings, the number of fitness evaluations for an estimation
run was fixed to 150,000 for the Epo receptor and the ERK signaling model and 200,000
for the atorvastatin biotransformation model. Then differential evolution was always
able to identify the global optimum (i.e., a solution with a low deviation to the known
real quantity values) with respect to perfect data.
7.5 Fitness functions and estimation constraints
Parameter estimation was run with different fitness functions depending on whether
replicative or non-replicative data sets were used. All applied fitness functions are pre-
sented in this section. For the ERK signaling model constraints were given, which is
why we first explain how to incorporate constraints into the fitness function.
Quantity estimation for the ERK signaling model involved constraints given in the
following form:
max(q1)
max(q2)
= v (7.3)
This means that the fraction between the maximum values of two model quantities q1
and q2 should have the value v. Similar to the approach of the model creators, we added
the following term to the fitness function:(
max(q1)
max(q2)
− v
)2
(7.4)
For non-replicative data the relative squared error (RSE) was used as fitness function,
which was suggested, e.g., by Dräger et al. (2009). The definition of the RSE is as
follows:
ERSE = ∑
q∈Q
∑
t∈T
(
xpred(q, t)− xm(q, t)
xm(q, t)
)2
(7.5)
xpred(q, t) represents the simulated value for quantity q at time point t, while xm(q, t) is
the respective measured value.
In the previous formula we assumed that the data only contained one replicate of each
data point. The RSE for data comprising n replicates can be calculated by summing up
the RSE for each replicative data set and dividing by the number of replicates afterwards:
ERSE,n =
∑ni=1∑q∈Q∑t∈T
(
xpred(q,t)−xm(q,t,i)
xm(q,t,i)
)2
n
(7.6)
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xm(q, t, i) is the measured value for quantity q at time point t in the replicate i. The
division by the number of replicates n is included in the formula in order to have a
similar influence of constraints for different values of n. In our study n was always 3 for
the replicative data, which is common in experimental measurements.
Instead of just computing the distance of the simulated data to each replicative data set,
one can also include the standard deviation of the data into the fitness function, which
was suggested, e.g., by Raue et al. (2013) and Vanlier et al. (2013). Then a data point
with a high standard deviation contributes less to the fitness. In our study the variance
depends on the data, which is why the formula is as follows:
ESD,n =
∑ni=1∑q∈Q∑t∈T
(
xpred(q,t)−xm(q,t,i)
σ(q,t)
)2
n
(7.7)
This equation only differs from Equation (7.6) in the division by the standard deviation
σ of a data point instead of its value. A division by the number of replicates n is also
included here because of a possible addition of terms for constraints. We multiply those
added constraint terms with the factor 20 in order to give them a weight more similar
to that for the other fitness functions which do not involve a division by the standard
deviation.
Instead of computing the variances (or the standard deviations) from the data, they can
also be estimated, as suggested by Raue et al. (2013) and Vanlier et al. (2013). Here
we calculated the standard deviations based on just three data points (i.e., the number of
replicates). Therefore, the value of the fitness function is possibly very sensitive to noise
in the data. An estimation of the factors f (q) contained in Equation (7.2) together with
the estimated quantities could circumvent this problem.
Similar to Vanlier et al. we determine the probability density for observing the mea-
surement data given the estimated quantities. To this end, a key assumption is indepen-
dent additive Gaussian noise in the data. In contrast to Vanlier et al., the variance in
our study is specific for each metabolite q and time point t. With those assumptions the
probability density of the measured data xm comprising n replicates given the parameters
θ is computed as:
p(xm|θ) =
n
∏
i=1
∏
q∈Q
∏
t∈T
p(xm(q, t, i),θ) (7.8)
=
1
∏q∈Q∏t∈T
(√
2piσ(q, t)
)n e−∑ni=1∑q∈Q∑t∈T
(
xpred(q,t)−xm(q,t,i)√
2σ(q,t)
)2
(7.9)
Maximizing this likelihood is equivalent to minimizing the negative logarithm of the
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likelihood. This leads to the following formula:
−2ln(p(xm|θ)) = ∑
q∈Q
∑
t∈T
n · ln(2pi(σ(q, t))2)+
n
∑
i=1
∑
q∈Q
∑
t∈T
(
xpred(q, t)− xm(q, t, i)
σ(q, t)
)2
(7.10)
With the assumption for the standard deviations (Equation (7.2)) and including the divi-
sion by the number of replicates n, we obtain this equation:
EML,n =
∑q∈Q∑t∈T n · ln(2pi
(
f (q) · x(q, t))2)+∑ni=1∑q∈Q∑t∈T (xpred(q,t)−xm(q,t,i)f (q)·xpred(q,t) )2
n
(7.11)
Added constraint terms are again multiplied by 20, because the formula includes a divi-
sion by the (estimated) standard deviation.
If Equation (7.11) was used as fitness function, the estimation procedure involved ad-
ditional estimation of the factors f (q). In this case these factors were estimated between
10−3 and 0.5.
7.6 Results of optimization with respect to single
artificial data sets
Applying the procedure described in Section 7.2, we created 20 data sets for each of the
three models and for different magnitudes of relative noise (no noise, 5%, 10%, 15%,
and 20% noise).
In the absence of experimental noise, the estimated values of all unknown quantities
of the Epo receptor model were very accurate (see Figure 7.1). With a mean noise of
5% the quantities were estimated within ± 30% of the real values, which is acceptable.
When increasing the noise to 10%, with one exception (for parameter kex) the estimation
results were still within± 50% of the real values. The occurence of such an outlier could
also mean that the global optimum of the fitness function was not found for the respective
data set. When the noise was further increased to 15%, kex became clearly unidentifiable
(i.e., the respective interval of the estimation results spread to ± 100% of the real value).
One more quantity (kdi) could not be identified with 20% noise.
Regarding the atorvastatin biotransformation model, with perfect data all quantities
could be estimated close to their real values (see Figure 7.2), but increasing the noise to
5% noise already caused a spread of the estimation intervals beyond ± 50% of the real
values for three quantities. Such large intervals were present for two more quantities with
10% noise. A further increase of the noise gave rise to more than half of the quantity
intervals spreading beyond ± 50% of the real values with most of these quantities being
clearly unidentifiable.
The estimation results for the unknown quantities of the ERK signaling model were
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Figure 7.1: Distributions of the estimated quantities of the Epo receptor model with different
magnitudes of noise. The figure shows the distributions of the quantity estimates of the Epo
receptor model for 20 data sets and with different magnitudes of noise. The estimated values
were divided by the original quantity values before plotting. Like all the following figures in
this chapter and in Appendix B the figure has been created with the R software package (R
Development Core Team, 2011).
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Figure 7.2: Distributions of the estimated quantities of the atorvastatin biotransformation model
with different magnitudes of noise. The distributions of the quantity estimates of the atorvastatin
biotransformation model for 20 data sets with different magnitudes of noise are plotted. Short
identifiers are used for the quantities (see Table 7.2). Before plotting the estimated values were
divided by the original quantity values.
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within 15% of the original values in the absence of noise (see Figure 7.3). This deviation,
which is greater than for the other two models, is due to the fact that during estimation
we applied the relative squared error as fitness function for all three models. In contrast
to that, the authors of the model used a χ2 function. The values estimated by us are,
however, still acceptable. With a noise of 5% all quantity intervals were within ± 50%
of the original values. Clear unidentifiability of any quantity was still not present when
the noise was increased to 10%, although up to two outliers occurred for some quanti-
ties with deviations from the real values greater than ± 50%. A further increase of the
noise to 20% led to a larger spread of the quantity estimates. However, compared to the
atorvastatin biotransformation model, which comprises a similar number of unknown
quantities, the intervals of the estimation results were much smaller on average.
7.7 Results of optimization with respect to replicative
data sets
Artificial replicative data sets were created as described in Section 7.2, because biolog-
ical data usually consist of experimental replicates (frequently n = 3). We produced 20
noisy data sets containing three replicates each for the same magnitudes of relative noise
as before (no noise, 5%, 10%, 15% and 20% noise). Estimation with respect to those data
sets was then conducted using the different fitness functions defined in Section 7.5: the
mean relative squared error (Equation (7.6)), the function involving the standard devia-
tion calculated from the data (Equation (7.7)), and the function comprising the estimated
standard deviations (Equation (7.11)). The obtained results were compared to the esti-
mation results with single data sets (see previous section).
Figures 7.4 and 7.5 contain the distributions of the estimated quantities of the Epo
receptor model using the different fitness functions for a noise of 10% and 20%, respec-
tively. The distributions for 5% and 15% noise are given in Appendix B (Figures B.1
and B.2). Estimation with respect to replicative data is clearly advantageous, especially
for higher magnitudes of noise. Compared to the other fitness functions, estimation of
the standard deviations together with the unknown quantities led to intervals of estimated
quantities narrowest around the real values. Using this approach, with 20% noise all but
one of the quantities were estimated within ± 50% of the real values (with the exception
of one outlier). In contrast to that, the estimation results when computing the standard
deviations from the data prior to optimization were not clearly better than the results
when applying the mean relative squared error as fitness function.
Using the atorvastatin biotransformation model, estimation of the standard deviations
together with the parameters yielded clearly better estimation results for 10% and 20%
noise than using the other fitness functions (see Figures 7.6 and 7.7). In contrast to
the results when applying the other fitness functions, the intervals of all but one of the
estimated parameters were within approximately ± 50% of the real values with 10%
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Figure 7.3: Distributions of the estimated quantities of the ERK signaling model with different
magnitudes of noise. The figure shows the distributions of the quantity estimates of the ERK
signaling model for 20 data sets with different magnitudes of noise. Short identifiers are used for
the quantities (see Table 7.3). Prior to plotting the estimated values were divided by the original
quantity values.
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7.8 Summary of the estimation results
noise (except one outlier) when estimating the standard deviations. The same also applies
for estimation with 15% noise (see Figure B.4 in Appendix B). This approach also caused
the ranges of 5 quantities to spread markedly beyond ± 50% of the real values with 20%
noise, whereas at least two more quantities could clearly not be identified when using
the other fitness functions. Calculating the standard deviations from the data prior to
estimation often gave rise to results worse than those obtained when applying the mean
relative squared error as fitness function.
Several outliers occured for two of the fitness functions with 5% noise (see Figure
B.3 in Appendix B). This could be due to all of the optimization runs missing the global
optimum for some data sets. With 5% noise the distribution of only one estimated quan-
tity spread clearly beyond ± 50% when using the mean relative squared error as fitness
function for the replicative data sets. Compared to that, the estimation of the standard
deviations together with the parameters even caused a larger spread here.
For the ERK signaling model estimation of the standard deviations was not distinctly
better than using the mean relative squared error as fitness function with 10% noise (see
Figure 7.8). This was also not the case for 5% and 15% noise (see Figures B.5 and B.6
in Appendix B). The results when estimating the standard deviations with 5% noise were
even slightly worse in comparison to applying the mean relative squared error. In contrast
to that, with 20% noise the first approach yielded clearly better estimation results than the
latter approach. The results when calculating the standard deviations prior to estimation
were worse than those when using the other approaches for all magnitudes of noise.
With 20% noise estimating the standard deviations together with the quantities caused
two quantities to spread clearly beyond ± 50% of the real values. The same approach
led to just one quantity being clearly unidentifiable with 15% noise (see Figure B.6).
7.8 Summary of the estimation results
In the study with 5% noise non-replicative data sets were often sufficient for deriving
good estimates of model parameters. However, the use of replicative data was necessary
in order to obtain good estimation results when the data contained higher noise magni-
tudes. Calculating the standard deviations of the data points before estimation was not
better than applying the mean relative squared error as fitness function. This can be ex-
plained by the poor precision using a small number of replicates. With a higher number
of experimental replicates the situation would probably be improved. A number of repli-
cates much greater than three is, however, often not feasible due to the limited number
of data points that can be measured in many experimental setups.
For data with a mean relative noise of at least 10% estimating the standard deviations
together with the unknown quantities proved advisable. With 5% noise the results apply-
ing that approach were sometimes worse than the results when using the mean relative
squared error. The additional quantities to estimate (i.e., the relative noise of each mea-
sured quantity) presumably complicate the estimation procedure. New local or global
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Chapter 7 Investigating the influence of experimental noise on parameter estimation
optima might occur in the fitness landscape with a low amount of experimental noise.
This effect obviously vanishes with higher noise values.
A quantity contained in one of the models was hard to identify even for 5% noise.
This demonstrates that a small amout of noise can already cause unidentifiability of some
quantities. The estimation results for such quantities need to be treated carefully.
Except for the mentioned quantity and few outliers, estimation of the quantities in the
three models worked well up to 10% noise when using replicative data and estimation
of the standard deviations. Applying that approach with 15% noise one quantity was
unidentifiable in most models. Increasing the noise level to 20% caused unidentifiability
of more quantities. However, the estimation results were still acceptable for most of the
quantities.
7.9 Limitations of the study
An assumption of our study was that the data contained only relative noise (i.e., the
standard deviation of a data point could be obtained by multiplying a quantity-specific
factor by the value of the data point). Some absolute noise independent of the value of the
data point is often also present in experimental data, which is why our assumption may be
too simplifying in some cases. Investigating the influence of absolute and relative noise
in combination (or just absolute noise) on parameter estimation was, however, beyond
the scope of this study and could be the target of further research.
Furthermore, we assumed that the measurement noise followed a normal distribution,
a frequent assumption for biological data. In contrast to that, a log-normal noise distribu-
tion was also assumed previously (Raue et al., 2013) and could lead to results different
from those in our study.
The long running times of parameter estimations is one key problem of studies like
ours. A parameter estimation run took more than a day for the ERK signaling model
with the chosen settings. For the other two models, however, estimation was considerably
faster. In order to enable a parameter estimation study within an acceptable time frame,
one has to run many parameter estimations in parallel. Therefore, multiple cluster nodes
are needed. We only created 20 data sets for each model and magnitude of noise and
conducted few estimation runs for each data set, as the running times for estimation were
long and the capacity of cluster nodes was limited. The present data sets and estimation
results already permitted us to compare the different fitness functions as well as to draw
conclusions about the effect of measurement noise on parameter estimation. With more
capacity for parallelization available, the study can be repeated increasing the number of
data sets and estimation runs.
102
7.10 Summary and conclusions
7.10 Summary and conclusions
The aim of this study was to investigate the effect of different magnitudes of measure-
ment noise on estimation of model quantities (i.e., parameters or initial values of model
elements) for three published models. Furthermore, this study aimed at examining in
larger scale than previously (Raue et al., 2013), if including the standard deviations of
measurement points in the fitness function (by calculating them prior to estimation or by
estimating them together with the model quantities) leads to better estimation results.
The study suggests that the computation of the standard deviations before estimation
is not advisable for three experimental replicates, which is a common number in biolog-
ical experiments. However, estimation of the standard deviations (i.e., the relative noise
values for each measured quantity) together with the unknown quantities proved to be
effective in the presence of a higher magnitude of experimental noise (beginning from
10% noise). This approach enabled the estimation of nearly all unknown quantities with
respect to experimental data consisting of three replicates up to a mean relative noise of
15%. With respect to non-replicative data a lower magnitude of noise was tolerated (5 to
10%, depending on the model).
Additionally, this study shows an alternative approach for uncertainty analysis (see
7.1). Noise is added multiple times to data obtained from model simulation using the
estimated parameters. In contrast to bootstrapping noisy experimental data, we thus
bootstrap "perfect" data. After parameter estimation for each noisy data set, confidence
intervals for each parameter can be derived from the estimated parameter values.
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Chapter 8
Discussion and concluding remarks
Biochemical network models describe biological behavior and provide hypotheses testable
by experiments. This thesis covered methods for the simulation and optimization of such
models and their application. The types of models considered were logical models and
kinetic ordinary differential equation (ODE) models. While logical modeling is espe-
cially applied for describing large biological signaling networks qualitatively, kinetic
ODE models represent dynamic network behavior. Kinetic ODE models are usually
smaller than logical models and require at least some prior knowledge about mechanistic
details.
Logical models are often Boolean models in which the states of the model species can
only be 0 or 1. While this restriction is adequate for many signaling pathways, in some
cases it prevents a satisfactory description of biological reality. An example for this is
the modeling of IL-6 induced hepatic gene regulation conducted in this thesis. In order
to circumvent the shortcomings of Boolean models, we used fuzzy logic modeling which
allows the species states to be in a continuous interval. A method which was previously
employed for the calibration of a network with respect to prior literature knowledge and
proteomic data (Morris et al., 2011) was adapted to also enable optimization based on
gene expression data. The optimized model suggested the downregulation of RXRα as
the main event responsible for the downregulation of many genes encoding drug metab-
olizing enzymes and transporters (Keller et al., 2016). This hypothesis was supported
by further experiments. The described modeling approach is an example how important
regulatory events can be obtained from prior knowledge and data. However, the method
applied does not produce models describing dynamic behavior.
For the description of the dynamics of biological networks kinetic ODE models are
frequently used. In order to exchange and store such models, dedicated formats were
developed. SBML (Hucka et al., 2004) is the most important format in this respect. Its
main elements are species, compartments, and reactions whose assigned rate laws repre-
sent the differential equations. Simulation of SBML models is a difficult task, as these
models can also contain rules as well as events definining sudden changes of certain
values. Furthermore, different time scales are possible for reactions, which means that
the model can contain a fast and a slow subsystem. The SBML Test Suite (Bergmann
and Sauro, 2008) comprises numerous benchmark tests which need to be passed by a
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simulation tool in order to fully support the SBML standard. Very few tools support the
whole standard and their algorithms have not been published. Therefore, we developed
the Systems Biology Simulation Core Algorithm and implemented it in the Systems Bi-
ology Simulation Core Library (SBSCL) (Keller et al., 2013). The SBSCL comprises
several solvers of ODE systems connected with an interpreter of the SBML format. Be-
cause of the strict separation between SBML interpretation and numerical simulation,
other solvers as well as other model formats can be easily integrated into the library.
The SBSCL enables the simulation of SBML models containing all elements defined in
the standard. While all models of the SBML Test Suite can be simulated correctly, for
simulation of some models our library is not as fast as some other tools, such as COPASI
which is implemented in C++. This is mainly due to the more efficient numerical inte-
gration routines available in C. However, COPASI does not support SBML completely
like the SBSCL. Once more efficient integration routines are implemented in Java, they
can be integrated in the SBSCL, which will presumably lead to a smaller running time
for several models.
Kinetic ODE models contain parameters whose values need to be set. Values for pa-
rameters can be obtained from literature or databases, such as SABIO-RK (Wittig et al.,
2012). But those values are often unknown and then need to be estimated with respect
to experimental data. This estimation involves repeated simulation with different com-
binations of parameter values. Due to the large parameter space heuristic optimization
routines like evolutionary algorithms are usually applied here. During an estimation the
fitness function representing the distance between simulated and experimental data is
continuously improved. EvA2 (Kronfeld et al., 2010; Becker and Kronfeld, 2014) is an
optimization toolbox that comprises several heuristic optimization routines. As the SB-
SCL has been specifically designed for a straightforward integration into other software
tools, we connected this simulation library with EvA2 into the program SBMLsimulator
(Dörr et al., 2014). SBMLsimulator comprises a graphical user interface for the display
of the results obtained by simulation with the SBSCL. For large parameter estimation
tasks it can also be run in command-line mode, which enables to start long model opti-
mizations on a cluster computer. The correctness of parameter estimation with SBML-
simulator was tested on such a cluster computer using a published model and artificial
data.
How well model parameters can be estimated (also referred to as parameter identifi-
ability), depends on the specific model structure, but also on the quality of the experi-
mental data used for model optimization. This quality involves the time points for which
measurements are available. Experimental data are always noisy and the magnitude of
experimental noise is also likely to have a large influence on parameter estimation. In
this thesis we used SBMLsimulator in a large simulation study testing robustness of the
parameter estimation against different magnitudes of noise for three published models.
Several fitness functions were compared one of them involving estimation of the exper-
imental noise together with the parameters. This approach, which was previously tested
for a small toy model (Raue et al., 2013), led for all three models to better estimation
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results with data comprising larger magnitudes of noise. A mean relative noise of 20%
caused unidentifiability of several quantities for each of the three models. While conclu-
sions for other models are difficult to draw, this study shows that a realistic magnitude of
experimental noise can greatly hamper parameter estimation. As absolute noise is usu-
ally also present in experimental data, but was for the sake of simplicity not included in
this study, the robustness of parameter estimation against experimental noise is expected
to be even worse.
In this thesis logical models and ODE models were treated as separate modeling ap-
proaches. Logical models, which were not dynamic, were calibrated with respect to data
comprising measurements for only a single time point. However, CellNOptR (Terfve
et al., 2012) also allows gates to be activate at different discrete time points. Gates active
at a later time point could, e.g., represent feedback loops. Such models are then "dis-
crete dynamic", because species states can be computed at several discrete time points.
Calibration of these models is possible with respect to time-resolved data. The method
for fuzzy logic modeling does currently not support model calibration with respect to
time-resolved experimental data, but could be similarly extended. A Boolean model can
even be transformed into a fully dynamic ODE model with the Odefy toolbox (Krumsiek
et al., 2010). This transformation involves the introduction of parameters whose values
need to be known. In order to estimate the parameters, detailed time-resolved experi-
mental data are needed. CellNOptR comprises an implementation of the Odefy method
and enables such a parameter estimation.
While the logical modeling covered in this thesis is mainly used for describing sig-
naling or gene regulatory networks, other techniques should be applied for modeling
large metabolic pathways. Kinetic ODE modeling of such large networks would require
a large amount of data for the estimation of unknown parameters, which limits use of
ODE modeling for the investigation of large metabolic pathways (Töpfer et al., 2015). A
widely used alternative are structural models, which comprise species and reactions, but
no kinetic rate laws. Such models can also be stored in the SBML format. One important
example is HepatoNet1, which qualitatively describes large parts of the metabolism of
the human liver (Gille et al., 2010). In order to examine the dynamics of structural mod-
els, dynamic flux balance analysis (DFBA) is an adequate method. DFBA (Mahadevan
et al., 2002) is related the original flux balance analysis (FBA) (Orth et al., 2010), which
finds a distribution of fluxes (i.e., velocities) of reactions under the assumption that the
amounts of the species in the network are unchanged (the so-called steady state assump-
tion). In contrast to FBA, DFBA does not assume a steady state and predicts species
concentrations and flux distributions over time. Thus the dynamics of a metabolic net-
work can be described without estimation of a large number of kinetic parameters like in
ODE modeling. Currently SBMLsimulator is extended to support dynamic flux balance
analysis.
The Systems Biology Simulation Core Library and SBMLsimulator can be the basis
for further research. This might involve the extension of the capabilities of both the li-
brary and the simulation software. Newer levels and versions of SBML could necessitate
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an update of the SBSCL in order to maintain full support of the standard. The developed
simulation and optimization methods can be applied in ODE modeling, for which the
parameter estimation study described here was an example. Another obvious application
of SBMLsimulator is its use during the optimization of newly constructed kinetic ODE
models.
The application of model simulation and optimization methods covered in this thesis
could be similar for comparable biological problems. Fuzzy logic modeling has been
demonstrated to be useful for the elucidation of regulatory events responsible for down-
regulation of genes. Utilization of the respective method for similar questions is advis-
able. The conducted parameter estimation study shows a way to test robustness of a
given ODE modeling approach. Furthermore, it can be concluded from the study that it
is recommendable to take experimental noise into account during parameter estimation.
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Symbols
α Weighting factor in CellNetOptimizer
~C Vector of sizes of compartments (e.g., the cell)
CR Crossover probability in differential evolution
Ct(G,T ) Mean Ct value of the gene G for treatment T
C(T ) Control treatment for treatment T
d(c1,c2) Distance between two individual cluster elements c1 and c2
D(C1,C2) Distance between two clusters C1 and C2
∆Ct(G,T ) Ct value for gene G and treatment T normalized to a reference
value
∆∆Ct(G,T ) ∆Ct value for gene G and treatment T normalized to the respective
control treatment C(T )
delay(e,τ) Delay function for expression e in an SBML model
E Set of all events in an SBML model
EA Set of currently active events in an SBML model
EI Set of currently inactive events in an SBML model
F Parameter for differential evolution
~fE(~Q, t) Event in an SBML model for the quantity vector ~Q at time t
f c(G,T ) Fold change of a gene G for a treatment T
G Some gene; generation in an evolutionary algorithm
~g(~Q, t) Vector of rate rules in an SBML model
h Step size for model simulation algorithm; coefficient in Hill func-
tion
hmin Minimum step size for model simulation algorithm with step size
adaptation
J j Current velocity of reaction R j of an SBML model
λ Specific parameter for differential evolution
m Midpoint of a Hill function
n Number of experimental replicates, Hill coefficient
N Total number of measurements in a data set
ni j Element in stoichiometry matrix representing the stoichiometry of
the species with index i in reaction R j
N The stoichiometric matrix of a model
Ns Number of measured model species in a data set
Nc Number of experimental condidtions in a data set
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Symbols
~ν Vector of reaction velocities of an ODE model
P A variant of a logical model obtained from a superstructure
~p Vector of local parameters in an SBML model
~P Vector of global parameters in an SBML model
~Q Vector of quantities (e.g., species and compartments) in an SBML
model
~R Vector of reactions in an ODE model
R j Reaction in an SBML model
~r(~Q, t) Vector of assignment rules (including transformed algebraic rules)
in an SBML model
~S Vector of species in an ODE model
t The time, value of the student’s t-distribution
tT A certain time point
T Experimental treatment of cells with specific substances
τ Delay for some SBML expression
θ(P) Fitness of a model variant P
θ f (P) Mean squared error between the normalized experimental data and
the predicted logical steady states in CellNetOptimizer
θs(P) Penalization term for large models in CellNetOptimizer
u Vector of parameters obtained after crossover during differential
evolution
v Intermediate parameter vector while creating a new generation in
differential evolution
W Modulation matrix comprising the regulatory influences of the
species in an ODE model on the reactions
x¯ Mean of the values in x
xm Measured data
xpred Simulated (predicted) data
xbest,G Parameter vector with best fitness in generation G of differential
evolution
xi,G Some parameter vector in generation G of differential evolution
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Abbreviations
ABC ATP-binding cassette
ADP Adenosine diphosphate
AhR Aryl hydrocarbon receptor
ATP Adenosine triphosphate
API Application programming interface
APP Acute phase protein
APR Acute phase response
BSA Bovine serum albumin
CAR Constitutive androstane receptor
cDNA Complementary DNA
CNO CellNetOptimizer
CNS Central nervous system
CRP C-reactive protein
Ct Cycle threshold
CYP Cytochrome P450
DFBA Dynamic flux balance analysis
DHAP Dihydroxyacetone phosphate
DAE Differential algebraic equation
DDE Delay differential equation
DME Drug metabolizing enzyme
DMET Drug metabolizing enzymes and transporters
DMSO Dimethyl sulfoxide
DNA Deoxyribonucleic acid
ERK Extracellular regulated kinase
F1,6BP Fructose 1,6-bisphosphate
FBA Flux balance analysis
FC Fold change
FXR Farnesoid X receptor
GA3P Glyceraldehyde 3-phosphate
GAPDH Glyceraldehyde 3-phosphate dehydrogenase
GR Glucocorticoid receptor
GUI Graphical user interface
HNF Hepatocyte nuclear factor
IKP Dr. Margarete Fischer-Bosch-Institute of Clinical Pharmacology
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Abbreviations
IL Interleukin
IL-6R Interleukin-6 receptor
JAK Janus kinase
JAR Java Archive
JDK Java Development Kit
JRE Java Runtime Environment
JVM Java Virtual Machine
KEGG Kyoto Encyclopedia of Genes and Genomes
KGML KEGG Markup Language
KiSAO Kinetic Simulation Algorithm Ontology
MIASE Minimum Information About a Simulation Experiment
MSE Mean squared error
NMI Natural and Medical Sciences Institute
mRNA Messenger RNA
LGPL GNU Lesser General Public License
NAD+ Nicotinamide adenine dinucleotide
NR Nuclear receptor
ODE Ordinary differential equation
PCR Polymerase chain reaction
qPCR Quantitative PCR
PBS Phosphate buffered saline
PHH Primary human hepatocyte
RuBisCO Ribulose-1,5-bisphosphate carboxylase oxygenase
RNA Ribonucleic acid
RPA Reverse phase microarray
SAA Serum amyloid A
SBML Systems Biology Markup language
SBSCA Systems Biology Simulation Core Algorithm
SBSCL Systems Biology Simulation Core Library
SED-ML Simulation Experiment Description Markup Language
SIF Simple Interaction Format
siRNA Small interfering RNA
VLN Virtual Liver Network
XML Extensible Markup Language
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