In this work we study scalar field theory in 2 + 1 dimensions using the method of bilinears as suggested by Rajeev[8]. The resulting classical theory can be properly formulated. We study the linear approximation and find a relativistic bound state equation. This equation can be solved to find the mass of the bound state within a range of coupling constant strengths.
Introduction
Quantum field theory has been an essential tool for the modeling of various physical phenomena. One of the major problems in field theory is the understanding of relativistic bound states. The standart way to look at field theories is via perturbation theory around the free theory and bound state problems are difficult to formulate in this approach. The most common way is to use a Bethe-Salpeter approach for the two point function and find an equation for the bound state solution. Typically this requires various approximations which may break down in the highly relativistic cases.
One of the most successful applications of this approach is within the large-N c approximation: in his classic paper, 't Hooft obtained a bound state equation for mesons in two dimensions in the large-N c where N c refers to the color for the nonabelian SU(N c ) gauge theory [1] . This leads to a singular integral equation for the possible masses of the mesonic excitations. This equation is expressed in terms of the wave function of the meson given as a function of the fractional light-cone momentum. The analysis of this integral equation is given in [2] , and it shows that there are only bound states corresponding to positive eigenvalues with finite multiplicity, which tend to infinity. Following this model the scalar version is worked out in [3] using the original approach of 't Hooft and in [4] via a Hamiltonian approach in the large-N c limit. These relativistic equations behave in a very similar way to the standart 't Hooft equation. In two dimensions we can generalize the gauge theory Lagrangian, since the gauge fields are not dynamical, the large-N c limit meson bound state equation has some other interesting features in this case [5] . In [6] , Aoki has generalized these bound state equations for bosons and fermions coupled via SU(N c ) gauge theory. A good presentation of many two dimensional models using the bilocal fields in the path integral formalism within the large-N c limit is given in [7] . In this article several interesting bound state equations are derived, and further references are given.
In [8] Rajeev has formulated the large-N c model as a classical field theory using color invariant bilinears and has shown that the phase space of the theory is the restricted Grassmannian. The knowledge of the phase space allows one to make a variational ansatz for the baryons in this theory, which correspond to the large fluctuations of the field(see [9] ). Further details of this approach is given in his lectures [10] . Toprak and the author have extended this work to SO(N c ) gauge theory of bosons and fermions and obtained the variants of the 't Hooft equations in these cases [11, 12] . The adjoint matter fields in the large-N c limit yields again singular integral equations for possible mesonic strings, they exhibit a very similar bound state sturcture to the original model, but it is more complicated due to the fact that mesons are now color invariant strings of operators, see [13, 14, 15, 16] .
The two dimensional Yukawa coupling is analyzed within the light-cone method in [17, 18, 19] . These models are more complicated due to nonlocal renormalization effects, it is possible to get an integral equation for bound states with some approximations. A four dimensional extension of these ideas are given in [20] . The common feature of all these bound state equations is that they are singular integral equations. In the gauge theory cases these singular integral equations are rather restrictive in that they only allow for a discrete spectrum. In the other cases this is not necessarily true, there is usually a finite number (typically one) bound state. There are investigations in three dimensional QCD for the bound state equations of mesons, see the recent article [21] . Four dimensional realistic theories are very complicated since one has to deal with renormalization. The author is not knowledgable enough about these realistic bound state equations, some information can be found in the review article [22] (see also [23] for a review of renormalization in the light-front point of view and some non-perturbative applications in this formalism).
In this short article we will apply a certain kind of mean field theory, which is a large-N f limit to the bound state problem in a simple bosonic theory (we call it flavor symmetry to emphasize that it is not gauged). This theory is simple since it does not require coupling constant and wave function renormalization from the perturbative point of view. Defining the scalar field around the free field theory may not be so interesting from a physical point of view, but we consider this as a toy model for relativistic bound state equations. We will apply the methods of Rajeev [10] and formulate it as a classical field theory of bilinears. In this case this is only an approximation since theory does not have to be restricted to this flavor invariant sector. To avoid repetitions we will be using the results of our article on scalar SO(N c ) and try to be brief. After the completion of this work we became aware of Bethe-Salpeter treatment 1 of bound state equations in the broken phase of φ 4 theory in [24] , it would be interesting to compare our result.
2 The model in the light-cone and large-N f limit
We write the O(N f ) invariant action for a self-interacting bosonic field in 2 + 1 dimensions:
We introduced a self-coupling λ, this theory in three dimensions is super-renormalizable, so we do not expect any multiplicative renormalizations. In fact there is only one mass divergence after normal ordering as we will comment later on [30] . To apply the methods developed by Rajeev, we will use the light-cone coordinates, introduce
and
, and x 1 remains as the transverse coordinate. We choose x + as time (that is our evolution variable). A good review of light-front methods is given in [25] , a good discussion of the scalar field in the light-front is also given in [26] and in [27] . The three dimensional scalar field theory has been investigated from different points of view in the articles [28, 29, 30, 31] .
We use basically the same conventions in our previous work [11] . The resulting action is,
We note that the action is first order in time x + , this means that we are already in the Hamiltonian formalism. The Hamiltonian can be read immediately,
The quantization at equal time following Dirac gives
we use A = 1, 2, ...N f to represent the flavor variable. We recal that the filed can be expanded in terms of creation-annihilation operators at initial light-front time,
where we use [dp] = dp 2π
. (To properly define everything we should assume that this expansion is given for [−∞, −ǫ 0 ] ∪ [ǫ 0 , ∞] at the end we take ǫ 0 → 0 limit). Canonical quantization at equal time(x + ) gives us,
with a †
, and we defined δ[p − q] = 2πδ(p − q). We define a vacuum state, |0 > for the Fock space construction, a A (p − , p 1 )|0 >= 0, p − > 0 and any p 1 . The normal ordering rules are defined as usual and for computations it is simpler to recall,
As a result we get the following Hamiltonian in the quantized theory,
. (8) As it stands the Hamiltonian would not be a well-defined operator for finite N f theory, we need to introduce a mass renormalization term which corresponds in the diagramatic language the setting-sun diagram [28, 29, 30] . As we will discuss below when we take the large-N f limit this counter terms becomes of smaller order, therefore the Hamiltonian as written will have a well-defined limit.
We would like to introduce as an approximation a large-N f limit and restrict the bosonic operators to the flavor invariant sector. The operators of interest are the following ones,
or written in the momentum representation,
(since we remove some factor of
to avoid confusion we use a different letter for the above variables), these bilinears satisfy the following commutation relations,
We assume that when we let N f → ∞ there are proper large-N f limits for these bilinears restricted to the flavor invariant states. As a result the theory becomes classical, the expectation values of flavor invariant operators factorize as N f → ∞ [10, 32] . Thus we may postulate a set of Poisson brackets for these classical variables:
It is also useful to define another Fourier transform, which is with respect to the difference of the two coordinates, essentially a symbol:
where we already use the Fourier transformed variables for the light-cone directions and we define X = (x 1 + y 1 )/2 and z = x 1 − y 1 . It maybe more instructive to rewrite these variables using the definition of the Fourier transform:
thus we equivalently write for these variables,
We will see that the linear approximation is most suitable when we use these operators. Let us rewrite the Hamiltonian:
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[dp
where we also introduced the shorthand T (p; q) = T (p − , p 1 ; q − , q 1 ). The singular integrals are to be taken in the principal value sense. Now we use the fact that normal ordering of the product of four operators decouple into product of our bilinears as N f → ∞. In this limit we redefine the coupling constant as λ 2 N f → λ 2 . This is how one can see that the mass-renormalization can be ignored. The setting sun diagram brings a factor of N f and there are two vertices, the product will be of smaller order(since we take first N f → ∞ then remove all the momentum cut-offs).
When we restrict our variables to the flavor invariant sector, in the large-N f limit our variables satisfy a quadratic constraint. The geometric meaning of this constraint is best revealed in terms of another variable, which is clearly related to our variables in a simple way,K
The derivation of this constraint is the same as in [11] . and we have explained its geometric meaning in the same reference: it defines a homogeneous manifold of Sp 1 (H). We will not make use of the geometry in this work, since we restrict ourselves essentially to the linear approximation. It is perhaps better to rewrite it in terms of T (p, q),
It is useful to emphasize the convergence conditions satisfied by our basic variables as a result of the superrenormalizability, these should be taken as a sufficiently restrictive general description of the phase space. The equations of motion will bring further conditions and we believe there will be a dense domain of definition inside the phase space. Correct normalization should be then found using the Hamiltonian as a quadratic form on the space of these variables and demanding this form to be finite for all physical states. Let us think of our Fourier transformed variables as kernels of some integral operators, then, for u − v − < 0, T (u − , u 1 ; v − , v 1 ) is trace class, and for u − v − > 0, T (u − , u 1 ; v − , v 1 ) is Hilbert-Schmidt. We will use the last condition in the next section. This geometric information should be useful to make a variational ansatz to the full theory. We can calculate the equations of motion of this classical theory using,
The resulting equations are nonlinear integral equations and we also have the constraint to satisfy. It would be interesting to study this system using a variational ansatz. We will leave the analysis of the full system to a future work and look at a linearized version.
Linearization and a bound state equation
To get a better feeling about the system we start with a linear approximation. This means we should linearize the constraint as well as the equations of motion. The linearization of the constraint gives us, for the variable
The solution of this constraint now is simple, T (u − , u 1 ; v − , v 1 ) = 0 unless u − v − > 0. Let us assume u − , v − < 0, then the linearized equations of motion read,
[dp − dq − dp 1 dq 1 ]
We will rewrite this equation in terms of the symbol variableT (u − , v − ; X, R), where
where r = (u 1 + v 1 )/2, therefore the Fourier transform of the equations of motion with respect to e −2irX will give us the desired symbol variable,
[dp − dq − dQ]
This could be written as,
Let us make an ansatz, assume that there is no dependence on the transversal center of mass coordinate X, and in the light-front direction we make a 't Hooft like choice with respect to the relative momentum variable ζ = u − /(u − + v − ). This variable satisfies 0 < ζ < 1, and we setT (u − , v − ; X, R) = f (ζ, R)e iP + x + . Since we are looking for a bound state solution it is tempting to demand
But this is not quite right, we should recall our Hilbert-Schmidt condition,
If we now make the above change of variables by calling u − + v − = −P − we have
In our case we are restricting P − to the surface 2P − P + = µ 2 + R 2 ( for fixed µ, P + ) and also restricting r to a constant value, this means we should interpret the above normalization as
(Notice that P + is not allowed to be zero). We will see that our solution actually satisfies a stronger conditions for equations of motion to make sense. We introduce a relativistically invariant mass variable µ 2 = 2P + |u − + v − | − R 2 , which will be the mass of the bound state. After some manipulations, similar to the ones in [8, 11] , this gives us an eigenvalue equation for the invariant mass:
This integral equation can be reduced to a functional equation by using the sandart methods,
here µ 2 corresponds to the eigenvalue we are trying to find. We expect the bound states to satisfy 0 < µ < 2m. The integration over Q can be performed,
which can be transformed into the following integral equation,
It is more natural to measure everything relative to the mass of the free particle, thus we divide µ by m and call itμ, and define also the dimensionless couplingλ 2 = λ 2 /m:
Let us simplify our calculations by noting that we can use (5/4 − x 2 ) ≈ 1 in the integral if we look for a bound state close to the two mass treshold,μ ≈ 2. This gives us,
One can see easily that ifμ ≈ 2, then we can approximately writẽ
This can be consistent if we chooseλ 2 sufficiently small. The other extremeμ ≈ 0 can be studied in a similar way, keeping to terms of orderμ 2 , we expand the integral,
This implies a critical couplingλ 2 c . If we setμ = 0, we get λ 2 c = m 2 4π/ arcsin(1/ √ 5). Beyond this point there is a tachyon. This could mean that the linear approximation that we are using is no longer valid, or it could mean that the theory goes to a different phase where the mean field approach does not work. It is also possible that the storng coupling will cause the theory to have a different vacuum than the naive free field theory one. We will not attempt to analyse these possiblities in this work. In its full-generality the above integral can be expressed in terms of the the elliptic functions, if we make the substitution, sin θ = 2x/ √ 5, 
This integral can be found by using the formula 2.597.1 for the indefinite integral from GR [33] : dy
where α = arcsin √ 1 + p 2 sin y 1 + p 2 sin 2 y and 
This is an monotone function of the bound state energyμ 2 , we found where it cuts the real axis forμ = 0 and it diverges as we approach to the pointμ 2 = 4. The fixed coupling constant lines will cut this curve precisely at one point within the given range ofλ ∈ (0,λ c ]. The intersection point gives us the bound state energy.
The four dimensional version will not lead to a physically acceptable result-we expect that the mean field theory approximation still works but the linearization around the naive vacuum should break down. A bound state solution just like the above case will lead to an integral equation which will have a divergent result.
