Abstract-Given an undirected graph G = (N , E) of agents N = {1, . . . , N } connected with edges in E, we study how to compute an optimal decision on which there is consensus among agents and that minimizes the sum of agent-specific private convex composite functions {Φ i } i∈N , where Φ i ξ i + f i belongs to agent-i. Assuming only agents connected by an edge can communicate, we propose a distributed proximal gradient algorithm (DPGA) for consensus optimization over both unweighted and weighted static (undirected) communication networks. In one iteration, each agent-i computes the prox map of ξ i and gradient of f i , and this is followed by local communication with neighboring agents. We also study its stochastic gradient variant, SDPGA, which can only access to noisy estimates of ∇f i at each agent-i. This computational model abstracts a number of applications in distributed sensing, machine learning and statistical inference. We show ergodic convergence in both suboptimality error and consensus violation for the DPGA and SDPGA with rates O(1/t) and O(1/ √ t), respectively.
I. INTRODUCTION

L
ET G = (N , E) denote a connected undirected graph of N computing nodes where i, j ∈ N can communicate information only if (i, j) ∈ E. Each node i ∈ N {1, . . . , N} has a private (local) cost function Φ i : R n → R ∪ {+∞} such that
where ξ i is a possibly nonsmooth convex function, and f i is a smooth convex function. Assumption 1: ξ i : R n → R ∪ {+∞}, and f i : R n → R are closed convex functions such that f i is differentiable on an open set containing dom ξ i with a Lipschitz continuous gradient ∇f i , of which Lipschitz constant is L i ; and the prox map of ξ i as
is efficiently computable for i ∈ N .
In this paper, we study a consensus problem [1] ; in particular, we consider solving a multiagent consensus optimization problem of minimizing the sum of privately known composite convex functions in (1) satisfying Assumption 1, i.e., 
We consider the setting where only local information exchange is allowed, i.e., there is no central node such that the data can be collected, and only neighboring nodes can exchange data; and we focus on the following equivalent formulation:
where x = [x i ] i∈N ∈ R n |N | . We callx = [x i ] i∈N , -feasible if the consensus violation satisfies max (i,j )∈E { x i −x j } ≤ and -optimal if |F (x) − F * | ≤ . This computational setting, i.e., decentralized consensus optimization, appears as a generic model for various applications in signal processing, e.g., [2] - [6] , machine learning, e.g., [7] - [9] , and statistical inference, e.g., [10] and [11] . Clearly, (3) can also be solved in a "centralized" fashion by communicating all the private functions Φ i to a central node, and solving the overall problem at this node. However, such an approach can be very expensive both from communication and computation perspectives when compared to the distributed algorithms that are far more scalable to increasing problem data and network sizes. In particular, suppose (A i , b i ) ∈ R m ×(n +1) and Φ i (x) = A i x − b i 2 + λ x 1 for some given λ > 0 for i ∈ N such that m n and N 1. Hence, (3) is a large-scale LASSO problem with distributed data. To solve (3) in a centralized fashion, the data {(A i , b i )} i∈ N needs to be communicated to the central node. This can be prohibitively expensive, and may also violate nodes' privacy requirements, i.e., some node i may not want to reveal the details of its private data defining Φ i or some constants such as L i and/or its degree d i on G. [20] composite convex Furthermore, it requires that the central node has large enough memory to be able to accommodate all the data. On the other hand, at the expense of slower convergence, one can completely do away with a central node, and seek for consensus among all the nodes on an optimal decision using "local" decisions communicated by the neighboring nodes. These considerations in mind, we propose decentralized algorithms that can compute solutions to (3) using only local computations without explicitly requiring the nodes to communicate the functions {Φ i } i∈ N ; thereby, circumventing all privacy, communication and memory issues. The contribution of this paper can be summarized as follows. 1) We propose a proximal gradient alternating direction method of multipliers (PG-ADMM) and its stochastic gradient variant SPG-ADMM to solve composite convex problems; we only assume that the prox map of ξ i can be computed efficiently, while other ADMM-based algorithms are efficient when either Φ i = ξ i + f i or both ξ i and f i have simple, efficiently computable, prox maps. 2) We establish that when the gradient is deterministic PG-ADMM is equivalent to primal-dual algorithms for saddle-point problems proposed in [12] and [13] -hence, SPG-ADMM extends these algorithms to noisy gradient setting. 3) We show ergodic convergence of both (expected) suboptimality and consensus violation bounds for PG-ADMM with the rate of O(1/t), and for SPG-ADMM with the rate of O(1/ √ t). 4) We implement PG-ADMM and SPG-ADMM on consensus formulations of (3) for unweighted and weighted static communication networks-this gives rise to two different node-based distributed algorithms: distributed proximal gradient algorithm (DPGA) and distributed proximal gradient algorithm for weighted networks (DPGA-W) and their stochastic gradient variants SDPGA and SDPGA-W-and we examine the effect of the underlying network topology on their convergence rate. 5) The proposed algorithms DPGA, DPGA-W, SDPGA, and SDPGA-W are fully distributed, i.e., the agents are not required to know any global parameters depending on the entire network topology, e.g., the second smallest eigenvalue of the Laplacian; instead, we only assume that agents know who their neighbors are. Using only local communication, our node-based distributed algorithms require less communication burden and memory storage compared to edge-based distributed algorithms. 6) Proposed algorithms consist of a single loop, i.e., there are no outer and inner iteration loops; therefore, they are easy and practical to be implemented over decentralized networks. To sum up, there are many practical problems where one can compute the prox map for ξ i efficiently; however, computing the prox map for Φ i = ξ i + f i is not easy. The methods proposed in this paper can compute an -optimal -feasible solution in O( −1 ) iterations without assuming bounded ∇f i for any i ∈ N ; each iteration of these methods requires computing prox ξ i and ∇f i for i ∈ N , and one or two communication rounds among the neighbors-hence, O( −1 ) communications per node in total.
A. Notation
Throughout this paper, · denotes the Euclidean or the spectral norm depending on its argument, i.e., for a matrix A,
is the vector of all ones. Let S d denote the set of symmetric matrices in R d×d , ⊗ denotes the Kronecker product, and I d is the d × d identity matrix. Given a graph G = (N , E), Ω ∈ R |N |×|N | denotes the graph Laplacian. Given a symmetric positive definite matrix Q ∈ S n , i.e., Q 0,
B. Related Work
A number of different distributed algorithms have been proposed to solve (4)-see Table I that displays some recent work. Duchi et al. [14] proposed a dual averaging algorithm to solve (3) in a distributed fashion over G when each Φ i is convex. This algorithm computes -optimal solution in O(1/ 2 ) iterations; however, they do not provide any guarantees on the consensus violation max{ x i −x j : (i, j) ∈ E}. Nedić and Ozdaglar [15] developed a subgradient method with constant step size c > 0 for distributed minimization of (3) where the network topology is time varying. Setting the subgradient step size c = O( ) in their method guarantees a solution x = [x i ] i∈N such that its consensus violation max{ x i −x j : (i, j) ∈ E} ≤ within O(1) iterations; and its suboptimality is bounded from above as i∈N Φ i (x i ) − F * ≤ within O(1/ 2 ) iterations; however, since the step size is constant, neither suboptimality nor consensus errors are guaranteed to decrease further. Although these algorithms are for more general problems and assume mere convexity on each Φ i , this generality comes at the cost of O(1/ 2 ) complexity bounds, and they also tend to be very slow in practice. On the other extreme, under much stronger conditions, assuming each Φ i is smooth and has bounded gradients, Jakovetic et al. [19] developed a fast distributed gradient method D-NC with O(log(1/ )/ √ ) convergence rate in communication rounds. For the quadratic loss, which is one of the most commonly used loss functions, bounded gradient assumption does not hold. In terms of distributed applicability, D-NC requires all the nodes N to agree on a doubly stochastic weight matrix W ∈ R |N |×|N | ; it also assumes that the second largest eigenvalue of W ∈ R |N |×|N | is known globally among all the nodes-this may not be attainable for large-scale decentralized networks. D-NC is a two-loop algorithm: for each outer loop k, each node computes their gradients once, and it is followed by O(log(k)) communication rounds.
In the rest, we briefly discuss those algorithms that balance the tradeoff between the iteration complexity and the required assumptions on {Φ i } i∈N . Wei and Ozdaglar [16] , [18] , and recently Makhdoumi and Ozdaglar [17] proposed distributed ADMM algorithms that can compute an -optimal and -feasible solution in O(1/ ) prox map evaluations for each Φ i . These algorithms have superior iteration complexity compared to the subgradient methods discussed previously. That said, there are many practical problems where one can compute prox ξ i efficiently; but, computing the prox map for Φ i = ξ i + f i is not easy-See Section IV for an example. One can overcome this limitation of ADMM by locally splitting variables, i.e., setting
, and adding a constraint x i = y i in (4), e.g., see SADMM in [22] . However, this approach more than doubles local memory requirement; and in order for ADMM to be efficient, the prox maps for both ξ i and f i still must be simple.
When node functions Φ i are composite convex, i.e., Φ i = ξ + f i , assuming that the nonsmooth term ξ is the same at all nodes, and ∇f i is bounded for all i ∈ N , Chen and Ozdaglar [20] proposed an inexact proximal-gradient method, which exploits the function structure, for distributed minimization of (3) over a time-varying network topology. Their method also consists of two loops; it can compute -feasible and -optimal solution in T = O(1/ √ ) iterations, which require k communication rounds with neighbors during the kth iteration for each
communications per node in total. Note that there are also many practical problems where nodes in the network have different nonsmooth components in their objective and/or have different preference when choosing nonsmooth regularizers. In contrast, our methods allow node specific nonsmooth functions ξ i , do not assume bounded ∇f i for any i ∈ N , and are still able to compute an -optimal -feasible solution in O( −1 ) iterations. Recently, Shi et al. [21] and Aybat et al. [22] proposed proximal-gradient-based distributed algorithms that can solve (3) over a static connected network when Φ i = ξ i + f i as in (1) . In [21] , the proximal gradient exact first-order algorithm (PG-EXTRA) is proposed; PG-EXTRA is an extension of the algorithm EXTRA [23] to handle the nonsmooth terms {ξ i } i∈N . They showed O(1/t) convergence for the ergodic average of squared residuals for the violations in consensus and KarushKuhn-Tucker (KKT) conditions, i.e., O(1/ √ t) rate for consensus violation-see Section IV-A for details. PG-EXTRA is a node-based distributed algorithm, and each node i ∈ N stores four different copies of local variable
, and x k i , and requires two rounds of local communications to compute next iterates-one can reduce the ), which is independent of the global topology, and only depends on L max max i∈N L isome max-consensus algorithm is needed to compute L max , and this may not be feasible for large-scale decentralized networks.
Aybat et al. [22] proposed a distributed first-order augmented Lagrangian (DFAL) algorithm to solve (3), where each Φ i is a composite convex function as in (1) . Assuming ξ i is bounded below by some norm, i.e., ξ i (.) ≥ . , and it has a uniformly bounded subdifferential for each i ∈ N , they showed that any limit point of DFAL iterates is optimal; and for any > 0, an -optimal and -feasible solution can be computed within O(log( −1 )) DFAL iterations, which require O(
−1 ) gradient computations and communications per node in total, where d min is the degree of the smallest degree node. Based on our tests and the results reported in [22] , the algorithm DFAL performs very well in practice; however, due to its double-loop structure, distributed implementation requires a more complex network protocol. Specifically, checking the subgradient stopping criterion for inner iterations requires evaluating a logical conjunction over G, which may not be easy for large networks. Table II summarizes the storage and communication requirements for the algorithms discussed previously. We will illustrate their practical performance in Section IV. After we started writing this paper, we became aware of other recent work [2] , [24] - [26] for solving (3) over a connected graph G. These methods are closely related to our PG-ADMM, and are based on linearized ADMM method. Suppose
. When compared to our smooth convexity assumption on {f i } i∈N , Chang et al. [2] showed the convergence of their distributed method under a far more stringent assumption: f i is strongly convex with a Lipschitz continuous gradient for i ∈ N . Moreover, under this stronger assumption, they were able to show linear convergence rate only when the nonsmooth terms are absent, i.e., ξ i ≡ 0, and A i has full column rank for all i ∈ N . Finally, their distributed algorithm requires the global knowledge of σ min (Ω + 2W ) of the graph G, where W is the adjacency matrix. On the other hand, the algorithms we propose in this paper are fully distributed, i.e., the agents do not require the knowledge of some global parameters depending on the entire network topology; instead, we only assume that agents know who their neighbors are. Ling et al. [25] were able to show the convergence of their distributed method without strong convexity when penalty parameter is chosen sufficiently large; however, no rate has been shown for this setting-again, as in [2] determining whether the parameter is large enough requires the global knowledge of σ min (Ω). The algorithm in [25] is similar to our DPGA algorithm, and in contrast to sublinear rate result shown in this manuscript for the convex setting, Ling et al. were able to establish a rate result only under strong convexity assumption. Bianchi et al. [24] also proposed a distributed algorithm based on linearized ADMM for solving (3) , where each node computes proximal gradient steps; the authors proved its convergence and also showed almost sure convergence for its randomized version, where a random set of agents become active and compute their proximal gradient steps and broadcast the recently updated local variables to their neighbors. However, no rate has been shown for neither the deterministic nor the randomized versions. The methods in [24] run on edgebased formulations of the decentralized problem; consequently, information exchange, computational effort and memory requirement are far more expensive than node-based algorithms proposed in this paper. While we are finalizing our paper, we become aware of the work [26] , where the authors also develop a distributed algorithm based on linearized ADMM for solving (3) over both random and static networks and they attain similar rate results to ours. For the static network setting, their algorithm achieves O(1/t) rate using deterministic gradient and O(1/ √ t) rate using the stochastic gradient; however, in contrast to our results, these rates are established assuming bounded domain for all ξ i (for both deterministic and stochastic gradient settings); explicit bounds for suboptimality and infeasibility are not separately provided; and when the gradient is noisy, their algorithm does not have a compact characterization using only primal local decisions (see [26, Th. 4 .2 and Algorithm 1])-even if the network is static, in case the gradient is noisy, according to [26] one needs to use Algorithm 1 that requires updating edge-variables and explicitly computing the dual variables, while our algorithm SDPGA using stochastic gradient is in a compact form updating only primal node-variables, does not explicitly compute the dual iterates and still achieves O(1/ √ t) rate without assuming compact domain for any ξ i .
The focus of our paper is on synchronous computation over undirected static communication topology; that said, there are other works considering more general settings, e.g., see [27] and [28] for distributed optimization on directed graphs, and [29] for computation over random networks.
To sum up, unlike two-loop methods, e.g., [19] , [20] , and [22] , DPGA algorithms proposed here have only single loop, and they are very easy to implement-see Figs. 1 and 2. These surprisingly simple algorithms can compute an -feasible and -optimal solution to (3) within O(1/ ) communication rounds among neighboring nodes for all > 0 under much weaker assumptions on ξ i and f i compared to DFAL and with much simpler set of instructions compared to all the algorithms discussed previously. To the best of our knowledge, in terms of storage and communication requirements per communication round, and convergence rate in terms of communication rounds, DPGA achieves the best guarantees known in the literature for problem (3) when Φ i is as in (1) for i ∈ N .
II. PG-ADMM AND ITS CONNECTIONS
Let N = {1, . . . , N}, and {Φ i } i∈N be a collection of composite convex functions satisfying Assumption 1. Let g : R n y → R ∪ {+∞} be a possibly nonsmooth convex function, and f :
denotes the subvector of ∇f (x) ∈ R n x corresponding to components of x i ∈ R n i . In this section, we consider the following problem:
where
for all i ∈ N , and λ i ∈ R m i denotes the dual variable corresponding to the ith constraint. We assume that {ξ i } i∈N and g have easy prox maps. Given
where λ = [λ i ] i∈N , and φ γ denotes the smooth part of the augmented Lagrangian function L γ , i.e.,
Note setting
Consider the algorithm PG-ADMM stated below for solving (5): for k ≥ 0 compute
where c i > 0 is the gradient step size for i ∈ N , which should be related to L i and A i . In Section II-A, we study the convergence properties of (6) given a deterministic first-order oracle which returns ∇f i ; and we also consider the effect of using a stochastic first-order oracle, which returns noisy observations of ∇f i , on the convergence rate.
where ν ∈ Ξ is a random variable following a certain distribution.
Definition 2: Let G i denote an SFO for ∇f i for i ∈ N with common parameter σ. LetḠ i be an SFO for
For σ > 0, we propose replacing (6a) with
for k ≥ 0, and call the resulting algorithm SPG-ADMM, i.e., (7), (6b), and (6c), where c k i > 0 is the stochastic-gradient step size for i ∈ N at the kth iteration.
Remark 1: In the extreme case that ξ i = 0 for i ∈ N and |N | = 1, PG-ADMM (6) and SPG-ADMM (7) reduce to G-ADMM and SG-ADMM that take gradient steps for x i -subproblems and have been studied in [30] and [31] . Specifically, [31] proves the O(1/t) convergence rate of G-ADMM and O(1/ √ t) convergence rate of SG-ADMM. Our PG-ADMM and SPG-ADMM can be viewed as extensions of G-ADMM and SG-ADMM where general convex ξ i 's are allowed.
For simplicity, we adopted the following notation to denote the stacked vectors or tuples:
, and
For the sake of simplifying the notational burden, we also adopted (x, y, λ) [x , y , λ ] . Let m i∈N m i , n x i∈N n i , and F : R n x +n y → R ∪ {+∞} such that F denotes the objective function of problem (5)
We denote the set of optimal primal-dual pairs for (5) as χ * , i.e., w
We analyze SPG-ADMM under Assumptions 2 and 3; and specialize these results for PG-ADMM stated in (6) . The following assumption is made in the rest of the discussions.
Assumption 3: The optimal primal-dual pair set χ * for (5) is nonempty, i.e., there exists (x * , y
for all x, y, λ. According to the first-order optimality conditions for (5),
A. Convergence Rate of PG-ADMM and SPG-ADMM
Note PG-ADMM and SPG-ADMM produce the same iterate sequence with probability 1 when σ = 0 in Definition 2. Therefore, we will analyze SPG-ADMM, and then, derive the bounds for PG-ADMM by sharpening the SPG-ADMM bounds for the case σ = 0. After some constant terms are discarded, SPG-ADMM for solving (5) can be stated as:
For k ≥ 0,
Definition 4: For some given {c
Fix arbitrary λ and u * = (x * , y * ) ∈ χ * , and for some given {c i } i∈N ⊂ R ++ , define
then the following bounds hold forD = D and for all t ≥ 1:
Suppose σ = 0, and for i ∈ N when c
, the following bound holds w.p.1 for all t ≥ 1: 
2 ), the following hold for all t ≥ 1:
and
for i ∈ N , the following bounds hold for all t ≥ 1:
B. Connections to the Existing Work
There is a strong connection between PG-ADMM and the PDAs in [12] and [13] proposed for solving saddle point problems. Let Φ = ξ + f as in (1) such that ∇f is Lipschitz with constant L; after fixing step size c > 0 and penalty parameter γ > 0, implementing PG-ADMM on min x,y {Φ(x) + g(y) : Ax − y = 0} generates the following iterate sequence:
For PG-ADMM iterate sequence, the suboptimality and infeasibility converges to 0 in the ergodic sense for any γ > 0 when
. Let g * denote the convex conjugate of g; using Moreau proximal decomposition on y-updates in (12b), we get
Combining (13) and (12c) shows
. Thus, (12) can be written as
The iterative scheme in (14) is the same as the PDA proposed in [13] , where Condat only considered the convergence of the algorithm, and no iteration complexity was given in [13] . The scheme in (14) is also a variant of PDA iterations in [12] . In particular, PG-ADMM as written in (14) generates the same iterate sequence as ( 
It is worth emphasizing that this equivalence is no longer true on problems min x,y {Φ(x) + g(y) : Ax + By = b} with a general B, instead of B = −I n y . PG-ADMM is more general than PDAs in [12] and [13] in the sense that it can also deal with noisy gradients while PDAs cannot.
III. PROXIMAL GRADIENT METHODS FOR DISTRIBUTED OPTIMIZATION
In this section, we provide consensus formulations of the decentralized optimization problem in (4) for unweighted and weighted static (undirected) communication networks; and these formulations are special cases of (5). Hence, we develop two different distributed algorithms based on PG-ADMM in (6), one for each formulation; and finally, we derive the customized convergence bounds showing the effect of network topology for each implementation. Similarly, one can also implement SPG-ADMM in (7) on the two different decentralized formulations of (4) to obtain the stochastic gradient variants of these distributed algorithms based on SPG-ADMM. The error bounds for these stochastic variants can be driven as we obtain the bounds for the deterministic versions using Theorem 3. Due to space considerations, we skip their proofs and only state the error bounds for these stochastic gradient variants as corollaries of the deterministic error bound results shown in Theorems 7 and 8.
In the rest of this paper, we adopt the following notation. Let G = (N , E) be a connected graph, where N {1, . . . , N} denotes the set of computing nodes, and E ⊂ N × N denote the set of (undirected) edges. Without loss of generality, assume that edges in E are oriented, i.e., (i, j) ∈ E implies that i < j. Let N i {j ∈ N : (i, j) ∈ E or (j, i) ∈ E} denote the set of neighboring nodes of i ∈ N , and d i |N i | denote the degree of node i ∈ N . Let Ω ∈ R |N |×|N | denote the Laplacian, and M ∈ R |E|×|N | denote the oriented edge-node incidence matrix, i.e., for e = (i, j) ∈ E and k ∈ N , M ek equals to 1 if k = i, to −1 if k = j, and to 0, otherwise. are also the eigenvalues of Ω ⊗ I n , each with algebraic multiplicity n. Thus, R rank(M ⊗ I n ) = n(N − 1). Let M ⊗ I n = U ΣV denote the reduced singular value decom-
A. DPGA Algorithm
Using M ∈ R |E|×|N | , (4) can be equivalently written as
where x = [x 1 , . . . , x N ] and Φ i is defined in (1). For each (i, j) ∈ E, define a new set of variables y ij ∈ R n , and let y = [y ij ] (i,j )∈E ∈ R n |E| . Now consider the following reformulation:
where α ij ∈ R n and β ij ∈ R n denote the Lagrange multiplier vectors corresponding to the constraints x i − y ij = 0 and x j − y ij = 0 in (16) 
is a special case of (5) with g(y) = 0, and one can employ PG-ADMM or SPG-ADMM to solve (16) .
Next, we focus on the implementation details of PG-ADMM. Indeed, it can be easily observed that A i of (5) takes the following form for (16) :
n |E|×n |E| for (16), and B = [B i ] i∈N , concatenated vertically, has full column rank as B B = 2I. For all i ∈ N , we set the step size c i according to Theorems 3 and 5, i.e., 0
2 ). Hence, for the formulation (16) , this corresponds to setting
For convergence of {x k } k ≥0 to a unique limit point, strict inequality is required when choosing c i for i ∈ N .
Let {x 0 i } i∈N denote the set of initial primal iterates. The smooth part of the augmented Lagrangian φ γ corresponding to the formulation (16) can be written as
for node-specific penalty parameters {γ i } i∈N ⊂ R ++ ; hence, ∇ x i φ γ can be computed for k ≥ 0 as
and the steps of PG-ADMM in (6) take the following form:
For k ≥ 0, (18b) can be solved in closed form as
Summing (18c) and (18d), and using (19), we get for k ≥ 0 
Therefore, using (19), we can conclude that for each
Therefore, combining these recursions, (17) can be computed for all k ≥ 0 as
Hence, ∇ x j φ γ in step (18a) can be written in a compact form. Define Γ ∈ R |N |×|N | such that for each i ∈ N , set Γ ij 0, j ∈ N i ∪ {i} and
For i ∈ N , set s 
Therefore, the steps in (18a)-(18d) can be simplified as shown in Fig. 1 . The algorithm works in a distributed fashion: each node i ∈ N i) sends γ i to and receives γ j from all its neighbors j ∈ N i once at the beginning-hence, Γ ij for j ∈ N i ∪ {i} can be computed at i and j; ii) stores three variables in , and then repeats.
1) Error Bounds for DPGA and Effect of Topology:
In this section, we examine the effect of network topology on the convergence rate of DPGA, which is nothing but PG-ADMM customized to the decentralized formulation in (16) as discussed in Section III-A. To obtain simple O(1) constants in the error bounds, we set α
Theorem 7: Suppose a solution to (3), x * ∈ R n , exists and ri(∩ i∈N dom ξ i ) = ∅. Given arbitrary {x 0 i , γ i } i∈N , the DPGA iterate sequence {x k } k ≥1 , generated as shown in Fig. 1 , converges to an optimal solution to (4). Moreover, the average sequence {x t } t≥1 , defined asx
/t for i ∈ N and t ≥ 1, satisfies the following bounds: 
and γ i = γ for i ∈ N for some x 0 ∈ R n and γ > 0. The bounds in Theorem 7 can be simplified further. Indeed, observe that i∈N
σ m in (Ω) + 1)/|E| is an optimal choice for the constant penalty.
B. DPGA-W Algorithm for Weighted Networks
A formulation for weighted networks that is suitable for implementing PG-ADMM in (6) or SPG-ADMM in (7) follows from [17] using communication matrices. In particular, W ∈ R |N |×|N | is called a communication matrix if for all i ∈ N , W ij = 0 for all j ∈ N i ∪ {i}, W ij < 0 for all i ∈ N i , and
we have x i =x for all i ∈ N for somex ∈ R n . Therefore, given W with properties aforementioned, (4) can be equivalently written as
where Φ i is defined in (1) . Note that the Laplacian Ω of the graph G is also a communication matrix, and can be used to model unweighted networks. For each i ∈ N , define a new set of variables y ij ∈ R n for j ∈ N i ∪ {i}, and form 
where λ ij ∈ R n denotes the Lagrange multiplier corresponding to the primal constraint W ij x j − y ij = 0 in (23) . (23) is a special case of (5), and one can employ PG-ADMM or SPG-ADMM to solve (23) . In the rest, we focus on the implementation details of PG-ADMM. Indeed, it can be easily observed that A i of (5) takes the following form for (23) : 
for node-specific penalty parameters {γ i } i∈N ⊂ R ++ ; hence, ∇ x j φ γ can be computed as
Except for x-step in (24a), the y-step in (24b), and λ-step in (24c) are exactly the same as those in [17] when for all i ∈ N , γ i = γ for some γ > 0. Instead of taking proximal gradient step, x k +1 j is computed in [17] by solving min
, which is equivalent to computing prox ξ j +f j . Even if both ξ j and f j have simple prox maps, the prox map of the sum is not necessarily simple.
Since y-step and λ-step are the same as those in [17] , the results of this paragraph directly follow from [17, Sec. III].
be the optimal Lagrange multiplier corresponding to y i ∈ Y i constraint in (24b); hence, y
). On the other hand, combining this equality with (24c), we conclude that λ
can be computed using the recursion: p 
W ij x
0 for all j ∈ N i ∪ {i} and i ∈ N for some x 0 ∈ R n , the computation of ∇ x j φ γ in (24a) can be simplified. Indeed, for any k ≥ 1 and j ∈ N , λ
holds for k ≥ 0. Note that this is true for k = 0 because of how we initialize λ 0 and y 0 . Therefore, the steps in (24a)-(24c) can be simplified as shown in Fig. 2 .
As in DPGA, to be able to compute s k i updates, DPGA-W requires each node i ∈ N to send γ i to and receive γ j from all its neighbors j ∈ N i once at the beginning. Moreover, step size c i depends on ω i , which is formed by the weights W j i assigned to i by all its neighbors j ∈ N i ; therefore, assigned weights are exchanged among neighbors once at the beginning as well. Note that while DPGA-W can be applied to more general weighted communication networks, it requires each node to communicate two times with its neighbors per iteration, in contrast to one time for the DPGA.
1) Error Bounds for DPGA-W and Effect of Network Topology:
In this section, we examine the effect of network topology on the convergence rate of DPGA-W, which is nothing but PG-ADMM customized to the decentralized formulation in (23) , generated as shown in Fig. 2 , converges to an optimal solution to (4). Moreover, the average sequence {x t } t≥1 satisfies the following bounds for all t ≥ 1
where κ i > 0 denotes an upper bound on the elements of 
C. Stochastic Gradient Variants of DPGA and DPGA-W
Using Theorem 3, one can provide error bounds for the stochastic gradient variants of DPGA and DPGA-W as corollaries of Theorems 7 and 8. Both SDPGA and SDPGA-W employ SFO G i defined in Definition 2 for i ∈ N instead of accessing to ∇f i . Due to space constraints, we only provide the result for the SDPGA, the bounds for SDPGA-W immediately follows from the same arguments. In Fig. 1 
the SDPGA average sequence {x t } t≥1 satisfies the following forD = D and all t ≥ 1
where κ i > 0 denotes a bound on the elements of ∂Φ i (x * ), i.e., if q ∈ ∂Φ i (x * ), then q ≤ κ i , for each i ∈ N , and Q diag([ 
D. Adaptive Step-Size Strategy
One important property of DPGA and DPGA-W is their ability to adopt an adaptive step-size sequence for each node. Note for DPGA-W at the kth iteration such that:
holds where (25) exists. Since this condition can be checked locally, one can possibly take longer steps compared to c i and still has a convergence guarantee. In contrast, distributed algorithms that use constant step size c > 0 for all nodes, e.g., PG-EXTRA [21] , cannot take advantage of this trick. We adopted the following rule in our numerical tests:
where k ≥ 0 is the smallest integer such that (25) holds, and L 0 i = L i for i ∈ N . In the proximal gradient method and ADMM, it is now a common practice to perform backtracking on L k i such that (25) holds. For more details on adaptive step size using backtracking, we refer the interested readers to [33] and [34] .
IV. NUMERICAL RESULTS
We compared DPGA with PG-EXTRA, distributed ADMM, and its variant proposed in [17] , [21] , and [22] , respectively, on the sparse group LASSO problem with Huber loss as min x∈R n i∈N
Next, we briefly describe the competitive algorithms: PG-EXTRA [21] , the distributed ADMM algorithm in [17] ; and a more efficient variant of the ADMM that exploits the problem structure in (26) .
A. Distributed ADMM Algorithms and PG-EXTRA
As discussed in Section III-B, (4) can be equivalently written as in (23) . Makhdoumi and Ozdaglar [17] established that when an ADMM algorithm with penalty parameter γ > 0 is implemented on (23), the subproblems can be simplified as shown in Fig. 3 . It is shown in [17] that suboptimality and consensus violation converge to 0 with a rate O(1/k), and in each iteration every node communicates 2n scalars, i.e., x i ∈ R n and p i + s i ∈ R n . Moreover, each node stores 3n scalars at each iteration, i.e., x i , s i , p i ∈ R n . Note that ADMM in Fig. 3 is a special case of DPGA-W in Fig. 2 . Indeed, DPGA-W reduces to ADMM when γ i = γ for all i ∈ N for some γ > 0, and when we set ξ i ← Φ i and f i ← 0 in DPGA-W, i.e., when we treat Φ i = ξ i + f i as we treat the nonsmooth component in DPGA-W. From now on, we refer to this algorithm that directly works with Φ i = ξ i + f i as ADMM-see Fig. 3 .
Computing prox Φ i for each i ∈ N is the computational bottleneck in each iteration of ADMM. Note that computing prox Φ i for (26) is almost as hard as solving the problem. To deal with this issue, Aybat et al. [22] considered the following reformulation:
, and proposed a split ADMM algorithm (SADMM). Steps of SADMM can be derived by minimizing the augmented Lagrangian alternatingly in (x, y), and in (z,z, q) while fixing the other. As in [17] , computing (z,z, q) can be avoided by exploiting the structure of optimality conditions. Convergence of SADMM with O(1/k) rate follows immediately from the results on the convergence of ADMM [35] . In each iteration of SADMM, every node communicates 4n scalars, i.e.,
Moreover, each node stores 7n scalars, i.e., x i , y i , s i ,s i , p i ,p i , r i ∈ R n . Given two doubly stochastic, symmetric mixing matrices, Fig. 4 , can solve (3) with Φ i = ξ i + f i as in (1) 
Let {x k } be the PG-EXTRA iterate sequence generated as in Fig. 4 , and sequence {q k } be defined as
t . According to [21, Th. 1 and 2], when the step size c ∈ 0,
where g
). As also pointed out in the introduction, we consider this rate result as O(1/ √ t) because (27) 
On the other hand, according to Theorems 7 and 8, DPGA and DPGA-W iterate sequences satisfy
Adopting mixing matrices (W,W ) to be able to set the step size c > 0 independent of the global topology of G = (N , E) may still require certain parameters, determined by the global ), which is independent of the global topology, and only depends on L max ; however, all the nodes need to know d max and L max , which can be computed using some max-consensus algorithm. This assumption may not be attainable for very large scale fully distributed networks, and computing parameters such as L max and d max may violate the privacy requirements of the nodes. Also note that since the step size c > 0 is the same for all nodes, PG-EXTRA cannot take advantage of the adaptive step-size strategy discussed in Section III-D.
B. Implementation Details and Numerical Results
In Lemma 10, we show that prox ξ i can be computed in closed form. On the other hand, when ADMM, and SADMM are implemented on (26) , one needs to compute prox Φ i and prox f i , respectively; and these proximal operations do not assume closed form solutions. To be fair, we computed them using an efficient interior point solver MOSEK (ver. 7.1.0.12).
Lemma 10:
Proof: This result is shown in [22] .
In our experiments, the network was either a star tree or a clique with either 5 or 10 nodes. The remaining problem parameters defining {ξ i , f i } i∈N were set as follows. We set β 1 = β 2 = 1 N , δ = 1, and K = 10. Let n = Kn g for n g ∈ {100, 300}, i.e., n ∈ {1000, 3000}. We generated partitions {G i } i∈N in two different ways. For test problems in CASE 1, we created a single partition G = {g(k)} Our choice of {A i } i∈N leads to a significant deviation among
2 . This type of setting is expected to adversely affect constant step algorithms, e.g., c = O(1/L max ) for PG-EXTRA. For all the algorithms, we initialize the iterate sequence from the origin. For ADMM methods, the penalty parameter was chosen specifically for each problem setup by searching for the best value over a line segment where the total number of ADMM iterations to terminate exhibits a convex behavior-similar to [35, Sec. 4 , where c = 2.6. This empirical rule has worked fairly well in our tests.
We solved the distributed optimization problem (4) using DPGA, PG-EXTRA, ADMM, and SADMM for both cases, on both star trees, and cliques, and for N ∈ {5, 10} and n g ∈ {100, 300}. For each problem setting, we randomly generated five instances. Note that for Case 1, i∈N ξ i (x) = x 1 + x G and its prox map can be computed efficiently, while for Case 2, i∈N ξ i (x) does not assume a simple prox map. Therefore, for Case 1, we were also able to use FISTA [33] , [37] , [38] to solve the central problem (26) 
n for SADMM. If the stopping criteria are not satisfied in T = 1800 s (30 min.), we terminated the algorithm and report the statistics corresponding to the iterate at the termination.
We solved the central problem (26) with SDPT3 and FISTA for benchmarking. We run DPGA on the decentralized problem both with constant step and adaptive step rules-see Section III-D. In Table III , "(CS)" and "(AS)" stand for constant step and adaptive step rules, respectively. For the results separated by comma, the left and right ones are for the star tree and clique, respectively. Table III displays the means over five replications for each case. The results show that DPGA and PG-EXTRA finish the jobs much faster than ADMM and SADMM-as expected due to not so simple prox Φ i and prox f i operations required for ADMM and SADMM, respectively. PG-EXTRA runs slower than DPGA, mainly because it uses a step size that is the same for all the nodes. Moreover, adaptive step-size strategy worked very well in our tests, and it lead to speedup for DPGA by a factor of at least 2 when compared to constant step-size strategy. It is worth mentioning that run-times reported do not include the effect of communication. However, in real life, transmitting information also takes time. The number of communication rounds per iteration are one for DPGA, two for PG-EXTRA, two for ADMM, and four for SADMM-see Table II . Thus, we expect the result to be more in favor of DPGA as the communication time is also taken into consideration when implemented in real networks.
C. Numerical Tests on the Effect of Network Topology and Noisy Gradients
In this section, we study the effect of network topology on the convergence of DPGA-we used constant step version, i.e., DPGA (CS). In the experiment, we have three types of network topologies, circle, small world, and complete graph. Circle is constructed by forming a cycle connecting all the nodes; the small-world networks are constructed by adding random edges after forming a cycle [25] . Both the problem setting and the stopping criteria are the same with those in CASE 1 of Section IV-B. Moreover, for all algorithms, the parameters are set as described in Sections IV-A and IV-B.
In Fig. 5(a) and (b), we display the topology effect on convergence of relative optimality and consensus violation when N = 10; and in Fig. 5(c) and (d) for networks with N = 100. In all these figures, we also plot the theoretical error bounds for the circle network-to avoid crowding the figures, we only show the bound for the circle network as it is the loosest one among the others. In Fig. 5(b) and (d) , we observe that as more edges are added to the network, the convergence rate improves as expected-improvement in consensus violation is more noticeable than that in suboptimality. Fig. 6 (a) and (b) compares convergence rates of the DPGA as |E|/|N |, the density of edges in the network changes. We tested with values 2 or 3 for the average number of edges per node on small-world networks with N = 10 and N = 50. Clearly, the network size has more impact on convergence rate than average edge density, i.e., the smaller the network faster the convergence is. On the other hand, for fixed size network, higher the density faster the convergence is.
Finally, in Fig. 7 (a) and 7(b), we compared the DPGA with SDPGA when the noise variance σ ∈ {0.01, 0.1, 1} on a random small-world network with N = 10 and |E| = 20. Although DPGA is clearly faster than SDPGA, it turns out that the theoretical O(1/ √ t) rate for the SDPA is not tight and empirically SDPA performs much better even though diminishing step size of O(1/ √ k) is used.
V. CONCLUSION
In this paper, we studied distributed proximal gradient ADMM and its stochastic counterpart for distributed minimization of composite convex functions over connected networks. The convergence rates of these methods were analyzed. Compared to the existing work, the advantages of our methods are as follows: DPGA, DPGA-W, SDPGA, and SDPGA-W are fully distributed, i.e., the agents are not required to know any global parameters depending on the entire network topology, e.g., the second smallest eigenvalue of the Laplacian; instead, we only assume that agents know who their neighbors are. Using only local communication, our node-based distributed algorithms require less communication burden and memory storage compared to edge-based distributed algorithms. The proposed algorithms consist of a single loop, i.e., there are no outer and inner iteration loops; therefore, they are easy and practical to be implemented over decentralized networks. To sum up, there are many practical problems where one can compute the prox map for ξ i efficiently; however, computing the prox map for Φ i = ξ i + f i is not easy. The methods proposed in this paper can compute an -optimal, -feasible solution in O( −1 ) iterations without assuming bounded ∇f i for any i ∈ N , where each iteration requires computing prox ξ i and ∇f i for i ∈ N , and one or two communication rounds among the neighbors-hence, O( −1 ) communications per node in total.
APPENDIX
A. Proof of Theorem 3
We give a technical lemma to show the desired results. Moreover, we also have
Let ν = [ν i ] i∈N for ≥ 0. Note from (7), it follows that (x k , y k , λ k ) are random variables depending only on Υ 
We obtain the desired result by taking the expectation of both sides in (28) and using the inequality
B. Proof of Theorem 5
Proof: Due to lack of space, we only provide the convergence result for σ = 0. The rate results for PG-ADMM and SPG-ADMM can be found in the technical report [32] . ConsiderQ Recall that we initialize α 0 = β 0 = 0. Furthermore, Theorem 3 holds for all α = [α ij ] (i,j )∈E ∈ R n |E| and β = [β ij ] (i,j )∈E ∈ R n |E| , where α ij , β ij ∈ R n for (i, j) ∈ E. Hence, given θ = [θ ij ] (i,j )∈E for some θ ij ∈ R n for all (i, j) ∈ E, we set α ij = θ ij and β ij = −θ ij for all (i, j) ∈ E, and invoke Theorem 3 for this specific choice of α = θ and β = −θ to obtain the following inequality, customized for (16) : for all θ and t ≥ 1 
