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Abstract
We establish a Kobayashi–Hitchin correspondence between solutions of the extended Bogo-
molny equation with a Dirac type singularity andHeckemodifications of Higgs bundles. This
correspondence was conjectured byWitten [Wit18, p. 668] and plays an important role in the
physical description of the the geometric Langlands program in terms of S–duality forN = 4
super Yang–Mills theory in four dimensions.
1 Introduction
Kapustin and Witten [KW07] describe the geometric Langlands program in terms of S–duality
for N = 4 super Yang–Mills theory in four dimensions. At the heart of their description lies
the observation that every solution of the Bogomolny equation with a Dirac type singularity on
[0, 1] × Σ gives rise to a Hecke modification of a holomorphic bundle over the Riemann surface
Σ via a scattering map construction [KW07, Section 9; Hur85]. Moreover, they anticipated that
this construction establishes a bijection between a suitable moduli space of singular monopoles
and the moduli space of Hecke modifications—similar to the Kobayashi–Hitchin correspondence
[Don85; Don87; UY86; LT95]. Their conjecture has been proved by Norbury [Nor11]; see also
Charbonneau and Hurtubise [CH11] and Mochizuki [Moc17].
In a recent article, Witten [Wit18] elaborates on the physical description of the geometric
Langlands program and emphasizes the importance of the relation between solutions to the ex-
tended Bogomolny equationwith a Dirac type singularity on [0, 1]×Σ and Hecke modifications of
Higgs bundles. While Hecke modifications of holomorphic bundles have been studied intensely
for quite some time (see, e.g., [PS86; Zhu16]), interest in Hecke modifications of Higgs bundles
has only emerged recently. They do appear, for example, in Nakajima’s recent work on a mathe-
matical definition of Coulomb branches of 3–dimensional N = 4 gauge theories [Nak17, Section
3].
The purpose of this article is to (a) give a precise statement of Witten’s conjectured Koboy-
ashi–Hitchin correspondence and (b) establish this correspondence. The upcoming four sections
review the notion of a Hecke modification of a Higgs bundle, the extended Bogomonly equation,
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Dirac type singularities, and the scattering map construction. The main result of this article is
stated as Theorem 5.9. The remaining five sections contain the proof of this result.
Our proof, like Norbury’s, heavily relies on the work of Simpson [Sim88]. However, unlike
Norbury, we cannot make use of the extensive prior work on Dirac type singularities for solutions
of the Bogomolny equation [Kro85; Pau98; MY17]. Instead, our singularity analysis is based on
ideas from recent work on tangent cones of singular Hermitian Yang–Mills connections [JSW18;
CS17]. Theorem 5.9 can be easily generalized to a Kobayashi–Hitchin correspondence between so-
lutions of the extended Bogomolny equationwith multiple Dirac type singularities and sequences
of Hecke modifications of Higgs bundles. This result is stated as Theorem A.3 and proved in Ap-
pendix A. Moreover, although we do not provide details here, both of these results can be further
generalized toGC Higgs bundles by fixing an embeddingG ⊂ U(r ), see [Sim88, Proof of Proposi-
tion 8.2].
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2 Hecke modifications of Higgs bundles
In this section, we briefly recall the notion of a Hecke modification of a Higgs bundle. We refer
the reader to [Wit18, Section 4.5] for a more extensive discussion. Throughout this section, let
(Σ, I ) be a closed Riemann surface and denote its canonical bundle by KΣ.
Definition 2.1. A Higgs bundle over Σ is a pair (E,φ) consisting of a holomorphic vector bundle
E over Σ and a holomorphic 1–form φ ∈ H 0(Σ,KΣ ⊗ End(E)) with values in End(E).
Let (E,H ) be a Hermitian vector bundle over Σ. Given a holomorphic structure ∂¯ on E, there
exits a unique unitary connection A ∈ A(E,H ) satisfying
∇0,1
A
= ∂¯;
see, e.g., [Che95, Section 6]. Furthermore, every φ ∈ Ω1,0(Σ, End(E)) can uniquely be written as
φ =
1
2
(ϕ − iIϕ)
with ϕ ∈ Ω1(Σ, u(E,H )). Here u(E,H ) denotes the bundle of skew-Hermitian endomorphism of
(E,H ). It follows from the Kähler identities that φ is holomorphic if and only if
(2.2) dAϕ = 0 and d
∗
Aϕ = 0.
2
Remark 2.3. Hitchin [Hit87, Theorem 2.1 and Theorem 4.3] proved that a Higgs bundle (E,φ) of
rank r ≔ rkE admits a Hermitian metric H such that (A,ϕ) satisfies Hitchin’s equation
(2.4) F ◦A −
1
2
[ϕ ∧ ϕ] = 0, dAϕ = 0, and d
∗
Aϕ = 0
if and only if it is µ–polystable. Here F ◦A ≔ FA−
1
r tr(FA)idE . Furthermore, imposing the additional
condition that H induces a given Hermitian metric on detE makes it unique.
Definition 2.5. Let (E,φ) be a Higgs bundle over Σ of rank r . Let z0 ∈ Σ and k = (k1, . . . ,kn) ∈ Zr
satisfying
(2.6) k1 6 k2 6 · · · 6 kr .
A Hecke modification of (E,φ) at z0 of type k is a Higgs bundle (F, χ ) over Σ together with an
isomorphism
η : (E,φ)|Σ\{z0 }  (F, χ )|Σ\{z0 }
of Higgs bundles which, in suitable holomorphic trivializations near z0, is given by
diag(zk1 , . . . , zkr ).
An isomorphism between two Hecke modifications (F1, χ1;η1) and (F2, χ2;η2) of (E,φ) is an
isomorphism
ζ : (F1, χ1) → (F2, χ2)
such that
η1 = η2ζ .
We denote by
M
Hecke(E,φ;z0, k)
the set of all isomorphism classes of Hecke modifications of (E,φ) at z0 of type k.
Remark 2.7. If φ = 0, then the above reduces to the classical notion of a Hecke modification of a
holomorphic vector bundle.
3 Singular solutions of the extended Bogomolny equation
Throughout this section, let M be an oriented Riemannian 3–manifold (possibly with boundary)
and let (E,H ) be a Hermitian vector bundle over M .
Definition 3.1. The extended Bogomolny equation is the following partial differential equation
for A ∈ A(E,H ), ϕ ∈ Ω1(M, u(E,H )), and ξ ∈ Ω0(M, u(E,H )):
FA −
1
2
[ϕ ∧ ϕ] = ∗dAξ ,
dAϕ − ∗[ξ ,ϕ] = 0, and
d∗Aϕ = 0.
(3.2)
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Remark 3.3. The extendedBogomolny equationarises from theKapustin–Witten equation [KW07]
by dimensional reduction. It can be thought of as a complexification of the Bogomolny equation.
In fact, for ϕ = 0, it reduces to the Bogomolny equation.
In this article, we are exclusively concerned with singular solutions of (3.2). The following
example is archetypical.
Example 3.4. Let k ∈ Z. The holomorphic line bundle OCP 1(k) → CP
1
 S2 admits a metric Hk
whose associated connection Bk satisfies
FBk = −
ik
2
volS 2 .
Denote by π : R3\{0} → S2 the projection map and denote by r : R3 → [0,∞) the distance to the
origin.
Given k ∈ Zr satisfying (2.6), set
(Ek,Hk) ≔
r⊕
i=1
π ∗(OCP 1(ki ),Hki ), Ak ≔
r⊕
i=1
π ∗Bk , and ξk ≔
1
2r
diag(ik1, . . . , ikr ).
The pair (Ak, ξk) is called the Dirac monopole of type k. It satisfies the Bogomolny equation
FAk = ∗dAkξk
and thus (3.2) with ϕ = 0.
Henceforth, we suppose that M¯ is an oriented Riemannian 3–manifold, p ∈ M¯ is an interior
point, and M is the complement of p in M¯ . Define r : M → (0,∞) by
r (x) ≔ d(x,p).
Furthermore, we fix k ∈ Zr satisfying (2.6).
Definition 3.5. A framing of (E,H ) at p of type k is an isometry
Ψ : exp∗p (E,H )|Bρ (0) → (Ek,Hk)|Bρ (0)
for some ρ > 0.
Definition 3.6. Let Ψ be a framing of (E,H ) at p of type k. A solution (A,ϕ, ξ ) of (3.2) on (E,H ) is
said to have a Dirac type singularity at p of type k if there exists an α > 0 such that for k ∈ N0
∇kAk(Ψ∗A −Ak) = O(r
−k−1+α ), ∇kAkΨ∗ϕ = O(r
−k ), and ∇kAk(Ψ∗ξ − ξk) = O(r
−k−1+α ).
A gauge transformation u ∈ G(E,H ) is called singularity preserving if there exists a up ∈
G(Ek,Hk) satisfying
∇Akup = 0 and (up )∗ξk = ξk
and an α > 0 such that for k ∈ N0
∇kAk(u − up ) = O(r
−k+α ).
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4 The extended Bogomolny equation over [0, 1] × Σ
Throughout the remainder of this article, we assume that the following are given:
1. a closed Riemann surface (Σ, I ),
2. a Hermitian vector bundle (E0,H0) over Σ,
3. a solution (A0,ϕ0) of (2.2),
4. (y0, z0) ∈ (0, 1) × Σ, and
5. k ∈ Zr satisfying (2.6).
Set
M ≔ [0, 1] × Σ\{(y0, z0)}
Proposition 4.1. Given the above data, there exists a Hermitian vector bundle (E,H ) over M whose
restriction to {0}×Σ is isomorphic to (E0,H0) together with a framing Ψ at (y0, z0) of type k. Moreover,
any two such (E,H ;Ψ) are isomorphic.
Proof. There is a complex vector bundle E1 over Σ together with an isomorphism η : E0 |Σ\{z0 } 
E1 |Σ\{z0 } which can be written as diag(z
k1 , . . . , zkr ) in suitable trivializations around z0. One can
construct E1 andη, for example, by modifying a Čech cocycle representing E0. The complex vector
bundle E is now constructed by gluing via η the pullback of E0 to [0,y0] × Σ\{(y0, z0)} and the
pullback of E1 to [y0, 1] × Σ\{(y0, z0)}. Since E is isomorphic near (y0, z0) to Ek, we can find the
desired Hermitian metric H and framing Ψ. 
Henceforth, we fix a choice of
(E,H ;Ψ).
Definition 4.2. Denote byCEBE(A0,ϕ0;y0, z0, k) the set of triplesA ∈ A(E,H ), ϕ ∈ Ω1(M, u(E,H )),
and ξ ∈ Ω0(M, u(E,H )) satisfying the extended Bogomolny equation (3.2),
(4.3) i(∂y )ϕ = 0,
and the boundary conditions
(4.4) A|{0}×Σ = A0, ϕ |{0}×Σ = ϕ0, and ξ |{1}×Σ = 0.
Denote by
G ⊂ G(E,H )
the subgroup of singularity preserving unitary gauge transformations of (E,H ) which restrict to
the identity on {0} × Σ. Set
M
EBE(A0,ϕ0;y0, z0, k) ≔ C
EBE(A0,ϕ0;y0, z0, k)/G.
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Remark 4.5. It is an interesting question to ask whether the condition (4.3) really does need to be
imposed. In a variant of our setup on S1 × Σ, this condition is automatically satisfied; see [He17,
Corollary 4.7].
Remark 4.6. We refer the reader to [KW07, Section 10.1] discussion of significance of the boundary
conditions (4.4). It will become apparent in Section 7 and (9.2), that the boundary conditions on
(A,φ, ξ ) correspond to Dirichlet and Neumann boundary conditions on a Hermitian metric.
Proposition 4.7. Let A ∈ A(E,H ), ϕ ∈ Ω1(M, u(E,H )), and ξ ∈ Ω0(M, u(E,H )) and suppose that
(4.3) holds. Decompose A as
∇A = ∂A + ∂¯A + dy ∧ ∇A, ∂y
and write
ϕ = φ − φ∗ with φ ≔
1
2
(ϕ − iIϕ) ∈ Γ(π ∗
Σ
T ∗Σ1,0 ⊗ End(E)).1
Set
dy ≔ ∇A, ∂y − iξ .
The extended Bogomolny equation (3.2) holds if and only if
∂¯Aφ = 0, [dy , ∂¯A] = 0, dyφ = 0, and(4.8)
iΛ(FA + [φ ∧ φ
∗]) − i∇A, ∂y ξ = 0.(4.9)
Proof. By the Kähler identities,
d∗Aϕ = iΛ(∂¯Aφ + ∂Aφ
∗).
Since ∗Σ = −I , ∗Σφ = iφ and thus
∗φ = idy ∧ φ.
Therefore, the second equation of (3.2) is equivalent to
∂¯Aφ − ∂Aφ
∗
= 0,
∇A, ∂yφ − i[ξ ,φ] = 0, and
∇A, ∂yφ
∗
+ i[ξ ,φ∗] = 0.
This shows that the last two equations of (3.2) are equivalent to the first and the last equations of
(4.8).
We have
FA = ∂¯A∂A + ∂A∂¯A + dy ∧
(
[∇A, ∂y , ∂¯A] + [∇A, ∂y , ∂A]
)
,
1
2
[ϕ ∧ ϕ] = −[φ ∧ φ∗], and
∗dAξ = ∇A, ∂y ξ · volΣ + idy ∧ ∂Aξ − idy ∧ ∂¯Aξ .
1This is possible because of (4.3).
6
Therefore, the first equation of (3.2) is equivalent to
∂¯A∂A + ∂A∂¯A + [φ ∧ φ
∗] − ∇A, ∂y ξ · volΣ = 0,
[∇A, ∂y , ∂A] − i∂Aξ = 0, and
[∇A, ∂y , ∂¯A] + i ∂¯Aξ = 0.
These are precisely the second equation in (4.8) as well as (4.9). 
5 The scattering map
Definition 5.1. In the situation of Example 3.4, set
∂¯k ≔ ∂¯Ak and dy,k ≔ ∇Ak, ∂y − iξk.
Definition 5.2. A parametrized Hecke modification on (E,H ;Ψ) is a triple (∂¯,φ, dy) consisting
of:
1. a complex linear map ∂¯ : Γ(E) → Γ(Hom(π ∗
Σ
TΣ0,1,E)),
2. a section φ ∈ Γ(π ∗
Σ
T ∗Σ1,0 ⊗ End(E)), and
3. a complex linear map dy : Γ(E) → Γ(E)
such that the following hold:
4. For every s ∈ Γ(E) and f ∈ C∞(M,C)
∂¯(f s) = (∂¯Σ f ) ⊗ s + f ∂¯s and dy (f s) = (∂y f )s + f dys .
5. There exists an α > 0 such that for k ∈ N0
∇kAk(Ψ∗∂¯ − ∂¯k) = O(r
−k−1+α ), ∇kAkΨ∗φ = O(r
−k ), and ∇kAk(Ψ∗dy − d
k
y) = O(r
−k−1+α ).
6. We have
(5.3) ∂¯φ = 0, [dy , ∂¯] = 0, and [dy ,φ] = 0
The following observation is fundamental to this article.
Proposition 5.4 (Kapustin andWitten [KW07, Section 9.1]). Let (∂¯,φ, dy) be a parametrized Hecke
modification. Denote by (E0,φ0) and (E1,φ1) the Higgs bundles induced by restriction to {0} × Σ
and {1} × Σ respectively. The parallel transport associated with the operator dy induces a Hecke
modification
σ : (E0,φ0)|Σ\{z0 } → (E1,φ1)|Σ\{z0 }
at z0 of type k.
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Definition 5.5. We call σ the scattering map associated with (∂¯,φ, dy).
For the reader’s convenience we recall the proof of Proposition 5.4 following [CH11].
Proposition 5.6 (Charbonneau andHurtubise [CH11, Section 2.2]). The scattering map for the Dirac
monopole of type k is given by diag(zk1 , . . . , zkr ) in suitable holomorphic trivializations.
Proof. It suffices to consider the case r = 1. Set
U± ≔ {(y, z) ∈ R × C : z = 0 =⇒ ±y > 0}.
There are trivializations τ± : π ∗OCP 1(k)|U±  U± × C such that the following hold:
1. The transition function τ : U+ ∩U− → U(1) defined by
τ+ ◦ τ
−1
− (y, z; λ) = (y, z, τ (y, z)λ)
is given by
(y, z) 7→ (z/|z |)k .
2. The connectionA defined in Example 3.4 satisfies
∇A± ≔ (τ±)∗∇A = d +
k
4
(∓1 + y/r )
z¯dz − zdz¯
|z |2
for
r ≔
√
y2 + |z |2.
The trivializations τ± are not holomorphic. This can be rectified as follows. Since
dr =
1
2r
(z¯dz + zdz¯ + 2ydy),
the gauge transformations
u±(y, z) ≔ (r ± y)
±k/2
satisfy
−(du±)u
−1
± = ∓
k
2(r ± y)
(dr ± dy)
= ∓
k
4r (r ± y)
(z¯dz + zdz¯ + 2(y ± r )dy)
=
k
4
(∓1 + y/r )
z¯dz + zdz¯
|z |2
−
k
2r
dy.
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Therefore,
∇A˜± ≔ (u±)∗∇A±
= ∇A± − (du±)u
−1
±
= d +
k
2
(∓1 + y/r )
z¯dz
|z |2
−
k
2r
dy.
It follows that
∂¯A˜±
= ∂¯ and ∇A˜±, ∂y +
k
2r
= ∂y .
Hence, the trivializationsu± ◦τ± are holomorphic and with respect to these the parallel transport
associated with ∇A, ∂y +
ik
2r from y = −ε to y = ε is given by
u+(ε, z) · τ (ε, z) · u
−1
− (−ε, z) = (r + ε)
k/2
(
z
|z |
)k
(r − ε)k/2 = zk . 
Proof of Proposition 5.4. The fact that σ is holomorphic and preserves the Higgs fields follows
directly from (5.3).
To prove thatσ is given by diag(zk1 , . . . , zkr ) in suitable trivializationswe followCharbonneau
and Hurtubise [CH11, Proposition 2.5]. It suffices to consider a neighborhood of (y0, z0) which we
identify with a neighborhood of the origin in R×C. Since dy = dy,k +O(r
−1+α ), we can construct
a section τ of End(Ek) over [−ε, 0) × {0} satisfying
(5.7) dyτ = τdy,k and τ (·, 0) = idCr +O(r
α ).
First extend τ (−ε, 0) to a section of End(Ek) over {−ε} × Bε (0) satisfying
(5.8) ∂¯τ = τ ∂¯k
and then further extend it to [−ε, ε] × Bε (0)\[0, ε] × {0} by imposing the first part of (5.7). The
equation (5.8) continues to hold. Since τ is bounded around (0, 0), it extends to {ε} × Bε (0). If
0 < ε ≪ 1, then τ is invertible.
By construction, if σ denotes the parallel transport associated with dy,k from y = −ε to y = ε ,
then the corresponding parallel transport associated with dy is given by
τ (ε, ·)στ (−ε, ·)−1. 
In light of Proposition 5.6, this proves the assertion.
The preceding discussion constructs a map
C
EBE(A0,ϕ0;y0, z0, k) → M
Hecke(E0,φ0;z0k).
This map isG–invariant. The following is the main result of this article.
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Theorem 5.9. The map
M
EBE(A0,ϕ0;y0, z0, k) → M
Hecke(E0,φ0;z0, k)
induced by the scattering map construction is bijective.
The proof of this theorem occupies the remainder of this article.
6 Parametrizing Hecke modifications
Definition 6.1. Denote by (E0,φ0) the Higgs bundle induced by (A0,ϕ0). Denote by
C
Hecke(E0,φ0;y0, z0, k)
the set of parametrized Hecke modifications agreeing with (E0,φ0) at y = 0. Denote by
G
C ⊂ GC(E)
the group of singularity preserving complex gauge transformations of E which are the identity at
y = 0. Set
M
Hecke(E0,φ0;y0, z0, k) ≔ CHecke(E0,φ0;y0, z0, k)/GC
The first step in the proof of Theorem 5.9 is to show that every Hecke modification of (E0,φ0)
arises as the scattering map of a parametrized Hecke modification.
Proposition 6.2. The map
(6.3) M
Hecke(E0,φ0;y0, z0, k) → MHecke(E0,φ0;z0, k)
induced by the scattering map construction is a bijection.
Proof. Let (E1,φ1;η) be a Hecke modification of (E0,φ0) at z0 of type k. Denote the complex
vector bundles underlyingE0 andE1 by E0 and E1. Denote the holomorphic structures onE0 and
E1 by ∂¯0 and ∂¯1. The bundle E is isomorphic to the bundle obtained by gluing the pullback of E0
to [0,y0] × Σ\{(y0, z0)} and the pullback of E1 to [y0, 1] × Σ\{(y0, z0)} via η. Therefore, there is
an operator ∂¯ : Γ(E) → Γ(Hom(π ∗
Σ
TΣ0,1,E)) on E whose restriction to {y} × Σ agrees with ∂¯0 if
y < y0 and with ∂¯1 if y > y0. There also is a section φ ∈ Γ(π ∗ΣT
∗
Σ
1,0 ⊗ End(E)) whose restriction
to {y} × Σ agrees φ0 if y < y0 and with φ1 if y > y0. Define dy : Γ(E) → Γ(E) to be given by ∂y on
both halves of the above decomposition of E. By construction, (∂¯,φ, dy) is a parametrized Hecke
modification and the associated scattering map induces the Hecke modification (E1,φ1;η). This
proves that the map (6.3) is surjective.
Let (∂¯,φ, dy) and (
˜¯
∂, φ˜, d˜y) be two parametrized Hecke modification which induce the Hecke
modifications (E1,φ1;η) and (E˜1, φ˜1; η˜). Suppose that the latter are isomorphic via ζ : (E1,φ1) →
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(E˜1, φ˜1). We can assume that both parametrized Hecke modifications are in temporal gauge.
Therefore, on [0,y0) × Σ they agree and are given by (∂¯0,φ0, ∂y); while on (y0, 1] × Σ
(∂¯,φ, dy) = (∂¯1,φ1, ∂y ) and (
˜¯
∂, φ˜, d˜y) = (
˜¯
∂1, φ˜1, ∂y ).
The isomorphism ζ intertwines ∂¯1 and
˜¯
∂1 as well as φ1 and φ˜1 and commutes with the identifi-
cation of E0 and E1 respectively E˜1 over Σ\{z0}. Therefore, it glues with the identity on E0 to
a gauge transformation in GC relating (∂¯,φ, dy) and (
˜¯
∂, φ˜, d˜y). This proves that the map (6.3) is
injective. 
7 Varying the Hermitian metric
The purpose of this section is to reduce Theorem 5.9 to a uniqueness and existence result for a
certain partial differential equation imposed on a Hermitian metric.
Proposition 7.1. Given a parametrized Hecke modification (∂¯,φ, dy) on (E,H ), there are unique
AH ∈ A(E,H ), ϕH ∈ Ω
1(M, u(E,H )), and ξH ∈ Ω
0(M, u(E,H )) such that
(7.2) ∂¯ = ∇0,1AH , φ = ϕ
1,0
H , and dy = ∇AH , ∂y − iξH .
Moreover, (AH ,ϕH , ξH ) has a Dirac type singularity of type k at (y0, z0).
Proof. This is analogous to the existence and uniqueness of the Chern connection. In fact, it can
be reduced to it; see Proposition 8.1. 
This proposition shows that Theorem 5.9 is equivalent the bijectivity of the map{
(∂¯,φ, dy) ∈ C
Hecke(E0,φ0;y0, z0, k) : (4.9) and ξH (1, ·) = 0}/G → MHecke(E0,φ0;y0, z0, k).
This in turn is equivalent to the following for every parametrized Hecke modification (∂¯,φ, dy):
1. There exists a u ∈ GC such that u∗(∂¯,φ, dy) satisfies (4.9) and ξH (1, ·) = 0.
2. The equivalence class [u] ∈ GC/G is unique.
The gauge transformedparametrizedHeckemodificationu∗(∂¯,φ, dy) satisfies (4.9) and ξH (1, ·) =
0 if and only if with respect to gauge transformed Hermitian metric
K ≔ u∗H
the parametrized Hecke modification (∂¯,φ, dy) satisfies (4.9) and ξK (1, ·) = 0. Since K = u∗H
depends only on [u] ∈ GC/G, the preceding discussion shows that Theorem 5.9 holds assuming
the following.
Proposition 7.3. Given (∂¯,φ, dy) a parametrized Heckemodification, there exists a unique Hermitian
metric of the form K = u∗H with u ∈ G
C such that (4.9) and ξK (1, ·) = 0 hold.
11
8 Lift to dimension four
It will be convenient to lift the extended Bogomolny equation to dimension four, since this allows
us to directly make use of the work of Simpson [Sim88].
Proposition 8.1. Set
X ≔ S1 ×M .
Denote by α the coordinate on S1. Regard X as Kähler manifold equipped with the product metric
and the Kähler form
ω = dα ∧ dy + volΣ .
Denote by E the pullback of E to X . Given a parametrized Hecke modification (∂¯,φ, dy), set
∂¯ ≔
1
2
(∂α + idy · dy) + ∂¯E and φ ≔ φ.
The following hold:
1. The operator ∂¯ defines a holomorphic structure on E; moreover,
∂¯φ = 0 and φ ∧φ = 0.
2. Let K be the pullback of a Hermitian metric K on E. Denote by AK the Chern connection
corresponding to ∂¯ with respect to K. The equation (4.9) holds if and only if
iΛ(FAK + [φ ∧φ
∗,K]) = 0.
Proof. It follows from (4.8) that
∂¯
2
= ∂¯2E + idy ∧ [dy , ∂¯E ] = 0.
Consequently, ∂¯ defines a holomorphic structure. It also follows from (4.8) that ∂¯φ = 0; while
φ ∧φ = 0 is obvious. This proves (1).
Denote by π : X → M the projection map. A simple computation shows that
AK = π
∗AK + dα ∧ (∂α + ξK ).
Therefore,
FAK = FAK − dα ∧ dy · ∇AK, ∂y ξK
and thus
iΛ(FAK + [φ ∧φ
∗,K]) = π ∗
(
iΛ(FAK + [φ ∧ φ
∗,K ]) − i∇AK , ∂y ξK
)
.
This proves (2). 
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9 Uniqueness of K
Assume the situation of Proposition 7.3. Given a Hermitian metric K on E, set
m(K) ≔ iΛ(FAK + [φ ∧ φ
∗,K ]) − i∇AK , ∂y ξK .
Thus, (4.9) holds with respect to K if and only if m(K) = 0.
Proposition 9.1. For every Hermitian metric K on E and s ∈ Γ(iu(E,K)), we have
∆ tr s = 2 tr(m(Kes ) −m(K))
and
∆ log tr es 6 2|m(Kes )| + 2|m(K)|
Proof. This follows from [Sim88, Lemma 3.1(c) and (d)] and Proposition 8.1. 
Proof of uniqueness in Proposition 7.3. Suppose K and Kes are two Hermitian metrics in the GC–
orbit ofH such thatm(K) = m(Kes ) = 0 and ξK (1, ·) = ξKes (1, ·) = 0. It follows from the preceding
proposition that tr s is harmonic and log tr es is subharmonic.
Since K and Kes are contained the the sameGC–orbit,
s(0, ·) = 0 and |s | = O(rα ).
for some α > 0. The computation proving Proposition 7.1 shows that
(9.2) ξKes =
1
2
(
ξK + e
−sξKe
s − ie−s (∇AK , ∂ye
s )
)
.
Therefore,
∇AK , ∂ys(1, ·) = 0.
Since tr s is harmonic, bounded, vanishes aty = 0, and satisfies Neumann boundary conditions
at y = 1, it follows that tr s = 0. Furthermore, since log tr es is subharmonic, the above together
with the maximum principle implies log tr es 6 log tr e0 = log rkE. By the inequality between
arithmetic and geometric means,
tr es
rk E
> etr s = 1; that is: log tr es > log rk E
with equality if and only if s = 0. 
13
10 Construction of K
This section is devoted to the construction of K using the heat flow method with boundary con-
ditions [Don92; Sim88]. The analysis of its behavior at the singularity is discussed in the next
section.
Proposition 10.1. Given a parametrized Heckemodification, (∂¯,φ, dy) on (E,H ), there exists a bounded
section s ∈ Γ(iu(E,H )) such that for K ≔ Hes both m(K) = 0 and ξK (1, ·) = 0 hold.
The proof requires the following result as a preparation.
Proposition 10.2. Assume the situation of Proposition 8.1. For ε > 0, set
Xε ≔ S
1 × ([0, 1] × Σ\Bε (y0, z0)).
Denote the pullback of H to X by H. Suppose that
‖iΛ(F ◦AH + [φ ∧φ
∗,H])‖L∞ < ∞.
The following hold:
1. Let ε > 0. There exists a unique solution (Kεt )t ∈[0,∞) of
(10.3) (Kεt )
−1∂tK
ε
t = −iΛ(F
◦
AKεt
+ [φ ∧φ∗,K
ε
t ])
on Xε with initial condition
Kε0 = H|Xε
and subject to the boundary conditions
Kεt |S 1×{0}×Σ = H|S 1×{0}×Σ,
Kεt |S 1×∂Bε (y0,z0) = H|S 1×∂Bε (y0,z0), and
(∇AH, ∂yK
ε
t )|S 1×{1}×Σ = 0.
2. As t → ∞ the Hermitian metrics Kεt converge in C
∞ to a solution Hε of
iΛ(F ◦Hε + [φ ∧φ
∗,Hε ]) = 0.
3. The section sε ∈ Γ(Xε , isu(E,H)) defined by K
ε
= Hesε is S1–invariant and satisfies
‖sε ‖L∞ . 1 as well as ‖sε ‖Ck (Xδ ) .k,δ 1
for k ∈ N and δ > ε .
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Proof. (1) follows from Simpson [Sim88, Section 6].
Set
ft ≔ |iΛ(F
◦
Kt
+ [φ ∧φ∗])|2Kt .
By a short computation, we have
(∂t + ∆)ft 6 0.
The spectrum of ∆ on Xε with Dirchlet boundary conditions at y = 0 and at distance ε to the
singularity as well as Neumann boundary conditions at y = 0 is positive. Therefore, there are
c, λ > 0 such that
‖ ft ‖L∞ 6 ce
−λt
.
Consequently,
sup
p∈Xε
ˆ ∞
0
√
ftdt < ∞
This means that the path Kεt has finite length in the space of Hermitian metrics. (2) thus follows
from [Sim88, Lemma 6.4].
By Proposition 9.1,
∆ log tr(esε ) 6 2|iΛ(F ◦AH + [φ ∧φ
∗,H])|2.
Let f be the solution of
∆f = 2|iΛ(F ◦AH − [φ ∧φ
∗,H])|2
subject to the boundary conditions
f |S 1×{0}×Σ = 0 and ∂y f |S 1×{1}×Σ = 0.
Choose a constant c such that f + c > 0. Set
д ≔ log tr(esε ) − (f + c).
The function д is subharmonic on Xε . Thus it achieves its maximum on the boundary. On S1 ×
∂Bε (y0, z0) and S1 × {0} × Σ, the function д is negative. At S1 × {1} × Σ, ∂y f = 0. By the reflection
principle, the maximum is not achieved at y = 1 unless д is constant. It follows that д 6 0. This
shows that |log tr(esε )| is bounded independent of ε . Since s is trace-free, it follows that |sε | is
bounded independent of ε . By [Sim88, Lemma 6.4], which is an extension of [Don85, Lemma 19]
with boundary conditions, and elliptic bootstrapping the asserted Ck bounds on sε follow. 
Proof of Proposition 10.1. Without loss of generality we can assume thatH is such that ξH vanishes
at y = 1.
There is a unique f ∈ C∞([0, 1] × Σ\{y0, z0}) which satisfies
1
2
∆f = tr(iΛFAH − i∇AH , ∂y ξH ),
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is bounded, vanishes at y = 0, and satisfies Neumann boundary conditions at y = 0. A simple
barrier argument shows that | f | = O(rα ) for some α > 0. Replacing H withHef , we may assume
that
tr(iΛFAH − i∇AH , ∂y ξH ) = 0.
For every s ∈ Γ(isu(E,H )), the above condition holds for Hes instead of H as well. Let sε be
as in Proposition 10.2. Take the limit of sε on each Xδ as first ε tends to zero and then δ tends to
zero. This limit is the pullback of a section s defined over [0, 1] × Σ\{y0, z0} which has the desired
properties. Since ∇AH , ∂ys vanishes at y = 1, it follows from (9.2) that ξK vanishes at y = 1. 
11 Singularity analysis
It remains to analyze the section s constructed via Proposition 10.1 near the singularity. The
following result completes the proof of Proposition 7.3 and thus Theorem 5.9.
Proposition 11.1. Consider the unit ball B ⊂ R × C with a metric д = д0 + O(r
2). Set ÛB ≔ B\{0}.
Let k ∈ Zr be such that (2.6) and let α > 0. Let (∂¯,ϕ, dy) be a parametrized Hecke modification on
(Ek,Hk). If s ∈ Γ(iu(Ek,Hk) is bounded and satisfies
m(Hke
s ) = 0,
then there is an α > 0 and s0 ∈ Γ(iu(Ek,Hk)) such that
∇Aks0 = 0 and [ξk, s0] = 0
and for k ∈ N0
∇kAk(s − s0) = O(r
−k+α );
that is: Hke
s
= e
s/2
∗ Hk is in theG
C–orbit of Hk.
The proof of this result uses the technique developed in [JSW18]. Henceforth, we shall assume
the situation of Proposition 11.1. Moreover, we drop the subscript k from Ek and Hk to simplify
notation.
DefineV : Γ(iu(E,H )) → Ω1( ÛB, iu(E,H )) × Γ(iu(E,H )) by
Vs ≔ (∇Aks, [ξk, s])
The following a priori Morrey estimate is the crucial ingredient of the proof of Proposition 11.1.
Proposition 11.2. For some α > 0, we have
ˆ
Br
|Vs |2 . r 1+2α .
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Proof of Proposition 11.1 assuming Proposition 11.2. Denote by sr the pullback of s from Br to B. By
Proposition 11.2,
‖∇Aksr ‖L2(B) + ‖[ξk, sr ]‖L2(B) . r
α .
Denote bymr themapmwith respect to the pullback of the Riemannianmetric and the parametrized
Hecke modification from Br to B. The equationmr (Hes
r
) = 0 can be written schematically as
∇∗AH∇AH sr + B(∇AH s ⊗ ∇AH sr ) = C(mr (H )))
where B and C are linear with coefficients depending only on s, but not its derivatives.
Set
a ≔ ∇AH − ∇Ak, ϕˆ = ϕH − ϕk, and ξˆ ≔ ξH − ξk.
It follows from (5.3) that, after possibly decreasing the value of α > 0, for k ∈ N0
(11.3) ∇kAka = O(r
−k−1+α ), ∇kAkϕˆ = O(r
−k ), and ∇kAk ξˆ = O(r
−k−1+α ).
Therefore, mr (H ) = O(rα ) on B\B1/8.
As in [JSW18, Section 5], it follows from Bando–Siu’s interior estimates [BS94, Propositon 1;
JW18, Theorem C.1] that for k ∈ N0
‖∇Aksr ‖Ck (B1/2\B1/4) + ‖[ξk, sr ]‖Ck (B1/2\B1/4) .k r
α .
Consequently, there is an s0 ∈ kerV such that for k ∈ N0
‖∇kAk(sr − s0)‖L
∞(B1/2\B1/4) .k r
α
.
This translates to asserted estimates for s. 
The proof of Proposition 11.2 occupies the remainder of this section.
11.1 A Neumann–Poincaré inequality
Denoting the radial coordinate by r , we can write
Vs ≔ (dr · ∇∂r s,Vr s)
for a family of operators Vr : Γ(∂Br , iu(E,H )) → Ω1(∂Br , iu(E,H )) × Γ(∂Br , iu(E,H )). The pull-
back ofVr to ∂B agrees withV1. Consequently, we can identify
kerVr = kerV1 ≕ N .
Denote by πr : Γ(∂Br , iu(E,H )) → N the L2–orthogonal projection onto N . Set
Πrs ≔
1
r
ˆ 2r
r
πt (s)dt .
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Proposition 11.4. For every s ∈ Γ(iu(E,H )) and r ∈ [0, 1/2], we have
(11.5)
ˆ
B2r \Br
|s − Πrs |
2
.
ˆ
B2r \Br
|Vs |2.
Proof. The proof is identical to that of [JSW18, Proposition 4.2]. For the readers convenience we
will reproduce the argument here.
Since (11.5) is scale invariant, we may assume r = 1/2. Furthermore, it suffices to prove the
cylindrical estimateˆ 1
1/2
ˆ
∂B
|s(t , xˆ ) − Πs(t , ·)|2 dxˆdt .
ˆ 1
1/2
ˆ
∂B
|∂ts(t , xˆ )|
2
+ |V1s(t , xˆ )|
2 dxˆdt
with s denoting a section over [1/2, 1] × ∂B,
π ≔ π1, and Πs ≔ 2
ˆ 1
1/2
πs(t , ·) dt .
To prove this inequality, we computeˆ 1
1/2
ˆ
∂B
|s(t , xˆ ) − Πs(t , ·)|2dxˆdt
= 4
ˆ 1
1/2
ˆ
∂B
ˆ 1
1/2
s(t , xˆ ) − πs(u, ·) du
2 dxˆdt
.
ˆ 1
1/2
ˆ 1
1/2
ˆ
∂B
|s(t , xˆ ) − πs(u, ·)|2 dxˆdudt
.
ˆ 1
1/2
ˆ 1
1/2
ˆ
∂B
|s(t , xˆ ) − πs(t , ·)|2 + |πs(t , ·) − πs(u, ·)|2 dxˆdudt .
The first summand can be bounded as followsˆ 1
1/2
ˆ 1
1/2
ˆ
∂B
|s(t , xˆ ) − πs(t , ·)|2 dxˆdtdu .
ˆ 1
1/2
ˆ 1
1/2
ˆ
∂B
|V1s(t , xˆ )|
2 dxˆdtdu
.
ˆ 1
1/2
ˆ
∂B
|V1s(t , xˆ )|
2 dxˆdt .
The second summand can be controlled as in the usual proof of theNeumann–Poincare inequality:
We have
|πs(t , ·) − πs(u, ·)| =
ˆ 1
0
∂vπs(t +v(t − u), ·) dv

6
ˆ 1
0
π (∂ts)(t +v(t − u), ·) dv

.
(ˆ 1
0
ˆ
∂B
|(∂ts)(t +v(t − u), xˆ)|
2 dxˆdv
)1/2
.
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Plugging this into the second summand and symmetry considerations yield
ˆ 1
1/2
ˆ 1
1/2
ˆ
∂B
|πs(t , ·) − πs(u, ·)|2 dxˆdudt
.
ˆ 1
1/2
ˆ 1
1/2
ˆ 1
0
ˆ
∂B
|(∂ts)(t +v(t − u), xˆ)|
2 dxˆdvdudt
.
ˆ 1
1/2
ˆ
∂B
|∂ts(t , xˆ )|
2 dxˆdt .
This finishes the proof. 
11.2 A differential inequality
The following differential inequality lies at the heart of the proof of Proposition 11.2.
Proposition 11.6. The section
sˆr ≔ log(e
se−Πr s )
satisfies
|Vs | . |Vsˆr |, |sˆr | . |s − Πrs |, and |Vsˆr |
2
. r−2+β − ∆|sˆr |
2
for some β > 0.
The proof relies on the following identity.
Proposition 11.7. We have
〈m(Hes ) −m(H ), s〉 =
1
4
∆|s |2 +
1
2
|υ(−s)∇AH s |
2
+
1
2
|υ(−s)[ϕH , s]|
2
+
1
2
|υ(−s)[ξH , s]|
2
with
υ(s) =
√
eads − id
ads
∈ End(gl(E)).
Proof. We prove the analogous formula in dimension four. We have
∂AHes = e
−s∂AH e
s
= ∂H + ϒ(−s)∂H s and φ
∗,Hes
= e−sφ∗,Hes
with
ϒ(s) =
eads − id
ads
.
Set
D ≔ ∂ + iφ and D¯H ≔ ∂¯H − iφ
∗,H
.
The above formula asserts that
D¯Hes = e
−s D¯He
s
= D¯H + ϒ(−s)D¯H s .
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Since
D + D¯H = ∇AH + iϕH ,
we have
m(H ) =
1
2
iΛ[DH , D¯H ].
Therefore,
〈m(Hes ) − m(H ), s〉 = iΛ〈DH (ϒ(−s)D¯H s), s〉
= iΛ∂¯〈ϒ(−s)D¯H s), s〉 + iΛ〈ϒ(−s)D¯H s ∧ D¯Hs〉
= ∂∗〈D¯Hs), ϒ(s)s〉 + |υ(−s)D¯H s |
2
=
1
2
∂
∗
∂ |s |2 + |υ(−s)D¯H s |
2
=
1
4
∆|s |2 +
1
2
|υ(−s)(∇H + i[ϕ, ·])s |
2
. 
Proof of Proposition 11.6. The first two estimates are elementary. To prove the last estimate we
argue as follows. Set
a ≔ ∇AH − ∇Ak and ξˆ ≔ ξH − ξk.
By (11.3), for some β > 0
|Vsˆr |
2
. |∇AH sˆr |
2
+ |[ξH , sˆr ]|
2
+ r−2+2β .
Therefore, it suffices to estimate |∇AH sˆr |
2
+ |[ξH , sˆr ]|
2.
Since sˆr is bounded, υ(sˆr ) is bounded away from zero. Hence, by Proposition 11.7,
|∇AH sˆr |
2
+ |[ϕH , sˆr ]|
2
. |m(He sˆr )| + |m(H )| − ∆|sˆr |
2
.
It follows from (11.3) that |m(H )| = O(r−2+β ). Since m(Hes ) = 0, in the notation introduced in the
proof of Proposition 11.7,
m(He sˆr ) = m(Hese−Πr s ) = iΛD(eΠr s D¯Hes e
−Πr s ) = iΛ(DeΠr s ∧ D¯Hes e
−Πr s ).
Since Πrs is in the kernel of V,
DeΠr s = O(r−1+β ) and D¯He
Πr s
= O(r−1+β ).
This combined with
D¯Hes = D¯H + e
−s (D¯He
s ) and |∇AH s | . |∇AH sˆr | +O(r
−1+β )
shows that
|m(He sˆr )| . r−2+2β + r−1+β |∇AH sˆr |.
Putting all of the above together yields the asserted estimate. 
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11.3 Proof of Proposition 11.2
Set
д(r ) ≔
ˆ
Br
|x |−1 |Vs |2.
The upcoming three steps show that д(r ) . r 2α for some α > 0. This implies the assertion.
Step 1. We have д 6 c.
Fix a smooth function χ : [0,∞) → [0, 1] which is equal to one on [0, 1] and vanishes outside
[0, 2]. Set χr (·) ≔ χ (|·|/r ). Denote by G the Green’s function of B centered at 0. For r > ε > 0,
using Proposition 11.6, we have
ˆ
Br \Bε
|x |−1 |Vs |2 .
ˆ
B2r \Bε/2
χr (1 − χε/2)G(r
−2+β − ∆|sˆr |
2)
. r β + r−3
ˆ
B2r \Br
|sˆr |
2
+ ε−3
ˆ
Bε \Bε/2
|sˆr |
2
.
Since s is bounded, the right-hand side is bounded independent of ε . This gives the bound on д.
Step 2. There are constsants γ ∈ [0, 1) and c > 0 such that
д(r ) 6 γд(2r ) + cr β .
Continue the inequality from the previous step using the Neumann–Poicaré estimate (11.5) as
ˆ
Br \Bε
|x |−1 |Vs |2 . r β + r−3
ˆ
B2r \Br
|s − Πrs |
2
+ ε−3
ˆ
Bε \Bε/2
|s − Πrs |
2
. r β + r−3
ˆ
B2r \Br
|Vs |2 + ε−3
ˆ
Bε \Bε/2
|Vs |2
. r β + д(2r ) − д(r ) + д(ε).
By Lebesque’s monotone convergence theorem, the last term vanishes as ε tends to zero. There-
fore,
д(r ) . д(2r ) − д(r ) + r β
Step 3. For some α > 0, д . r 2α .
This follows from the preceding steps by an elementary argument; see, e.g., [JW18, Step 3 in
the proof of Proposition C.2]. 
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A Sequences of Hecke modifications
This appendix discusses the extension of Theorem 5.9 to sequences of Hecke modifications. Let
Σ be a closed Riemann surface, let (E0,φ0) be a Higgs bundle over Σ of rank r , let z1, . . . , zn ∈ Σ,
and let k1, . . . , kn ∈ Zr satisfying (2.6).
Definition A.1. A sequence of Hecke modifications of (E0,φ0) at z1, . . . , zn of type k1, . . . , kn
consists of a Hecke modification
ηi : (Ei−1,φi−1)|Σ\{zi }  (Ei ,φi )|Σ\{zi }
at zi of type ki for every i = 1, . . . ,n. An isomorphism between two sequences of Hecke modifi-
cation (Ei ,φi ;ηi )ni=1 and (E˜i , φ˜i ; η˜i )
n
i=1 consists of an isomorphism
ζi : (Ei ,φi ) → (E˜i , φ˜i )
of Higgs bundles such that
ζi−1ηi = η˜iζi
for every i = 1, . . . ,n and with ζ0 ≔ idE0 . We denote by
M
Hecke(E0,φ0;z1, . . . , zn, k1, . . . , kn)
the set of all isomorphism classes of sequences of Hecke modifications of (E0,φ0) at z1, . . . , zn of
type k1, . . . , kn .
Denote by E0 the complex vector bundle underlyingE0. Henceforth, we assume that H0 is a
Hermitian metric on E0. Furthermore, fix
0 < y1 < y2 < · · · < yn < 1.
As in Proposition 4.1, there exists a Hermitian vector bundle (E,H ) over
M ≔ [0, 1] × Σ\{(y1, z1), . . . , (yn , zn)}
together with a framing Ψi at (yi , zi ) of type ki for every i = 1, . . . ,n. Any two choices of
(E,H ;Ψ1, . . . ,Ψn) are isomorphic. Throughout the remainder of this appendix, we fix one such
choice.
Definition A.2. Denote by CEBE(A0,ϕ0;y1, z1, . . . ,yn , zn, k1, . . . , kn) the set of triples
A ∈ A(E,H ), ϕ ∈ Ω1(M, u(E,H )), and ξ ∈ Ω0(M, u(E,H ))
satisfying the extended Bogomolny equation (3.2),
i(∂y )ϕ = 0,
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and the boundary conditions
A|{0}×Σ = A0, ϕ |{0}×Σ = ϕ0, and ξ |{1}×Σ = 0.
Denote by
G ⊂ G(E,H )
the subgroup of unitary gauge transformations of (E,H ) which are singularity preserving at
(y1, z1), . . . , (yn , zn) and restrict to the identity on {0} × Σ. Set
M
EBE(A0,ϕ0;y1, z1, . . . ,yn , zn , k1, . . . , kn) ≔ C
EBE(A0,ϕ0;y1, z1, . . . ,yn , zn, k1, . . . , kn)/G.
Let (A,ϕ, ξ ) ∈ CEBE(A0,ϕ0;y1, z1, . . . ,yn , zn , k1, . . . , kn). Let
y1 <m1 < y2 <m2 < . . . < yn <mn ≔ 1.
The scatteringmap construction from Section 5 restricted to [0,m1]×Σ yields aHeckemodification
(E1,φ1;η1) of (E0,φ0) at z1 of type k1. Similarly, we obtain a Hecke modification (Ei ,φi ;η1) of
(Ei−1,φi−1) at zi of type ki for every i = 1, . . . ,n. A different choice of m˜i ∈ (yi ,yi+1) may yield a
different Hecke modification (E˜i , φ˜i ; η˜i ). However, these Hecke modifications are isomorphic via
the scattering map frommi to m˜i . Therefore, we obtain a map
C
EBE(A0,ϕ0;y1, z1, . . . ,yn , zn , k1, . . . , kn) → M
Hecke(E0,φ0;z1, . . . , zn , k1, . . . , kn).
This map isG–invariant. We have the following extension of Theorem 5.9.
Theorem A.3. The map
M
EBE(A0,ϕ0;y1, z1, . . . ,yn , zn, k1, . . . , kn) → M
Hecke(E0,φ0;z1, . . . , zn , k1, . . . , kn)
induced by the scattering map construction is a bijection.
Proof. The proof is essentially the same as that of Theorem 5.9. The notion of parametrized
Hecke modifications can be extended to parametrized sequences of Hecke modifications yield-
ing a moduli spaceM
Hecke(E0,φ0;y1, z1, . . . ,yn , zn , k1, . . . , kn). As in the proof of Proposition 6.2,
one shows that the scattering map yields a bijection
M
Hecke(E0,φ0;y1, z1, . . . ,yn , zn , k1, . . . , kn) → MHecke(E0,φ0;z1, . . . , zn , k1, . . . , kn).
Finally, the arguments from Section 7, Section 8, Section 9, Section 10, and Section 11 show that
the obvious map
M
EBE(A0,ϕ0;y1, z1, . . . ,yn , zn , k1, . . . , kn) → M
Hecke(E0,φ0;y1, z1, . . . ,yn , zn, k1, . . . , kn)
is a bijection. 
Remark A.4. If φ = 0, then the above reduces to the notion of a sequence of Hecke modifications
of a holomorphic vector bundle; see, e.g., [Won13, Section 1.5.1; Boo18, Section 2.4].
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