Abstract-Evolutionary clustering is a recent trend in cluster analysis, that has the potential to yield high partitioning accuracy results. Traditional evolutionary techniques applied in clustering are typically hindered by the high cost involved in the computation of the objective function. In this paper we propose a novel objective function, that can provide fitness function values in sublinear time. Next we develop an evolutionary scheme, to evolve cluster solutions and demonstrate how the number of clusters can be estimated from the final result. Finally, by employing real world datasets, we exhibit the high quality clustering results that this sceme can provide.
Introduction
Clustering is a fundamental step in the process of transforming data to knowledge. It aims at discovering groups (clusters) in a set of objects such that similarity among the objects in the same group is higher than that of objects belonging to different clusters.
The first references to clustering date as back as the fourth century B.C. by Aristotle and Theophrastos, but it was not until 1939, that one of the first comprehensive foundations of these methods was published [30] .
The application domain of clustering techniques is very wide including data mining [14] , text mining [10, 13] , statistical data analysis [2] , compression and vector quantization [23] , global optimization [6, 29] and web personalization [24] .
Clustering is a hard problem, since even the simplest clustering problems are known to be NP-Hard [1] . The Euclidean k-center problem [1] in the plane is NP-Hard [20] . In fact, it is NP-Hard to approximate the two-dimensional k-center problem even under the LOO-metric [20] .
Clustering algorithms are traditionally categorized into three main categories, Hierarchical, Partitioning [26] and Distance-based. Hierarchical clustering algorithms construct hierarchies of clusters in a top-down (agglomerative) or bottom-up (divisive) fashion. Hierarchical clustering algorithms have proved to yield high quality results especially for applications involving clustering text collections. None the less, their high computational requirements, usually limits their applicability in real life applications, where the number of samples and their dimensionality is typically high (the cost is quadratic to the number of samples).
Partitioning clustering algorithms, start from an initial Michael N. Vrahatis Computational Intelligence Laboratory, Department of Mathematics, University of Patras, GR-261 10 Patras, Greece. vrahatis@math.upatras.gr clustering (that can be randomly formed) and create partitionings by iteratively adjusting the clusters based on the distance of the data points from a representative member of the cluster. The most commonly used partitioning clustering algorithm is k-means. This algorithm initializes k centers and iteratively assigns each data point to the cluster whose centroid minimizes the euclidean distance from the data point. Algorithms of this type can give good clustering results at low cost, since their running time is proportional to kn, where n is the number of patterns present in the dataset. However, their results rely heavily on their initialization and they can converge to arbitrary local optima. Distance based clustering algorithms create a partitioning by considering neighbors of data points. DBSCAN [25] is a distance-based clustering algorithm that has proved quite effective for spatial databases. Clusters are considered as high density neighborhoods of data points. Although the density parameter is critical for the successful application of DBSCAN, recently proposed heuristics appear to yield high quality results. The computational complexity of DBSCAN comes up to O(n log((n)) under the assumption that the data are organized in a spatial index (R*-tree).
In evolutionary clustering, a solution to the clustering problem is typically encoded as a chromosome. Next, by employing evolutionary operators and a population of solutions the algorithm probes the search space to find a globally optimum partition of the data. The most commonly used evolutionary operators are: selection, recombination, and mutation. Each operator transforms one or more input chromosomes into one or more output chromosomes. A fitness function evaluated on a chromosome determines a chromosome's likelihood of surviving into the next generation. In early approaches [8, 18] , chromosomes encoded the partition of n objects into K clusters and Genetic Algorithms were employed to identify the best partition. However, the sensitivity of GAs to the selection of the various parameters like population size, and crossover and mutation probabilities, as well as, the difficulties associated with the representation scheme, presented a major problem. Better results were obtained through hybrid approaches [4] [31] . All these approaches demonstrated that it is possible to obtain high quality partitions, but at a high computational cost.
In this paper we attempt to tackle the high computational cost of traditional evolutionary techniques by introducing a new fitness criterion. This criterion is based on a windowing technique already employed in other clustering algorithms [28, 32] . The proposed approach is independent of the evolutionary technique employed. In this paper we employ the Differential Evolution algorithm as recent work [21] has demonstrated its superior performance on such problems.
A critical and open issue in cluster analysis, is the determination of the number of clusters present in a dataset. The evolutionary clustering techniques proposed so far, with the exception of [17] , require from the user to specify the number of clusters present in the data prior to the execution of the algorithm. The proposed approach can provide an approximation to the number of clusters present in a dataset.
The rest of the paper is organized as follows. In Section 2, we analyze the proposed fitness function. Next, in Section 3 we describe the proposed evolutionary scheme and in Section 4 we present experimental results that demonstrate the applicability of the proposed approach. The paper ends with concluding remarks and discussion in Section 5.
Window Density Function
Let the data set comprise a set X = {Xi, . .., Xn }, where xj is a data vector in the d dimensional Euclidean space RRd. A k clustering of X is a partition C of X into k disjoint groups Ci, for i = 1, 2, ... , k. The clustering problem amounts to the determination of a partition of X which is optimal with respect to a function f that quantifies the goodness of the partition.
Different statistical functions have been proposed for f [19, 33] . But in all previous approaches at least a full scan over the dataset is necessary to compute the function value for a specific instance. Evolving a population using such a fitness criterion can be expensive in terms of computational cost, compared to k-means like approaches that typically do not require more than 10 to 20 scans of the dataset.
In the present contribution we propose the Window Density Function (WDF) that overcomes the aforementioned limitations: tered at z. WDF is a meaningful clustering objective function, since as the center of a d-range, z, moves to the center of the cluster the number of points around it should increase. As it is obvious the size a, is critical to the procedure as it determines the location of the minima of the objective function. To illustrate this we employ the dataset Dsetl, exhibited in Fig. 1 . This dataset contains 500 points organized in 5 clusters with 100 points each. Each cluster is constructed by sampling 100 points from a two dimensional Gaussian distribution. The mean of each distribution was randomly scattered in the range [0, 200]2, and the covariance matrices were randomly generated by obtaining for each element of the matrix a random number between 1 and 2.
In Fig. 2 , the 3d-plots of WDF are provided to visualize the impact of the parameter a. As the value of a increases, the extreme points of WDF tend to merge. When a = 1 there are five maxima, equal to the number of clusters. On the other hand, when a = 10, the three maxima corresponding to the three closest clusters previously identified merge to a single one.
The most important feature of the proposed density function is that it is not necessary to scan the entire dataset to obtain a fitness value for a specific object. In particular, the computation of WDF is the well studied Computational Geometry Orthogonal Range Search Problem. Numerous Computational Geometry techniques have been proposed to address this problem. All these techniques employ a preprocessing stage at which they construct a data structure storing the patterns. This data structure allows them to answer range queries fast. In Table 1 the computational complexity of various such approaches is summarized. In detail, for applications of very high dimensionality, data structures like the Multidimensional Binary Tree [22] , and Bentley and Maurer [7] seem more suitable. On the other hand, for low dimensional data with a large number of points the approach of Alevizos [3] 
Experimental Results
To demonstrate the applicability of the proposed approach we firstly employ Dsetl, exhibited in Fig. 1 , which is two dimensional and allows the visual inspection of the results. Note that in all the experiments reported in this section the population size was set to 20 individuals, and a maximum of 200 epochs was allowed. The DE parameters , and p were set to 0.6, and 0.8, respectively, in all experiments.
Moreover, if the d-ranges of the best individual discovered contain more than 90% of the total points the execu- Next, in Fig. 6 , we investigate the ability of DEUC to approximate the number of clusters. To this end we apply DEUC using 3, 5, 10 and 15 windows. As illustrated, when the number of d-ranges is less than the true number of clusters, each d-range is located over a minimum of WDF, but due to the inability to cover all the minima the cluster labels are incorrect. On the other hand, as the number of d-ranges becomes larger than the real number of clusters, the algorithm has no problem of detecting the five clusters, since the merging procedure assigns correctly the cluster labels.
The complexity of the DEUC algorithm can be analyzed by the number of function evaluations it requires to provide a clustering result. As already mentioned for each function evaluation a range search operation over the dataset is per- formed. Measuring the total number of range searches that are needed is an indication of the relative speed of DEUC.
To this end, we constructed Dset2 in a manner similar to
Dsetl, but with a size ranging from 5000 to 30000 points.
The mean number of range searches required over 100 executions of DEUC, for all mutation operators is depicted in Fig. 7 . From this figure it is clear that all the DE operators require a steady number of range searches to converge, irrespective of the dataset size. When the dataset size is small (5000) the number of ranges searches is relatively high. It even exceeds the total number of points. DBSCAN for each dataset requires at least n range searches to finalize, where n is the number of points in the dataset. Thus, for small datasets DEUC appears computationally expensive. On the other hand, as the dataset size increases, the efficiency of DEUC also increases. For example for 30000 points in the dataset DE1 requires less than 6000 range searches, that is five times less than DBSCAN.
To demonstrate the quality of the partitioning results we employ two real world datasets. The first is the four dimensional Iris dataset Dset iris from the UCI Machine Learning Repository [9] . This dataset is among the best known databases to be found in the pattern recognition literature. It contains 150 records of four features. The features are measurements of the sepal and petal length and width of three Many partitioning clustering algorithms based on evolutionary techniques have been proposed to tackle the problem of finding the optimal partition of a data set. Most of these approaches firstly encode a solution to the clustering problem as a chromosome, and then treat the clustering task as the optimization problem of locating the optimal centroids of clusters. The fitness of clustering solutions can be evaluated using various statistical functions [19, 33] .
In the present contribution we present a new fitness function, that apart from being a meaningful clustering objective function, can be evaluated in sub-linear time with respect to the size of the dataset. This is achieved by utilizing Computational Geometry data structures.
Moreover, we propose an evolutionary scheme based on Differential Evolution that also has the ability to approximate the number of clusters and yields high quality partitions as it is evident from the experimental results provided. The proposed scheme can be applied using any evolutionary algorithm. In this paper we chose Differential Evolution, and aim to investigate the performance of different EAs in a future work. Furthermore, we wish to present an adaptive scheme, that will also be able to provide estimations for the parameter a of the WDF function. 
