I. INTRODUCTION
In 1986, the canonical approach to general relativity received new life by the introduction Ashtekar's canonical gravity allows some progress in the direction of a quantum theory of gravity.
On the other hand a common framework has emerged which extends the structure of Hamiltonian mechanics to infinite-dimensional systems. The Hamiltonian formulation is usually obtained from the Lagrangian formulation by means of the Legendre transformation, but in the case of fields this canonical procedure presents difficulties since not always the momentum densities are independent of the field variables, which is usually mended by the introduction of constraints. Nevertheless, it is possible to avoid these complications and give a Hamiltonian formulation for a given continuous system, without making reference to the Lagrangian formulation, if its evolution equations can be written in the forṁ
where the field variables φ α (α = 1, 2, ..., n) represent the state of the system, H is a suitable functional of the φ α , δH/δφ β is the functional derivative of H with respect to φ β , and the D αβ are, in general, differential operators of an arbitrary finite order with the coefficients depending on the variables φ α and their derivatives (which are also of a finite order). These operators must satisfy certain conditions that allow the definition of a Poisson bracket between functionals of the φ α (see, e.g., Refs. 4 and 5 ). Here and henceforth a dot denotes partial differentiation with respect to the time and there is summation over repeated indices.
Underlying much of the theory of Hamiltonian structures, generalized symmetries and conservation laws for evolution equations is a subject known as the "formal calculus of variations", which constitutes a calculus specifically devised for answering a wide range of questions dealing with complicated algebraic identities among objects as the Euler operator from the calculus of variations, generalized symmetries, total derivatives and more general differential operators, and several generalizations of the concept of a differential form.
In the case of the source-free electromagnetic field, taking the components of the electric and the magnetic field as the field variables φ α , the evolution equations, given by Maxwell's equations, can be expressed in the form (1) , without having to introduce the electromagnetic potentials and, therefore, without having to choose an specific gauge 4, 5 . By contrast, in the standard Lagrangian formulation for the electromagnetic field, the field variables are precisely the electromagnetic potentials. In Ref. 6 a Hamiltonian structure for the linearized Einstein vacuum field equations is found by using as Hamiltonian density the analog of the energy of the electromagnetic field, having to introduce ad hoc modifications in order to get consistency with the constraints imposed by the field variables. This Hamiltonian structure involves integral operators. Another Hamiltonian structure for this linearized theory is found in Ref. 7 by using another Hamiltonian.
In this paper we show that the evolution equations for the gravitational field, given by the Einstein vacuum field equations in a new representation derived from that of Ashtekar, can be expressed in a Hamiltonian form analogous to Eq. (1) with a well defined Hamiltonian structure and in terms of gauge-invariant variables. This construction is not immediately obvious. In particular, the covariant derivative in the operators D αβ , defined below, leads to difficulties which will be addressed here. and any functional of the field. In Sect. 5 we sketch the quantization. We end the paper with the conclusions and a brief discussion of the prospects related to the new representation.
II. ADM FORMALISM
Space-time can be considered as a 4-manifold M, arising as a result of the time evolution of a three-dimensional space-like hypersurface Σ. The manifold M is assumed to be orientable, and have the global topology Σ×ℜ. ℜ is the real line. We assume that Σ is compact without boundary. The dynamical variables are the Riemannian 3-metric tensor field q ab , and the tensor density field of the conjugate momenta p ab3 , which are linearly related to the extrinsic curvature tensor K ab of the hypersurface,
where q ab is the inverse matrix to q ab , K = q ab K ab , q = det(q ab ), and the latin indices a, b, . . . Dynamic equations are generated by the Hamiltonian
which is a linear combination of the (scalar and vectorial) constraints
and by the canonical Poisson bracket
so thatq ab = {q ab , H},ṗ ab = {p ab , H}.
In Eqs. (4) and (5) Explicitly the dynamical equations (7) are given bẏ
where boundary terms have been ignored. Equations (4), (5), (8) and (9) 
Let us introduce the momenta p a i conjugated to the triad. They satisfy the equations
and can be easily related to the momenta p ab by means of
It now turns out that part of the Poisson brackets for the ADM variables has been modified:
while
where
To preserve the correspondence between Poisson structures, one has to impose three constraints J ab = 0, which also ensures the conservation of the number of degrees of freedom (a symmetric tensor q ab is defined by six numbers at each point, while the triad matrix e a i contains nine independent components). These additional constraints generate SO (3) rotations (which leave q ab invariant) and can be represented equivalently in the form (see e.g. Ref.
11 and the references therein)
where ǫ ijk is the totally antisymmetric Levi-Civita symbol (ǫ 123 = 1).
Thus, the constraint J i implements the condition that p ab , considered now as a derived quantity, is symmetric
In terms of (e a i , p a i ), the Hamiltonian becomes
where H, H a are given by (4), (5), with q ab and p ab considered here as derived quantities, and we have annexed the additional constraint with the Lagrange multiplier N i .
Clearly, the choice of (e a i , p a i ) as the canonical variables is not unique. In view of the transition to the Ashtekar variables that we make below, it is more convenient to use the
is the extrinsic curvature, and J ab is given by (16) .
Then
In 1 Ashtekar also introduce a complex parametrization in which the new variables are represented as
In this parametrization, we have
Changing the variables in the Hamiltonian leads to the expression
are the (Gauss, vectorial and scalar) constraints, N = e −1 N and ǫ abc is the totally antisymmetric Levi-Civita symbol (ǫ 123 = 1) .
The new covariant derivative D a is defined by
The curvature of the connection A a i can be found from
hence
The evolution equations for the canonical variables are obtained taking the Poisson bracket of the variables with the Hamiltonian, and, neglecting boundary terms, are given bẏ
A simplification is evident in the equations of motion.
IV. NEW HAMILTONIAN FORMULATION
In this section, we shall review the new Hamiltonian formulation for general relativity that emerges from Ashtekar's canonical gravity and from the Hamiltonian formulation outlined in the Introduction which is wider that the one derived from the Lagrangian formulation. This
Hamiltonian formulation is based in the fact that the time evolution of the field variables φ α can be written in the form (1).
Clearly, for a candidate Hamiltonian operator D αβ [cf. Eq. (1)], the correct expression for the corresponding Poisson bracket has the form
whenever F and G are functionals. Of course, the Hamiltonian operator D αβ must satisfy certain further restrictions in order that (35) be a true Poisson bracket. The condition that
αβ is the adjoint of D αβ and the bar denotes complex conjugation, is equivalent to the antisymmetry of the Poisson bracket (i.e., {F, G} = −{G, F }). The other condition on the Poisson bracket is the Jacobi identity; when the D αβ are constants, this condition is automatically satisfied, but in other cases one has to verify that this identity is satisfied 4 .
The Poisson bracket (35), while is formally correct, fails to incorporate boundary effects, and needs to be slightly modified when discussing solutions over bounded domains (see e.g.
Refs.
12 and 13 for this point). However, we have assumed that Σ is compact without boundary here.
Using the fact that
therefore, from Eq. (35), one gets
In the simplest case of the canonical variables φ α = (q i , p i ), like the ADM and Ashtekar variables, the operator D ≡ (D αβ ) is the antisymmetric matrix
Of course, the ADM and Ashtekar variables have two indices and the fundamental canonical Poisson brackets are given by (6) and (24).
We turn, now, to the case of gravity. Note first that, by defining the magnetic field of
then one finds thatḂ
This
Let us consider the possibility of describing the configuration space of the system using B a i rather than A ai , which will be necessary in order to write the connection from the covariant derivative in terms of B a i , E a i and their partial derivatives. In the Abelian case, the magnetic field satisfies the Bianchi identity
thus, B a is constrained to only two independent components, and cannot be used as a variable.
On the other hand, for the non-Abelian theory the Bianchi identity
is not a constraint on B ai , but rather a relation between B ai and A ai , which is compatible with (40), and so presents no immediate obstruction to our purpose. On
where we have used the fact that
Thus, we have that
Therefore, we have a new set of equations of evolution for the gravitational field equivalent to Eqs. (34) and (33), given bẏ
Note that, these equations are more symmetric, and in some sense analogous to the Maxwell equations. Therefore, in terms of the variables E a i and B a i , which are gauge invariant quantities, the equations of evolution for vacuum general relativity take an interesting form. However, this is not sufficient. What is needed is a Hamiltonian structure that defines a Poisson bracket and a Hamiltonian which generates the evolution equations (47) and (48).
A. Hamiltonian and Hamiltonian structure
In order to express the new evolution equations in the Hamiltonian form (1), we introduce the Hamiltonian
which is a linear combination of the constraints and now they have the form
The Hamiltonian (49) is (−2i) times the one of Ashtekar [cf. Eq. (26)], but without the Gauss constraint and we have used the fact that 2F ab i = ǫ abc B ci , again.
In the definition of the new Poisson bracket given below we will see that the Gauss
is still preserved. Furthermore, the Bianchi identity
will be also compatible with the new bracket.
On the other hand, Eqs. (47) and (48) can be written in the Hamiltonian forṁ
and H is given by (49) [cf . Eq. (1)], which is a conserved functional, since is a linear combination of the constraints (50) and (51).
In this case, the matrix differential operator D = (D αβ ) [cf. Eq. (1)] can be seen in a schematic form (forgetting for a moment the internal indices i, j) as
(α, β = 1, 2, . . . , 6 here).
Making use of the D ab ij given by Eq. (55), a Poisson bracket between any pair of functionals of the field F (E, B) and G(E, B) can be defined as
where the subscript N (New) is introduce to distinguish it from the canonical Poisson bracket.
The antisymmetry of this bracket can be seen easily by splitting it into two parts as follows. The first part involves only the partial derivative and is antisymmetric since ∂ † a = −∂ a . The second part involves only the connection A a i , this part is antisymmetric since ǫ ijk and ǫ abc are completely antisymmetric.
Therefore, the bracket is antisymmetric and equivalently, the matrix differential operator
In order to prove the Jacobi identity for this Poisson bracket we will use the methods of functional multi-vectors given in Ref. 4 . In such case the Jacobi identity is equivalent to the condition that the functional tri-vector (3) gauge theories or to use (44), and write A a i as
An alternative is to use (45), and to write
and to obtain a relation as (59) (the arbitrary constant of integration is related with the gauge).
In any case, the relation (59) for A a i does not involve differential operators, then prv Dθ (D) turns out to be some uni-vector, ϑ, that does not involve differential operators. Thus
(by the antisymmetry of the wedge product). Hence, the operators D ab ij define a Hamiltonian structure, or, equivalently, a new Poisson bracket.
The fundamental Poisson bracket is given by
which is consistent with the Gauss constraint and with the Bianchi identity, because δ 3 (x, y)
can be considered as a SO (3) 
(since Γ a bc is torsion-free and partial derivatives commute). Note that the antisymmetry and Jacobi identity of the Poisson bracket is not affected if one makes this extension.
Then, the fundamental Poisson brackets are given by
The fundamental Poisson brackets are written in this form in order to make the quantization. Note that we have no longer the connection A a i in the fundamental Poisson bracket (64)! This is a nice and important result since it will have important consequences on the quantization. Note also that Eq. (64) do not take us directly to the equations of evolution (47) and (48) (54) give
i.e., H generates time translations.
On the other hand, by defining the components of the momentum of the field by mean of the analog of the Poynting vector,
and using Gauss constraint and D a B a i = 0, one obtains
which means that, with respect to the Hamiltonian structure associated with the bracket (57), the functional P a , is, in effect, the generator of the translations in the direction of the axis x a . It is in this sense that the P a are the components of the momentum of the field.
Note that S a = 2V a = 0, therefore the momentum is a linear combination of the vectorial constraint, in the same manner as the Hamiltonian. Furthermore, from the Ashtekar and ADM formalisms one knows that this constraint is the generator of spatial diffeomorphisms.
Usually the ADM formalism is considered as a metric representation and the Ashtekar formalism as a connection representation; the formalism presented here can be considered as a curvature representation to describe gravity. However, it is necessary to point out that in this framework we do not have an action that leads to the new Hamiltonian formulation of gravity.
It should be remarked that it would be wrong to talk about the Hamiltonian of a given system if it is defined by the only condition that it reproduces the equations of motion of the system in question through the Hamilton equations; there may be many acceptable choices, which may not have a direct physical meaning. But, with any appropriate Hamiltonian the corresponding formalism must yield valid results, such as conservation laws and generalized symmetries.
V. TOWARDS THE QUANTIZATION
Now we sketch briefly the quantization by using the new Hamiltonian approach (we will not go into the details). One consequence will be that we will obtain a representation which is close to loop representation.
In principle, it is entirely straightforward to quantize the theory. However, we warn the reader that quantum gravity is still poorly understood, and that we will be sketching a program that people hoped would lead to a theory of quantum gravity, but which has technical complications. 
[
The form of the operators can be found from the Maxwell theory in the loop representation 17 . It turns out thatÊ
where ∆ bci is the loop derivative (a differential operator on the space of functions ψ(φ)) and X ax i is the loop coordinate (or multitangent field), which satisfy 
and for a non-Abelian theory this commutator is not zero (in loop representation).
With these operators in hand one can promote the constraints formally to operator equations if one picks a factor ordering (we have no longer the Gauss constraint in the Hamiltonian). Since the constraint equations involve operator products, a regularization is needed. This is an important point. Most of the issues one faces when promoting the constraints to wave equations do not have a unique answer unless one has a precise regularization. There is not a complete regularized picture of the theory at present.
There are two factor ordering which have been explored: with the E ′ s either to the right 18 or the left of the B ′ s. Now, note the following. There is difference in the vectorial constraint depending from the factor ordering. Let us consider the regularized version of the vectorial constraint in the factor ordering with E to the left. We consider a point-split version,
where lim ǫ→0 f ǫ (x, y) = δ(x, y). This expression differs from that in the factor ordering with E to the right by a term of the form
thus, only if one considers a regulator that is symmetric in x, y, f ǫ (x, y) = f ǫ (y, x), this contribution vanishes. Now, if one considers the scalar constraint in the factor ordering with E ′ s to the left
there is no difference from that in the factor ordering with E ′ s to the right, since the contraction of the δ ij in Eq. (75) and the ǫ ijk in Eq. (79) vanishes the terms in which the loop derivative acts on the loop coordinates. This is a remarkable fact because this constriction do not has to be regularized, this is consequence of the new Hamiltonian structure. (In lattice techniques both constraints do not have to be regularized, which is an advantage 17 .)
The problem now, is to find the physical state space of functions ψ(φ) that satisfy the constraints in quantum form (i.e.V a ψ = 0,Ŝψ = 0 ).
In Ashtekar representation, there exist solutions for the scalar constraint (also called Hamiltonian constraint) if one orders the E ′ s to the right, the Wilson loops. However, this wavefunctions are not annihilated by the vectorial constraint. Now, for the factor ordering with E ′ s to the left, Wilson loops dot not solve the scalar constraint, however, there exist the Chern-Simons state ψ CS (A), in Ashtekar representation also, which satisfiesĜ
whenever the cosmological constant Λ is nonzero. In this case the Gauss and vectorial constraints are unchanged, but the scalar constraint (79) becomes 11,17
which remains polynomial.
One expects that this solutions also satisfy the constraints in the new representation, however one must consider them as functions of E and B, since in their original forms they are functions of A. Furthermore the Wilson loop also must solve the scalar constraint in the factor ordering with E ′ s to the left, since, as we have proven, there is no difference in one or another ordering in the new representation. However, we end at this point and leave these problems (and many questions which will emerge) for a possible future work.
VI. CONCLUSIONS AND PROSPECTS
We have shown that it is possible to write the dynamic equations of general relativity in terms of new variables, which are not canonical. We obtained a Poisson bracket (associated with a new Hamiltonian structure) compatible with the constraints imposed by the field equations and it was shown that it yields the expected relations between the Hamiltonian or the momentum and any functional of the field. With the new Hamiltonian structure, the Gauss constraint is automatically satisfied, which allows us to simplify the Hamiltonian. This is a remarkable fact, since it allows us to see how the new formulation is convenient and useful even in a purely classical context.
An advantage of the new representation is that the variables are gauge-invariant quantities. After all, observable quantities in quantum gauge theories need to be gauge invariants.
The only disadvantage is that we cannot write explicitly the connection A in terms of E and B in general in the classical theory and we only have some examples. However, this difficulty disappears in the fundamental Poisson brackets and, therefore, also in the commutators, since only the partial derivative appears in them.
The relevance of these results relies mainly on the fact that having a new Hamiltonian structure and new variables, they will allow us to attack the quantization of gravity from a different perspective. We can see that the loop representation could help since there is a connection with it in some way. Furthermore, following the sketch of the quantization in Sect. 5, we have proven that the expression for the scalar (Hamiltonian) constraint with the E ′ s to the left coincides with the expression with E ′ s to the right as consequence of the use of the new commutator.
Of course, some questions will emerge on this approach apart from that already exist in Ashtekar representation. We think that the fact that the new variables are not canonical could take us to a inequivalent quantum theory of gravity from the one of Ashtekar. (See
19
for inequivalent quantum theories of a dynamical system.) However, this is only a prospect.
Another prospect for the representation described here is bright. The coupling to matter and scalar fields in terms of the new variables could be possible (in Ashtekar formalism the coupling to matter fields is more or less direct 10 ).
Finally, we point out that a similar treatment to that followed here, is also applicable in Yang-Mills theory, but only if one chooses a gauge 20 .
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