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Resumen. Presentamos un nuevo me´todo que refina los resultados del
conocido me´todo de Canny [1] para la localizacio´n de bordes de una ima-
gen. El me´todo propuesto integra dos procedimientos; por un lado con-
sidera la variacio´n del mo´dulo del gradiente en cada pixel, no so´lo en la
direccio´n del gradiente como es tradicional en el me´todo de Canny, sino
tambie´n en la direccio´n ortogonal a e´ste. Por otro lado, haciendo uso de
un refinamiento presentado en [16], mejoramos los resultados al aplicar
el procedimiento a cada una de las distintas escalas generadas por un
proceso de multirresolucio´n de la imagen. El me´todo se ha implementado
mediante un novedoso algoritmo de tipo lifting que hace uso de procesos
de interpolacio´n a trozos mediante polinomios cu´bicos, lo cual lo hace
simple y eficiente.
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Abstract. We present a new method for locating edges of an image,
to refine the well known Canny method [1]. The proposed method inte-
grates two procedures; on one hand it considers gradient module variation
in each pixel, not only in the direction of the gradient as in Canny, but
also in the orthogonal direction. On the other hand, we use a refinement
presented in [16] to improve the edge detection results applying the proce-
dure to each one of the different scales generated by multiresolution. The
method has been implemented by a lifting algorithm that use piecewise
cubic polynomial interpolation process to generate a simple and efficient
algorithm.
Key words and phrases. Edge detection, multiresolution, lifting, cubic
polynomial interpolation
1. Introduccio´n
La deteccio´n de bordes es una de las actividades ma´s comunes y esenciales en
el ana´lisis de ima´genes, dado que estos resumen y definen los objetos visuales
[29][25]. En una imagen, un borde establece la frontera entre un objeto y el
fondo, o entre objetos que se encuentran superpuestos; adema´s, permite medir
caracter´ısticas como a´rea, per´ımetro y textura [15] [20].
Formalmente, un borde corresponde al conjunto de puntos en una imagen en
donde se presenta un cambio de intensidad entre pixeles vecinos (ver figura
1)[3][27]. Las aplicaciones de esta a´rea de investigacio´n pueden encontrarse: en
Figura 1. Visualizacio´n de los bordes de una imagen.
medicina para la deteccio´n de tumores, fracturas y textura de ce´lulas; en visio´n
robo´tica para la definicio´n de objetos; en fotograf´ıa satelital para los estudios
sobre deforestacio´n y feno´menos atmosfe´ricos; en investigaciones judiciales para
determinar la morfolog´ıa de rostros y huellas entre otros.
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Los bordes de una imagen y el ruido adherido a ella, tienen algunas carac-
ter´ısticas comunes que hacen dif´ıcil su diferenciacio´n; por ejemplo, ambos se
presentan como una variacio´n local de la intensidad de la luz; sin embargo,
pueden diferenciarse parcialmente por el hecho de que mientras el ruido tiene
un comportamiento aleatorio, los puntos que conforman un borde se presentan
con un cierto orden[22].
Actualmente existe una enorme cantidad de estudios alrededor del tema[30].
La mayor´ıa de me´todos que permiten la localizacio´n de bordes, esta´n basados
en el ca´lculo de convoluciones con una ma´scara de derivadas direccionales; las
ma´s comunes son las de Roberts, Sobel, Prewitt, Kirsch, Frei-Chen y el oper-
ador laplaciano[20]; aunque los u´ltimos desarrollos introducen ana´lisis de mul-
tirresolucio´n v´ıa funciones wavelets[4], optimizacio´n, algoritmos adaptativos,
geometr´ıa diferencial [10][11][29] [25] y clasificacio´n de puntos de superficie me-
diante los valores propios del hessiano [8].
Un detector de bordes puede clasificarse segu´n tres criterios de eficiencia:
Minimizacio´n de la deteccio´n de falsos bordes y de la pe´rdida de los
bordes reales.
Minimizacio´n de la distancia entre un borde detectado y el borde real.
Unicidad en la deteccio´n de bordes.
Canny[1] desarrollo´ en 1986, uno de los procedimientos ma´s robustos y sensi-
bles para el ca´lculo de bordes. El me´todo disen˜ado aplica los siguientes pasos:
1. Filtrado de ruido usando un filtro de suavizacio´n de tipo gaussiano.
2. Localizacio´n de los bordes ma´s sobresalientes de la imagen suavizada,
haciendo uso de la magnitud del gradiente.
3. Refinamiento de los bordes detectados en el paso anterior usando um-
brales superiores e inferiores que permitan acotar las magnitudes de las
intensidades de los bordes, de tal manera que todo pixel con intensidad
mayor que el umbral superior sea clasificado como borde y todo pix-
el localizado por debajo del umbral inferior no sea considerado como
borde. En cuanto a la clasificacio´n de un pixel localizado entre ambos
umbrales, se considera que es parte de una borde si, y so´lo si, es vecino
de un pixel que hace parte de un borde.
Matema´ticamente una imagen en tonalidades grises se discretiza como una ma-
triz I = (Ii,j) de taman˜o m×n en donde Ii,j es la intensidad de luz en el punto
con coordenadas (i, j) [26].
Inicialmente el me´todo suaviza la imagen mediante una convolucio´n con un
filtro gaussiano G, generando una nueva imagen Iˆ = I ∗G. Para hacer el pro-
ceso de realce de bordes, Canny efectu´a la convolucio´n con dos operadores en
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derivadas finitas Sx y Sy sobre Iˆ: Γx = Iˆ ∗ Sx y Γy = Iˆ ∗ Sy; el mo´dulo del
gradiente Γ = (Γx,Γy) determina la magnitud de la intensidad y su direccio´n θ
en cada punto de Iˆ. La magnitud del operador gradiente puede calcularse v´ıa
la norma euclidiana ||Γ||2 =
√
Γ2x + Γ2y, o la 1−norma ||Γ||1 = |Γx|+ |Γy| [23].
En cada posicio´n (i, j) de la imagen Iˆ, se compara la magnitud de Γ(i, j) con
la de sus vecinos ΓL(i, j) y ΓR(i, j) ambos tomados sobre la direccio´n del gra-
diente; as´ı, si ||Γ(i, j)||  ||ΓL(i, j)|| o ||Γ(i, j)||  ||ΓR(i, j)||, el punto (i, j) no
es un punto de borde. De esta manera se genera una nueva matriz I˜ en donde:
I˜(i, j) =
{
0 si ||Γ(i, j)||  ||ΓL(i, j)|| o ||Γ(i, j)||  ||ΓR(i, j)||
Iˆ(i, j) en otro caso
El proceso anteriormente descrito se denomina ca´lculo de no ma´ximos, pues
efectivamente permite la eliminacio´n de puntos en donde la intensidad no tiene
un ma´ximo local.
Con el fin de eliminar variaciones pequen˜as de la intensidad, se efectu´a sobre la
imagen un filtrado v´ıa umbrales, el cual permite discriminar puntos de borde de
puntos de ruido, para tal fin denotemos mediante Cl y Ch las cotas superiores
e inferiores, as´ı
Si ||Γˆ(i, j)|| < Cl entonces Γˆ(i, j) = 0
Si ||Γˆ(i, j)|| > Ch entonces Γˆ(i, j) = 1
Si Cl < ||Γˆ(i, j)|| < Ch y si alguno de sus vecinos es punto de borde
Γˆ(i, j) = 1, de lo contrario Γˆ(i, j) = 0.
2. El me´todo propuesto
En esta seccio´n hacemos una descripcio´n del me´todo propuesto. Los pasos a
seguir los mostramos en el siguiente diagrama.
2.1. Filtro gaussiano. Los filtros gaussianos tienen como fin atenuar los so-
bresaltos espora´dicos de las intensidades de la imagen que resultan de feno´menos
f´ısicos aleatorios; se espera que puntos que pertenezcan a una pequen˜a vecindad
no var´ıen en sus intensidades. El filtro gausiano calcula promedios ponderados
de pixeles vecinos, disminuyendo el peso de la ponderacio´n en la medida en que
se aleja del pixel central sobre el cual se aplica el filtro. As´ı, si I(x, y) representa
la intensidad de la imagen en el punto X = (x, y), entonces el valor generado
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Figura 2. Me´todo propuesto.
por la atenuacio´n de la gaussiana en dicho punto puede calcularse como
(1) Î(X) =
∫
R2
I(X)G(X − ξ)dξ
donde
G(x, y) =
1
2piσ2
e−
x2+y2
2σ2
siendo σ el valor de la desviacio´n esta´ndar escogido por el usuario. Una dis-
cretizacio´n de (1), puede obtenerse mediante
Î (X) ≈
∑
ξ∈N(X)
I(X)G(X − ξ),
dondeN (X) representa una malla finita de puntos de R2 ubicada en la vecindad
de X.
2.2. El ca´lculo de las escalas. El ca´lculo de las r escalas (donde r es un
valor dado por el usuario) puede llevarse a cabo mediante una descomposicio´n
v´ıa Funciones Wavelet Discretas. La imagen inicial corresponde a la escala 1 y la
denotaremos LL1 (figura 3), e´sta se descompone en cuatro sub-bandas de escala
y de detalles como se muestra en la figura 4; la sub-banda de escala corresponde
a una matriz de integrales locales LL2; las sub-bandas de frecuencia son tres:
la matriz de derivadas parciales en x LH2, la matriz de derivadas parciales en y
HL2 y la matriz de derivadas parciales mixtas HH2. Cada una de estas cuatro
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Figura 3. Imagen en escala 1.
matrices contendra´ los coeficientes waveletes generados por el procedimiento.
Para el ca´lculo de las escalas restantes seguimos un proceso recursivo; la sub-
banda en la escala k > 1, se obtiene al aplicar el algoritmo de descomposicio´n
a la sub-banda LLk−1 (ver figura 5).
2.3. Supresio´n de no ma´ximos. En esta seccio´n planteamos un me´todo
que nos permite localizar los puntos en donde la intensidad de la imagen pre-
senta ma´ximos locales.
2.3.1. El ca´lculo de la magnitud del gradiente. El ca´lculo de la magnitud
del gradiente Gk en la escala k puede efectuarse de varias maneras; por ejemplo
como la suma de los cuadrados o de los mo´dulos de los elementos de las matrices
LHk y HLk. Pero tambie´n es posible calcular el gradiente v´ıa la Transforma
Wavelet Discreta Inversa usando las matrices de detalles LHk, HLk y HHk, y
anulando la matriz de escala LLk(ver [6]).
Criterio del gradiente en la direccio´n del gradiente. Este criterio hace
parte del me´todo de Canny; permite calcular los puntos donde la magnitud del
gradiente se maximiza. Su aplicacio´n, hace uso del teorema del gradiente del
ca´lculo vectorial (ver [21]), segu´n el cual, para cualquier punto (x, y) del plano,
la direccio´n en la que se presenta la mayor variacio´n de la intensidad de la ima-
gen es precisamente la direccio´n del gradiente, en consecuencia, el punto (x, y)
98 DIANA MARCELA HERRERA, MARLENY RINCO´N Y HUMBERTO SARRIA
Figura 4. Sub-bandas de la escala 1.
es un posible punto de borde si los mo´dulos de los gradientes, en los puntos
vecinos en la direccio´n del gradiente, son menores que el mo´dulo del gradiente
en (x, y) (ver figura 6).
Criterio del gradiente en la direccio´n ortogonal al gradiente. Este se-
gundo criterio, permite refinar la deteccio´n de bordes generada con el criterio
anterior. El criterio marca un punto (x, y) como posible punto de borde, si la
magnitud del gradiente en dicho punto, es mayor que la magnitud del gradien-
te en los puntos vecinos localizados en la direccio´n ortogonal al gradiente (ver
figura 7).
Los puntos en donde se presenta un ma´ximo local, son aquellos que satisfacen
uno de los dos criterios anteriores. La figura 8 muestra u´nicamente los puntos
de ma´ximo local; los puntos de no ma´ximo han sido eliminados mediante el
criterio del gradiente.
2.4. Umbralizacio´n de intensidades. El proceso de umbralizacio´n fun-
ciona segu´n lo descrito en el numeral (3) del me´todo de Canny. En la figura 9
se muestran los resultados de aplicar umbrales a la imagen correspondiente a
no ma´ximos.
2.5. Proyeccio´n y marcacio´n de bordes. Una idea interesante que surge
al observar las escalas que genera el proceso de multirresolucio´n, muestra que
UN REFINAMIENTO DEL ME´TODO DE CANNY USANDO MULTIRRESOLUCIO´N 99
Figura 5. Escala 4 en la esquina superior izquierda y las
derivadas en cada iteracio´n.
Figura 6. Criterio del gradiente en la direccio´n del gradiente.
Figura 7. Criterio del gradiente en la direccio´n ortogonal al gradiente.
las escalas menores localizan con precisio´n los bordes au´n cuando guardan rui-
do, mientras que las mayores eliminan el ruido, dispersan la localizacio´n de los
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Figura 8. Supresio´n de no ma´ximos con el me´todo propuesto.
Figura 9. Bordes usando criterio del gradiente y umbralizacio´n.
puntos de borde pero mantienen una mayor conectividad entre los puntos de
borde como se observa en la figura 10. Con el fin de implementar esta obser-
vacio´n, proyectamos en forma piramidal (ver figura 11) los bordes encontrados
en la escala k sobre la imagen de bordes en la escala k−1, para posteriormente
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a. Integral en las primeras seis iteraciones
b. Bordes en las primeras seis iteraciones
Figura 10. Primeras seis escalas.
refinar los bordes en la escala k − 1 de acuerdo con el siguiente criterio de
completacio´n: si pki y p
k
j son puntos vecinos en la escala k y P
(
pki
)
y P
(
pkj
)
son sus proyecciones piramidales en la escala k − 1, entonces los puntos sobre
el segmento de recta que une P
(
pki
)
y P
(
pkj
)
, son marcados como puntos de
borde sobre la escala k − 1, si y so´lo si, pki y pkj son puntos de borde sobre la
escala k, y, P
(
pki
)
y P
(
pkj
)
son puntos de borde sobre la escala k − 1. En la
figura 12, podemos ver una comparacio´n de resultados entre Canny y el me´todo
propuesto.
Figura 11. a. Proyeccio´n en l´ınea. b. Proyeccio´n en diagonal.
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Figura 12. a. Bordes Canny (arriba). b. Bordes me´todo
propuesto (abajo).
3. Una implementacio´n usando Lifting
En su forma ma´s ba´sica, los procesos o esquemas lifting fueron desarrollados
por Donoho [7] mediante el uso de interpolacio´n promedio . En 1994 Lounsbery
et al [9] proponen una generalizacio´n, que permite una construccio´n funciones
wavelets a partir de una malla de datos no uniformemente particionada. Los
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esquemas lifting tambie´n pueden definirse a partir de filtros de bancos como
puede encontrarse en Vetterli y Herley [24] o mediante descomposicio´n local
como lo hacen Carnicer, Dahmen y Pen˜a [2]. En las siguientes secciones expli-
caremos con mayor detalle el disen˜o de esquemas lifting. El lector interesado
en informacio´n ma´s amplia puede consultar [18].
3.1. Lifting Haar. Para facilitar la introduccio´n al tema, presentaremos
inicialmente el esquema lifting para la transformada wavelet Haar [13]. Supon-
gamos que Sn = {sn,k}k∈N es una coleccio´n ordenada de 2n datos y que cada
uno de estos ha sido clasificado como “par” o “impar” dependiendo de si su
posicio´n es par o impar en la coleccio´n. Supongamos adema´s que a y b son dos
datos sucesivos en la coleccio´n, siendo a par y b impar. Ahora, al aplicar la
transformada Haar a Sn obtenemos por cada par a, b ∈ Sn dos nuevos datos s
y d dados por las igualdades
s =
a+ b
2
d = b− a.
Una implementacio´n del ca´lculo anterior requiere de la creacio´n de dos espacios
de memoria para guardar s y d, por cada par de datos a y b, lo cual conllevar´ıa
a un tiempo adicional de procesamiento. Sin embargo, puede disminuirse el
espacio de memoria usado y por ende el tiempo de procesamiento, efectuando
los siguientes pasos: inicialmente se calcula la diferencia
d = b− a
que se almacena en la variable b, de aqu´ı el valor de s puede calcularse mediante
s = a+
1
2
b,
el cual se almacena en la variable a. Este cambio de operaciones permite im-
plementar el ca´lculo sin la necesidad de crear dos nuevos espacios de memoria
para s y d. Usando el lenguaje C, el procedimiento descrito puede llevarse a
cabo mediante los comandos
b− = a;(2)
a+ =
1
2
b;(3)
Esta manera de efectuar el ca´lculo se denomina esquema lifting para la trans-
formada wavelet Haar. Con el fin de formalizar lo anterior, hagamos Sn−1 =
{sn−1,k}k∈N y Dn−1 = {dn−1,k}k∈N, donde estos conjuntos corresponden a las
colecciones generadas al aplicar la trasformada Haar a Sn; es decir, sus te´rmi-
nos pueden calcularse mediante las igualdades
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sn−1,k =
sn,2k + sn,2k+1
2
dn−1,k = sn,2k+1 − sn,2k.
o por
dn−1,k = sn,2k+1 − sn,2k
sn−1,k = sn,k +
dn−1,k
2
donde 0 ≤ k ≤ 2n−1 − 1. Este procedimiento se aplica posteriormente a Sn−1
con el fin de generar las colecciones Sn−2 y Dn−2. Se continu´a as´ı sucesivamente
hasta llegar a S0 y D0. El esquema de ca´lculo para la Transformada Haar se
puede observar en la figura 13.
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Figura 13. Proceso Lifting con Wavelet Haar.
Podemos resumir el esquema lifting en este caso de la siguiente manera:
1. Se clasifican los elementos de Sn en dos subconjuntos; “pares” e “im-
pares”. Este proceso lo llamaremos de particio´n (split), y lo denotare-
mos con Sp.
2. Se efectu´a el ca´lculo de los elementos de Dn−1, lo cual se denomina
prediccio´n (predict) y lo denotaremos con P .
3. Se efectu´a el ca´lculo de los elementos de Sn−1, que llamaremos de
actualizacio´n (update) y lo denotaremos con U.
El esquema lifting para la Transformada Haar puede verse en la figura 14.
3.2. Una generalizacio´n de lifting. En esta seccio´n se explicara´ el esque-
ma lifting introducido en la seccio´n anterior con mayor generalidad.
1. El proceso de particio´n de Sn clasifica sus elementos en una coleccio´n
finita de subconjuntos P1, . . . ,Pk.
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Spsj
Par j-1
Impar j-1
P
-
sj-1
dj-1
U
+
Figura 14. Esquema Lifting con Wavelet Haar.
2. El proceso de prediccio´n-actualizacio´n permite el c´alculo de los elemen-
tos de Dn−1 y Sn−1, y puede llevarse a cabo en un nu´mero finito de
etapas PU1, . . . , PUr.
En la figura15 se muestra el esquema lifting generalizado.
Sp
P1
Pr-1
P2
Pr
Sj Sj-1Dj-1PU1 PUr...
Figura 15. Esquema Lifting con Wavelet Haar.
3.3. Lifting con cu´bicas. A continuacio´n desarrollaremos algunos esque-
mas tipos lifting que hacen uso de interpolacio´n por tramos con polinomios
cu´bicos.
El procedimiento lo desglosamos en los siguientes literales:
(a): Consideremos una coleccio´n de datos Sn = {sn,i}2
n−1
i=0 . Ahora efec-
tuamos la interpolacio´n por tramos sobre los puntos (k, sn,k) , (k +
1, sn,k+1), (k+2, sn,k+2), y (k+3, sn,k+3) donde k = 0, . . . , (2n−1)/4.
El polinomio cu´bico que interpola estos puntos es
pn,k (x) = an,kx3 + bn,kx2 + cn,kx+ dn,k
: donde
an,k
bn,k
cn,k
dn,k
 =

− 16 12 − 12 16
1 − 52 2 − 12− 116 3 − 32 13
1 0 0 0


sn,k
sn,k+1
sn,k+2
sn,k+3
 .
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(b): Con el fin de obtener los datos de las colecciones Sn−1 = {sn−1,i}2
n−1−1
i=0
y Dn−1 = {dn−1,i}2
n−1−1
i=0 , calculamos los valores de las integrales en
la primera y segunda mitad del intervalo [k, k + 3] para cada k =
0, . . . , (2n− 1)/4 en te´rminos de los datos de Sn; estos esta´n dados por
sn−1,k =
1
64
(15sn,k + 51sn,k+1 − 3sn,k+2 + sn,k+3)
sn−1,k+1 =
1
64
(sn,k − 3sn,k+1 + 51sn,k+2 + 15sn,k+3)
respectivamente. Las derivadas en los puntos con abscisas k+1 y k+2,
son
dn−1,k =
1
6
(−2sn,k − 3sn,k+1 + 6sn,k+2 − sn,k+3)
dn−1,k+1 =
1
6
(sn,k − 6sn,k+1 + 3sn,k+2 + 2sn,k+3)
respectivamente. En forma matricial tenemos que
(4)

sn−1,k
sn−1,k+1
dn−1,k
dn−1,k+1
.
 =

15
64
51
64 − 364 164
1
64 − 364 5164 1564− 13 − 12 1 − 16
1
6 −1 12 13


sn,k
sn,k+1
sn,k+2
sn,k+3

(c): La anterior igualdad puede expresarse en te´rminos de la factorizacio´n
LU de la matriz del sistema como
sn−1,k
sn−1,k+1
dn−1,k
dn−1,k+1
 =

1 0 0 0
1
15 1 0 0− 6445 − 193 1 0
32
45
47
3 −2 1


15
64
51
64 − 364 164
0 − 110 45 730
0 0 6 43
0 0 0 − 23


sn,k
sn,k+1
sn,k+2
sn,k+3
 .
Esta u´ltima expresio´n permite encontrar con mayor facilidad el esque-
ma lifting asociado al sistema lineal (4). Este esquema (ver figura 16)
requiere un total de 28 operaciones; sin embargo, es posible disen˜ar un
esquema que requiere de 26 operaciones como se muestra en la figura 17.
(d): El proceso anterior puede repetirse recursivamente sobre las colec-
ciones Sn−1, . . ., S1.
Observacio´n:: El sistema lineal (4) es invertible, y en consecuencia pode-
mos reconstruir la coleccio´n Sk a partir de las colecciones Sk−1 y Dk−1.
sn,k
sn,k+1
sn,k+2
sn,k+3
 =

9
2 − 72 32 3
1
18
17
18 − 13 − 56
17
18
1
18
5
6
1
3− 72 92 −3 − 32


sn−1,k
sn−1,k+1
dn−1,k
dn−1,k+1

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Figura 16. Lifting usando factorizacio´n LU.
3.4. El ca´lculo de las sub-bandas. Presentamos a continuacio´n, el proce-
dimiento que se ha seguido para el ca´lculo de las sub-bandas LLk−1, LHk−1,
HLk−1 y HHk−1 mediante funciones wavelet. Las sub-bandas pueden obte-
nerse al pasar en la direccio´n vertical sobre cada fila de la escala LLk el es-
quema lifting descrito en el pa´rrafo anterior; usando tres escalas se obtiene la
figura 18. Luego, sobre esta u´ltima figura se pasa el esquema sobre cada colum-
na, obtenie´ndose la figura 4. De esta manera sobre la banda LLk−1 quedara´n
localizados los coeficientes de escala que correponden a las integrales locales; la
banda HLk−1 contiene los coeficientes asociados con la derivada parcial en x,
la subbanda LHk−1 los coeficientes de la derivada parcial en y y la sub-banda
HHk−1 que contiene los coeficientes de las derivadas mixtas.
108 DIANA MARCELA HERRERA, MARLENY RINCO´N Y HUMBERTO SARRIA
Figura 17. Lifting con 26 operaciones.
4. Conclusiones
El uso del criterio del gradiente en la direccio´n ortogonal a e´ste y el ana´lisis de
multirresolucio´n, efectivamente ayudan a mejorar la conectividad entre pun-
tos de borde. Se pueden usar filtros bilaterales (ver [22]) a cambio de filtros
gaussianos y au´n cuando los primeros permiten una mejor localizacio´n de los
bordes, dejan pasar el ruido precisamente en la vecindad de estos, lo cual ge-
nera ima´genes de no muy buena calidad.
Salvo las ima´genes obtenidas por el me´todo de Canny, todas las dema´s han
sido obtenidas usando esquemas lifting disen˜ados a partir de cu´bicas tal como
se explica en la seccio´n anterior, esto ha permitido un ca´lculo simple y eficiente.
Sin embargo, dada la discontinuidad que presenta el proceso de interpolacio´n
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Figura 18. Aplicacio´n lifting horizontal.
por partes con cu´bicas, quiza´s sea posible mejorar los resultados usando, por
ejemplo, esquemas lifting tipo spline o algu´n otro tipo de funciones wavelets.
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