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ABSTRACT 
Mechanisms and Scope of Planning in Language Production 
by 
Jason Crowther 
Two series of experiments were conducted in relation to the issues of how 
speakers select and plan linguistic representations during language production. The first 
was an aging and individual differences study relating performance on standard tests of 
executive functioning to performance on a blocked cyclic naming experiment. Few 
differences were found between the two age groups that could not be attributed to a 
decline in the speed of processing and shifting the focus of attention in the components of 
working memory. Combined group analyses revealed two separate processes influencing 
performance in the blocked cyclic naming task, with one being a proactive interference 
effect involving competition between items in the response set and the other being a 
distractor interference effect involving the intrusion of a previously presented item. The 
proactive interference effect was not modulated by semantic relatedness, except in the 
first cycle, and it was argued that this reflected competition between a set of activated 
lexical items, whereas the distractor interference effect was modulated by semantic 
relatedness, and it was argued that it was due to the persistence in the activation of a 
particular item after it was no longer relevant. 
The second series of sentence production experiments was intended to distinguish 
between different accounts of the scope of planning in sentence production by varying 
phrasal complexity and lexical variables thought to affect the ease of retrieving items at 
different levels of representation. Across the experiments, evidence was found, as in 
iii 
previous studies (e.g., Smith & Wheeldon, 1999) that the phrase is a scope of planning, as 
manipulations of initial phrase complexity consistently affected sentence onset latencies. 
However, only manipulations of the semantic properties of items interacted with phrasal 
complexity, whereas manipulations of lexical variables showed no such interactions. 
These results suggest that the phrasal scope is semantically-based (Allum & Wheeldon, 
2007), and that planning involves greater processing of representations within the first 
phrase at the semantic level. 
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Preface 
This study was conducted in order to better understand the processes involved in 
the language production system. The performance of subjects in producing words was 
compared across different contextual manipulations. Two different series of experiments 
were conducted, both looking at the competition between items during production. In Part 
I, subjects produced the name of pictures presented individually, and performance was 
compared for sets of semantically related or unrelated pictures. In this case, competition 
resulted from producing semantically related items within a block of trials. In Part II, 
subjects produced sentences to displays of picture, and performance was compared when 
phrasal complexity, lexical variables, and accessibility were manipulated. In this case, 
competition resulted between items within the same planning unit, and was modulated by 
semantic variables and the accessibility of items within that planning unit. Although the 
two series of experiments deal with tasks differing in complexity—naming single 
pictures versus producing sentences—and with different accounts explaining effects in 
both domains, it was sought to understand both by finding similar mechanisms 
underlying performance in both kinds of tasks. 
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Part I. Mechanisms of Lexical Retrieval in Language Production 
A fundamental ability in language production is the ability to select words from 
the mental lexicon. Because of the importance of this ability for other aspects of 
performance in language production, a major focus of research within the field of 
psycholinguistics has been on what processes give rise to producing words at the single 
word level. 
Most current models of language production distinguish between two general 
levels of representation within the language system, with one level consisting of lexical 
representations containing syntactic information such as word class and gender, Which 
interacts with grammatical roles and syntactic structure of an utterance, and another level 
containing the phonological structure of a word (Butterworth, 1989; Dell, 1986; Dell, 
Schwartz, N. Martin, Saffran, & Gagnon, 1997; Garrett, 1980; Levelt, Roelofs, & Meyer, 
1999; Rapp & Goldrick, 2000). Despite this agreement, these models differ in the 
processes postulated to be involved in word retrieval. A major difference between models 
is whether they postulate discrete, serially-ordered retrieval stages at each level of 
representation or cascaded processing stages that may begin and end at different time 
points, but which temporally overlap and where subsequent levels of activation may 
produce feedback to earlier levels. An example of a serial model is the WEAVER++ 
model proposed by Levelt, Roelofs, and Meyer (1999). In their model, a semantic or 
conceptual representation will activate its corresponding lexical representation, and if 
Several semantic representations are activated simultaneously, then each of their 
corresponding lexical items will also be activated to some extent. However, only the 
lexical representation, which is ultimately selected at this stage, will send activation to 
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the phonological level. In contrast, the interactive-activation model of Dell (1986) 
proposes that any representation active at the semantic level will ultimately send 
activation through all levels of representation. Like Levelt et al. (1999), the Dell model 
proposes that whichever semantic representations are active at the same time will activate 
their corresponding lexical representations, but each lexical representation will in turn 
activate its corresponding phonological representation to some extent, and activation of 
phonological items may in turn, through feedback, activate lexical representations which 
were not initially active if they have phonological forms overlapping those of the target. 
Lexical Selection in Single Word Production 
The primary focus of the current study is the process by which words are selected 
at the lexical level of representation. As will be discussed shortly, this is no simple task to 
explain, as results from various studies indicate that selecting the lexical representation of 
a Word is affected by many different processes. Wheeldon and Monsell (1994) proposed 
three different process that act on the lexical level during word selection: a brief 
facilitatory effect activating several semantically related lexical items lasting only a few 
hundred milliseconds, a longer inhibitory effect on semantically related lexical items 
involved in selecting one representation from competitors and lasting several minutes, 
and a long-term repetition priming effect lasting 10 minutes or more. In a recent 
behavioral study and computational simulation by Howard, Nickels, Coltheart, and Cole-
Virtue (2005), they argued that these three properties, which they referred to as shared 
semantic activation, competition, and priming, were necessary to account for their finding 
that subjects were slower to name an item the more semantically related items had been 
recently named (see also Brown, 1981). Of relevance to the current discussion, there is 
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evidence across a range of studies that the processes which give rise to these three 
properties of the language system act at either the lexical level of representation itself or 
at the interaction between the lexical level and other representational levels. 
First, there is evidence that repetition priming in the context of picture naming 
does not result from priming of either the semantic representation or phonological form. 
The issue of a semantic locus for repetition priming was addressed in a study of Welsh-
English bilinguals by Monsell, Matthews, and Miller (1992), who found that producing a 
name to a definition in one language did not result in long-term repetition priming of that 
item when producing it as the name of a picture in the other language, which is in 
contrast to what has been found in monolingual production (Wheeldon & Monsell, 1992). 
At shorter intervals of the repeated naming of an item, repetition priming is also greater 
when using the same language as opposed to different languages (Hernandez & Reyes, 
2002; Costa, Miozzo, & Caramazza, 1999). There is also evidence against a phonological 
locus for the repetition priming effect. Repetition priming is found when the same picture 
is presented and named twice, but not when reading a printed word and later naming a 
picture (Bruce, Carson, Burton, & Ellis, 2000), indicating that it is not the phonological 
form which is primed, since it would necessarily be accessed in both picture naming and 
word reading. Further, naming a word does not result in repetition priming when later 
naming a homophone of that word (Wheeldon & Monsell, 1992; Griffin, 2002). 
Second, there is evidence that competition between semantically related items that 
are simultaneously activated occurs because of competition between activated lexical 
representations, rather than semantic representations. In the picture-word interference 
paradigm, in which subjects name a picture while being presented with a auditory or 
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written word distractor, people are slower to name a picture presented along with a 
semantically related distractor (Lupker, 1979; Schriefers, Meyer, & Levelt, 1990), but 
they are not slower to recognize a picture when presented along with a distractor (Lupker, 
1988; Schriefers et al., 1990). Naming pictures in semantically related blocks of items 
results in slower naming latencies than naming items in blocks of unrelated items (Belke, 
Meyer, & Damian, 2005; Brown, 1981; Kroll & Curley, 1988); however, this semantic 
interference effect is not found when subjects name written words instead of pictures 
(Kroll & Stewart, 1994). Presumably the difference between naming pictures and reading 
words is that producing the name of a picture requires access to the semantic, lexical, and 
phonological representations of the word, whereas reading a word might require at a 
minimum only access to the phonological form of a word. Damian, Vigliocco, and Levelt 
(2001) specifically tested this by presenting German-speaking subjects with single words 
in related or unrelated blocks and having them either read the word or produce the word 
along with its corresponding determiner. Determiners in German differ depending on the 
gender of the noun, and they reasoned that producing the determiner and noun together 
would require access to the lexical representation of the item. In the case of naming 
determiner + noun phrases, they found a semantic interference effect similar to when 
groups of semantically related pictures are named. In line with previous studies, they 
found no interference effect when the written nouns were named without the determiner. 
Although there is considerable evidence that lexical selection is a competitive 
process, and that various aspects of the language production system may influence how 
competition occurs or is resolved, the exact nature of the processes which are involved in 
lexical selection is still controversial. 
Blocked Cyclic Naming as a Test Case for Accounts of Lexical Selection 
One task which has recently been used by many researchers to test accounts of 
lexical selection is the blocked cyclic naming task (Damian, Vigliocco, & Levelt, 2001), 
in which subjects repeatedly name pictures in blocks of semantically related or 
semantically unrelated items. As discussed earlier, studies of normal subjects have found 
that people are slower to produce the names of pictures that are presented in semantically 
blocked sets, in which all items are drawn from the same semantic category, as compared 
to semantically mixed sets, in which items are drawn from several different semantic 
categories (Damian, Vigliocco, & Levelt, 2001; Kroll & Stewart, 1994). This effect has 
been found to spread to semantically related items that are not initially named (Belke, 
Meyer, & Damian, 2005), and to be graded by the level of semantic relatedness between 
items (Vigliocco, Vinson, Damian, & Levelt, 2002). Some nonfluent aphasic patients 
with left frontal damage and preserved single word production have been found to have 
difficulty in naming items presented in semantically related blocks and at faster rates of 
presentation (Biegler, Crowther, & Martin, 2008; McCarthy & Kartsounis, 2000; Schnur, 
Schwartz, Brecher, & Hodgson, 2006; Schwartz & Hodgson, 2002; Wilshire & 
McCarthy, 2002). Some global aphasics, who show severe production and 
comprehension difficulties, also show similar effects for word-picture matching tasks 
(Crutch & Warrington 2005; Forde & Humphreys, 1995; Warrington & McCarthy, 1983, 
1987). As in production, it has been found for these patients that this effect in 
comprehension can spread to other semantically related items not initially named, and 
further that it can spread across modalities (Forde & Humphreys, 1995,1997) and even 
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languages (Ferrand & Humpheys, 1996). The following is a review of the different 
accounts that have been offered based on findings from these different populations. 
One account is the refractory lexical access account, based on the refractory 
access deficits studied by Warrington and colleagues. Warrington and colleagues have 
documented cases of what they term semantic access patients. Access patients are those 
who show little or no apparent loss of semantic knowledge for individual items, but may, 
because of various contextual manipulations, be temporarily unable to access relevant 
information about an item (Warrington & McCarthy, 1983). Access patient are 
contrasted with storage patients, who are thought to have a permanent loss of knowledge, 
and who are consistent in their performance on individual items across contextual 
manipulations (Warrington & Cipolotti, 1996). Refractory access patients are a specific 
subtype of access patients (Crutch & Warrington, 2003) who show declining performance 
on individual items when items are presented repeatedly, in semantically related sets, or 
at faster rates of presentation (Warrington & McCarthy, 1983,1987). The majority of the 
refractory access patients who have been reported by Warrington and colleagues have 
been global aphasic patients who have been argued to have a deficit at the level of 
semantic representations. However, McCarthy and Kartsounis (2000) reported the case of 
a nohfluent aphasic patient who showed very poor performance when items were 
semantically blocked during a production task, but was essentially at ceiling with an 
auditory Word-picture matching task. Since the patient apparently did not have a 
disruption at the semantic level, yet did show a deficit in production that appeared to be a 
parallel to other case reported by Warrington and colleagues in terms of comprehension, 
McCarthy and Kartsounis argued that the patient suffered from a refractory lexical 
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deficit, in which lexical representations became more difficult to access after being 
selected. 
Other researchers have appealed to overactivation as the source of semantic 
blocking effect in normal subjects. According to such accounts, repetition of 
semantically related items causes several to be highly activated at once, making selection 
of one from among them difficult. One overactivation account was proposed by Belke, 
Meyer, and Damian (2005). They base their specific account on the WEAVER++ model 
as developed by Roelofs, Levelt, and colleagues (Levelt et al., 1999; Roelofs, 1992, 
1997). In this model, lexical items are represented in a conceptual space by their features 
and by semantic category membership. There are bidirectional connections between 
lexical items and both features and categories. Lexical items also have bidirectional 
connections to a lemma level, which specifies the syntactic properties of the lexical item. 
Belke et al. (2005) proposed that repeatedly naming items causes lexical nodes 
representing the concept to become highly activated, which in turn causes the feature 
nodes and category nodes to become highly activated as well. Activation from the 
category and feature nodes then spreads to items sharing semantic features and to those 
within the same semantic category. This results in several lexical representations 
becoming highly activated, in the case of semantically related blocks of items, making 
selection of any one of them difficult. Although refractory access and overactivation 
accounts would make largely similar predictions, it seems that overactivation would be a 
more likely explanation for the semantic blocking effect in neurologically unimpaired 
subjects. For one, unimpaired subjects do show priming effects for naming pictures 
across trials, as shown by shorter onset latencies for naming the pictures, which would 
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make it unlikely that representations are being made more difficult to retrieve over time 
for them. Another piece of evidence is that the semantic blocking effect remains even 
when switching to new items, which would suggest that the effect is caused by spreading 
activation between semantically related items. 
Some researchers studying patients who show exaggerated difficulty in the 
semantic blocked naming task have also argued for an overactivation account, suggesting 
that the patients have damage to a neurological mechanism that would normally resolve 
competition between semantically related items. These patients are nonfluent patients 
with left frontal lesions. Consequently it has been argued that this mechanism is located 
in the left frontal region and disruption of this mechanism is the source of their nonfluent 
speech. 
One proposal for such a mechanism has been made by Martin and colleagues 
(Martin & Biegler, 2007; Biegler et al., 2008). Based on a co-occurring deficit in the 
case of one patient, ML, for inhibiting verbal representations (Hamilton & Martin, 2005, 
2007) and an exaggerated semantic blocking effect, they argued that a deficit in an 
inhibition mechanism was the cause of his exaggerated deficit in the semantically 
blocked naming task. It was argued that this mechanism acted to inhibit lexical 
representations after their selection for production, both to prevent the item's reselection 
and to aid in fluent transition to the following word. Patients with a malfunctioning of 
this mechanism would have greater difficulty in selecting any lexical item after several 
had been produced, because any previously selected item would remain at a heightened 
level of activation. This effect would be considerably worsened for semantically related 
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items, as an inability to inhibit an item would allow it to remain as a potent competitor for 
any related item. 
Schnur et al. (2006) also found evidence against a refractory account in a study 
comparing the performance of Broca's aphasics with anterior lesions to aphasics not of 
the Broca's type without anterior lesions on a cyclic naming task. They reasoned that a 
refractory disorder should result in a greater number of omission errors across cycles, 
whereas an overactivation disorder should result in a rise in both intrusions and omissions 
across trials, finding evidence for the latter. They also found that patients with anterior 
damage showed significantly greater blocking effects than those without anterior damage, 
in terms of error rates, and preliminary comparisons of lesion localization and the 
semantic blocking effect indicated that the overall size of the semantic blocking effect 
was correlated with the amount of temporal lobe damage, whereas the amount of increase 
in the semantic blocking effect across cycles was correlated with the amount of damage 
to the left inferior prefrontal cortex. From this they proposed an executive selection 
mechanism, based on the computational model of Gordon and Dell (2003), in which 
insertion rules for lexical items have the ability to check whether multiple lexical items 
are highly activated and, if so, put insertion on hold until one item reaches a certain 
threshold. 
Finally, another alternative to the overactivation accounts has recently been 
proposed by Darnian and Als (2005). They pointed out that the mechanisms appealed to 
are similar in explaining both the picture-word interference effect and the semantic 
blocking effect, even though the time courses are very different. Semantic interference in 
the picture-word task occurs at a relatively restricted range, being only a few hundred 
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milliseconds or so. The semantic blocking effect, on the other hand, is a relatively long 
lasting effect that can persist from one trial to the next and can persist despite intervening 
distractor material. To reconcile these findings, Damian and Als proposed that short-
lived semantic interference effects, such as those occurring in the picture-word 
interference task, are due to difficulty in selecting an individual representation because of 
the simultaneous activation of two representations, whereas longer lasting semantic 
interference effects, such as those found in the semantic blocked naming task, are due to 
selecting a representation because of learned associations between a semantic category 
and several different responses. That is, whenever a picture is named, it becomes more 
strongly associated with a set of semantic features. When a semantically related item is 
named it will have an overlapping representation with one previously named, but the 
overlapping features will now be more associatively related to the competitor produced 
previously. Once several items from the same semantic category have been named, 
strengthened connections between each one and their semantic features makes selection 
of any one difficult. A computational model of this account was also recently created by 
Oppenheim, Dell, & Schwartz (2007), which was found to match both control and patient 
data from the Schnur et al. (2006) study. Such a learning account would also fit well 
with the results from Howard et al. (2005), who found that latencies to name pictures 
from the same semantic category increased by a constant amount regardless of the 
number of intervening unrelated pictures. 
However, an activation account could explain these findings as well. One major 
reason, as discussed above, for Damian and Als (2005) to propose two separate 
mechanisms is because of the contrasting short-lasting semantic interference effects 
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found in picture-word interference tasks and the long-lasting semantic interference effects 
found in cyclic naming tasks. Presumably, semantic interference occurs in the picture-
word interference task because two lexical items become highly activated at one time. 
Assuming that an item is selected based on its proportional activation above its nearest 
competitor, either the activation of the target item must be increased or the activation of 
the distractor must be decreased, or both, for selection of the target item to occur. This 
process would occur more slowly in the case of a semantically related distractor, because 
the overlapping semantic features of the picture would spread activation to the distractor 
as well. In contrast, when naming a picture (without a distractor), activation of the 
lexical and semantic representation of the picture would decay fairly quickly, but one 
might argue that activation would not return completely to a baseline level for a 
considerable amount of time. Previously named pictures that are semantically related 
could still remain as competitors to some extent, because activation of the target picture's 
name must reach a proportionally higher level of activation than it would if presented in a 
semantically unrelated set of items. Such an account could also explain the results from 
Howard et al. (2005), if an exponential decay function is assumed in which the vast 
majority of decay occurs within the time course of one or two trials and remains 
relatively stable thereafter. Alternatively, one might assume that a post-selection 
inhibitory mechanism is involved (rather than only passive decay), as proposed by Martin 
and Biegler (2007). 
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Experiment 1: Relations between aging, components of executive functioning, and the 
blocked cyclic naming task 
The purpose of Experiment 1 is to evaluate the proposal that post-selection 
inhibition is the executive mechanism that operates during lexical selection and is 
deficient in the case of some reported left frontal patients, contributing to both lexical 
selection and short-term memory difficulties. What follows is a brief description of the 
account and its predictions regarding the current study. 
The inhibition account distinguishes between several different mechanisms that 
contribute to the process of lexical selection, with deficiencies in individual mechanisms 
giving rise to various patterns of performance. The three mechanisms that the account 
postulates are spreading activation, decay, and inhibition. The first two mechanisms are 
based on research of with both neurally intact individuals and aphasic patients and 
models developed by Saffran, N. Martin, Dell, and colleagues. The model is based on 
that originally developed by Dell and O'Seaghdha (1992) and later developed by Dell, 
Schwartz, N. Martin, Saffran, and Gagnon (1997) to account for accuracy and error 
patterns in picture naming for normal subjects and aphasic patients. 
Although the naming performance of many patients can be accounted for in terms 
of lessened activation or increased decay, the performance of certain patients cannot be 
accounted for without an appeal to an additional mechanism. Martin and colleagues have 
reported several cases of patients with severely reduced short-term memory spans who 
nonetheless show little impairment on single word processing (Martin & He, 2004; 
Martin & Lesch, 1996; Martin, Shelton, & Yaffee, 1994). The single-word processing 
and short-term memory abilities of these patients are difficult to account for in terms of 
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lessened activation or overly rapid decay, since they show normal semantic priming 
(Hong & Martin, 2007) and show intrusions in serial list recall (Martin & Lesch, 1996). 
That is, one would not expect intrusions from prior lists if the representations for the 
words in these lists decayed rapidly. In order to account for such patients, a short-term 
memory buffer has been proposed which retains lexical representations and is involved in 
planning (Martin, Lesch, & Bartha, 1999). (This buffer is assumed to be separate from 
one maintaining phonological representations.) More recently, it has been proposed that 
the mechanism by which information in this short-term memory buffer may be regulated 
is an inhibition mechanism (Martin & Biegler, 2007). This was proposed based on a case 
study of a patient ML, who showed exaggerated proactive interference (Hamilton & 
Martin, 2007) and a deficit in inhibition tasks involving verbal information (Hamilton & 
Martin, 2005). It is argued that this mechanism operates by inhibiting lexical 
representations which have previously been selected, aiding in the selection of 
subsequent items. If this mechanism is damaged, then lexical selection will be a slower 
and more effortful process, as a target representation may have to wait for its competitors 
to decay enough to be selected itself. 
In the current study, the inhibition account will be evaluated as to whether it 
makes the correct predictions regarding the relationship between semantic interference 
and inhibition abilities. Until this point, the evidence for the inhibition account over 
other accounts has rested on evidence from two case studies (Biegler et al., 2008; 
Hamilton & Martin, 2005,2007). It has been suggested that the deficit of the 
neurological patients reported may actually be an extreme case of the decline in 
inhibition ability seen in older adults, which has been argued by Hasher and colleagues to 
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give rise to their poorer working memory and language abilities compared to younger 
adults (Chiappe, Hasher, & Siegel, 2000; Hasher & Zacks, 1988; Hartman & Hasher, 
1991; May, Hasher, & Kane, 1999; Zacks & Hasher, 1994). If it is in fact the case that 
the inhibition deficits separately proposed by Hasher and colleagues and Martin and 
colleagues are in fact the same, then it would be expected that older subjects should have 
greater difficulty in the semantically blocked cyclic naming task, and this should be 
directly related to measures of inhibition ability. It should be noted though that a study 
by Belke and Meyer (2007) comparing performance of older and younger subjects on the 
semantically blocked cyclic naming task found no differences between the two groups in 
terms of the size of the blocking effect. However, it may be the case that such 
differences were not found because of a relatively low number of subjects for a group 
comparison (only 8 subjects per group). 
The current study is an individual differences study relating performance across 
several different tasks. The major focus was on a blocked cyclic naming task, and several 
measures were collected from this task (i.e., size of semantic blocking effect, increase in 
blocking effect, cumulative interference within cycle, and repetition priming) and related 
to performance on various executive function measures. The executive functioning 
measures included inhibition tasks, both verbal (Stroop, Recent Negatives) arid nonverbal 
(a spatial Stroop task), a task switching task, and span tasks (word span and operation 
span). 
The account of blocked cyclic naming incorporating a post-selection inhibitory 
mechanism (Martin & Biegler, 2007; Biegler et al., 2008) predicts that the size and 
increase in the blocking effect should be significantly related to performance on the 
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verbal inhibition tasks, as this relationship has been found with certain patients (Hamilton 
& Martin, 2005; Biegler et al., 2008). Based on the patient findings, it may also be 
expected that measures of the blocking effect would show a significant relationship to the 
span measures, as the patients reported so far also"have corresponding short-term 
memory deficits. This account further predicts that performance on the task switching 
and nonverbal inhibition tasks should either not be related to blocking effect measures, or 
should give no significant independent contribution to predicting the size or increase in 
the blocking effect. In other words, it is possible that performance on all the executive 
functioning measures would be significantly related to the blocking measures, as all of 
these may be related to general intelligence or general levels of functioning, but it is 
predicted that only the verbal inhibition measures, and possibly the span tasks, would tap 
processes critical to individual differences in performance on the blocked cyclic naming 
task, and thus only those tasks would make significant independent contributions to 
predicting the size or increase in the blocking effect when general intelligence or 
functioning is controlled. 
The learning account of the blocked cyclic naming task, in contrast, predicts that 
performance should be related to variation in the ability to map between semantic and 
lexical representations. This account would predict that the blocking effect should relate 
to more general processes, such as general intelligence or general language processing. 
The different executive functioning measures will predict performance on the blocked 
cyclic naming task to the extent that they reflect general intelligence or general language 
processing. This account may also predict the span measures as also having an additional 
benefit to predicting performance on the blocked cyclic naming task, as they could 
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conceivably involve a component of strengthening connections between different 
linguistic representational levels. It may thus be expected that the span tasks would be the 
best predictors of performance in the blocked cyclic naming task, followed by the verbal 
inhibition tasks, and finally the task switching and nonverbal inhibition tasks. Finally, the 
learning account, specifically as developed in a computational model by Oppenheim, 
Dell, and Schwartz (2007), makes several predictions about specific measures from the 
blocked cyclic naming task and the relationships between the measures. This account 
predicts that there should be cumulative interference effect within each cycle, and that the 
increase in this interference should be greater for the semantically related blocks than the 
unrelated blocks (see Figure 1). The interference for the unrelated blocks may be very 
Figure 1. Blocked cyclic naming performance as predicted from Oppenheim, Dell, & 
Schwartz (2007) model 
45 
(A 
IS 
o 
o 
>° 40 
c 
I 
1 35 
x 
•3. 
30 
repetition_ 
priming 
S-g-ENH- 'B- 'H 
-*— Related 
-D— Unrelated 
semantic 
^>_ blocking 
effect 
3 
Cycle 
(chart adapted from Oppenheim, Dell, & Schwartz, 2008) 
18 
small, possibly not significantly different from zero. It is argued that the difference in 
within-cycle cumulative interference between the related and unrelated blocks is what 
gives rise to the semantic blocking effect and the increase in the blocking effect across 
cycles, so it would be expected that cumulative interference for the related blocks should 
significantly predict the size and increase of the blocking effect. Based on the functioning 
of the Oppenheim et al. model, it would also be predicted that the semantic blocking 
effect would differ across the course of the experiment, eventually disappearing at the 
end. A major factor of this is that learning is assumed not decay in this model, but other 
learning proposals (i.e., Damian & Als, 2005) have proposed that learning can decay after 
a period of time. 
Methods 
Participants 
The subjects were 41 younger subjects (mean age 25.6, 33 females, 8 males, 18 -
43 years old) from the University of Houston-Clear Lake and 42 older subjects (mean age 
62.9, 32 females, 10 males 45 - 80 years old) primarily from the Rice University Brain 
and Language Lab older control database. Two of the older subjects were University of 
Houston-Clear Lake students who fell in the age range of the older subjects. Older 
subjects were paid $20 in compensation for participating in the experiment and younger 
subjects participated to fulfill course requirements. 
Materials, Design, and Procedure 
Word Span. 
The experimenter read a list of words to the subject who repeated them back 
aloud. There were ten lists of each length from one word to seven words. The 
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experimenter began with list length one and increased the list length until the subject 
could recall 50% or less of the lists correctly. Lists were created by drawing from a 
closed set often items. Subjects were instructed to recall the items in the order presented, 
and a list was counted as incorrect if the subject recalled the items in the incorrect order 
or produced an item not from the list. Each subject's word span was defined as the 
number of lists they could correctly recall 50% of the time. If a subject recalled 50% of 
the lists correctly, then this was taken as their word span. If the subject scored over 50% 
On one list length and below 50% on the next highest list length, then a value for word 
span was interpolated based on the 50% criterion. Finally, if a subject could still recall 
over half of the lists at the seven item list length, then the subject was assigned a word 
span of 7. 
Operation Span. 
The task was adapted from Turner and Engle (1989). Subjects were presented 
with pairs of equations and words (e.g. "IS 10/2-3=2 ? SEA") on a computer screen. 
They read the equation aloud, responded whether the answer provided for the equation 
was correct or not, then read the word aloud. After the end of a list, subjects were asked 
to recall the words. Subjects were allowed to recall the items in any order. The list length 
varied from 2 to 5, with three instances of each type. In a practice session before the 
experiment began, subjects practiced with one instance of each list length. The 
presentation of the lists was randomized, and each subject was given the same random 
order. The measure collected from each subject was the number of words recalled across 
the task, rather than a measure of operation span for each subject, as the number of words 
recalled had a higher variance. 
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Verbal Stroop. 
The Stroop task (Stroop, 1935) used in the current study was the same as that used 
by Miyake, Friedman, Emerson, Witzki, Howerter, and Wager (2000). Subjects were 
presented with a Stroop task on a computer using the computer program PsyScope 
(Cohen, MacWhinney, Flatt, & Provost, 1993). The task began with the individual 
presentation of rows of asterisks with each of the different colors (red, orange, blue, 
purple, green, and yellow). To confirm that the subjects could correctly see the colors, 
they were asked to name each color aloud. This was followed by 10 trials each of voice-
key calibration and practice. Subjects were instructed to produce the name of the color 
that the text was written in as quickly as possible while minimizing errors. An 
experimenter coded each trial as correct or an error. A trial was considered an error if the 
voice-key was triggered at the wrong time or the subject produced the wrong name. Both 
error types were coded the same. The task consisted of 72 neutral trials, in which the 
colors were presented in strings of asterisks of varying lengths, 60 incongruent trials, in 
which the color of the text and the color name were different, and 12 congruent trials, in 
which the color of the text and the color name were the same. The measure collected 
from each subject was the difference between mean naming latencies in the incongruent 
and neutral trials. 
Recent Negatives. 
The recent negatives task was used as a proactive interference task adapted from 
Hamilton and Martin (2005). Subjects were presented auditorily with a list of three words 
which was followed by a probe word, and they responded whether the probe word was in 
the list of items or not. Trials were manipulated as to whether the probe word was in the 
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list (positive trial) or not (negative trial). The critical manipulation in the experiment was 
on the negative trials, in which the probe item had either been a member of the previous 
list (which had not been probed) (recent negative trial) or it was not a member of the 
previous list (nonrecent negative trial). The word lists and probes were presented 
auditorily. Three black crosses would appear on the screen at the presentation of each list 
word and three red asterisks would appear at the presentation of the probe word. List 
words were presented with a one second interval of silence between each word, and there 
was a two second interval between the last list word and the probe word. The experiment 
began with an explanation by the experimenter of the nature of the task followed by ten 
practice trials. Subjects responded whether the probe word was in the list or not by 
pressing one of two buttons on a button box. The experiment consisted of 96 trials in 
total, with 48 positive trials, 24 nonrecent negative trials, and 24 recent negative trials. 
The measure collected from each subject was the amount of proactive interference, which 
was measured as the difference between the mean response latencies for nonrecent 
negative and recent negative trials. 
Spatial Stroop. 
A spatial Stroop task was developed as a visual analogue to the commonly used 
verbal Stroop task. In this spatial version, subjects were presented with arrows pointing 
either up, down, left or right, and the arrows appeared at either the top, bottom, left, right, 
or center of the screen. Subjects responded to the direction that the arrow was pointing. 
Subjects responded on a numeric key pads using the number 2,4, 6, and 8, which were 
aligned spatially with the four outer positions that the arrows could appear in, which it 
was thought would lead to greater difficulty for the subjects to ignore the position of the 
arrow and instead respond to the direction that it was pointing. On neutral trials the arrow 
appeared in the center of the screen, on congruent trials the arrow appeared on the same 
side of the screen that it was pointing, and on incongruent trials the arrow appeared on a 
different side of the screen from which it was pointing. The experimenter explained the 
nature of the task to the subjects and asked them to respond as quickly as they could 
while minimizing errors. Subjects then completed 36 practice trials, in which they were 
given each of the three instances of each condition (neutral, congruent, incongruent) and 
each response direction (up, down, left, right). The actual experiment consisted of 108 
trials, 36 trials for each condition and 9 instances of each response direction in each 
condition. Trials were presented randomly in both the practice and experiment. The 
measure collected from each subject was the mean reaction time difference between the 
incongruent and neutral conditions. 
Visual Task Switching. 
The visual task switching experiment involved responding to either the color or 
shape of a visually presented object, depending on the cue provided. The object could be 
colored either blue or yellow and it was either a square or a triangle. The cue to either 
respond to color or shape was presented at the beginning of each trial, and the shape 
appeared 250 msec after the onset of the cue. Subjects manually responded by pressing 
one of two buttons on a button box, and the same two buttons were used to respond to 
both color arid shape. The experiment began with an explanation of the procedures and 
subjects were asked to respond as quickly as possible while minimizing errors. Subjects 
first completed three blocks of practice trials, with each block consisting of 48 trials. The 
first two blocks were pure blocks, in which subjects responded only to the color or only 
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to the shape of the object. The third block was a mixed block, in which subjects 
alternated between responding to the color and the shape of the object. In the mixed 
block, subject were presented with four trials responding to the shape, then four trials 
responding to the color, and so on. Switch trials were those on which subjects went from 
responding to one dimension to the other. 
After the practice, subjects completed three blocks of experimental trials, two 
pure and one mixed, which were presented in the same order as the practice blocks. The 
pure blocks each consisted of 84 trials, and the mixed block consisted of 152 trials. Two 
rrieasures were collected from each subject. The first was the global switch cost, which 
was calculated by the difference between the pure blocks and mixed block. The second 
was the local switch cost, which was calculated by the difference between the switch and 
nonswitch trials in the mixed block. 
Semantically blocked cyclic naming. 
The stimuli consisted of 128 line drawings taken from the International Picture 
Naming Database (Szekely et al., 2004), consisting of 16 semantic categories with 8 
exemplars from each category (see Appendix A) 16 semantically unrelated sets were 
created by dividing the 16 semantically related sets into two groups of 8 categories each 
and taking a single exemplar from each semantic category. Items were presented an equal 
number of times in the related and unrelated sets, with each of 8 pictures in a set being 
repeated 4 times, for a total of 32 trials within each block. Each subject saw each picture 
8 times, 4 times in a related set and 4 times in an unrelated set, for a total of 1024 trials. 
16 list presentation orders were created by a Roman square design so that no two pairs of 
pictures were repeated, and it was ensured that no picture was repeated on successive 
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trials. The list presentation orders were partially counterbalanced across subjects. The 
experiment was divided into two halves, with one half having 8 related sets and 8 
unrelated sets composed of items from the other 8 semantic categories. Half of the 
subjects were presented with one half first, and the other subjects were presented with the 
other half first. Different block presentation orders were created for each subject, which 
were made with the constraint that no more than two blocks of either related or unrelated 
sets could be presented consecutively. Pictures were presented individually on a 
computer using PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993). Naming 
latencies were collected by a voice-key. The experiment began with practice naming of 
each of the 128 pictures presented in a random order for each subject. Each picture was 
presented along with a written name and subjects were instructed to say the name aloud. 
Subjects were instructed to try to use the provided name, but were told they could say an 
alternate name during the experiment as long as it was an acceptable name for the picture 
and was also not a potential name for one of the other pictures (e.g., calling the picture of 
a rifle a "gun", since there was a picture of a handgun for which the name "gun" was 
provided). In the experiment, subjects were instructed to name the picture as quickly as 
possible using a correct name for the picture. Subjects were allowed a break between 
each block of 32 trials and pressed a key on the keyboard when they were ready to 
continue. Each trial began with the presentation of a single picture. The subject would 
name the picture, then an experimenter would press a key indicating whether the trial was 
correct, the subject incorrectly named the picture, or the voice-key was triggered at the 
wrong time. The voice-key was monitored by three red crosses which would appear in 
the upper left of the screen when the voice-key was triggered. After the experimenter 
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coded the response, a blank screen would be presented for 1 second before the onset of 
the next picture. 
Several different measures were calculated for each subject, as they were thought 
to reflect different aspects of language production and possible influences of executive 
functioning. These included: the mean naming latency across all trials of the experiment, 
the mean size of the blocking effect across cycles 2 - 4 , the slope of the blocking effect 
across cycles 2 - 4 , the slope of naming latencies across cycles 2 -4 computed separately 
for the related and unrelated conditions (referred to as the repetition priming slopes), and 
the slope of naming latencies across trials 2 - 8 within a cycle computed separately for 
related and unrelated blocks (referred to as the within-cycle slope or the cumulative 
slope). The first cycle was not included in the calculation of many of the measures as it 
generally shows a different pattern from subsequent cycles, and thus it is not clear 
whether the first cycle would reflect the pattern of interest, which is the semantic 
interference effect. For a similar reason, the first trial was not included in the calculation 
of the within-cycle slope measure as subjects are markedly slower on the first trial of the 
first cycle. 
General Procedure 
For the older subjects, testing was administered in two sessions approximately 
one hour each. One session consisted of the verbal Stroop, spatial Stroop, and blocked 
cyclic naming task and the other session consisted of the recent negatives and visual task 
switching task. Most of the older subjects had previously been tested on the word span 
and operation span, but those who had not been administered these tasks completed them 
in one of the two sessions. Younger subjects completed the experiment in a single two-
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hour session. The span tasks were always administered at the beginning of the experiment 
and the blocked cyclic naming task was always administered last, as it was the longest 
experiment and might be the most fatiguing for the subjects. The order of the other tasks 
was counterbalanced across subjects. 
Outlier Analysis 
Procedures to remove extreme scores were performed on all tasks with the 
exception of the word span and operation span, and the same procedure was used for all 
tasks. The complete distribution, including all scores for all subjects, for each task was 
collected for the older and younger subjects separately. All distributions were found to be 
highly positively skewed, so different criteria were used for extreme scores on either end. 
Response latencies less than 300 msec were removed for all tasks except the task 
switching experiment, in which it was found that there were a large number of correct 
responses less than 300 msec. For the task switching experiment, responses less than 200 
msec were excluded. A conservative criterion was used to exclude scores at the other end 
of the distribution. The interquartile range was calculated for each distribution, and scores 
larger than 4 interquartile ranges from third quartile were removed from the analysis. 
These two procedures resulted in approximately 1% of the data being removed for each 
task for young and old subjects. 
Since all reaction time tasks showed substantial positive skews, all scores were 
natural log transformed to normalize the distributions. All measures for analysis were 
calculated from log transformed scores. 
A final outlier analysis was performed on the distribution of scores for each 
measure, to ensure that no subjects had an extreme score on a task, as this could interfere 
with the correlation analysis. Similar to the analysis with the untransformed distributions, 
an extreme score was defined as a value 3 interquartile ranges outside the first or third 
quartiles. No extreme scores were found in this analysis, so no scores were excluded for 
any of the subjects. 
Reliability Analysis 
The same method was used to calculate reliabilities for each measure. The data 
for each subject was randomly divided into two parts, with equal numbers of each 
condition. Two measures were calculated for each subject from the two halves. 
Correlations between the two estimates for each measure were calculated, and then the 
Spearman-Brown Prophecy formula was applied, which makes a correction for 
correlations calculated from split-half data sets. 
Results 
The analyses were divided into four parts. The first was an analysis of the blocked 
cyclic naming tasks with a comparison of the two groups. The second was calculations of 
descriptive statistics and reliabilities for each of the measures for the two groups and 
comparisons between the groups and between certain measures when applicable (e.g., 
related vs. unrelated conditions of within-cycle slope and repetition priming slopes). The 
third was correlations between the different measures for the two groups combined and 
separately. The fourth were regression analyses on the interaction of age group and one 
measure in predicting another, which were performed when the two groups showed 
differences in which correlations were significant in one group but not the other, or when 
the correlations were in different directions between the groups. 
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Analysis of the Semantic Blocked Cyclic Task 
In terms of errors, older subjects had 1.10% (SD = 0.010) voice-key and 0.94% 
(SD = 0.006) naming errors, and younger subjects had 2.34% (SD = 0.022) voice-key and 
1.28% (SD = 0.012) naming errors. There was no significant difference between the 
groups in naming errors (/y(81) = 1.61,/? = 0.11). Given the small percentage of naming 
errors for both age groups, no further analyses of errors were carried out. 
Figure 2. Experiment 1: Mean naming latencies in semantic blocked cyclic naming 
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The reaction time results are shown in Figure 2. A mixed ANOVA was performed 
by subjects, with age as a between-subjects factor and with relatedness and cycle as 
within-subject factors. A repeated-measures ANOVA was performed by items, with age, 
relatedness, and cycle as the within-items factors. The results of the analyses are 
presented in Table 1. As in previous studies (Belke et al., 2005; Biegler et al., 2008, 
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Table 1. Experiment 1: Results of ANOVAs for naming latencies in semantic 
blocked cyclic naming task 
Source 
Related 
Cycle 
Age 
Related x Cycle 
Related x Age 
Cycle x Age 
Related x Cycle x Age 
dfl 
1 
3 
1 
3 
1 
3 
3 
Subject Analysis 
d£2 
81 
243 
81 
243 
81 
243 
243 
F 
314.37 
331.67 
0.06 
220.80 
2.06 
0.53 
0.70 
P 
<.001 
<.001 
.810 
<.001 
.156 
.661 
.553 
dfl 
1 
3 
1 
3 
1 
3 
3 
Item 
df2 
127 
381 
127 
381 
127 
381 
381 
Analysis 
F 
154.02 
566.66 
3.92 
195.98 
4.43 
3.61 
0.87 
P 
<.001 
<.001 
.050 
< .001 
.037 
.014 
.456 
Damian & Als, 2005), there were significant effects of both relatedness and cycle, with 
subjects having overall longer naming latencies in the related condition, overall 
decreasing naming latencies across cycles, and a significant increase in the relatedness 
effect across cycles (the linear slope for the relatedness x cycle interaction was significant 
both by subjects, Fj(l, 81) = 321.733,/? < 0.001, and by items, F2{\, 127) = 2>4422Q,p < 
0.001). There was a significant main effect of age in the item analysis, along with several 
interactions with age, but as can be seen in Figure 2, the differences between the age 
groups are very small. 
Because of the relatively large range in ages within each age group, and the 
possibility that the older subjects as a whole were not old enough to find a difference 
between the groups, a separate analysis was performed on subsets of the two groups, 
including subjects younger than 25 years old (N = 28) in one subset and subjects older 
than 62 years (N = 20) in the other. The results are shown in the figure in Appendix B. 
The subset of older subjects had longer mean naming latencies (M= 830 msec) than the 
subset of younger subjects (M= 783 msec), but this difference was not significant (F/(l, 
46) = 1.745, p = 0.193). More importantly, no interactions with age group even 
approached significance (age group x relatedness: Fi{\, 46) = 0.076,/? = 0.784, age group 
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x cycle: F/(l, 46) = 1.292,/? = 0.280, age group x relatedness x cycle: Fy(l, 46) = 1.118, 
p = 0.344). 
Thus, contrary to predictions, there was no difference in the pattern of the 
blocking effect for young and old subjects, replicating the findings of Belke and Meyer 
(2007) with a large group. As such, the results do not appear to support the inhibition 
hypothesis, as the older subjects were expected to show difficulties with inhibition and 
consequently a larger blocking effect. This issue will be considered further after the 
individual differences analyses have been reported. 
With respect to the learning account, it is important to determine whether the 
results would show the pattern across trials predicted by the Oppenheim et al. (2007) 
model. The means across trials for the related and unrelated conditions are presented in 
Figure 3, which were averaged across both age groups, as there was virtually no 
difference between the two groups in the blocking effect. Inspection of the graph suggests 
that the results fit the predictions by Oppenheim et al. (2007) in terms of increasing 
naming latencies within cycles, but it there seemed to be a stronger increase for the 
related than the unrelated condition in the first cycle, but little difference between the two 
in cycles 2 - 4 . To test this, slope values were calculated for each subject within each 
cycle, separately for the related and unrelated conditions, excluding the first trial of each 
cycle. The first trial was excluded since the naming latencies for the first trial of cycle 1 
were much longer than for any other trial, probably due to some attentional factor. Only a 
subject analysis could be performed, as items were not counterbalanced across all the 
relevant conditions. A mixed ANOVA was performed, with age as a between subjects 
factor and with relatedness and cycle as within-subject factors. The results of the analysis 
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Figure 3. Experiment 1: Mean naming latencies for each trial in block by 
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Trial Number 
are presented in Table 2. The only significant effect was a main effect of relatedness, 
with a greater increase in cumulative interference for the related condition as compared to 
the unrelated condition. There were no other significant main effects or interactions. 
Despite the lack of a significant interaction of relatedness x cycle (p = 0.137), an 
exploratory analysis was performed, comparing the difference between the slope values 
for the related and unrelated conditions at each of the cycles. There was a significant 
difference between related and unrelated conditions for the first cycle (?;(82) = 3A5,p = 
0.001), but not for cycle 2 (f/(82) = 1.18,/? = 0.243), cycle 3 (^(82) = 1.29, p = 0.200), or 
cycle 4 (^(82) - 0.19, p = 0.850). 
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Table 2. Experiment 1: Results of ANOVA for slopes of naming latencies within 
cycles in semantically blocked cyclic naming 
Source 
Related 
Cycle 
Age 
Related x Cycle 
Related x Age 
Cycle x Age 
Related x Cycle x Age 
dfl 
1 
3 
1 
3 
1 
3 
3 
df2 
81 
243 
81 
243 
81 
243 
243 
F 
10.52 
0.94 
0.22 
1.86 
0.14 
0.61 
0.47 
P 
.002 
.423 
.640 
.137 
.710 
.607 
.705 
Although the results do support the notion that there is cumulative interference 
within cycles in the blocked cyclic naming task as predicted by Oppenheim et al. (2007), 
a comparison of Figures 1 and 3 would seem to indicate that the difference in cumulative 
interference for the related and unrelated conditions is much more modest than what their 
model would predict, considering the size of the blocking effect and its increase across 
cycles. As can be seen in Figure 3, the blocking effect is absent in the first cycle, then 
appears in the second cycle with a relatively small increase in the effect thereafter, 
whereas the learning account by Oppenheim et al. (2007) would predict that the blocking 
effect should be in place in the first cycle and show an increase in subsequent cycles 
equal to the difference between the related and unrelated conditions in cumulative 
interference within cycles. It would appear that their model could potentially explain a 
small part of the increase in the blocking effect, but the majority of the effect is caused by 
some other factor. This issue will be discussed in more detail in the General Discussion in 
conjunction with the results from the other analyses. 
Preliminary Data Analysis and Group Comparison 
The descriptive statistics for the individual differences measures and their 
reliabilities are displayed in Table 3. The reliabilities for most measures were quite high. 
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Table 3. Experiment 1: Descriptive statistics and reliabilities for measures 
Measure 
Word Span 
Operation Span 
Spatial Stroop 
Verbal Stroop 
Recent Negatives 
Local Switch 
Global Switch 
Blocking effect size 
Blocking effect slope 
Rel. within-cycle slope 
Unrel. within-cycle slope 
Rel. Priming Slope 
Unrel. Priming Slope 
MeanRT 
Younger Subjects 
Mean 
5.4 
32.8 
134 
163 
141 
228 
198 
48 
12 
3.8 
1.9 
-1.5 
-13.0 
790 
SD 
0.83 
5.0 
77 
56 
137 
117 
92 
18 
20 
4.9 
4.8 
18.8 
13.8 
79 
Range 
4,7 
22,41 
37,413 
67,277 
-63,464 
91,626 
23, 378 
3,72 
-30, 54 
-5.8, 13.5 
-9.5, 13.4 
-37.5,42.3 
-42.5,20.2 
633,967 
Reliability 
— 
— 
.82 
.97 
.64 
.66 
.92 
.53 
.63 
.34 
.54 
.61 
.50 
.96 
Older 
Mean 
5.2 
30.0 
143 
219 
148 
180 
270 
56 
14 
3.3 
1.5 
-2.5 
-16.6 
790 
Subjects 
SD 
0.97 
5.6 
100 
69 
134 
160 
162 
25 
21 
4.9 
4.5 
16.8 
14.7 
116 
Range 
3.3,7 
18,42 
-21,436 
64,410 
-61,553 
-83,521 
8,658 
14,126 
-17,98 
-6.4,17.7 
-6.7,10.8 
-35.3,61.0 
-44.8,22.2 
607, 1091 
Reliability 
— 
— 
.71 
.92 
.64 
.78 
.98 
.45 
.62 
.44 
.20 
.52 
.59 
.99 
The exception was the two within-cycle slope variables, where the reliabilities were 
generally low. Thus, correlations with these two measures should be interpreted 
cautiously. A comparison of the two age groups on these measures revealed that they 
differed significantly on three measures: operation span, verbal Stroop, and local switch 
cost (see Table 4). Older subjects showed a larger Stroop effect, and this difference was 
highly significant, and they had a significantly lower mean operation span, both of which 
replicate previous findings in the literature (e.g., Comalli, Wapner, & Werner, 1962; 
Smith, Geva, Jonides, Miller, Reuter-Lorenz, & Koeppe, 2001). The younger subjects 
showed a significantly greater local switch cost, which is especially surprising, given that 
older subjects are typically found to have greater switch costs and, in addition, the 
difference between the groups is typically on the global switch cost (e.g., Kray & 
Lindenberger, 2000). In the present data, the mean global switch cost was greater for the 
older than younger subjects, but the difference failed to reach significance. 
Several other analyses were performed on the within-cycle and repetition priming 
slopes from the blocked cyclic naming task, as the learning account of Oppenheim et al. 
Table 4. Experiment 1: Differences between groups on measures (older - younger) 
Measure 
Word Span 
Operation Span 
Spatial Stroop 
Verbal Stroop 
Recent Negatives 
Local Switch 
Global Switch 
Cyclic Size 
Cyclic Slope 
Rel. Within-cycle slope 
Unrel. Within-cycle slope 
Rel. Priming Slope 
Unrel. Priming Slope 
MeanRT 
Mean 
Difference 
-0.2 
-2.8 
8.8 
56.2 
6.5 
-47.8 
71.2 
8.3 
2.7 
-0.6 
-0.4 
-1.0 
-3.6 
-0.8 
t 
-0.958 
-2.405 
0.679 
4.625 
0.994 
-2.222 
1.182 
1.359 
0.306 
-0.727 
-0.308 
-0.501 
-1.133 
-0.225 
df 
81 
81 
81 
81 
76 
64.16* 
74 
81 
81 
81 
81 
81 
81 
81 
P 
0.341 
0.018 
0.499 
0.000014 
0.323 
0.030 
0.241 
0.178 
0.761 
0.469 
0.618 
0.618 
0.261 
0.822 
*df adjusted for unequal variances 
(2007) predicts that within-cycle slope should exactly predict the size and increase of the 
blocking effect, whereas repetition priming should not. Comparisons were made of these 
values to zero and between the related and unrelated slopes. Analyses were performed on 
the mean of the natural log transformed values by subject for each of the individual 
differences measures. All of the relevant blocked cyclic naming measures were 
significantly greater than zero, both in the combined data and separated by age group, 
with the exception of the related repetition priming slope (see Table 5). The related and 
unrelated versions of the within-cycle and repetition priming slopes were then compared 
in matched tests by subjects, again with the age groups combined and separated. The 
related and unrelated slopes were found to be significantly different for both variables 
(see Table 6). 
The importance of these findings for the accounts of the blocked cyclic naming 
task will be discussed in more detail later, but an interim discussion is provided here, 
noting the important implications for the two accounts of the semantic blocking effect. 
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Table 5. Experiment 1: Test of significant size (difference from zero) for blocked 
cyclic naming measures 
Measure 
Cyclic Size 
Cyclic Slope 
Rel. Within-cycle slope 
Unrel. Within-cycle slope 
Rel. Priming Slope 
Unrel. Priming Slope 
Combined 
t 
22.81 
6.79 
6.22 
3.41 
-1.60 
-10.40 
df 
82 
82 
82 
82 
82 
82 
P 
< 0.001 
< 0.001 
< 0.001 
0.001 
0.113 
< 0.001 
Younger 
t 
16.87 
4.38 
4.74 
2.53 
-0.71 
-6.56 
df 
40 
40 
40 
40 
40 
40 
P 
< 0.001 
< 0.001 
< 0.001 
0.015 
0.48 
< 0.001 
Older 
t 
15.83 
5.19 
4.02 
2.26 
-1.61 
-8.16 
df 
41 
41 
41 
41 
41 
41 
P 
< 0.001 
< 0.001 
< 0.001 
0.029 
0.115 
< 0.001 
Table 6. Experiment 1: Matched comparisons of related and unrelated versions of 
within cycle and priming slope measures 
Combined Younger Older 
Measure t df P t df p T df p. . 
Within-cycle Slope 3.04 82 0.003 2.22 40 0.032 2.05 41 0.047 
Priming Slope 6.97 82 < 0.001 4.47 40 < 0.001 5.35 41 < 0.001 
The within-cycle slope measures reflect the change in naming latencies within a cycle, 
and thus measures the build-up of proactive interference within a block. The repetition 
priming slope variables, on the other hand, measure the priming from an item as it is 
repeatedly presented across cycles. Learning-based accounts of semantic interference in 
blocked cyclic naming would predict that the size and growth of the blocking effect 
should primarily be due to the within-cycle slope variables, in other words, the increasing 
interference within a cycle in the related condition as items from the same category are 
repeatedly named. These accounts would predict a large positive value for the related 
within-cycle slope, and a small value for the unrelated within-cycle slope, possibly near 
zero. It was found in these analyses that the within-cycle slopes for both related and 
unrelated conditions were significantly greater than zero, and the significance of the 
difference between the related and unrelated conditions was quite small as compared to 
the repetition priming slopes. These findings suggest that it is difference in repetition 
priming for a particular item between the related and unrelated conditions that primarily 
influences the size and growth of the semantic blocking effect across cycles, rather than 
the difference between related and unrelated conditions in terms of the increase in 
interference as more items from the response set are presented and named. A discussion 
of the reason for the repetition priming effect being different between the related and 
unrelated conditions will be considered in the discussion of the results from the 
correlation and regression analyses. 
Task Correlations 
As discussed in the introduction, it was expected, based on the patient findings, 
that the span and verbal inhibition measures would be related to the size and growth of 
the blocking effect across cycles, whereas the nonverbal Stroop task and the task 
switching measures would not be. To address these predictions, correlations between the 
different measures were analyzed using the individuals' mean log transformed scores. 
Three analyses were performed, one with the two age groups combined and two for each 
age group separately. The results of the analyses are presented in Tables 7 - 9 (see also 
Appendices C - E). The results from the combined group analyses will first be discussed, 
The difference in patterns between the younger and older subjects will be discussed 
subsequently based on the results of regression analyses which test for the significance of 
the interaction with age. In general, the expected pattern of correlations of the size of the 
blocking effect and its growth across cycles with the inhibition measures was not found. 
Only the recent negatives measure was found to significantly correlate with the size of 
the blocking effect and only the word span measure was found to significantly correlate 
with the growth of the blocking effect across cycles. 
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Table 7. Experiment 1: Correlations between measures for combined young and old 
l. 3, J. -5, 5- « 7. 8, D, 10: H, 13, 13, R 
t , W*mi SptSi 
2~ Operate Spin .H" 
3. Saocp V 
4.S&cop^V 
i . Jtec«s: SegKUvH 
-52 
.04 
•-& 
-.16 
.11 
- I t 
. l i 
*.fl* 
-.« 
6,. leea^ Switch 
?. Global Switch 
.12 
-.54 
J » « 
-.1? 
AS 
.0* 
.20 
.11" 
. . I ? " 
2a" -.1? 
* . Cyclic Stzt 
^. Cycik 3£&£*2, 
10. l t d . *i&in«<:>clie sk/pn 
i 3. t jnrel 's.ishsii-cycle s&»pe 
1 J. HeL Iteming %&&& 
1J. fJnrei Mming Stope 
14. Mess ItT 
•s<o.os 
" p « . M ' l . 
M 
.24-
-„ ! * • 
- J * -
*.:4 
.16 
J 4 ' 
- 4 i 
..13 
•JW 
JW 
.OK 
.2?" 
.^11 
.12 
.19 
- . 1 ! 
-M 
* i * 
.00 
jffiS 
.20 
.64 
- . 1 * 
-.64 
.65 
.ua 
.« 
j*.«» 
v i j 
jOi 
•a 
•AS 
- J S " 
* .J* 
..10 
-.11 
-.1? 
.10 
.at 
_• * • • 
-.1? 
.12 
.12 
.1? 
.Jj» 
-.19 
•M" 
.or 
. i? 
j i t , 
- J J 
-JM 
!•»• 
*.I-0 
-.02 
AS 
. * } " 
- . J 6 " 
-JM 
«•• 
.03 
Jfii 
-»• 
X« 
.04 
.10 
• 
„ -
.... 
. 2 * ' 
.21 .21* 
Table 8. Experiment 1: Correlations between measures for younger subjects 
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The individual differences measures were also correlated with the within-cycle slope and 
repetition priming slope measures separately for the related and unrelated trials as 
exploratory analyses. The verbal Stroop measure was found to significantly correlate with 
the related repetition priming slope, but the correlation was very small, only just reaching 
significance, so the correlation would most likely not be significant when making an 
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alpha-level adjustment for multiple comparisons. Thus, this correlation will not be 
considered further. 
Table 9. Experiment 1: Correlations between measures for older subjects 
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The word span measure showed significant correlations with a number of measures from 
the blocked cyclic naming task, including the growth of the blocking effect across cycles, 
the related and unrelated within-cycle slopes, and the mean response time. Looking first 
at the relationship between word span and the within-cycle slopes, there is an important 
aspect of the word span task used in this study which may be the reason for the 
relationship found between these measures. In the word span task, the items Were drawn 
from a closed set of ten items which were repeatedly sampled, much in the same way that 
items in the blocked cyclic naming task were presented in closed sets which Were 
repeatedly sampled. It may then be the case that the relationship between performance in 
the word span task and the increase in interference within a naming cycle are both related 
to a buildup of proactive interference from items within the presentation Set. Subjects 
with higher word spans showed lower values for the within-cycle slopes, indicating that 
those with better words spans were less affected by proactive interference within a cycle 
in the blocked cyclic naming task. 
Word span also showed a significant correlation with the increase in the blocking 
effect across cycles. This would be evidence for a learning-based account of the semantic 
blocking effect if it could be demonstrated that this relationship between word span and 
the blocking effect slope is due to susceptibility to a buildup of interference within cycle 
which relates to interference between items in the word span task. As discussed earlier, 
the evidence from comparisons of the within-cycle and repetition priming slopes 
suggested that a buildup of interference within cycle did not have a major influence on 
the size or growth of the blocking effect across cycles, but the evidence did not 
conclusively rule out this possibility. The results of the correlation analyses further 
suggest that the blocking effect slope is little influenced by the growth of interference, or 
the difference between interference in the related and unrelated conditions. First, there 
was no significant correlation between individuals' growth of the semantic blocking 
effect across cycles and either of their within-cycle slopes. Second, the overlap in 
variance in the blocking effect slope and the within cycle measures in predicting word 
span was assessed. That is, if word span relates to both the blocking effect slope and the 
within cycle slope because both reflect proactive interference, then there should be 
significant shared variance accounted for when word span is regressed on both. The 
model regressing word span on both variables had an R2 = 0.152, p = 0.004. The 
individual model with only the blocking slope had an R2 = 0.057,/? = 0.030, and with the 
within-cycle slopes had an R2 = 0.097,/? = 0.017. The two individual R2s added together 
sum to 0.154. Subtracting the overall R2 from this gives the shared variance, which is 
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only 0.002, indicating that the shared variance in predicting word span was very small. 
Thus, it appears that different processes underlie the relationships of the blocking effect 
slope and the within-cycle slopes to word span. 
Since the relationship between the blocking effect slope and word span appears to 
be independent of the relationship between the within-cycle slopes and word span, it is 
possible that the relationship of the blocking effect slope to word span is due to a separate 
process of repetition priming from having been presented with the same item repeatedly. 
The lack of a significant relationship between word span and either of the repetition slope 
variables would appear to be evidence against this interpretation, but it may be the case 
that neither of these two variables yields enough predictive power individually, but may 
if both are taken in conjunction. To test for this, a regression analysis was conducted 
predicting word span from both the related and unrelated repetition priming slopes. The 
model was marginally significant, {R = 0.062,/? = 0.077). To check for independence of 
the two processes, another regression analysis was performed predicting word span from 
the related and unrelated within-cycle slopes, and this was compared to a model with the 
related and unrelated within-cycle and repetition priming slopes. The model with the 
within-cycle slopes was significant (R - 0.097,/? = 0.017), as was the model with all 
four predicting variables (R2 = 0.159,/? = 0.009). In this case, the R2s for the two 
individual models summed to 0.159, exactly the R value for the overall model with the 
related and unrelated within-cycle and repetition priming slopes. This indicates that 
relationships between the within-cycle slopes and the repetition priming slopes to word 
span are entirely independent. In summary, the relationship between the word span and 
measures from the semantic blocking task indicate two separate processes which give 
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independent contributions to influencing naming latencies, with one being a proactive 
interference effect involving interference from items within the naming set and the other 
being a repetition priming effect resulting from naming the same item repeatedly. 
Although the analyses of the relationship between performance in the word span 
task and the blocked cyclic naming task were useful in providing evidence for two 
independent processes which may be operating, these analyses did not indicate which of 
these two may be more important in giving rise to semantic interference observed in 
blocked cyclic naming. Some evidence reviewed above suggested that the repetition 
priming effect may be more important, namely that the difference between related and 
unrelated conditions appears more reliable across cycles for the repetition priming slope 
measures than for the within-cycle slope measures. 
As mentioned earlier, no significant relationship was found between the within-
cycle slope measures and either the overall blocking effect slope or the size of the 
blocking effect. A significant relationship was found between the size of the blocking 
effect and the unrelated repetition priming slope, but not between the size of the blocking 
effect and the related repetition priming slope, indicating that it is the amount of 
repetition priming in the unrelated condition which primarily determines the size of the 
blocking effect. The unrelated repetition priming slope measure correlated with a number 
of other measures, in fact having the largest number of significant correlations with other 
measures, so the pattern of correlations should give information as to how this affects 
performance in the blocked cyclic naming task. 
First, looking at correlations with other blocked cyclic naming measures, a greater 
amount of repetition priming in the unrelated condition, as reflected by a more negative 
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unrelated slope, was related to a larger blocking effect and greater increase in the 
blocking effect across cycles. One might intuitively think that those who are showing 
larger blocking effects are performing worse on the task, since they might be thought to 
be showing greater semantic interference. However, since the related repetition priming 
slope is not significantly different from zero on a group basis, those who show better 
repetition priming in the unrelated condition would show large blocking effects. Thus, it 
could be argued that those subjects with large blocking effects are actually showing better 
performance as they are showing more repetition priming. However, the relationship 
between the unrelated repetition priming slope and other measures suggests this is not the 
case. A more negative unrelated repetition priming slope, indicating greater repetition 
priming, was actually related to worse performance on a number of measures, including 
operation span, recent negatives, and global switch cost. This suggests that the 
relationship between performance on these tasks is a reflection of the intrusiveness or 
perseveration in the activation of a previously presented item, which leads to worse 
performance when that item must be ignored, but better performance when that item must 
be responded to again (i.e., greater repetition priming). This over-persistence would also 
result in greater competition in selecting a lexical representation on the related trials. 
Thus, one might argue that on the related trials, the greater repetition priming for these 
individuals is counteracted by greater competition, with the result that there is virtually 
no change in reaction times across cycles for the related trials. Consequently, the 
blocking effect and the change in the blocking effect is related to the improvement in 
performance across cycles for the unrelated trials. 
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Starting with the operation span task, difficulty in ignoring a previously presented 
item could potentially result in intrusions or interference of items from previous lists, 
leading to reduced span. With the recent negatives task, difficulty in ignoring items from 
previous lists would make performance on the recent negatives trials more difficult, as 
the subject would confuse the current list items with the previous list items, making 
rejection of the incorrect probe items more difficult. Finally, in the task switching 
experiment, over-persistence may lead to a greater global switch cost, as subjects with 
more difficulty in ignoring previously producing responses will show greater overall 
difficulty in blocks involving switching between different response sets as opposed to 
blocks with only one response set. 
There are several potentially problematic aspects of this account of item 
intrusiveness as accounting for performance across several of the different measures, 
however. For one, operation span, recent negatives interference, and global switch costs 
do not relate to one another consistently, as might be expected if there is a similar 
underlying factor affecting performance in each of the tasks. However, this lack of 
correlations between the variables could be due to other factors contributing to 
performance on each of these tasks which may obscure such a relationship.1 Further, the 
local switch measure is positively correlated with unrelated repetition priming slope, 
indicating that better repetition priming is associated with better performance when 
switching between response sets. It would be expected that local and global switch costs 
Would be related to repetition priming in the same way. It is not clear why the verbal 
Stroop, though only weakly related to the related repetition priming slope, should not 
show a similar relationship to the unrelated repetition priming slope, as both would 
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presumably involve difficulty in ignoring a previously produced response. In the case of 
the Stroop, ignoring a competitor that is being concurrently primed by a written word, 
and in the case of the blocked cyclic naming task, a semantically related competitor that 
was recently produced. However, this lack of finding may be because there are separate 
processes underlying resistance to interference from distractors presented previously as 
compared to concurrently, which was suggested by the results of Friedman and Miyake 
(2004). Finally, it is not clear how proactive interference, as reflected in the within-cycle 
variables, and repetition priming, as reflected in the repetition slope variables, could be as 
separable as they appear to be. Both involve interference which could conceivably be 
related to a single underlying process, namely a greater amount of priming of an item, yet 
the results of the analyses indicate that they appear to be largely independent. A more 
detailed discussion of the different potential mechanisms giving rise to these two separate 
kinds of interference will be taken up again in more detail in the General Discussion. 
Regression Analyses of Group Differences 
The combined group correlation analyses yielded interesting information about 
the possible relationships between different measures, and the similarities in underlying 
processes involved in different measures. An inspection of the correlations between 
measures by the different age groups (compare Tables 8 and 9) would seem to show little 
consistency between the two groups in terms of what relationships were significant. It is 
not, however, clear from the pattern of significant relationships whether these differences 
are meaningful, or due to differences in the range or variance of the scores across the two 
groups, which would influence the likelihood of finding an effect. In order to test whether 
there were differences between the groups in terms of the significance or direction of 
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correlations, regression analyses were performed predicting one variable from another 
and their interaction with age group (with age group treated as a categorical variable). A 
significant interaction would indicate that there is a difference in the relationship between 
the two measures for the two age groups. 
Regression analyses were performed for relationships between variables in which 
either one group showed a significant correlation and the other did not, or when one 
group showed a significant correlation in one direction and the other group showed a 
significant correlation in another direction. A summary of the R2 values and significance 
of these interactions are presented in Table 10. Table 11 provides the statistical results for 
the main effects and interactions from these regressions in terms of beta weights. 
Regression analyses without significant interactions with age are presented in Table 12. 
Table 10. Experiment 1: R2 contribution of interaction with age group in regression 
analysis for variable pairs showing different patterns of correlations across age 
groups 
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Table 11. Experiment 1: Regression analyses with significant age group interactions 
Dependent Predictor Beta T p_ 
Switch 
Switch 
Global 
Switch 
Unrelated 
within cycle 
slope 
Unrelated 
within cycle 
slope 
Related 
within cycle 
slope 
Mean RT 
Age Group 
Operation Span 
Age Group x Operation Span 
Age Group 
Recent Negatives 
Age Group x Recent Negatives 
Age Group 
Recent Negatives 
Age Group x Recent Negatives 
Age Group 
Recent Negatives 
Age Group x Recent Negatives 
Age Group 
Cyclic Size 
Age Group x Cyclic Size 
Age Group 
Cyclic Slope 
Age Group x Cyclic Slope 
Age Group 
Unrel. Within-cycle Slope 
Age Group x Unrel. Within-cycle Slope 
-1.427 
0.325 
1.247 
0.096 
-0.406 
-0.371 
-0.319 
0.355 
0.513 
-0.435 
0.026 
0.538 
-0.724 
-0.182 
0.77 
-0.313 
-0.005 
0.388 
0.077 
0.093 
-0.281 
2.28 
3.01 
2.04 
0.54 
3.72 
2.11 
1.75 
3.16 
2.83 
2.4 
0.23 
2.98 
2.45 
1.64 
2.57 
2.35 
0.05 
2.91 
0.67 
0.86 
2.44 
0.026 
0.004 
0.045 
0.591 
< 0.001 
0.039 
0.085 
0.002 
0.006 
0.019 
0.817 
0.004 
0.017 
0.104 
0.012 
0.022 
0.96 
0.005 
0.504 
0.394 
0.017 
The majority of the regression analyses did not reveal a significant interaction 
with age group, suggesting that these differences in correlations between the two groups 
were due to an inability to find a correlation for one group or the other due to factors such 
as greater variability or greater restriction of range in one group, rather than a different 
underlying pattern in the relationship between the two variables between the two age 
groups. In total, seven interactions were significant. Those which involved an interaction 
between one of the variables related to the blocking cyclic naming effects will be 
presented first, as those are most relevant to the issues at stake here. 
Table 12. Experiment 1: Regression analyses without significant age interactions 
Dependent Predictor • beta T p 
Rel. within 
cycle slope 
Urirel.within-
cycle slope 
Mean RT 
Spatial 
Stroop 
Unrel. 
priming slope 
Rel. priming 
slope 
Cyclic size 
Unrel. 
priming slope 
MeanRT 
Unrel. 
priming slope 
MeanRT 
Rel. priming 
slope 
Unrel. 
priming slope 
Cyclic slope 
Unrel. 
priming slope 
Mean RT 
Mean RT 
Unrel. 
priming slope 
Mean RT 
Age Group 
Word Span 
Age Group 
Word Span 
Age Group 
Word Span 
Age Group 
Operation Span 
Age Group 
Operation Span 
Age Group 
Verbal Stroop 
Age Group 
Recent Negatives 
Age Group 
Recent Negatives 
Age Group 
Recent Negatives 
Age Group 
Local Switch 
Age Group 
Local Switch 
Age Group 
Global Switch 
Age Group 
Global Switch 
Age Group 
Cyclic Size 
Age Group 
Cyclic Size 
Age Group 
Cyclic Size 
Age Group 
Rel. within-cycle Slope 
Age Group 
Related Priming Slope 
Age Group 
Unrelated Priming Slope 
-0.111 
-0.288 
-0.061 
-0.257 
-0.051 
-0.244 
-0.049 
0.101 
-0.059 
0.257 
-0.203 
0.322 
0.107 
0.346 
-0.054 
-0.323 
0.015 
-0.162 
-0.015 
0.319 
-0.138 
-0.208 
0.008 
-0.189 
-0.046 
-0.371 
0.008 
0.173 
-0.08 
-0.299 
-0.01 
-0.101 
-0.002 
0.281 
-0.11 
0.275 
0.006 
0.246 
1.03 
2.68 
0.57 
2.36 
0.47 
2.24 
0.43 
0.88 
0.53 
2.31 
1.69 
2.68 
1 
3.21 
0.49 
2.95 
0.13 
1.41 
0.13 
2.78 
1.17 
1.76 
0.07 
1.63 
0.42 
3.39 
0.07 
1.55 
0.75 
2.79 
0.09 
0.9 
0.02 
2.61 
1.03 
2.57 
0.05 
2.25 
0.304 
0.009 
0.574 
0.021 
0.642 
0.028 
0.67 
0.379 
0.6 
0.023 
0.096 
0.009 
0.322 
0.002 
0.623 
0.004 
0.896 
0.163 
0.895 
0.007 
0.247 
0.083 
0.944 
0.107 
0.676 
0.001 
0.942 
0.124 
0.456 
0.007 
0.93 
0.372 
0.982 
0.011 
0.308 
0.012 
0.959 
0.027 
<J 
Interactions Involving Relationships with Blocked Cyclic Naming Measures. 
Based upon the inhibition deficit hypothesis for aging, one would have predicted 
an interaction between the inhibition measures (i.e., Stroop, spatial Stroop, recent 
negatives) and age group for the blocking effect or the slope of the blocking of the effect. 
However, none of these interactions involving the inhibition measures were significant. 
Instead, the significant interactions involving one measure from the blocked cyclic 
naming task were the recent negatives x unrelated within-cycle slope, cyclic size x 
unrelated within-cycle slope, cyclic slope x related within-cycle slope, and unrelated 
within-cycle slope x mean RT. There is a pattern across all these cases, namely that they 
involve the within-cycle slope variables, which measure the increase in naming latencies 
across trials within a cycle. These interactions will be discussed in turn, but it should be 
kept in mind that the within-cycle slope measures had the lowest reliability of any of the 
other measures, and so some of these interactions may be caused by the lower overall 
reliability or differences in the reliabilities between age groups. The interactions of recent 
negatives x unrelated within-cycle slope and related within-cycle slope x cyclic slope 
with age group would seem to be the strangest, as the young and old groups showed 
opposite patterns of results, as shown in Figures 4 - 5 , but it seems possible that these 
interactions are actually due to unequal variances in the related within-cycle slope 
variable across different ranges of the cyclic slope variable. In both cases, it seems as if 
the differences between these two groups in the relative concentration of the scores 
primarily affects the direction of the relationship, as the scores in the other ranges are 
more dispersed. The other two interactions with age group, between unrelated within-
cycle slope x cyclic size and unrelated within-cycle slope x mean RT, show similar 
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Figure 4. Experiment 1: Recent Negatives by Unrelated Within-Cycle Slope for each 
Age Group 
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Figure 5. Experiment 1: Cyclic Size by Unrelated Within-Cycle Slope for each Age 
Group 
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patterns for both groups, see Figures 6 - 7 , but only the young subjects show a significant 
relationship between the variables. This is most likely due to the fact that the reliability 
for the unrelated within-cycle slope was very low for the older subjects (0.20), but 
considerably higher for the younger subjects (0.54). Younger subjects with larger 
unrelated within-cycle slopes (indicating increasing naming latencies across trials within 
a block) showed larger overall size in the blocking effect and had overall longer naming 
latencies. 
Thus, overall, the interactions of age with the blocked cyclic naming effects failed 
to provide any direct support for the notion that inhibition is involved with the blocking 
effect. None of the relations between the inhibition measures and the blocking effects 
were significantly different across age groups and, as discussed earlier, there was no 
interaction with age and the size of the blocking effect or its slope in the reaction time 
Figure 6. Experiment 1: Cyclic Slope by Related Within-Cycle Slope for each Age 
Group 
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Figure 7. Experiment 1: Unrelated Within-Cycle Slope by Mean RT for each Age 
Group 
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analysis. One possibility, however, is that age groups do not differ in inhibition ability. 
Although an inhibition deficit in aging has been strongly argued for by some researchers 
(e.g., Hasher & Zacks, 1988), others have provided evidence against this claim (e.g., 
Verhaeghen & Meersman, 1998). This issue will be addressed further in the General 
Discussion. 
Interactions Involving Relationships between Executive Function Measures 
Several of the interactions with age group involved relationships between the 
executive function measures (that is, measures not including the blocked cyclic naming 
measures). These relationships are less critical for the issues addressed in this study, but 
are nonetheless of some interest regarding more general aging effects. These significant 
interactions with age all involved relations between the task switching measures and 
other measures: the operation span x local switch cost, recent negatives x local switch 
cost, and recent negatives x global switch cost. Further, in all cases, the interaction was 
such that the older subjects showed a relationship between the two measures, whereas the 
younger subjects showed a nonsignificant or very reduced effect. As might be recalled, 
the measures involved in these interactions were all ones that were argued to be related to 
the intrusiveness of an item, so one possibility is that there is a difference between older 
subjects and younger subjects in terms of the susceptibility to interference from a 
previously presented item. This seems unlikely though, given that there were no 
interactions with age in relationships between these any of these measures and either of 
the repetition priming slope measures, suggesting that this factor does not differ between 
old and young in terms of influencing the blocking effect. There is little conclusive 
evidence pointing to what factor may differ between old and young which would give 
rise to this pattern of relationships with the local and global switch costs, but another 
possibility is that all the tasks involve some kind of switching in the focus of attention 
between components in working memory (Verhaeghen & Basak, 2005). The operation 
span task involves switching between storage of a list item and processing of a 
mathematical operation, the recent negatives task involves switching between storage of 
list items and responding to a probe item, and the task switching task involves shifting 
between different response sets. All of these executive functioning tasks involve 
switching between the processing to be performed or the response set to use, whereas 
tasks such as the verbal Stroop, nonverbal Stroop, and the blocked cyclic naming task 
involve processing and responding to a stimulus in a consistent manner across trials. 
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Figure 8. Experiment 1: Operation Span by Local Switch for each Age Group 
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Figure 9. Experiment 1: Recent Negatives by Local Switch for each Age Group 
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Figure 10. Experiment 1: Recent Negatives by Global Switch for each Age Group 
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General Discussion Part I 
The purpose of the current study was to better characterize the processes involved 
during lexical selection by comparing how performance on different executive 
functioning tasks contribute to predicting performance in a picture naming task. As a 
secondary aim, the performance of younger and older subjects was compared to see if 
patterns of age-related declines in performance would give more insight into underlying 
cognitive processes. The main focus was on performance in the blocked cyclic naming 
task, and two major accounts—the learning and overactivation accounts^ —were 
contrasted in the current study. Neither approach in its current instantiation provided a 
complete account of the findings, indicating that these accounts should be modified or 
rejected. 
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Dealing first with the learning account, evidence for this account has been 
provided from behavioral (Damian & Als, 2005), neuropsychological (Lee, Schnur, & 
Schwartz, 2007), and computational modeling (Oppenheim et al., 2007) studies. 
Predictions were made primarily based on the Oppenheim et al. model, as their account 
provided the most explicit proposal of the processes involved. There are two primary 
factors in their model which contribute to the semantic blocking effect, with one being a 
cumulative interference effect which builds up within a cycle and the other being a 
repetition priming effect across repeated presentations. The cumulative interference effect 
was thought to be the most important for giving rise to the semantic blocking effect, with 
the semantic blocking effect being due to differences between the related and unrelated 
blocks in terms of the increase of interference within a cycle. At the processing level, 
differences between the related and unrelated blocks would be due to changes in the 
mapping between semantic and lexical representations each time a picture is presented 
and named. Each naming of an item would increase the strength of connections between 
semantic features and the lexical representation of the item, with these changes being 
competitive in the sense that strengthening the connection between a semantic feature and 
a specific lexical item would result in a weakening of the connection between that 
semantic feature and other lexical items. This process would result in increasing naming 
latencies within a cycle as each item is presented. The increase in naming latencies would 
be greatest for semantically related items, as they would have many Overlapping features, 
and much less for semantically unrelated items, as they would have very few overlapping 
features. The repetition priming effect, in which items are named more quickly with each 
presentation was thought to be less important for semantic interference itself, but was 
necessarily to postulate in order to account for the more consistent finding that naming 
latencies decrease across presentations in the unrelated blocks (see Biegler et al., 2008 
and Schnur et al., 2006; however, compare Belke et al., 2005). 
The learning account, specifically that presented by Oppenheim et al. (2007), was 
tested in the reaction time analysis of the blocked cyclic naming results and in the 
correlation analysis by collecting measures for each subject of the cumulative 
interference within a cycle for related and unrelated blocks, the repetition priming of 
items in related and unrelated blocks, the average size of the blocking effect across 
cycles, and the slope of the blocking effect across cycles. The prediction of the 
Oppenheim et al. model was that the size and slope of the blocking effect should be 
primarily related to the cumulative interference within cycles, but not the repetition 
priming effect. Instead, the opposite was found in the current study. The slope of the 
blocking effect was related only to the repetition priming effect for items in related and 
unrelated blocks, and the size of the blocking effect was only significantly related to the 
repetition priming effect for items in unrelated blocks. 
The pattern of results from the reaction time analysis of the blocked cyclic 
naming task also indicated that cumulative interference plays a much smaller role in the 
size and growth of the blocking effect than would be predicted by the Oppenheim et al. 
approach. For both related and unrelated conditions, there was significant cumulative 
interference, with the amount of cumulative interference being significantly greater in the 
related condition as compared to the unrelated condition. However, the within-cycle 
slopes were only significantly different in the first cycle, in which a much greater 
increase in reaction times was found for the related condition (see Figure 2). Beyond 
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cycle 1, the within cycle slopes were small for both the related and unrelated conditions 
and the slopes did not differ. These results suggest that weight changes may be occurring 
in the blocked cyclic naming task due to learning, as proposed by Damian and Als 
(2005), but the processes may be different from what was instantiated in the model by 
Oppenheim et al. (2007). The difference in the slopes for the related and unrelated 
conditions in the first cycle could be accounted for in terms of weight changes between 
semantic and lexical representations. However, the results from cycles 2 - 4 indicate that 
this change in weights would be only a strengthening of connections between the 
semantic and lexical representations, rather than a competitive process whereby 
strengthening of connections to one lexical representation results in a weakening of 
connections to other lexical representations. That is, if weakening of connections to 
semantically related lexical items did occur, then a pattern of significant differences 
between the slopes for the related and unrelated conditions should persist in cycles 2 - 4 . 
Thus, in the first cycle, the cumulative interference in the related condition may result 
from a process similar to a fan effect (Anderson, 1974) or a proactive interference effect 
as in the Brown-Peterson paradigm (Brown, 1958; Peterson & Peterson, 1959), caused by 
associating a set of responses (the picture names) to a set of cues (semantic features) 
which is smaller in the related condition as compared to the unrelated condition. In the 
subsequent cycles, by contrast, a different cumulative interference process appears to be 
involved which relates to the items within the response set, and which appears to be 
unaffected by the semantic relatedness between the items. This subsequent process could 
instead be caused by the activation level of lexical representations, based primarily on 
time since last naming, and would not necessarily involve interference. That is, across the 
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cycle, items at the beginning of a cycle are more likely to have been recently named, 
whereas those that appear later in the cycle are more likely to have many items 
intervening between the current and previous presentations. What would then appear to 
be cumulative interference in these later cycles could simply result from greater average 
times between repeated presentations for items occurring later in a cycle than those 
occurring earlier. Although this explanation seems plausible, it would not explain why 
there was a relationship between the within-cycle slopes and performance on the word 
span task, if this cumulative interference effect was really due to an experimental artifact. 
Instead, it would seem that this within-cycle cumulative interference effect is likely due 
to competition between items within the response set, and would be caused by 
competition at a post-semantic level. That is, within both the related and unrelated sets 
there are a limited number of names (8) to select from. If there is competition among 
these names, irrespective of their semantic similarity, then it would seem that the 
competition would come at a stage beyond that involving the mapping from semantics to 
lexical representations. 
The second account tested in the current study was the overactivation account, 
with an inhibition version based on patient findings being the primary focus. According 
to this account, differences between related and unrelated blocks in the blocked cyclic 
naming task result from representations at the semantic level becoming highly active in 
the case of semantically related blocks, this heightened level of activation makes it more 
difficult to select the lexical representation corresponding to the presented picture, as the 
active representations at the semantic level will activate several lexical representations 
concurrently. Findings from neuropsychological studies supporting an overactivation 
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account also suggested an additional selection mechanism, with damage to this 
mechanism resulting in an exaggerated semantic blocking effect (Biegler et al., 2008; 
Schnur et al., 2006). The account tested in the current study proposed that this 
mechanism was a lexical inhibitory mechanism which acted on representations following 
their production, presumably so that the item does not remain a potent competitor at some 
later point (Biegler et al., 2008; Martin & Biegler, 2007). The post-selection inhibitory 
account was based on findings from a single case study, ML, who showed corresponding 
deficits in verbal inhibition tasks such as the Stroop and recent negatives (Hamilton & 
Martin, 2005) arid the semantic blocked cyclic naming task (Biegler et al., 2008). 
In relation to the current study, this overactivation account postulating an 
additional inhibitory mechanism predicted a certain pattern of relationships between 
different executive functioning tasks and the measures from the semantic blocked cyclic 
naming task. Specifically, this account predicted that the increase of the blocking effect 
across cycles should be predicted by performance on the verbal Stroop and recent 
negatives tasks (and possibly also the span tasks), but not by performance on the 
nonverbal Stroop and task switching tasks. Instead, it was found that only the word span 
task significantly predicted the increase in the blocking effect across cycles, with the 
correlation in this case being fairly small and thus not likely to remain significant if an 
alpha-level correction were made for multiple comparisons. There were some significant 
relationships between the verbal inhibition tasks and some of the blocked cyclic naming 
measures, but in general the predictions of the inhibition account as it has been 
formulated were not confirmed. The findings from the aging component of the study also 
did not support the inhibition account, if one assumes that aging is associated with a 
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decline in inhibitory abilities (e.g., Hasher & Zacks, 1988; but see further discussion 
below). 
The results of the current study revealed a different relationship between 
cognitive factors and performance on the blocked cyclic naming task than had been 
predicted by either major account. The results indicated two independent factors 
contributing to semantic interference in the blocked cyclic naming task: a interference 
effect related to items in the response set and a distractor interference effect related to 
how intrusive an item remains on subsequent trials. Evidence for the proactive 
interference effect came from the relationship between the within-cycle slope variables 
and the word span. As discussed earlier, the word span task in the current experiment 
used a closed set of items, similar to how the blocked cyclic naming task uses a closed set 
of items in each block. It appears that the within-cycle slope measures were related to the 
use of a small set of items, as they showed a relationship to word span performance, 
whereas the repetition priming slope variables did not. This suggests that the within-cycle 
slope variables reflect the difficulty in selecting a particular due to interference from 
previously presented items. 
Evidence for a distractor interference effect came from the relationships between 
the repetition priming slope variables and other measures. The related priming slope 
showed a significant relationship with the verbal Stroop (which uses a set of semantically 
related items) and the unrelated priming slope showed a significant relationship with the 
recent negatives task (which uses sets of semantically unrelated items). In addition, a 
more negative unrelated priming slope (indicating a greater amount of repetition priming) 
was related to worse performance on the operation span and recent negatives tasks, 
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suggesting that items from previous trials still acted as potent competitors on subsequent 
trials. 
The finding of two independent factors that may be related to different inhibition 
abilities would fit well with findings from a study by Friedman and Miyake (2004). They 
tested subjects on a number of tasks thought to involve inhibition or resistance to 
distractors and found two separable components, one which they called distractor 
response inhibition and another which they called resistance to proactive interference. 
Although the findings indicate two factors which independently contribute to 
performance on the blocked cyclic naming task, they do not indicate the exact 
mechanisms which might give rise to them. The pattern of results suggest that the 
proactive interference effect, which reflects the ability to resist interference from other 
competitors, may result from how many items a given cue is associated with, whereas the 
distractor interference effect, which reflects the intrusiveness of an item on subsequent 
trials, might be due to the level of priming for a particular item. 
There was also a small, but significant, difference between the related and 
unrelated within-cycle slope variables. Based on previous findings (e.g., Howard et al., 
2005), it would have been expected that this difference would be much larger than what 
was found in the current study. For instance, Howard et al. found that subjects were 30 
msec slower for each presentation of a semantically related item, whereas in the current 
study, subjects were only around 4 msec slower for the presentation of presentation of a 
semantically related item. One of the most obvious differences between the picture 
naming task in their study and in the current study was that items were not blocked by 
semantic category in their study, whereas they were in the task for the current study. 
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Thus, the semantic relatedness between items would be much more apparent in the 
current study. It would seem unlikely though that an appeal to strategy or expectation 
would be able to explain the differences between the results of the two tasks while still 
attributing semantic interference in both cases to cumulative semantic interference. As 
was found in the current study, there was very little relationship between cumulative 
semantic interference and either the size or growth of the semantic blocking effect across 
cycles, and there appeared to be very little, if any, difference between cumulative 
interference in the related and unrelated blocks in cycles 2 - 4 . 
Two other differences between the procedure in the Howard et al. (2005) study 
and the currently one may be more important for giving an explanation of the differences 
in cumulative interference found in the two experiments. First, pictures in the Howard et 
al. study Were presented and named once, whereas in the current study pictures were 
named multiple times. Second, subjects were not presented with pictures before the 
experiment proper in the Howard et al. study, in which the subjects themselves generated 
names during the course of the experiment, whereas subjects had a practice session 
before the experiment in the current study. As discussed earlier, it may be then that 
learning does take place, in the form of strengthening connections between semantics and 
lexical items, but such effects are much stronger and more apparent the first time the 
picture is named, as suggested from the comparison between the related an unrelated 
conditions in terms of the cumulative interference effects in the first cycle. It could then 
be that competitive learning plays a lesser role when repeatedly naming pictures, as the 
interference results from having strengthened connections between specific semantic 
features and a specific item, but naming a subsequent item with overlapping features later 
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does not necessarily result in a weakening of connections between the shared semantic 
features and the lexical representation of the previous item. 
It might appear that such a proposal would conflict with the findings in the current 
study, given the predictions of the learning account by Oppenheim et al. (2007). That is, a 
pattern of cumulative interference within each cycle was found in the current study, as 
was predicted by their computational model. However, it is not necessarily the case that 
such a pattern could only be attributed to cumulative semantic interference due to 
competitive learning. In their discussion of necessary components of a language 
production model, Howard et al. (2005) argued that each of the components could be 
instantiated in a number of different ways. For instance, competition between items could 
be instantiated in either lateral inhibition between items or a Luce ratio rule (Luce, 1959) 
for selection. Both would make similar predictions in that more active competitors would 
make selection of the target item more difficult. Likewise, it is possible that an account 
based on the activation levels of previously selected items could explain interference in 
selecting subsequent items, including the finding by Howard et al. that the amount of 
cumulative interference was not affected by how many unrelated items intervened 
between the presentation of two semantically related items. 
Consider the results of the study by Wheeldon and Monsell (1994), in which it 
was found that there were different effects on lexical selection with different time 
courses. The most important for the current discussion were the brief facilitatbry effect 
lasting a few hundred milliseconds, in which several semantically related items were 
activated, and a longer inhibitory effect lasting several minutes, in which retrieval of a 
subsequent semantically related lexical item was slowed. Also, there are the findings 
from picture-word interference tasks that the presentation of a semantically related 
distractor results in an inhibitory effect in naming a picture for a brief window at lower 
SOAs. (Lupker, 1979; Schriefers, Meyer, & Levelt, 1990). These two sets of findings 
could be explained in terms of the activation levels of different items, without appealing 
to learning in connections between semantics and the lexicon, if the activation of an item 
is assumed to be very high for a brief window preceding and following selection with 
activation undergoing a rapid asymptotic decrease thereafter. In this case, brief semantic 
interference as found in picture-word interference would be due to two lexical 
representations being highly activated, and thus greater difficulty in selecting either one. 
Brief semantic priming, as found by Wheeldon and Monsell (1994) would result from 
activation of several semantically related lexical items at one time, but much greater 
activation for the target item. Finally, the longer-term semantic interference would result 
from the activation level of a previously selected lexical item not completely returning to 
its baseline activation level. If the very quick decrease in activation is followed by a 
much longer decrease in activation to baseline, this could explain the findings from 
Howard et al. (2005) in terms of the lack of an effect for manipulations of lag. The level 
of activation of a lexical item would change very little over the time window they used, 
so little or no effect of lag would be found. As more items are named from the semantic 
category, the small amount that each is above baseline activation level would sum to 
create interference in activating a subsequent item from that semantic category. 
In relation to the differences between the age groups, there were some differences 
between the groups, but it seemed as if most of these differences could be explained in 
terms of general slowing of processing and switching in attention. As discussed in the 
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introduction, Hasher and colleagues (Chiappe, Hasher, & Siegel, 2000; Hasher & Zacks, 
1988; Hartman & Hasher, 1991; May, Hasher, & Kane, 1999; Zacks & Hasher, 1994) 
have argued for a decline in inhibitory abilities in age, which results in worse 
performance on language processing which involves the inhibition of irrelevant linguistic 
representations. The older subjects in the current study did show significantly greater 
Stroop interference, but this did not correspond to greater difficulty on the blocked cyclic 
naming task, including those measures of the blocked cyclic naming task which appeared 
to involve interference from previously named items. This fits with the argument that 
greater Stroop interference in older subjects results from general slowing in processing 
(Verhaeghen & De Meersman, 1998). However, if general slowing in processing could 
explain the worse performance of the older subjects on the Stroop task, then it is 
somewhat surprising that Stroop interference failed to correlate with so many of the other 
measures which might also involve a large component of speed of processing, especially 
the overall mean naming latency in the blocked cyclic naming task. Part of this could be 
due to the fact that the Stroop is a somewhat more complex, and less straightforward, task 
than simply naming a picture. In the blocked cyclic naming task, the cues were relatively 
unambiguous as to what the response should be, that is, whichever name fit best with the 
presented picture. In the Stroop, by contrast, subjects must not only retrieve the name for 
the ink color but may also need to resolve interference from the written word, which 
could potentially involve conflict occurring at the goal-, attentional-, and response-level, 
among others. The many factors involved in giving rise to Stroop interference could vary 
somewhat independently, and thus make it more difficult to find any relationship between 
one of the factors in the Stroop task and another task involving the same factor. 
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There was also evidence for less efficient attentional shifting in the case of the 
older subjects, as argued by Verhaeghen and Basak (2005). Evidence for this came from 
the regression analyses in which the relationship between two measures showed an 
interaction with age group. The older subjects showed a pattern of a significant 
relationships between tasks in which performance depended on switching focus between 
different components of working memory, such as the operation span, task switching, and 
recent negatives tasks, whereas the younger subjects showed little or no relationship in 
performance among these tasks. All of these tasks to a certain extent relied on both 
memory and processing components, and switching between the two. The operation span 
task involved switching between encoding of a list and solving a mathematical equation 
in the operation span task, the recent negatives task involved switching between encoding 
a list of items then responding to a probe of the list, and the task switching task involved 
switching between response sets and processing of a stimulus. 
The major purpose of this research is to understand what process gives rise to the 
semantic blocking effect, as this will give insight to the processes involved in language 
production. As indicated from the previous discussion, neither of the two major accounts 
of the semantic interference effect in the blocked cyclic naming task provided a 
satisfactory account of the results all the behavioral, individual differences, and 
neuropsychological results. The following will be an attempt to bring these findings 
together. The results across studies suggest that multiple factors are involved in giving 
rise to performance in the blocked cyclic naming task. 
In terms of the cumulative interference seen in the Howard et al. (2006) study and 
cycle 1 of the blocked cyclic naming task in the current study, it is an open question as to 
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whether this effect is caused by strengthening of connections between semantic and 
lexical representations or the increase in activation level of competing items. A learning 
account would seem more plausible, given the finding by Howard et al. that the 
cumulative interference effect was not modulated by the number of intervening items, 
but, as discussed earlier, an account based only on activation could also explain these 
findings if it was assumed that the activation level following production showed an 
asymptotic pattern, in which there was initially a quick decrease in activation followed by 
a longer period in which activation slowly decreased down to baseline. In this case, it 
Would be expected that there would be some difference in the cumulative interference 
effect depending on the number of intervening unrelated items, but this difference would 
be much too small to detect with the parameters used in the current study. However, if 
the number of intervening items or the time interval between related trials were increased 
dramatically, then the decline might become detectable. 
In terms of the cumulative interference effect seen in cycles 2 - 4, in which it was 
found that there was no difference between related or unrelated blocks, it seems that this 
effect is due to the competition between items within the response set. Since this effect 
was not modulated by the semantic relatedness of items, it would apparently be caused by 
processes at a level of representation after the semantic level and which would also not be 
influenced by interference arising at the semantic level. The two likely candidates are 
then the lexical and phonological levels, but since there is little evidence in the literature 
for competition between phonological representations when some aspect of phonology is 
not manipulated, the more likely candidate would be the lexical level. If so, then this 
effect could correspond to the competition argued for by Howard et al. (2006) model, and 
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which was instantiated by lateral inhibition in their computational model. If the within-
cycle slope measures reflect competition occurring at the lexical level, then this would 
also suggest that the semantic blocking effect itself does not arise from differences 
between the related and unrelated conditions in terms of the activation levels of lexical 
representations. That is, in the overactivation account proposed by Belke et al. (2005), the 
blocking effect was argued to arise because of greater activation of competing lexical 
items in the related blocks, leading to greater competition. If the cumulative interference 
effect observed in cycles 2 - 4 of the current study was due to competition at the lexical 
level, then it would be expected from their account that there would be a significant 
difference between the related and unrelated blocks on the within-cycle slope measures, 
but this was not found past cycle 1. 
In terms of the repetition priming effect observed in the current study, the pattern 
of correlations with other measures suggested that this factor related to the persistence of 
an item, which would cause repetition priming to increase, but might also increase 
competition between items, as several items may remain more highly activated. It might 
seem as if the degree of persistence would relate inversely to the ability to inhibit an item 
following self-selection, consistent with the proposal but forward by Biegler et al. (2008) 
to explain patient findings on the semantic blocking effect. However, as discussed at 
several points previously, the findings in the current study call into question whether 
inhibition is involved at all, given the lack of correlation of the inhibition measures with 
the blocking effect. 
It is possible that the notion of a post-selection inhibition deficit for the patients 
might be preserved, as there is evidence against the idea that the component underlying 
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the degree of repetition priming in the current study and the damaged component in 
certain patients are the same thing. For one, the patients reported to have a greatly 
exaggerated semantic blocking effect, either in terms of naming latencies (Biegler et al., 
2008) or errors (Schnur et al., 2006), primarily showed a pattern divergent from controls 
in the related condition, with performance becoming worse across cycles in the related 
blocks. On the other hand, they showed a relatively normal effect of better performance 
across cycles in the unrelated blocks. In the present study, repetition priming in the 
unrelated condition was related to performance on other tasks, whereas repetition priming 
in the related blocks was not. It may then be that there are two separate components being 
tapped, one being a priming component that keeps the activation of an item above its 
baseline level for a long period of time and an inhibitory component which acts soon 
after selection and reduces the activation of an item, but not down to its baseline level. 
Evidence that there are two such mechanisms with different effects on activation levels 
came from a behavioral study and computational model by Crowther, Martin, and Biegler 
(2008). In their study, they compared the amount of repetition priming in a blocked cyclic 
naming task to the time since the last presentation of an item, finding that subjects were 
actually faster to produce the name of an item as more time elapsed between one 
presentation of that item and the next, and that this effect could be accounted for in a 
computational model incorporating both inhibition and priming with different strengths 
and time courses. In the current study, it may have been that the repetition priming slope 
measures primarily reflected the priming component argued for by Crowther et al., but 
did not reflect the inhibitory component. It may seem that the repetition priming measure 
should be an average of the two, but the inhibitory effect was argued to be detectable 
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over a relatively short period of time (approximately 8 seconds, or four trials), whereas 
the priming effect was longer lasting. The account attributing the patient performance to 
an inhibition deficit may thus not be ruled out by the findings in the current study, as it 
may have been that no measure used in the current study was appropriate for measuring 
the amount of post-selection inhibition.2 
Finally, there is the still unresolved question as to what exact process gives rise to 
the semantic blocking effect itself. Belke et al. (2005) proposed an overactivation account 
in which the interference resulted from lexical representations becoming more highly 
activated in the related blocks, due to spreading activation from the semantic category 
causing its members becoming more highly activated. According to this proposal, 
interference results from an effect occurring at the lexical level, due to competition 
between items at this level. As discussed earlier, the cumulative within-cycle interference 
effect observed in the current study did not differ between related and unrelated 
conditions past cycle 1. If future research indicates that this particular effect is due to 
competition occurring at the lexical level, then this would be problematic for the Belke et 
al. account. 
Another possibility is that the semantic blocking effect results from a process 
occurring at the semantic level, and which involves a relatively less efficient mapping 
between semantics and the lexicon due to different patterns of activation occurring when 
items are presented in related or unrelated blocks. Every representation is presumably 
associated with a specific pattern of activation, and a given representation can be said to 
be "activated," not only to the extent that the components or pattern as a whole are 
activated above baseline, but also to the extent that a current pattern of activation 
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Corresponds to some idealized or prototypical pattern. In the case of items presented in 
unrelated blocks, the fidelity of the pattern of activation for a given representation can be 
maintained, because the patterns of activation for other items within the block are 
orthogonal to a large extent, due to a small amount of featural overlap. This would not be 
the case for a given item presented in a related block, as several overlapping patterns 
would be activated, resulting in a smaller signal to noise ratio. 
Conclusions 
The current study sought to test two different accounts of language production by 
comparing predictions of each to performance on semantic blocked cyclic naming. 
Although the findings did support each account to a limited extent, in general, neither 
was able to account for the findings in the current study, indicating that modifications 
would need to be made to either account to fit with the results. The results indicated that 
cumulative interference resulting from changes in connections between semantic and 
lexical representations, as in the Oppenheim et al. (2007) model, could not account for 
the semantic blocking effect itself, though there was evidence that such a process could 
be occurring. Likewise, there was little evidence that differences in inhibition ability 
among the unimpaired subjects in the current study modulated the semantic blocking 
effect. 
The most important findings of the current study was that there were two 
independent factors contributing to performance on blocked cyclic naming, with one 
being a proactive interference effect related to interference from selecting a specific item 
from the response set and the other being a interference effect related to the intrusiveness 
of a particular distractor. This finding is in line with the results of Friedman and Miyake 
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(2004), which provided evidence for different factors underlying the resolution of 
simultaneous interference and proactive interference. 
Results from patient studies (e.g., Hamilton & Martin, 2005; Biegler, Crowther, & 
Martin, 2008) had suggested that difficulty on verbal inhibition tasks and semantic 
blocked cyclic naming were due to a single cause, namely an impaired inhibitory post-
selection mechanism. The results of the current study, in contrast, suggest that there are at 
least two separable mechanisms. 
In relation to future research, there are several issues that still need to be 
addressed. The most important, and elusive, is what process actually gives rise to the 
semantic blocking effect itself. The results strongly ruled out current accounts based on 
changes in the connections between semantic and lexical representations. The two most 
promising would be that the blocking effect results from overactivation of lexical items in 
the related condition, leading to greater competition, or from a noisier pattern of 
activation at the semantic level, leading to less efficient mapping between semantic and 
lexical representations. It was proposed that the cumulative interference effect observed 
in the current study may be caused by competition occurring at the lexical level and if so, 
this would rule out the lexically-based overactivation account. 
It is also a major goal of this research to have an account which can explain 
results from both the behavioral and neuropsychological studies. The current study was 
an attempt to do so, but the results were not conclusive as to what this account would be. 
Future research could indicate whether little relationship between inhibition and blocked 
cyclic naming was found because the measures used were not sensitive to this or if it is 
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the case that patient findings could be interpreted in terms of another account, such as 
damage to one of the components in the Howard et al. (2006) account. 
Part II. Scope of Planning in Sentence Production 
The question addressed in this section of the dissertation is whether syntactic 
factors affect the extent to which people plan ahead when producing utterances and, 
further, whether the extent, or scope, of planning varies among different levels of 
representation. There is evidence from a variety of sources that there are at least two 
retrieval stages in language production, and these two may differ in their planning scopes. 
The first level specifies the grammatical and syntactic status of the word, while the 
second specifies its phonological form, termed the 'lemma' and 'lexeme', respectively 
(Kempen & Huijbers, 1983; Kempen & Hoenkamp, 1987; however, see Caramazza, 
1997). 
One source of evidence for a distinction between these two representational levels 
comes from studies of speech errors. In general, it can be said that speech errors involve 
the omission, addition, or exchange of elements within an utterance. Errors involving 
whole words typically occur between elements within a clause and preserve the 
grammatical and syntactic properties of the intended utterance (Nooteboom, 1969; 
Fromkin, 1971; Garrett, 1980). For instance, word exchange errors occur between words 
of the same grammatical class (i.e., nouns exchange with nouns and verbs with verbs) 
and the exchanged elements are inflected correctly for the grammatical role or syntactic 
position that they have taken, rather than for their intended role or position. Errors 
involving phonological segments show a different pattern. Phonological exchanges occur 
between elements that are near one another, typically within a phrase, and phonological 
segments readily exchange between words of different grammatical classes and roles. 
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Experimental studies have also yielded evidence of two representational levels 
with different time courses. In one study, Schriefers, Meyer, and Levelt (1990), using the 
picture-word interference task (Lupker, 1979; Glaser & Dungelhoff, 1984), presented 
subjects with auditory distractors that were semantically or phonologically related to the 
names of pictures that subjects produced. They also varied the stimulus onset asynchrony 
of the auditory distractor and the picture to compare the effects of the semantically and 
phonologically related distractors at different points in the speech production process. 
They found that semantically related distractors had an inhibitory effect in naming the 
pictures, but only at early SOAs, whereas the phonologically related distractors had a 
facilitatory effect on naming the picture, but only at later SOAs. 
Bock (1986) also provided evidence for two representational levels in a sentence 
production study. She presented subjects with pictured scenes of an action involving an 
agent and a patient. The subjects described the action using a simple sentence, and it was 
recorded whether a sentence was produced in which the agent preceded the patient (an 
active sentence) or the patient preceded the agent (a passive sentence). On critical trials, 
pictured actions were preceded by a prime word that was semantically or phonologically 
related to either the agent Or the patient. It was found that semantically related words 
primed subjects to produce sentences with the target word as the subject, whereas 
phonologically related words had no effect on the assignment of grammatical roles. This 
finding supported the notion of two representational levels, with one being a set of lexical 
items assigned to specific grammatical roles and the other a set of phonological words 
whose positions in the syntactic frame were specified by their corresponding lexical 
representations. 
Finally, evidence from studies of aphasic patients supports the notion of two 
representational levels. Nickels (1992) reported the case of a patient TC, who made 
semantic errors across all language modalities. His errors in both comprehension and 
production tasks primarily involved mistaking one semantically related name for another. 
However, he was found to not be conceptually impaired, as he performed normally on a 
pictured version of the Pyramids and Palm Trees test (Howard & Patterson, 1992), in 
which subjects must choose which of two semantically related items are more related to a 
target picture (e.g., whether a pine tree or a palm tree is more related to a pyramid). TC's 
lack of either a conceptual or phonological impairment indicated that his deficit must lie 
in a representational level between one of these two levels. In contrast, phonological 
errors are a very common feature of the speech of many aphasic patients, and occur 
independently of semantic errors. 
Although it is widely agreed that there are two major representational levels in 
language production, with this notion being supported from a variety of sources such as 
those reviewed above, there is, however, widespread disagreement as to how speakers 
coordinate the planning and production of these different representations in multi-word 
production. At one extreme, some researchers have argued for strictly incremental (i.e. 
word-by-word) planning of lexical and phonological representations (e.g., Griffin, 2001), 
whereas at the other extreme, some have argued for sentence-level planning scopes for 
both lexical and phonological representations (e.g., Jescheniak, Schriefers, & Hantsch, 
2003). Many researchers have taken positions between these two extremes, suggesting, 
for example, a clausal scope of planning for lexical representations and an incremental 
scope of planning for phonological representations (e.g., Kempen & Huijbers, 1983), or a 
phrasal scope of planning for lexical representations and an incremental scope of 
planning for phonological representations (Martin, Miller, & Vu, 2004; Smith & 
Wheeldon, 1999). The following will discuss evidence for these different planning 
scopes. 
Evidence for a Clausal Scope of Planning 
Several studies of®speech errors and sentence production have provided evidence 
for a clausal scope of planning for lexical representations. Garrett (1975,1980) argued 
that word exchange errors were evidence for the simultaneous planning of all lexical 
representations at the clausal level, since these errors involved words within the same 
clause. In contrast, it was argued that the scope of planning for phonological 
representations was more restricted, since phonological errors typically occur between 
adjacent words. This account was supported by a production study by Meyer (1996). 
She presented subjects with two pictures and had them produce phrases such as "the A is 
next to the B." The presentation of the pictures was preceded by the presentation of 
auditory distractor words that were semantically or phonologically related to one of the 
pictures. Slower onsets were found when distractors were semantically related to either 
the first or second noun, which indicated that both lexical representations were planned 
before speech onset. For phonologically related distractors, faster onsets were found only 
when distractors were related to the first noun, whereas there was mixed evidence for a 
weak interference effect when distractors were related to the second noun. Meyer 
interpreted this weak interference effect in terms of Dell (1986), namely that several 
lexical representations may be activated at one time, and they will in turn activate their 
corresponding phonological representations to different extents depending on their 
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position in the utterance, with activation being greater for words coming up sooner than 
those coming up later. 
The notion of graded activation of phonological representations was directly 
addressed by Jescheniak, Schriefers, and Hantsch (2003). They had German subjects 
produce bare nouns, determiner + noun phrases, and determiner + adjective + adjective + 
noun phrases, and compared the effects at different SO As of distractors that were 
semantically and phonologically related to the noun. They found phonological 
facilitation when the distractor word was presented before the production of the noun 
With ho other content words intervening, but phonological interference when a content 
word did intervene. They interpreted this as supporting the notion that phonological 
representations are activated in a graded manner, with words upcoming sooner being 
more highly activated and later ones less so. They argued that the contrasting facilitatory 
and inhibitory effects could be explained by this graded activation, as priming the next 
upcoming word would speed up its retrieval, whereas priming a later word would result 
in interference, as this would cause a misordering of the graded activation pattern. 
Although Jescheniak, Schriefers, and Hantsch only looked at phrases, their account could 
be extended to clauses as well. For instance, it could be argued that all lexical 
representations are planned before speech onset, and their corresponding phonological 
representations are planned to an extent depending on their position within the utterance. 
Although evidence from several sources supports a clausal scope of planning for 
lexical representations, there are alternate interpretations as well. In the case of word 
exchange errors, it could be that these errors result from incorrect selection of a lexical 
representation from the conceptual formulation, rather than the incorrect selection of a 
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specific lexical item from a set of planned items (i.e., Griffin, 2001; Roelofs, 1998), of 
that these errors arise in incorrect assignment at the conceptual level (Smith & Wheeldon, 
1999). A similar argument could be made in interpreting the results from Meyer (1996), 
as it could be the case that a semantically related distractor would activate an overlapping 
conceptual representation, which would make selection of the target lexical 
representation more difficult. 
Evidence for a Phrasal Scope of Planning 
Other researchers have argued for the phrase as a planning scope for lexical 
representations. In one study, Smith and Wheeldon (1999) had subjects produce 
Sentences that were matched in overall complexity, but which varied on the complexity of 
the initial noun phrase. It was reasoned that, if lexical planning occurs at the clausal 
level, then onsets should be the same regardless of the initial phrase complexity, whereas, 
if the phrase was the planning scope for lexical representations, then subjects should be 
faster to start producing sentences beginning with a simple noun phrase (e.g., "The cat 
moves above the hammer and the kite") than a sentence beginning with a complex noun 
phrase (e.g., "The cat and the hammer move above the kite"). Across several 
experiments, they found that subjects were 70 - 100 msec slower to start producing 
sentences beginning with a complex noun phrase, supporting the notion of a phrasal 
scope of planning. 
Smith and Wheeldon (1999, Experiment 4) also presented evidence that subjects 
were slower to begin saying the sentences beginning with a complex noun phrases 
because of the need to retrieve the lexical representations corresponding to the two 
pictures, rather than potentially greater grammatical complexity of a conjoined noun 
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phrase. They presented subjects with a 2 second preview of the pictures in their initial 
starting position, after which the pictures would begin to move and the subject would 
produce the sentence. In this case, they found that the complexity effect was substantially 
reduced, down to 23 msec from 70-100 msec in the previous experiments. They thus 
argued that the majority of the initial phrase complexity effect can be attributed to 
subjects retrieving the lexical representations of the pictures, but that there may still be a 
small component related to grammatical processing. 
Evidence for a phrasal scope of planning for lexical representations also comes 
from neurological patient studies. Martin and colleagues (Martin & Romani, 1994; 
Martin, Shelton, & Yaffee, 1994) have argued for a distinction between aphasic patients 
with short-term memory (STM) deficits in terms of whether the deficit involves lexical-
semantic or phonological representations. The importance of this distinction for the 
current discussion is that it is argued that deficits in lexical-semantic and phonological 
STM have difference consequences for sentence production abilities. Patients with 
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reduced STM for lexical-semantic representations have nonfluent, labored speech and 
difficulty when producing or comprehending complex phrases with several content 
words, whereas patients with phonological STM deficit have fluent speech and show 
little difficulty producing complex phrases (Martin & Freedman, 2001). 
Martin, Miller, and Vu (2004) directly addressed the scope of planning by testing 
two aphasic patients ML and EA, who had difficulty in retaining lexical-semantic and 
phonological representations, respectively. They compared the performance of these two 
patients to unimpaired control subjects on a moving pictures task similar to Smith and 
Wheeldon (1999). ML had a greatly exaggerated effect of initial phrase complexity, 
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whereas EA showed an effect of initial phrase complexity that was within the range of 
controls. The performance of these two patients with deficits at different representational 
levels supported a phrasal scope of planning for lexical representations, but a smaller, 
possibly word-by-word scope of planning for phonological representations. 
There is further evidence from studies of patients with lexical-semantic STM 
deficits that planning at the phrasal level is similar across different kinds of phrases, 
rather than just noun phrases. Martin and Freedman (2001) found that lexical-semantic 
STM deficit patients were also greatly impaired in producing complex adjective phrases, 
such as "the long blond [hair]" but did better on producing "[The hair is] long and blond" 
where the noun and adjectives are in different phrases (!). Similar findings have also been 
reported in comprehension as Well, in terms of greater difficulty in making sentence 
anomaly judgments for sentences containing complex adjective or noun phrases, 
Suggesting that the same lexical-semantic capacities are involved in production and 
comprehension (Martin & Romani, 1994). 
There are, however, several aspects of the Smith and Wheeldon (1999) and 
Martin et al. (2004) designs using the moving pictures paradigm which may have been 
problematic. For one, pictures disappeared at or shortly after speech onset, which may 
have encouraged subjects to plan more of their utterances than they normally would. 
Secondly, it may be the case that the parallel movement of the two pictures in the 
complex phrase made attending to the left-most item of the pair more difficult. Finally, 
retrieval fluency factors may have played a role in the initial noun-phrase complexity 
effect - that is, subjects may have delayed onset of the initial noun in the complex noun 
phrase because of anticipated difficulty in retrieving the second noun. Findings relevant 
to this hypothesis were reported by Griffin (2003). She had subjects name two pictured 
items without pausing between the names or producing linking words such as "and." She 
found that subjects were quicker to begin speaking when the first word was a 
multisyllabic word than when it was monosyllabic, but that this effect was removed if 
intervening words such as "is next to" were produced between the two. Griffin attributed 
this reverse word length effect to an attempt to increase fluency and minimize planning. 
That is, when subjects produce a monosyllabic word first, they will have little time to 
plan the next upcoming word while uttering the first word, whereas they will have more 
time to plan ahead while uttering a multisyllabic word. Thus, they delay onset of the 
monosyllabic word until they have retrieved something about the second word but will 
speed ahead when the first word is multisyllabic. When intervening material is produced 
between two nouns on every trial, this gives additional time for planning of the second 
item. Thus, there is no need to delay onset of the monosyllabic word and onset latencies 
become equivalent. In the Smith and Wheeldon study, the first content word in the 
simple-complex sentences was always the verb "moves," which should thus be readily 
available, while the first context word in the complex-simple sentences was a noun that 
varied from trial to trial. If speakers delayed speech onset waiting for some evidence of 
availability of the second content word so that their utterances would not be dysfluent, 
this delay would have been longer in the complex-simple condition than in the simple-
complex condition. 
Martin, Crowther, Knight, Tamborello, and Yang (unpublished) presented 
evidence against the alternative interpretations of the Smith and Wheeldon (1999) results. 
First, they replicated the effect of initial phrase complexity even when subjects were 
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presented with displays that remained visible throughout the utterances. Secondly, they 
replicated the complexity effect with stationary displays, and found that the effect 
disappeared when subjects simply named the pictures. Finally, the effect of initial phrase 
complexity remained even when controlling for the ease of retrieving of the second 
content word either by varying the verb used from trial to trial, or by having subjects 
produce the word "yellow" before the second noun in both sentence types, so that the 
second content word in every trial was always either "moves" or "yellow," which should 
be readily accessible in both. 
Although there are several studies supporting a phrasal scope of planning, there is 
some disagreement as to what constitutes a "phrase," and much of the evidence has been 
vague in distinguishing between different possibilities. Allum and Wheeldon (2007) 
reviewed several possible definitions that could be used to define a phrase, and conducted 
a study in Japanese and English to attempt to differentiate them. First, in line with 
Schriefers and Teruel (1999), they defined the smallest full phrase to be one including all 
elements up to the head noun but not any following elements. If a phrase of this kind 
defines the scope of planning, then cross-linguistic differences would be expected, as 
constructions of equivalent meanings would be planned differently, despite being fairly 
similar. For instance, languages such as English or German would have larger scopes of 
planning for noun phrases incorporating an adjective phrase than would French or 
Spanish, as the adjectives precede the head noun in English ("the green table") and 
German ("der griine Tisch"), but typically follow the head noun in French ("la table 
verte") or Spanish ("la mesa verde"),. Second, Allum and Wheeldon defined a verb 
argument phrase as a phrase based on major grammatical categories such as subject and 
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object, and which included the head of that phrase along with all its modifiers. For 
instance, in the sentence "The house is painted red", the verb argument phrase would be 
"the house", whereas in the sentence "The house on the corner is painted red", the verb 
argument phrase would be "the house on the corner". Third, they defined the verb 
argument head phrase as the smallest full phrase including the head of the verb argument 
phrase, being "the house" in both of the examples above. Finally, they defined the 
functional phrase as one based on major thematic roles or their modifiers, which would 
be "the house" and "on the corner" in the examples above. According to this definition, 
when people produce the sentence "the house on the corner is painted red", they would 
first plan only the phrase "the house", whereas if it were possible in English to say 
something like "*on the corner the house is painted red" and mean the same thing, then 
only "on the corner" would be planned. In their study, Allum and Wheeldon (2007) 
attempted to differentiate between these different definitions of the phrase involved in the 
scope of planning by varying the number of elements within verb argument phrases, verb 
argument head phrases, and functional phrases. They found that the complexity effect 
was related to the size of the first functional phrase in the utterance, rather than then size 
of the verb argument phrase as a whole or the size of the verb argument head phrase. 
They concluded that planning was occurring based at the level in which thematic roles 
were assigned. 
Evidence for an Incremental Scope of Planning 
In contrast to the evidence reviewed above arguing for several lexical 
representations being activated when planning an utterance, Griffin and colleagues 
presented evidence for incremental planning of both lexical and phonological 
85 
representations, with the evidence of larger scopes originating at the conceptual level. In 
one study, Griffin and Bock (2000) had subjects produce simple active and passive 
sentences while recording eye movements and speech onsets to items across utterances. 
They found a tight linkage between fixations to objects and onsets to name the item 
regardless of whether the item was the subject or object in the produced sentence, and 
that this time difference did not vary significantly different when subjects named isolated 
pictures. This seemed to indicate that both lexical and phonological representations were 
retrieved incrementally as the utterance progressed, rather than being planned before 
speech onset. 
In another study, Griffin (2001) varied the name agreement and word frequency 
of the items within an utterance. She argued that name agreement and word frequency 
manipulations tap different levels of representation within the language production 
system, with name agreement affecting the semantic to lexical mapping and frequency 
affecting phonological retrieval. Name agreement refers to how likely subjects are to 
produce a particular word for a given picture. A picture of a cat would likely be high in 
name agreement, as most subjects would produce the name "cat" for it, whereas a picture 
of a couch would be lower in name agreement, as some subjects will say "couch," 
whereas others will say "sofa." When presented with pictures varying in name agreement, 
subjects are faster to produce the names for items that are higher in name agreement 
(Lachman,, 1973; Lachman & Lachman, 1980; Kremin, Hamerel, Dordain, De Wilde, & 
Perrier, 2000). In general, name agreement will also tend to be related to the ease of 
identifying a picture, as some pictures will be low in name agreement because speakers 
are unsure what the object is or what it is called. However, greater difficulty in naming 
pictures low in name agreement may still be found when controlling for ease of 
identifying a picture (Johnson, 1992). Griffin (2001) argued that the reason people are 
slower to name items low in name agreement is that these items activate two or more 
lexical representations simultaneously, which then compete with one another for 
selection, and that the case is similar to what has been found when semantically related 
items are presented together in picture-word interference studies. As discussed earlier, 
people do take longer to name a picture when presented with a semantically related word 
(Lupker, 1979; Schriefers, Meyer, & Levelt, 1990). A semantic locus for the name 
agreement effect has been ruled out as it does not take longer to recognize a picture with 
low name agreement compared to high when picture complexity and familiarity has been 
controlled (Lupker, 1988; Schriefers et al., 1990). Griffin (2001) argued that varying the 
word frequency, on the other hand, would affect the level of phonological encoding for a 
word. Speakers are able to produce higher frequency word more quickly than low 
frequency words (Oldfield & Wingfield, 1964; Stemberger & MacWhinney, 1986). 
Although word frequency is likely to correlate with many other variables at different 
levels of representation, such as the familiarity with the word or semantic knowledge of 
the word, many argue that word frequency is a good measure of the ease of 
phonologically encoding a word, since there is evidence that low frequency words of a 
specific form and meaning can benefit from having a high frequency homophone. For 
instance, in the production of homophones such as bank, mint, ball, and so on, naming 
latencies are more correlated to words similar in frequency when combining the two 
meanings than when comparing the frequency of the individual meanings of the 
homophones (Jescheniak & Levelt, 1994). 
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Griffin (2001) had subjects produce complex-simple sentences of the form "The 
A and the B are above the C" and varied the name agreement and frequency of the B and 
C items, and the frequency of the A items. If subjects planned both the A and B content 
words in the initial phrase, then onset latencies should be affected by name agreement of 
B if this planning is at the lexical and by name agreement and frequency if this planning 
is at the lexical and phonological levels. However, GrifSng found that onset latencies to 
produce the sentences were only affected by the frequency of the first item, but not name 
agreement or frequency of the second item, suggesting that subjects planned only the first 
content word before initiating the utterance. She concluded that they engaged in word-
by-word planning for both lexical and phonological representations. 
Griffin (2001) accounts for previous findings of larger planning scopes for lexical 
representations by arguing that some results may be explained by processes occurring at 
the conceptual level, such as the process of selecting a lexical representation from a 
conceptual formulation, rather than selecting from among a set of planned lexical items, 
or aspects of the experimental design which may encourage or force subjects to plan 
further ahead than they normally would. However, there are also some concerns about 
the methodology and interpretation of results for some of Griffin's studies (Griffin, 2001; 
Griffin & Bock, 2000). For instance, in Griffin's (2001) study, subjects produced 
utterances of the same form on each trial in the experiment, and it has been argued that 
producing utterances of the same form over and over again induces incremental 
processing (Allum & Wheeldon, 2007; Schriefers & Teruel, 1999). Further, the evidence 
from the eye movement studies has been questioned on the basis of evidence that 
information about the name of a non-fixated item may be retrieved (Pollatsek, Rayner, & 
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Collins, 1984; Pollatsek, Rayner, & Henderson, 1990) and that the name of pictures can 
be retrieved before they are fixated when producing the names of items in a multiple 
picture display (Morgan & Meyer, 2005). These findings suggest that eye movements do 
not precede the retrieval, but instead the production, of words. 
Purpose of the Current Study 
As reviewed above, there is widespread disagreement as to the scope of planning 
for lexical and phonological representations during sentence production, and also as to 
whether this planning is characterized as a set of selected, or merely activated, items. 
The purpose of the current study is to first test for clausal, phrasal, or incremental 
planning of both lexical and phonological representations. In addition, I will investigate 
whether lexical planning actually involves the selection of particular items before speech 
onset, or if lexical planning involves only the activation of a set of potential candidates. 
In all experiments, subjects were presented with picture displays similar as shown in 
Figure 11, and produced sentences varied on the complexity of the initial phrase, which 
was either complex-simple ("The A and B are above the C") or simple-complex ("The A 
is above the B and the C"). 
The scope of planning at different levels of representation will be examined by 
manipulating variables involving different levels of representation and comparing the 
results between the two initial phrase complexity conditions. In Experiment 2, the 
semantic and phonological relatedness of items was varied with phrasal complexity to see 
to what extent these levels are involved in planning. In Experiment 3, the name 
agreement of the first two items was varied, in an attempt to distinguish between whether 
the phrasal scope of planning involves semantic or lexical representations. In 
89 
Figure 11. Examples of displays seen in Experiments 2-5 
Complex-simple
 | Simple-complex 
Above 
Below 
"The dog and the kite are above the 
brush" 
"The dog and the kite are below the 
brush" 
"The dog is above the kite and 
the brush" 
"The dog is below the kite and 
the brush" 
Experiments 4 and 5, the availability of information about the sentence to be 
spoken, either the identity of specific items or information about the structure to be 
produced, was varied in an attempt to better clarify how planning may proceed and what 
processes may be involved. 
Experiment 2: Semantically and phonologically related pairs 
The intent of Experiment 2 was to examine the scopes of planning for lexical and 
phonological representations by varying the semantic and phonological relatedness of 
content words and whether the two related words were in the same phrase or not. It was 
expected that the scope of planning would be evidenced by increased onset latencies for 
semantically related pairs and decreased onset latencies for phonologically related pairs, 
as had been previously reported in the production of conjoined noun phrases (Freedman, 
Martin, and Biegler, 2004; Costa, Navarrete, & Alario, 2006). In the present experiment, 
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phrasal complexity (simple-complex, complex-simple) was crossed with position of the 
two related pairs of items (first and second or first and third items). If the phrase is a unit 
of planning in production, then it would be expected that there should only be an effect of 
the relatedness of the two items on onset latencies when they are both in the initial 
phrase. 
Methods 
Subjects 
The subjects were 52 Rice undergraduate students who participated in the 
experiment for credit tgward course requirements. Two subjects were excluded from the 
analysis because of excessive errors (exceeding 15%). Of the subjects who were included 
in the analysis, 25 (11 males, 14 females, mean age =18.7) participated in the semantic 
version of the experiment and 25 (4 males, 21 females, mean age = 18.8) in the 
phonological version of the experiment. For all the experiments described in this study, 
each subject only participated once. 
Materials 
A set of 48 critical and 84 filler pictures were created from the International 
Picture Naming Database (Szekely et al., 2004), which contains pictures from a variety of 
standardized sets, including the Snodgrass and Vanderwart (1980) set. See Table 13 for 
item properties. The 48 critical pictures were combined to form 24 semantically related 
pairs and 24 phonologically related pairs (see Appendix F). Pairs were presented in both 
orders, so in total there were 48 semantically related and 48 phonologically related pairs. 
Each related pair was then combined with one of the 48 critical pictures to form 48 
critical triplets, ensuring that the third picture was not phonologically or semantically 
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related to either item of the pair. 48 neutral triplets were created by combining the 48 
critical pictures into triplets, ensuring that none of the pictures had any semantic or 
phonological similarity to one another. Finally, the 84 filler pictures were then randomly 
combined to form 28 filler triplets. Lists for the order of presentations of each trial was 
created for each block. Lists were created with the following conditions: 1) every critical 
trial was preceded by a filler trial and 2) no two consecutive trials could have the same 
phrasal structure. 
Table 13. Experiment 2: Item properties 
Mean Std Dev 
Name Agreement 
Syllables 
Log frequency 
0.91 0.138 
1.55 0.544 
2.86 1.46 
Design 
For experimental and neutral trials, subjects produced sentences of the form: 
la) simple-complex: "The banjo is above/below the bear and the slipper." 
lb) complex-simple: "The banjo and the bear are above/below the slipper." 
For filler trials, subjects produced sentences of the form: 
2) "The pictures are all at the top/bottom/left/right" 
Two versions of the experiment were created, one with only serhantically related 
pairs and one with only phonologically related pairs. The neutral and filler triplets were 
the same between the two versions. 
Each experiment was divided into eight blocks, counterbalancing complexity 
(simple/complex vs. complex/simple), position of the related pair in the utterance (1st and 
2nd vs. 1st and 3rd items), and which item was presented first. Half of the pairs were 
presented in one displacement ("above" vs. "below") and the other half in the other. For 
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the corresponding pair with the order of the two related items reversed, the other 
displacement was used. 
Procedure 
Subjects were informed that they were going to be presented with pictures in 
different configurations and they were to describe the configuration using a sentence. No 
mention was made of speed or fluency. If a subject did happen to ask whether they 
should speak either as quickly or accurately as possible, they were told to speak as they 
naturally would. Subjects were told that their responses were being recorded, but they 
were riot informed that only their speech onset was being recorded. Post-experiment 
interviews conducted with some subjects indicated that they believed the whole utterance 
was being recorded and analyzed. 
Subjects were first presented with the 48 pictures individually along with the most 
commonly given name, as based on norms (Szekely et al., 2004). Subjects were not 
presented with the filler pictures at this point, as they did not actually name them in the 
experiment. Subjects were informed that they were required to use the name provided, 
and the trial would be counted as an error if they produced a different name. After the 
first naming practice, subjects were then presented with the pictures again individually. 
Subjects produced the name of the picture, after which the picture would disappear and 
the name would appear. Subjects were instructed to pay attention to any pictures for 
which they produced a name different from the provided name. 
Following this, subjects were then presented with examples of the picture displays 
and the sentences they were expected to produce. Subjects then performed 32 practice 
trials, with 4 instances of each target and filler configuration. The 48 critical pictures 
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were presented in random triplets for the sentences of the experimental type, and a 
random subset of the 84 filler pictures were used for the sentences of the filler type. 
On each practice and experimental trial, a set of three pictures in one of eight 
different configurations was presented along with three central fixation crosses which 
were used to monitor the voice-key. The subject then produced a sentence to describing 
the configuration. Onset latencies were recorded on a voice-key, and when the voice-key 
was triggered, the three central crosses disappeared. Once the subject finished speaking, 
the experimenter pressed a key indicating whether the response was correct or incorrect, 
and whether the voice-key had been triggered too early or too late. Responses were 
coded as incorrect if the subject used a name for the picture that was different from the 
one that was provided, if the incorrect structure for the sentence was used, or if they made 
a false-start or self-correction at any point in the utterance. Once the experimenter coded 
the trial, the pictures disappeared and the screen was blank for 1000 msec until the 
presentation of the next trial. Sessions were divided into 8 blocks of 76 trials each (24 
experimental, 24 neutral, and 28 filler), and subjects were allowed to rest between every 
block. The order of presentation of the blocks was random for each subject. 
Results 
Mean sentence onset latencies for each condition are shown in Figure 12. The 
neutral trials were riot included in the analysis, because it was found later that they were 
not correctly counterbalanced (i.e., not every picture appeared in each location an equal 
number of times). 
Figure 12. Experiment 2: Mean sentence onset latencies for semantically and 
phonologically related conditions 
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There were overall 0.23% voice-key errors (semantic: 0.27%, phonological: 
0.19%) and 0.94% response errors (semantic: 0.98%, phonological: 0.91%). Error rates 
were too low for any analysis by conditions. Outliers were defined as responses under 
300 msec or over 3000 msec and were excluded from the analysis, which constituted a 
further 1.28% of the data (semantic: 1.31%, phonological: 1.24%). 
Mixed ANOVAs were conducted for both subjects and items with relatedness 
(semantic vs. phonological) as a between factor, and complexity (complex/simple vs. 
simple/complex) and position of related items (1st and 2nd vs. 1st and 3rd items) as 
within factors (see Table 14). The results of the two ANOVAs were similar, with a main 
effect of complexity (F,(l, 48) = 184,/?< 0.01, F2{\, 94) = 196, p < 0.01) and significant 
three-way interactions of relatedness x complexity x position (F](\, 48) = 7.29,/? = 0.01, 
F^l, 94) = 5.15,p = 0.025). As can be seen in Figure 12, it appeared that the position of 
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the two related pairs did not affect onset latencies except in the case of the semantic pairs 
in the complex/simple condition. Onset latencies in the complex/simple sentences were 
found to be significantly longer when two semantically related items appeared in the 
same phrase as opposed to a different phrase (tj(24) = 2.5, p = 0.02, ^(47) = 2.3,p = 
0.03). It also seemed that there was only a significant difference between the semantic 
and phonological conditions for the complex/simple sentences when the related items 
where both in the initial phrase, but this difference was only significant by items (^(94) = 
2.8,/? = 0.01), but not by subjects 0;(48) = 0.88,p = 0.4). 
Table 14. Experiment 2 ANOVA Results 
Subject Analysis Item Analysis 
Source 
Relatedness 
Complexity 
Position 
Relatedness x Complexity 
Relatedness x Position 
Complexity x Position 
Relatedness x Complexity x 
Position 
dfl 
1 
1 
1 
1 
1 
1 
1 
df2 
48 
48 
48 
48 
48 
48 
48 
MSerror 
81273 
1248 
1006 
1248 
1006 
658 
658 
F 
0.11 
184.61 
1.48 
3.19 
1.76 
0.01 
7.29 
dfl df2 
1 94 
1 94 
1 94 
1 94 
1 94 
1 94 
1 94 
MSerror 
11663 
2254 
2110 
2254 
2110 
1836 
1836 
F 
1.47 
196.06 
1.76 
3.68 
2.18 
0.02 
5.15 
An additional set of exploratory analyses were performed on the items to examine 
what mechanisms may be involved in making the semantically related pairs more 
difficult to produce than corresponding unrelated pairs. It would seem likely that the 
amount of semantic interference would be related to the semantic relatedness between 
items. Values of semantic relatedness between pairs of related items were collected from 
WordNet (Fellbaum, 1998) and from latent semantic analysis (LSA) software designed 
by the LS A research group at the University of Colorado-Boulder (Latent semantic 
analysis research group, 1998). Both measures were compared to onset latencies in the 
complex-simple sentences with semantically related pairs in the initial phrase, and to the 
size of the semantic interference in complex-simple sentence pairs (related pair in same 
phrase - related pair in different phrases). No significant correlations were found between 
the WordNet similarity values and either onset latencies (r - .002, p = .992) or the 
semantic relatedness effect (r = .230,/? = .116), nor between the LSA semantic 
relatedness values and either the onset latencies (r = -.077,/? = .603) or the semantic 
relatedness effect (r = .030,/? = .837), indicating that the degree of semantic relatedness 
did not modulate the effect, at least not as measured by these values of relatedness. 
Regression analyses were then performed predicting onset latencies from ratings 
of imageability, concreteness, familiarity, name agreement, and word frequency of the 
first and second items when the related pairs were both in the same phrase. Imageability, 
concreteness, and familiarity ratings were not available for all items, so the analysis was 
performed on a subset of the items. It was found that only the imageability of the second 
item significantly predicted onset latencies (R2 = 0.163, F2(\, 39) = 7.578,/? = 0.009), 
with higher ratings of imageability associated with shorter onset latencies, (see Figure 
13). Imageability of the first item did not significantly predict onset latencies (R2 = 0.007, 
F2(\, 39) = 0.277, p = 0.602), The other variables did not make a significant unique 
Contribution beyond that provided by imageability. To ensure that this imageability effect 
was specific to semarttically relate items in the same phrase, the same analysis was 
performed for the complex-simple sentences when the related items were in different 
phrases. In this case, onset latencies were not significantly predicted either by the 
imageability of the first item (R2 = 0.005, F2(\, 39) = 0.214,/? = 0.646) nor the second 
item (R2 = 0.015, F2{\, 39) = 0.592,/? = 0.446). Finally, an analysis was conducted 
predicting size of the relatedness effect from imageability of the second item in the 
Figure 13. Experiment 2: Correlations between sentence onset latency and 
imageability of the first and second item in for semantically related and unrelated 
pairs in complex-simple sentences 
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Figure 14. Experiment 2: Correlation between semantic relatedness effect and 
imageability of the second item in related pairs 
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related pairs (see Figure 14). As expected, imageability of the second item was again 
found to significantly predict the size, as well as the direction, of the semantic 
interference effect (R2 = 0.162, F2(l, 39) = 7.549,;? = 0.009). However, an inspection of 
the results indicated that one data point was substantially different from the others. This 
item was removed and the analysis was performed again, with a much stronger 
relationship being found in this case {R2 = 0.242, F2(l, 39) = 12.141,p = 0.001). 
Discussion 
The results of the experiment were in line with what has been found previously in 
conjoined noun phrase production: producing two semantically related items within a 
phrase leads to longer onset latencies, but producing two phonologically related items 
does not affect onset latencies (Freedman, Martin, & Biegler, 2004; Costa, Navarrete, & 
Alario, 2006). The present experiment further demonstrated that this semantic 
interference effect is not due to the mere presence of two semantically related objects, as 
there was no effect of a semantic relation between the first and second item if they were 
in different phrases, but instead in having to produce two semantically related items 
within the same phrase. 
However, the finding that subjects are slower to produce conjoined noun phrases 
with two semantically related items does not indicate at what level this interference is 
occurring, nor does it provide strong evidence for one account of the scope of planning 
over another. The findings do indicate that planning is not occurring at the level of 
phonological representations and that the phrase is a planning unit, but they do not 
indicate whether the phrasal planning occurs at the semantic or lexical level. For instance, 
if the interference arises at the semantic level, it could be that retrieving the semantic 
representation of the first item interferes with subsequent retrieval of the second, that the 
retrieval of the first item is slowed down because of interference from the second, or that 
parallel retrieval of both representations is slowed down because of the relatedness 
between the two. Alternatively, if there is phrasal planning of lexical items, in which 
lexical items within a phrase must be retrieved and then buffered before speech onset, 
there are similar possibilities for the type of interference that may be occurring. The 
selection of the first lexical item could be slowed because the lexical item of the second is 
activated to some extent, the selection of the second item could be slowed because of 
interference from the first, Or both lexical representations could compete with each other 
(see also Costa et al., 2006). 
The results of the post hoc analyses on the effect of the imageability of the two 
items within the phrase help to distinguish between these possibilities. The results 
indicated that there is a specific directionality to this effect, namely that onset latencies 
are lengthened in the phrases with semantically related pairs because of properties of the 
second item, suggesting that the retrieval of the second item is delayed. Further, it 
appeared to be the case that items with a richer semantic representation were less affected 
by the semantic manipulation, and in fact were produced more quickly when paired with 
a semantically related item than with an unrelated item. 
Two aspects of this finding were unexpected. One is that the imageability of the 
first item did not appear to have any effect on accessing the semantic representation of 
the second item. It might be expected that, if the first item was high in imageability, it 
might act as a more potent competitor with the second item or, conversely, that it might 
better prime the second item, making subsequent retrieval of that item easier. However, 
neither was found to be the case, and the semantic properties of the first item, other than 
semantic relatedness to the second item, did not show any effect on retrieval of the 
second. 
Secondly, it might be expected that the imageability of the second item would 
affect only the size, but not the direction, of the relatedness effect. Similarly to 
predictions for the first item, it might be excepted that higher imageability of the second 
item might make it more resistant to interference, as the first item would be less likely to 
be a strong competitor, so imageability would reduce semantic interference, but not 
eliminate it. Conversely, it might be expected that a more highly imageable item would 
be more easily primed by a semantically related item, as there would be a greater chance 
for featural overlap between the two, thus imageability would increase semantic priming, 
but low imageability would not lead to semantic interference. 
It may be that both processes were going on to some extent. For two items in the 
same semantic category, a highly imageable item would have features associated not only 
with the category but also would have more unique features, whereas an item low in 
imageability would have a greater proportion of features associated with only the 
semantic category. Since the first item activates the features associated with the category, 
this may make it more difficult to discriminate the second item from the first when it is 
low in imageability, as it would require activating the less numerous and weaker unique 
features. For a high imageability item, on the other hand, it would be easier to 
discriminate the second item from the first, as it would have more unique features and 
possibly a greater number of associations with other categories. In essence, the 
relationship may be that retrieval of an item will be primed when a relatively low 
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proportion of its total features are activated by a semantically related item, but retrieval of 
item will be hindered when a relatively high proportion of its total features are activated, 
because that would make it less easy to discriminate from the previously activated item. 
Although these findings indicate the directionality of the effect, they do not 
themselves shed light on what level is critical for determining the scope of planning. 
According to an incremental account, speakers would be delayed directly because of the 
interference arising at the semantic level. Subjects may select linguistic representations 
incrementally, but the concurrent activation of other items may interfere with this 
selection. Complex-simple sentences may thus be more difficult to produce, as they may 
require the simultaneous activation of two semantic representations which then compete 
with one another for selection as the first spoken item. In contrast, the phrasal scope of 
planning account predicts that speakers would be delayed because the interference at the 
semantic level interferes with retrieval of the lexical representation of the second item in 
the phrase. That is, speakers are required to select both lexical representations of the 
items within the phrase before speech onset, and any processes, either at the lexical level 
or a higher level, which interferes with this process will delay speech onset. Experiment 3 
attempts to distinguish between these two accounts in terms of the level that may cause 
the delay. 
Experiment 3: Name Agreement 
Experiment 3 tested whether the scope of planning involved lexical 
representations by varying the ease of retrieving a lexical representation. To do this, the 
name agreement of pictures was manipulated along with phrasal complexity. As 
discussed earlier, Griffin (2001) carried out a similar experiment varying the name 
agreement and frequency of items when subjects produced sentences like the complex-
simple sentences in the present experiment. However, in her experiment, subjects were 
presented with displays of the same arrangement and produced sentences of the same 
form on every trial. It is possible that, since the subjects knew where the first picture 
would appear and what structure they would produce on every trial, that the subjects may 
have developed a strategy of only retrieving information about the first picture before 
speech onset. 
Methods 
Subjects 
The subjects were 20 (11 females, 9 males) Rice undergraduates (mean age 18.6, range: 
17-21) who completed the experiment for course credit. 
Materials 
A set of 60 pictures was created from the International Picture Naming Database 
(Szekely et al., 2004), with 20 high in name agreement, 20 low in name agreement, and 
20 items which medium in name agreement used as the third picture in the triplets. The 
items properties are shown in Table 15. There was no significant difference between any 
of the sets of pictures on any of the measures except name agreement. The set of pictures 
was also controlled for in terms of ease of conceptual access by a word-picture matching 
study with 12 subjects. Subjects were presented with a written word for 1000 msec 
followed by a blank screen for 500 msec then the presentation of the picture. Once the 
picture was presented, they pressed a key whether the word and picture matched or not. 
The trials on which the two did not match were taken as a measure of the ease of 
identifying the picture. The high and low name agreement pictures did not significantly 
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differ from one another in terms of either the "no" trials (fe(38) = 0.609,/? = 0.55) or the 
"yes" trials fe(38) = 1.45, p = 0.15). Additionally, the two sets of pictures did not differ 
in terms of imageability ratings. 
Table 15. Experiment 3: Item Properties 
High Name 
Agreement 
Low Name 
Agreement 
Fillers 
Name 
Agreement 
1.00 
0.68 
0.90 
Frequency 
3.71 
3.63 
3.87 
Syllables 
1.35 
1.25 
1.35 
Imageability 
587 
586 
593 
Recognitio 
n, "yes" 
trials 
569 
600 
— 
Recognition, 
"no" trials 
622 
621 
— 
The 20 high name agreement and 20 low pictures were combined into 80 pairs, 
with each picture appearing once in all possible combinations of name agreement by 
order (first or second picture). The 20 pictures in which name agreement was not 
manipulated were then combined with these 80 pairs to form 80 triplets. It was ensured 
that across all the triplets that no two pictures appear together more than once and that 
none of the items in the triplets were semantically or phonologically related to each other. 
Another set of 64 pictures was selected as filler pictures that the subjects would 
not name. These were combined into 64 triplets which were presented on each block in 
one of the four filler displacements with the same structures as in Experiment 2. 
The experiment was divided into 4 blocks, with each triplet being presented once 
within each block. Across the 4 blocks each item was presented in both target structures 
(complex-simple and simple-complex) and displacement (above or below). 
Two lists were created for each block. It was ensured that there were no two 
consecutive experimental trials with the same complexity (complex/simple or 
simple/complex) to avoid possible structural priming, and that there were no more than 
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two consecutive experimental trials (separated by a filler trial) which were of the same 
complexity, displacement, or name agreement. Half of the subjects were presented with 
the items in one list order and the other half were presented with the opposite list order. 
The blocks themselves were presented in a random order to subjects. 
Procedure 
The equipment set up was the same as in the previous experiment. Unlike the 
other experiments, subjects were not presented with each picture and a corresponding 
name before the experiment proper. The reason for this was that a pilot study showed that 
presenting subjects with a name to the picture beforehand eliminated the name agreement 
effect by the end of the experiment, but the effect would remain until the end of the 
experiment if subjects were not provided with a name. In the experiment proper, subjects 
were first presented with examples of each configuration and the sentence type that they 
should produce. Subjects then completed 40 practice trials, with 5 instances of each of the 
8 experimental and filler configurations. Subjects freely generated names associated the 
pictures, but the experimenter corrected them if they produced a name that was not 
appropriate for the picture, or if they produced a name which was overly long (e.g., "the 
button-down shirt" for "shirt"). 
Each trial began with the presentation of three crosses at the center of the screen. 
500 msec following the appearance of the crosses, the pictures would appear. The crosses 
remained on the screen until the subject triggered the voice-key, so that the experimenter 
could monitor whether the voice-key was triggered at the correct time. After the subject 
finished saying the sentence, the experimenter would press one of three keys indicating 
either a correct trial, a production error, or if the voice-key was triggered at the wrong 
time. Errors were coded in the same way as in Experiment 2, except that subjects were 
allowed to use alternate names for the pictures. However, if a subject used a name which 
did not fit the picture, or used an overly long name for the picture, the trial was coded as 
an error and the experimenter corrected the subject. After the experiment coded the 
response, a blank screen was presented for 500 msec followed by the presentation of the 
three fixation crosses. 
At the end of the experiment, the subjects were presented with each picture 
individually and told to name it as quickly as possible, to see whether name agreement 
still affected onset latencies after having named the item several times. 
Results 
Mean sentence onset latencies for each condition are shown in Table 16. The first 
analysis tested whether the name agreement effect persisted until the end of the 
experiment by comparing the naming latencies to the individual pictures. In the naming at 
the end of the experiment, there was a 46 msec difference between the high name 
agreement (689 msec) and low name agreement (735) items, with the difference being 
significant by both subjects and items (f/(15) = 3.50,p = 0.003, £>(38) = 2A\,p = 0.027). 
Table 16. Experiment 3: Mean sentence onset latencies by name agreement 
condition 
1st Picture 2nd Picture 
Name Name complex- simple-
Agreement Agreement simple complex 
High High 1079 989 
High Low 1078 985 
Low High 1095 1041 
Low Low 1087 1040 
Effect Name Agreement 1st -12 -54*** 
Effect Name Agreement 2nd 5 3 
There were 0.37% voice-key and 1.66% naming errors, which were excluded 
from the analysis. Outliers were defined as responses less than 300 msec or greater than 
3000, which constituted 0.23% of the data, and were excluded from the analysis. In total, 
2.27% of the data was excluded from the analysis. 
Separate analyses by items and subjects were performed. A repeated-measures 
ANOVA was performed for the analysis by subjects with the variables of name 
agreement of the 1st and 2nd pictures and initial phrase complexity as within factors. 
Each triplet was the random factor in the item analysis, and a mixed ANOVA was 
performed with name agreement of the first and second pictures as between factors and 
initial phrase Complexity as within. In both analyses, there were significant effects of 
initial phrase complexity (F/(l, 15) - 35.82,/? < 0.001, F2(l, 156) =124.52,/? < 0.001), 
name agreement of the first picture (F/(l, 15) = 35.82,/? < 0.001, F2(\, 156) =6.68,/? = 
0.011), and a significant interaction of initial phrase complexity by name agreement of 
the first picture (F/(l, 15) = 14.01,/? = 0.002, F2(l, 156) = 7.58,/? = 0.007). There were 
no other significant interactions or main effects (see Figure 14). The effect of name 
agreement of the first item was significant for the simple-complex sentences (fy(15) -
5.55,/? < 0.001, k(78) = 4.51,/? < 0.001), but not for the complex-simple sentences 
(ti(l5) = 1.28, p = 0.22, ^(78) = 0.76,/? = 0.45). 
Discussion 
The results of Experiment 4 indicated that the longer onset latencies for the 
complex-simple sentences relative to the simple-complex sentences were not due to extra 
planning that must occur at the lexical level, as there was no effect of name agreement of 
the second picture in the complex-simple sentences. In addition, there was an effect of 
name agreement of the first picture on sentence onset latencies for the simple-complex 
sentences, but there was no effect of the name agreement of either the first or second 
pictures on onset latencies to the complex-simple sentences. Given the finding from 
Experiment 2, and the fact that the high and low name agreement pictures in the present 
experiment were matched in terms of ease of identification and imageability, this would 
seem to indicate that the level which gives rise to the complexity effect is the semantic 
level. 
Even if planning did not involve lexical items, it is still surprising that no effect 
was found in the complex-simple sentences for name agreement of the first item. If 
subjects had simply planned the lexical and phonological representations for the first item 
in the conjoined noun phrase (as suggested by Griffin, 2001), then an effect of name 
agreement of the first item should have been observed. It is of course possible that an 
effect is actually present, though greatly reduced. However, then one needs to explain the 
source of the reduction. It may then be the case that for the complex-simple sentences, 
subjects were retrieving semantic information about the second picture while retrieving 
lexical information about the first and this semantic retrieval of the second masked the 
effect of the lexical variable for the first. For the simple-complex sentences, subjects 
were not retrieving semantic information about the second picture while retrieving the 
lexical representation for the first. If so, these findings would support the notion that 
subjects plan semantic representations at a phrasal scope, but lexical representations are 
retrieved on an incremental basis. A more detailed discussion will postponed until the 
General Discussion. 
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Experiment 4: Priming 
If subjects take longer to produce complex-simple sentences because they must 
more thoroughly process two pictures at the same time rather than focusing on one item, 
then it would be expected that increasing the availability of the second item should 
substantially reduce the complexity effect. Such an effect was found by Allum and 
Wheeldon (unpublished) in a series of experiments in which subjects were given 
previews of one of the pictures to be named. Across their experiments, they found that 
subjects were faster to begin speaking when given a preview of the first item to be named 
regardless of the initial phrase complexity, but a preview of the second picture to be 
named only had a beneficial effect when that picture appeared in a conjoined-noun phrase 
with the first picture. They argued that the results indicated that both lexical 
representations in a phrase must be retrieved before speaking. However, evidence from 
Experiments 2 and 3 in the current study suggest that it is not the retrieval of the lexical 
representation, but instead the semantic representation, which is required. In fact, it could 
be the case that retrieving two lexical representations simultaneously could result in 
competition between the two for selection. In this case, it would be expected that there 
would be differences depending on whether the picture was only previewed, which may 
result in only retrieval of the semantic representation of the picture, or named, which 
would necessarily result in all linguistic representational levels being activated. 
Experiment 4 was a priming experiment in which subjects named a picture before 
being presented with the three pictures to produce a sentence. The types of prime were 
either the first or second item or pictures that were semantically related to either the first 
or second item. Phrasal complexity was again manipulated. It was reasoned that if 
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subjects take longer to produce complex-simple sentences because they need to plan 
more, then having them name second item beforehand should reduce the complexity 
effect, whereas naming an item semantically related to the second item may increase the 
complexity effect. 
Methods 
Subjects 
The subjects were 17 (12 females, 3 males) Rice undergraduates (mean age 18.9, range: 
18-21) who completed the experiment for course credit. 
Materials 
The set of pictures was similar to that of Experiment 2, but a few pairs of items 
had to be replaced because there were too many pairs from the animal category, making 
creation of unrelated triplets along with a neutral prime difficult (see Appendix G). 
There were 48 pictures in total, for 24 semantically related pairs. See Table 17 for item 
properties. 
The 48 pictures were combined to make 48 triplets, with each picture appearing in 
each position within a triplet. It was ensured that none of the items in the triplets were 
semantically or phonologically related to each other. It was further ensured that no pair of 
items appeared more than once within a triplet. 
Table 17. Experiment 4: Item properties 
Name Agreement 
Syllables 
Log frequency 
Mean Std Dev 
0.91 0.11 
1.47 0.55 
3.00 1.53 
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Neutral primes were created by pairing each of the 48 pictures with the 48 triplets. 
It was again ensured that the neutral primes where not semantically or phonologically 
related to any of the items in the triplet, nor that the neutral primes were paired with any 
item with which they appeared in a triplet, and further that no neutral prime was paired 
with a member of a triplet that was also a neutral prime when that item was in a triplet. 
The experiment was divided into 10 blocks, with each triplet appearing with the 
five prime types and in the two phrasal complexities across the blocks. There were 48 
trials in each block, with each triplet appearing once in one condition of prime type by 
phrasal complexity. Displacement was partially counterbalanced across items, so that 
items appeared in the same displacement with the same prime type in the two phrasal 
corhplexity conditions, but with different displacements across the prime conditions. 
Procedure 
The equipment set up was the same as in the previous experiments. Subjects were 
first presented with each picture and along with its most commonly used name and were 
instructed to use that name during the experiment. Subjects were first presented with 
examples of each configuration and the sentence that they should produce. Subjects then 
completed 16 practice trials, with 4 instances of each phrasal complexity and 
displacement. Each of the 48 pictures appeared once within the 16 practice trials as an 
item in the sentence portion. For the prime picture, 16 of the 48 pictures were randomly 
chosen for each subject. After the practice session, subjects completed the 10 blocks in 
the experiment. The order of the blocks was random for each subject. Subjects were 
allowed a rest between each block. 
I l l 
Each trial began with the presentation of the prime picture displayed at the center 
of the screen, and subjects named the picture. At the onset of the name, which was 
monitored by a voice-key, the picture disappeared and a blank screen was presented for 
750 msec, after which the three pictures for the sentence production portion were 
presented along with three crosses at the center of the screen. The three pictures were 
always equidistant from the prime picture. The crosses remained on the screen until the 
subject triggered the voice-key, so that the experimenter could monitor whether the 
voice-key was triggered at the correct time. After the subject finished saying the 
sentence, the experimenter would press one of three keys indicating either a correct trial, 
a production error, or if the voice-key was triggered at the wrong time. Trials were coded 
in the same method as Experiment 2, with the addition that a trial was coded as an error if 
the subject produced the wrong name for the prime picture, or was coded as a voice-key 
error if the voice-key was triggered too early during the prime portion and the subject had 
either not named or not finished naming the prime picture when the three picture display 
appeared. After the experiment coded the response, a blank screen was presented for 750 
msec followed by the presentation of the next prime picture. 
Results 
The means for each condition are presented in Figure 15. Repeated-measures 
ANOVAs were performed both by subjects and by items with prime type (neutral x same 
1st x same 2nd x semantic 1st x semantic 2nd) and phrasal complexity (complex-simple x 
simple-complex). See Table 18 for full results of analysis. There were significant main 
effects of prime type (F;(4, 68)'= 59.717, p < 0.001, F2(4,188) = 42.746, p< 0.001), 
phrasal complexity (Fj(\, 17) = 65.837,/? < 0.001, F2{\, 47) = 171.708,/? < 0.001). The 
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interaction of prime type x complexity was significant by subjects (Fj(4, 68) = 2.963, p: 
0.026) but marginal by items (F2(4,188) = 2.319,/? = 0.059). 
Figure 15. Experiment 4: Onset latencies by prime type and phrasal complexity 
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1000 
S 950 
s 
s 
complex-simple simple-complex 
Two sets of repeated-measures ANOVAs were then performed comparing each of 
the two prime types to the neutral condition. Both were again prime type by complexity, 
but the first was neutral x same 1st x same 2nd by complexity, and the second was neutral 
x semantic 1st x semantic 2nd by complexity. For the same item prime ANOVA (see 
Table 19), there were significant main effects of prime type (Fj(2, 34) = 69.557, p < 
0.001, F2(2, 94) = 61.753,p < 0.001) and complexity (F7(l, 17) = 33.971,p < 0.001, 
F20,47) = 68.122,/? < 0.001), and a significant interaction of prime type x complexity 
(Fy(2, 34) = 5.644, p = 0.008, F2(2, 94) = 3.190,;? = 0.046). For the semantic item prime 
ANOVA (see Table 20), the effect of complexity was significant (F/(l, 17) = 71.719,/? < 
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0.001, F2{\, 47) = 100.629, p < 0.001), whereas the main effect of prime type was 
significant by subjects (F;(2, 34) = 4.735,p = 0.015) but not by items (F2(2, 94) = 1.166, 
p = 0.316), and the interaction of prime type x complexity was not significant (F/(2, 34) 
= 0.988,;? = 0.383, F2(2, 94) = 1.250,p = 0.291). 
Table 18. Experiment 4: Overall ANOVA results 
Subject Analysis 
Source dfl df2 MSerror F p_ 
Prime Type 
Complexity 
Prime Type x Complexity 
Item Analysis 
Source 
Prime Type 
Complexity 
Prime Type x Complexity 
4 
1 
4 
dfl 
4 
1 
4 
68 
17 
68 
d£2 
188 
47 
188 
1996 
1523 
496 
MSerror 
7485 
1612 
1833 
59.717 
65.837 
2.963 
F 
42.746 
171.708 
2.319 
p < 0.001 
p < 0.001 
p = 0.026 
P 
p < 0.001 
p < 0.001 
p = 0.059 
The results of these analyses indicated that having subjects produce the name of 
one of the pictures did have a significant effect on onset latencies, and that this differed 
across initial phrase complexity conditions and whether it was the first or second item. It 
did not appear that producing a semantically related item had much effect, and there was 
no evidence of an interaction between which item was potentially semantically primed 
and complexity. Because of this, further analyses were carried out only on the same item 
priming. 
Post hoc Sidak pairwise comparisons were then performed comparing priming of 
the same item compared to a naming of a neutral item for both positions and 
complexities. It was found that priming of the first item significantly reduced onset 
latencies in both the complex-simple,p < 0.001, and simple-complex,^ < 0.001, 
sentences, whereas there were significantly increased onset latencies for priming the 
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second item in the complex-simple, p = 0.009, sentences, and no effect in the simple-
complex sentences, p = 0.989. 
Table 19. Experiment 4: ANOVA results comparing neutral prime to same item 
prime by complexity 
Subject Analysis 
Source dfl df2 MSerror F p_ 
Prime Type 
Complexity 
Prime Type x Complexity 
Item Analysis 
Source 
Prime Type 
Complexity 
Prime Type x Complexity 
2 
1 
2 
dfl 
2 
1 
2 
34 
17 
34 
df2 
94 
47 
94 
3090 
1506 
439 
MSerror 
9191 
1989 
2027 
69.557 
33.971 
5.644 
F 
61.753 
68.122 
3.190 
p < 0.001 
p < 0.001 
p = 0.008 
P 
p < 0.001 
p < 0.001 
p="0.046 
Table 20. Experiment 4: ANOVA results comparing neutral prime to semantically 
related item prime by complexity 
Subject Analysis 
Source dfl df2 MSerror F p_ 
Prime Type 
Complexity 
Prime Type x Complexity 
Item Analysis 
Source 
Prime Type 
Complexity 
Prime Type x Complexity 
2 
1 
2 
dfl 
2 
1 
2 
34 
17 
34 
d£2 
94 
47 
94 
684 
877 
546 
MSerror 
6586 
1784 
1549 
4.735 
71.719 
0.988 
F 
1.166 
100.629 
1.250 
p = 0.015 
p < 0.001 
p = 0.383 
P 
p = 0.316 
p < 0.001 
p = 0.291 
Discussion 
In a similar study by Allum and Wheeldon (unpublished), there was a reduction in 
the complexity effect when subjects were primed with the second picture, with subjects 
being faster to produce the complex-simple sentences with the prime than without. In 
contrast, in the present study, subjects showed significant interference with prior naming 
of the second item in the complex-simple sentences, resulting in an increase in the 
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complexity effect Prior naming of the second item had no effect on the onset latencies 
for the simple-complex sentences. 
One important difference between the Allum and Wheeldon (unpublished) study 
and the present one is that in the Allum and Wheeldon study subjects were presented with 
a prime picture but did not name it, whereas in the present experiment the subjects did 
name the picture. Although it is not possible to know without a further experiment, it 
could be the case that merely presenting the picture may prime its semantic 
representation, making it more accessible, whereas naming the picture will necessarily 
activate all levels of linguistic representation which causes interference for a variety of 
reasons. Allum and Wheeldon argued that being presented with a picture will allow 
subjects to retrieve its lexical representation, which may be the case, but naming the 
picture will certainly activate its lexical representation, and may make it a very potent 
competitor when organizing the linear ordering of items within the sentence. Naming the 
picture may also more strongly draw Subjects' attention to that picture when they 
encounter it shortly afterwards, and they may be more inclined to process the pictures 
from right to left, rather than left to right, as they are instructed to do. Thus subjects may 
be delayed in retrieving the lexical representation of the first picture to be named, 
whereas under normal circumstances they would be able to retrieve the lexical 
representation of the first picture while processing the second. 
There was little evidence of an effect of naming a semantically related item 
beforehand. Although it was predicted that some effect of priming a semantically related 
item would be found, this is not necessarily inconsistent with the findings from 
Experiment 2. When subjects produced simple-complex sentences in Experiment 2, there 
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was no evidence of any difference between when two semantically related items were 
produced consecutively or with a semantically unrelated item separating them. This 
suggests that semantic interference arises when two semantically related item are placed 
within the same phrase, or in other words, playing the same semantic role in a sentence. 
Experiment 5: Preview 
Smith & Wheeldon (1999, Experiment 4) showed that the complexity effect was 
greatly reduced when subjects were given a preview of the three pictures to be named. 
They argued that the complexity effect largely resulted from having to plan two lexical 
items at once, with the residual complexity effect remaining after the picture preview due 
to grammatical encoding. The findings in the current study, however, indicate that 
retrieving the lexical representations of both items within a conjoined noun phrase is not 
necessary for speech onset. Further, since it seems that only properties of the semantic 
representations of the items to be named influences onset latencies, it could be the case 
that the complexity effect arises at a level where the objects are, in the case of these 
experiments, related to each other in terms of their spatial relationships, rather than 
grammatical relationships. It may then be that the difficulty is caused by the greater 
difficulty in relating two objects to one object then the reverse. If this is the case, then it 
might be expected that a preview of the pictures would have little effect on the 
complexity effect, whereas a preview of the relationship that the subject must encode 
might reduce this effect. 
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Methods 
Materials 
A set of 48 pictures was selected from the International Picture Naming Database 
(Szekely et al., 2004). The 48 pictures were combined to make 48 triplets, with each 
picture appearing in each position within a triplet. It was ensured that none of the items in 
the triplets were semantically or phonologically related to each other. It was further 
ensured that no pair of items appeared more than once across triplets. 
Procedure 
The equipment set up was the same as in the previous experiments. Subjects were 
presented with triplets in one of four conditions: no preview, picture preview, structure 
preview, and both picture and structure preview. The no preview condition was similar to 
the experimental conditions in Experiments 2 and 3. In the picture preview, subjects were 
presented with the three pictures in a horizontal row on the screen in the order in which 
they would be named, after which they would briefly disappear and reappear in the 
experimental configuration. In the structure preview condition, the boxes surrounding the 
pictures would appear, indicating the arrangement of the pictures and the structure of the 
sentence that should be produced. In the both pictures and structure preview, the full 
display would appear, then subjects would produce the sentence following the 
presentation of a cue. The preview period in all preview conditions was 2 seconds, after 
which either the full display would appear (in the picture or structure preview) or a cue 
would be given to begin speaking the sentence (in the both picture and structure 
preview). 
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The experiment was divided into 8 blocks with 48 trials each for a total of 384 
trials. Only one of the preview conditions was presented within a block. Each picture 
triplet appeared once within a block. There were 2 blocks of each preview condition, one 
in which a triplet would appear in a simple-complex form and one in which it would 
appear in a complex-simple form. 
At the start of the experiment, subjects were presented with the pictures 
individually and given instruction on what sentences to produce to each display type as in 
Experiment 2. Subjects were then given practice on each of the preview conditions, with 
16 practice trials of each kind. After completing the practice blocks, subjects were then 
presented with the 8 experimental blocks in a random order. Before the beginning of each 
experimental block, subjects were informed what kind of preview the upcoming block 
would have. 
Results 
Repeated measures ANOVAs (see Table 21) were performed with preview (none, 
pictures, structure, both) x complexity (complex-simple, simple-complex). There were 
main effects of preview (Fy(3,45) = 45.097,/? < 0.001, F2(3,141) = 453.739,/? < 0.001) 
and complexity (F/(l, 15) = 17.607,/? < 0.001, F2{\, 47) = 58.921,/? < 0.001), as well as 
an interaction of preview by complexity (Fj(3,45) = 4.003,/? = 0.013, F20,141) = 
8.569,/? < 0.001). Subjects were overall faster in all the preview conditions compared to 
the condition with no preview, being 31 msec in the picture preview, 98 msec faster in 
the structure preview, and 311 msec faster in the preview of both pictures and structure 
(see Figure 16). 
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Figure 16. Experiment 5: Mean onset latencies by preview condition and phrasal 
complexity 
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Table 21. Experiment 5: ANOVA results 
Subject analysis 
dl d2 MSe F 
Simple-complex 
Item analysis 
dl d2 MSe F 
Condition 
Complexity 
Condition x 
Complexity 
3 45 13931 45.097 < 0.001 
1 15 2732 17.607 < 0.001 
3 45 1975 4.003 0.013 
3 141 4159 453.739 < 0.001 
1 47 2465 58.921 < 0.001 
3 141 2957 8.569 < 0.001 
Two sets of post hoc analyses were then performed comparing the size of the 
complexity effect across the preview conditions and comparing the size of priming for 
the three preview conditions, relative to the no preview condition, and by complexity (see 
Tables 22 - 24). In terms of the size of the complexity effect, a significant complexity 
effect was found for the no preview condition (f/(15) = 4.367, p= 0.001, ^(47) = 6.376,p 
< 0.001) and picture preview condition (Yy(15) = 4.534,;? < 0.001, ^(47)..= 7.812,/? < 
0.001), but not for either the structure preview condition 0/(15) = 1.104,/? = 0.287, ^(47) 
= 1.620, p = 0.112) or the both picture and structure preview condition (fy(15) = 0.240,/? 
= 0.814, fc(47) = 0.247, p = 0.806). 
Table 22. Experiment 5: Comparison of Preview Conditions to No Preview 
Subject analysis Item analysis 
Pictures 
Structure 
Both 
df 
15 
15 
15 
t 
0.732 
2.207 
2.776 
P 
0.476 
0.043 
0.014 
df 
47 
47 
47 
t 
0.735 
2.714 
4.631 
P 
0.466 
0.009 
< 0.001 
Table 23. Experiment 5: Comparison of complexity effect for Picture Preview and 
Structure Preview conditions to Both Picture and Structure Preview condition 
Pictures 
Structure 
Subject analysis 
df t p 
15 2.402 
15 0.631 
0.030 
0.538 
Item analysis 
df t p 
47 4.601 < 0.001 
47 1.083 0.284 
Table 24. Experiment 5: Comparison of priming for complex-simple and simple-
complex for the different preview conditions. 
Subject analysis Item analysis 
Pictures 
Structure 
Both 
Difference 
1 
51 
68 
df t 
15 0.732 
15 2.207 
15 2.776 
P 
0.476 
0.043 
0.014 
df t 
47 0.735 
47 2.714 
47 4.631 
P 
0.466 
0.009 
< 0.001 
Another analysis was performed comparing whether there were differences in 
priming for the complex-simple and simple-complex sentences across the different 
preview conditions (see Table 24). The results indicated that the complex-simple 
sentence condition compared to the simple/complex sentence condition showed a greater 
amount of priming in the structure preview condition (ti(l5) - 2.207, p = 0.043, ^(47) = 
2.714,/? = 0.009) and the both picture and structure preview condition (tj(15) = 2.776, p 
= 0.014, ^(47) = 4.631, p = 0.009), but not in the picture preview condition (fy(l 5) = 
0.732,/? = 0.476, fe(47) = 0.735, /? = 0.466). 
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Discussion 
The results of Experiment 5 are somewhat at odds with what was found by Smith 
and Wheeldon (1999, Experiment 4). They presented subjects with three pictures in a row 
for 2 seconds, after which they began to move and subjects produced either a complex-
simple or simple-complex sentence. They found that giving a preview of the pictures 
substantially reduced the complexity effect, with the portion of the effect that still 
remained attributed to grammatical encoding. In contrast, the picture preview condition 
in the present experiment had little effect on the complexity effect. Instead, the preview 
of the structure or both the pictures and the structure showed more similarity to the 
results of Smith and Wheeldon (1999), with the complexity effect being substantially 
reduced. 
There are several differences between the experiment by Smith and Wheeldon 
(1999) and the current experiment which are potential sources of the difference. One is 
that, in the Smith and Wheeldon experiment, the pictures remained in same location 
before beginning to move, whereas in the present experiment, the pictures would appear 
in a row, as in the Smith and Wheeldon experiment, and then would disappear briefly and 
reappear in their structural configuration. It is possible that this was confusing to the 
subjects and may have reduced the effect that would have otherwise been found. 
However, if the reduction in the complexity effect did relate to subjects having retrieved 
the lexical representations of the pictures, it would still be expected that there would a 
more substantial reduction in the complexity effect than was found in the present 
experiment, since 2 seconds would presumably be enough time to retrieve the lexical 
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representations of at least the first two pictures, if that is in fact what subjects are doing 
when being given previews of pictures. 
In the Smith and Wheeldon (1999) experiment, it also may have been the case 
that subjects found it easier to make relationships between the items during the preview 
condition, and not just retrieve the lexical representations of the pictures. When seeing 
the pictures in a row, they could encode a relationship of the three items together in a 
horizontal row (e.g., "The A and the B and the C are in a row"). Once the pictures began 
moving, it would not necessarily be the case that an entirely new relationship must be 
generated, only a modification to the original one. In the present experiment, the change 
in the spatial relationship between the items is much more dramatic and sudden. It is 
possible that some relationship could be formed between the items, but because of this 
sudden change to a much different arrangement, any relationship formed between the 
items is lost. 
There may be many other potential reasons why the results of the present 
experiment contrasted with what Smith and Wheeldon (1999) found in their study: 
movement versus stationary, gradual change in relationship versus sudden change, and so 
on. However, the important point is that the present experiment indicates that subjects are 
not delayed because they must retrieve the lexical representations of both pictures within 
a conjoined noun phrase, but the difficulty seems to be at some level of semantic or 
relational processing. 
General Discussion Part II 
The present study sought to find evidence for the scope of planning in sentence 
production, and whether the scope may differ across different levels of representation. As 
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reviewed in the introduction, there is great disagreement as to both of these matters. 
Some studies manipulating lexical variables have failed to find an effect of manipulations 
of items beyond the first, such as the sentence production study by Griffin (2001) or the 
conjoined noun production study by Costa et al. (2006), suggesting that linguistic 
representations are retrieved incrementally. Other studies in which phrasal complexity 
has been manipulated (Allum & Wheeldon, 2007, unpublished; Smith and Wheeldon, 
1999, Martin et al., unpublished), have found that complex phrases containing two items 
are more difficult for subjects to produce than simple phrases with only one item, 
suggesting a phrasal scope of planning for lexical items. 
In Experiment 2, it was found that subjects were slower to produce complex-
simple sentences in which the two items in the phrase were semantically related to each 
other. Manipulating phonological relatedness of the items had no effect. It was 
additionally found that the degree of semantic interference was related to the imageability 
of the second item to be produced in the initial phrase. When the second item was high in 
imageability, semantic facilitation was observed, whereas when the second item was low 
in imageability, semantic interference was observed. In Experiment 3, name agreement 
and phrasal complexity were manipulated, in order to see whether the phrasal complexity 
effect arose at the level of semantic processing or if it arose due to a need to plan both 
lexical representations of the items in a conjoined noun phrase. It was found that 
manipulating the name agreement of the second item had no effect on onset latencies, 
indicating that the lexical representation of the second item had not been planned. In 
addition, a significant effect of name agreement of the first item was not found in the case 
of the complex-simple sentences. It is probably the case that there is only a reduced effect 
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of name agreement, rather than the an absence of an effect, and such an effect might be 
found with a larger number of subjects, but the importance of this is that manipulations of 
the name agreement of the first item affect onset latencies differently depending on the 
complexity of the initial phrase. This suggests that subjects are able to retrieve the lexical 
representation of the first item during the time that the additional processing necessary to 
produce the complex-simple sentences in occurring, although this experiment itself did 
not clarify what this additional processing may involve. One possibility is that subjects 
must more thoroughly process the semantic aspects of the second picture before speech 
onset in the case of the complex-simple sentences, and during this semantic processing of 
the second item, they are able to retrieve the lexical representation of the first item. 
The findings from Experiments 2 and 3 may help to reconcile the two major 
accounts of the scope of planning. On the one hand, the results are consistent with an 
incremental scope of planning, in that there was little evidence that lexical variables of 
words further than the next upcoming one influenced onset latencies. This is consistent 
with the notion that linguistic representations are planned on a word-by-word basis. On 
the other hand, since the complexity of the initial phrase did have a substantial effect of 
sentence onset latencies, this indicates that the phrase is also a level of planning. 
However, since only semantic variables were found to affect the ease of processing a 
conjoined noun phrase, this suggests that planning at the phrasal scope relates more to the 
semantic or functional level of representation. This is consistent with the recent proposal 
by Allum & Wheelddn (2007) that the scope of planning relates to major thematic roles 
or their modifiers, rather than grammatical roles such as subject or object, but not with 
their proposal that planning involves retrieving lexical representations. 
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Experiments 4 and 5 supported the notion that the phrasal scope of planning is 
semantically based under conditions of priming of different elements within the sentence 
before its production. In Experiment 4, subjects were presented with a picture to name 
followed by the presentation of a configuration of three pictures to which they produced a 
sentence. The prime was either unrelated to any of the items in the sentence, one of the 
first two items in the sentence, or semantically related to one of the first two items in the 
sentence. It was found that producing the first item in the utterance resulted in significant 
priming, whereas producing the second item in the utterance in a complex-simple 
sentence resulted in a small interference effect. These findings were in contrast to what 
had been reported by Allum and Wheeldon (unpublished) in a similar paradigm. In their 
study, they found significant priming for both the first and second pictures in complex-
simple sentences when subjects were given a preview of the items, with somewhat 
reduced priming in the case of a preview of the second item. The major difference 
between their study and the present one was that they only displayed the picture to 
subjects, whereas subjects actually named the item in the present study. This suggests 
that, in contrast to what Allum and Wheeldon (unpublished) claimed, that a preview of a 
picture does not necessarily lead to the retrieval of the lexical item, or at least it is not 
activated to the extent that it would be when being named. Instead, it would seem that the 
semantic representation is primed, making it more accessible later. Naming the picture, as 
in Experiment 4 of the present study, did necessarily activate the item at all levels of 
linguistic representation, and potentially made it a competitor for the first item when 
subsequently producing the sentence, if the sentence began with a complex noun phrase. 
The findings from Experiment 4 are consistent with the notion of a phrasal scope 
of planning at the semantic level. The scope of planning at any level would relate to the 
planning of representations within that level. In a case where planning is required, then 
situations can be created, as in the present study, where it may be necessary to retrieve 
more than one representation at a time, and it would be expected that subjects should be 
slower when having to plan more items as compared to fewer. As such, increasing the 
availability of an item should decrease the difference in performance between when two 
items must be planned as compared to one. In the case of the Allum and Wheeldon 
(unpublished) study, increasing the availability of the second item in the conjoined noun 
phrase, by showing a picture preview, reduced the initial phrase complexity effect. In the 
present study, by contrast, interference was found when subjects named the second 
picture in the complex-simple sentences, indicating that increasing the availability of the 
second item by having the subject name it beforehand was not beneficial to producing 
sentences of this form. Instead, it appeared that naming the pictures interfered with the 
correct ordering of the items within the utterance, leading to interference. Similar effects 
have been reported in picture-word interference when priming upcoming items in 
complex noun phrases containing a head noun and one or more adjectival modifiers 
(Jescheniak, Schriefers, & Hantsch, 2003). These findings suggest that interference only 
occurs when both of the first two nouns are being planned at a semantic level and when 
retrieving the lexical representation of the first. For the simple-complex sentences, the 
finding that the semantic representation of the second item is not planned simultaneously 
indicates that the lexical availability of the second item has no effect 
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Finally, the results of Experiment 5 were also consistent with a semantically-
defined phrasal scope of planning. Subjects were given previews of the pictures to be 
named, the structure in which they would appear, or both the pictures and the structure in 
which they Would appear, arid utterance onset latencies in these different conditions were 
compared to a condition in which no preview was given. In a similar study by Smith and 
Wheeldon (1999), they found that giving a preview of the pictures to be named 
substantially reduced the initial phrase complexity effect, arguing that this indicated that 
subjects were slower to begin producing sentences beginning with a complex phrase 
because it was necessary to plan both lexical items with the conjoined noun phrase. Thus, 
in Experiment 5 of the present study, it would be predicted that the preview of the 
pictures and both the pictures and the structure would reduce the complexity effect to 
nonsignificance, whereas a preview of the structure would have little, if any, effect. In 
contrast, it was found that a preview of the pictures had little effect, whereas a preview of 
the structure or both the pictures and the structure reduced the initial phrase complexity 
effect to nonsignificance. This indicates that the greater difficulty with complex phrases 
containing two nouns does not result from having to plan both items, but instead results 
from complexity at processing the relationship to be described. In this case, relating two 
objects to one object, rather than the reverse. 
The results of the current study provide further evidence for a phrasal scope of 
planning, but, in contrast to earlier accounts of a phrasal scope of planning, the results 
indicate that the phrasal scope is both semantically defined and relates to planning 
involving semantic representations. The findings from the current study are inconsistent 
with the notion that the phrasal scope of planning relates to the retrieval of lexical items 
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within a phrase (Smith and Wheeldon, 1999; Martin and Freedman, 2001). The results 
would be in line with the proposal by Allum and Wheeldon (2007) that the scope of 
planning relates to functional phrases, but would contradict their claim that it is lexical 
representations which are retrieved. According to Allum and Wheeldon (2007), the 
phrasal scope of planning relates functional phrases, which they defined as a phrase 
including either an element playing a thematic role such as agent, patient, recipient, etc. 
or modifiers to that element. A modification could be made to their account to be 
consistent with the results of the current study, if only the level of planning is changed. In 
this case, phrasal planning would relate to more thorough processing of semantic 
representations within the first functional phrase of a sentence, and the greater difficulty 
in the complex-simple sentences results from having to process two semantic 
representations concurrently, rather than just one, as in the simple-complex sentences. 
However, the proposal that the phrasal scope is semantically-defined and involves 
the retrieval or more thorough processing of semantic representations within the first 
functional phrase would not explain the results from Experiment 5. In that experiment, it 
was found that a preview of the structure significantly reduced the initial phrase 
complexity effect, whereas a preview of the pictures did not. This would seem to indicate 
that the accessibility of information about the relationships between elements in a 
situation affects the ease of producing a corresponding sentence. It is of course possible 
that the results were due to some strategy that some of the subjects employed, such as 
focusing on the location of the first object to be named, and it would be necessary at 
some point to rule out such a strategy as a source of this effect. Assuming for the moment 
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that no unusual strategy was involved, these results do suggest that a process of relational 
processing could also contribute to the initial phrase complexity effect. 
How the retrieval of semantic representations and generating a relational structure 
may be related may be better clarified when considering accounts of how a conceptual 
structure is generated and how a conceptual representation interacts with sentence 
generation. For instance, Wundt (1900), in his model of sentence processing, argued that 
a holistic conceptual representation is formed of the situation to be described, after which 
the message communicating this conception is planned in phrasal units by the language 
system. However, even though the conceptual representation of a clause or sentence may 
be holistic, in the sense that it represents a complete situation, that does not mean it is 
nonreducible, much in the same way that even though a sentence expresses a complete 
proposition, sentences are reducible to individual phrases. Further, the more basic 
relationships that form a holistic conceptual representation roughly correspond to basic 
phrases within a sentence. For instance, if one takes the sentence "The man tossed a ball 
to the woman", this refers to a certain situation which can be conceptualized as a single 
event, but the event can be broken down into more primitive conceptual relationships. 
There is a relationship between the man and the ball, namely that he was tossing it. There 
is another relationship between the man and the woman, that he was tossing something to 
her. Finally, there is a relationship between the ball and the woman, that she was being 
tossed the ball. In the conceptual representation of this situation, there are basic relations 
between the conceptualized elements, and these basic elements correspond to phrases 
within the sentence. This notion is similar to the ideas of profile-base relationships in 
cognitive linguistics (cf. Langacker, 1987). 
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This is not to say that correspondences between primitive conceptual relations and 
the primitive units of relation in the sentence—phrases—are in any way perfect or 
complete. There are many instances in which the language will omit information 
contained in the conceptual representation. For instance, in the sentence "I saw a woman 
eating a sandwich in the cafeteria," the word "woman" could refer to any adult human 
female, but in the context of the sentence it refers to a particular woman, with any details 
of her other than that she is a woman being omitted. Likewise, there are elements in 
languages which have little relevance to the conceptual representation. Often cited is the 
case of languages with arbitrary genders. Tables are "it's" in English, "she's" in French, 
and "he's" German, but probably there is nothing conceptually different between 
speakers of these languages in terms of the conceptualization of what tables are or what 
they do.3 
However, what is the process which gives rise to translating the primitive 
relations in the conceptual representation into the primitive relational elements of a 
sentence, that is, at the phrasal level? One possibility is that it is similar to the notion of 
thinking-for-speaking (Slobin, 1987), namely that when a speaker attempts to convey a 
message to a listener, certain aspects of the conceptualization will be focused on 
according to how encodable they are in the language. Presumably it is also the case that 
speakers will focus on different aspects of a conceptualization at different time points, 
depending on the language that they speak, or the construction that they use in that 
language. 
In much of the discussion so far, and many of the studies reviewed, the focus has 
primarily been on noun phrases. Is it the case that planning is similar across different 
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kinds of phrases, or do these results only apply to noun phrases? That is, it could be the 
case that complexity effects are seen when producing conjoined noun phrases because 
they involve focusing on two objects simultaneously and either stating something about 
them (e.g., "The ball and the kite are red") or relating them to another object (e.g., "The 
ball and the kite are above the cat"). Evidence that this is a general phenomenon common 
to phrases of any kind comes from patient studies in which patients with semantic short-
term memory deficits have shown difficulty producing phrases containing several 
elements. The studies by Martin and Romani (1994) and Martin and Freedman (2001) 
showed that these semantic short-term memory deficit patients were impaired on both the 
production and comprehension of noun-noun-noun-verb phrases and adjective-adjective-
adjective-noun phrases, indicating that there is not greater difficulty just because two 
objects must be processed simultaneously. This suggests a general phenomenon whereby 
there is greater difficulty in cases where multiple objects, properties, or situations must be 
stated or related to another object, property, or situation. 
Conclusions 
In the present series of experiments, differing account of the scope of planning 
were contrasted by varying phrasal complexity of sentences, manipulating lexical 
variables of linguistic items, and varying the availability of lexical items. Further 
evidence was found for a phrasal scope of planning in sentence production. However, no 
interactions were found with manipulations of lexical factors and phrasal complexity, 
whereas manipulations of semantic or conceptual properties of items or utterances did 
interact with phrasal complexity. These results suggest a semantically- or conceptually-
based scope of planning which corresponds to phrases within sentences, but an 
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incremental scope of planning for individual lexical items. These results would fit with 
the proposal by Allum and Wheeldon (2007) that the phrasal scope of planning 
corresponds to functional phrases, which are defined semantically, but the modification 
would need to be made that planning of individual items occurs at the semantic level, 
rather than the lexical level. This account would be consistent with word-by-word 
accounts of planning, which propose that representations for linguistic items are planned 
individually, and processing at the semantic level giving rise to effects normally taken as 
evidence for advanced lexical planning, such as the phrasal complexity effect or word-
exchange errors. There was also some evidence that relational information may play a 
role in sentence planning, with more complex relations being more difficult to plan than 
simple ones. If this is the case, then the phrase may map onto primitive semantic 
relationships at the conceptual level, and the phrasal scope of planning may relate to 
translating primitive semantic relationships into their linguistic form. 
In terms of future research, it would be important to determine the extent to which 
semantic processing of individual items and relational processing are separate. It could be 
that a relation is first processed followed by the items involved in that relation, that items 
are processed first followed by the relation, or that both processes occur separately and in 
parallel. Several studies have tried to differentiate between these, such as in Smith and 
Wheeldon (2001, Experiment 5), in which subjects simply named the movement of 
pictures in a dynamic scene, but not the pictures themselves. However, the processing of 
a relationship in this way may not be the same involved when information about both the 
relation and the objects involved in the relation must be retrieved. 
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General Conclusions 
This study was conducted with the intention of better understanding the workings 
of the language production system. The two series of experiments dealt with different 
aspects of production. The experiment in Part I was conducted to better understand the 
processes involved in the production of a single word, whereas the experiments in Part II 
were conducted to better understand the processes involved in the production of a 
sentence. Although each dealt with language production at different levels of complexity 
and with accounts that have been formulated to explain processes at these different levels 
of complexity, both dealt with the language production system, and thus there should be a 
large overlap in the processes involved in performance on single-word or sentence 
production tasks. Thus, it is necessary to keep in mind that accounts for both should 
appeal to the same mechanisms as affecting performance, to the extent that such 
mechanisms would be involved single-word and sentence production tasks. For instance, 
if it is proposed that there is competition at the lexical level between items for selection in 
single-word production, then it should also be the case that competition would occur 
between lexical items when producing a sentence. 
As one example, the accounts of findings from both series of experiments 
attributed semantic interference as relating to processes that occur at the semantic level 
itself, rather than processes which arise at the semantic level and then subsequently affect 
the processing of the lexical level. Although the tasks used were somewhat different, one 
involving naming single pictures in isolation aiid the other in producing a sentence to a 
set of pictures presented simultaneously, it would be of interest if a single explanation of 
semantic interference could be used to explain both. In the case of blocked cyclic naming, 
it was argued that semantic interference arose due to noise which accumulated in 
representations at the semantic level, and in the case of the sentence production task, it 
was argued, based on the relationship between imageability and semantic interference, 
that semantic interference related to how one pattern of activation would interfere with 
another. Thus, as the initial phrase complexity effect was modulated by semantic 
relatedness and imageability, it may be the case that the semantic blocking effect could 
be modulated by such a manipulation as well. Vigliocco et al. (2002) found that the 
semantic blocking effect was modulated by the degree of semantic relatedness among 
items within a naming set, and thus it might be the case that other properties of items 
could be found which would affect to what extent a particular item would show a 
blocking effect. Such findings would give more specific information as to the nature of 
semantic interference involved. 
Footnotes 
An exploratory factor analysis could indicate whether this would be the case, but 
a preliminary analysis of variables along these lines indicated that they did not 
pass the minimum requirements for undertaking such an analysis, as measured by 
the Kaiser-Meyer-Olkin measure of sampling adequacy. 
The effect of repetition priming by time since last presentation was examined in 
the current study, but the pattern reported in the Crowther, Martin, and Biegler 
(2008) study was not found. However, there was found to be a confound in the 
current study which would likely obscure such an effect. Because a relatively 
large response set was used in each block (8 items), this meant that items with a 
short lag between presentations of an item would necessarily have a relatively 
longer lag between a previous pair of presentations for that item. For instance, if 
there was a lag of 2 between the second and third presentations of an item, then 
this would mean that the lag between the first and second presentations of that 
item must be from 7 - 1 5 , whereas if there was a lag of 8 between the second and 
third presentation, the lag between first and second presentation could be from 2 -
15. Thus, the lag of one presentation pair was not independent from previous or 
subsequent lags between other presentations of that same item. With short lags, 
this would result in an inhibition effect being obscured, as the previous naming 
latency for the previous naming of an item may have been much longer, since it 
would require that almost every other item had already been named twice. With 8 
items in the set, this might cause the other items to be especially strong 
competitors. The confound with lag may have been less of an issue in the 
Crowther et al. study, as only 4 items were used within a block, but it could be 
more of a problem in the current study when 8 items were used. One obvious 
problem with using only 4 items, and which was the motivation for using 8 in the 
current study, was that it is possible that the repetition priming x lag effect found 
in the Crowther et al. study was caused by subjects keeping track of which items 
had recently been presented. In order to look at this effect with a larger set of 
items while eliminating the confound of presentation lags not being independent 
from one another, it would be necessary to have a different experimental design 
from what is commonly used in the blocked cyclic naming task. In such a task, 
items would be repeatedly presented, but not presented in sets where every item 
must be named before moving on to the next presentation cycle. 
3. There is evidence from languages with grammatical genders that the concept of 
sexual gender does influence the conceptions of nouns with a grammatical gender 
but not obvious sexual gender. As one example, in Spanish-speaking countries, 
Death is conceptualized as being a woman, which may be related to the fact that 
the noun for death in Spanish—la Muerte —is feminine, whereas in German-
speakirtg countries, Death is conceptualized as being a man, perhaps related to the 
fact that the noun for death in German— der Tode —is masculine. In a study by 
Jakobson (1966), Russian subjects were asked to personify days of the week, and 
they consistently described the days of the week with masculine gender (Monday, 
Tuesday, and Thursday) as males and the days of the week with feminine gender 
(Wednesday, Friday, Saturday) as females. 
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Appendix A. Experiment 1: Semantic categories and items in semantic blocked 
cyclic naming task 
Instruments 
violin 
trumpet 
drum 
guitar 
bell 
harp 
piano 
flute 
Utensils 
pot 
spatula 
plate 
glass 
spOort 
ladle 
bowl 
cup 
Weapon 
gun 
arrow 
bomb 
rock 
cannon 
gun 
rope 
sword 
Body Parts 
nOse 
arm 
foot 
leg 
hand 
ear 
eye 
finger 
Vehicles 
sailboat 
train 
airplane 
car 
bicycle 
truck 
blimp 
bus 
Peonle 
dentist 
bride 
cowboy 
king 
priest 
pirate 
waiter 
fireman 
Clothing 
coat 
glove 
dress 
shirt 
pants 
hat 
belt 
sock 
Appliances 
iron 
radio 
refrigerator 
telephone 
toaster 
vacuum 
washer 
television 
Nature 
cloud 
lightning 
mountain 
rain 
sun 
moon 
tree 
desert 
Furniture 
desk 
table 
couch 
chest 
bed 
stool 
chair 
dresser 
Birds 
chicken 
duck 
eagle 
owl 
penguin 
swan 
turkey 
parrot 
Tovs 
ball 
balloon 
doll 
jumprope 
kite 
skateboard 
top 
yoyo 
Animals 
rabbit 
Pig 
dog 
goat 
sheep 
horse 
mouse 
cat 
Bugs 
ant 
bee 
butterfly 
grasshopper 
fly 
spider 
snail 
worm 
tools 
saw 
shovel 
ladder 
rake 
wrench 
drill 
hammer 
pliers 
Foods 
cake 
cheese 
pizza 
sandwich 
bread 
hamburger 
popcorn 
spaghetti 
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Appendix B. Experiment 1: Mean naming latencies in blocked cyclic naming for 
subsets of younger and older subjects 
950 
700 
Cycle 
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Appendix C. Experiment 1: Regression beta weights and R2 values of relationships 
between measures for both groups 
1 
1. Word Span — 
2. Operation A * 0.074, 
Span If •• 201 
2 
_ 
3 
— 
4 
: 
5 6 
_ 
7 
: 
8 9 10 
: 
u 
: 
12 
_ 
13 
: 
14 
_ 
3. Stroop V 
4. Stroop NV 
S. Recent 
Negatives 
4 = 0.634, 
# = .002 
4 = -1.669, 
# = .013 
4 = -1.326, 
# = . 0 1 6 
b = -9.041, 
# = .011 
b = 9.925, 
# = .013 
A =-7.311, 
# = .013 
-
b =0.131, 
# = .017 
b = -0.032, 
# = . 0 0 2 
-
-
4 = -0.016, 
# < 0.001 
6. Local 4=0.676, * = 13.465. »=0.021, 4=0.077, 4 -0 206. _ 
Switch # = .013 # = .144 # = .003 # = .038 # " . 1 3 7 
7. Global * =-0.852, * =-6.188, 4=0.015, 4=0.034, 4-0.156. 4 =-0.173, 
Switch # = .021 # = .017 # = .001 # = .008 #- - ,078 # = .029 
. . . 4 = 1428, 4 =-33.021, 4=0289 , 4=0495 , 4 = 1206, 4 =-0617, 4=0.694, _ 
8. Cyclic Size
 J ? = 0 0 2 # = 0 2 4 # = .014 # = .040 # = .129 # = .011 # = .014 
9Cyclic *=-9.61S, 4=-30.617, 4=0.527, 4=0.101, 4=0.507, 4=-0.739, 4=0.820, 4=0.198, _ _ _ _ _ 
Slope # « . 0 S 7 # = .016 # = .035 # = .001 # = .018 # = .012 # = .015 # = .030 
lO.Rel-Cum * =-44 111, 4 =-63.241, 4 =-1.204, 4 =-2.128, 4=0137, 4=-4.720, 4=4.589, 4=0.255, 4=-0.099, _ _ _ _ 
Slope # » 0 7 6 # = .004 # = .012 # = .037 # < 0 0 1 # = .030 # = .016 # = .003 # = .001 
ll.Unrel- A ~-43.514, 4 =-77.578, 4 =-0.979, 4 =-0.495, A =-0.861, A =-2.966, 4=6.607. 4 = J0618 , 4=0215 , 4 -0 .481 . _ __ _ 
Cum. Slope # = .063 # = .005 # = .007 # = .002 # = .003 # = .010 # = 0 5 1 # = .016 # = . 0 0 2 # - . 1 9 6 
12; Rel-Rep. A =-6.626, 4=21.377, '4=0.745. 4=0.176, A=-0.658, A = 1.325, A =-1.470, A =-0.074,: h =0.727. A •• 0.008, 4 = 0.022, _ _ 
Priming # = . 0 2 0 # = .006 # ' = .041 # = .003 # = .022 # = .028 # = .035 # = .003 # = .395 # " . 0 0 1 # = .007 
13.Unrel- 4=7.866, A =82 JOB. A =0.001,' 4=0.008, 4^-1579. 4-2 .742. 4--3.183, A--0.440, 4^-0.695. 4=0.015, 4=0.012. 4=0.302, _ 
Rep.Priming # = . 0 2 5 # ~ . 0 7 4 # < 0 0 1 # < 0 0 1 # « . 1 0 3 # - . 1 0 4 # - . 1 4 2 # ^ . 0 9 7 # - 3 1 2 # = .002 # = .002 # " 0 7 9 
14 M RT * = - I 8 0 ° . *=-5.201, 4=0.018, A=0.008, 4 =-0.114, A =-0.242, 4=0.100, 4 =-0.022, 4 • -0007, A = 0013. 4 =0.005, 4 =0.034, A » 0.037, 
14.MeanRl
 R._ ^ # = o n / p = 0 Q | jf = .Q47 # = .026 # = .030 # = .005 # = .011 # = .001 # = 079 # = . 0 1 1 # = .043 # = . 0 6 0 
(column measure is predicted from row measure) 
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Appendix D. Experiment 1: Regression beta weights and R2 values of relationships 
between measures for younger subjects 
1. Word Span . — — — — — — — — — — — — — 
2. Operation . * - 0.054. _ _ _ _ _ _ _ _ 
Span # = 107 : . ~ _ _ 
~ ~ 4 =-0.351, 4=11.872, 
3StroopV
 ] f = m tf=on _ _ _ _ _ _ _ _ _ _ _ 
. „ „ , 4=2.882, 4 -24.570. * =0.039, 
4.StroopNV ^ = ( ) 4 8 ^ ^ / f , _ ( w 2 _ _ _ _ _ _ _ _ _ _ 
S.Recent 4=-1.706, 4=-5.567, 4 = -0.083, 4=0.021, _ _ _ _ _ _ _ _ _ 
Negatives J? = .037 # = .011 # = .019 #=0 .001 __. 
6. Local 4 = 0.335, 4=4.229, 4=0.087, 4=0.062, 4 =-0.156, ~ — ~ ~ — — ~ — 
Switch # = .003 # = .013 # = .043 ft1 = .017 & = .049 
7.Global * =-1.654, 4=-5.837, 4 =-0.066, 4 =-0.041, 4=0.034, 4=0.061, _ _ _ _ _ _ _ 
Switch # = .067 # = .023 # = .023 # = .007 # = .002 # =004 
4 = 8.665, 4 = 14.736, 4 =-0.048, 4=0.426, 4-1.844, 4 = 1.015, 4 =-0.139, ~ — — — — ~ 
8. Cyclic Mze jf=056 fli=0O4 If <0.001 # = . 0 2 3 If - .202 If =.030 # = .001 
9. Cyclic 4 =-6.972, 4 =-4.842, 4=0.214, 4=0.097, 4=0.994, 4 =-0.042, 4=0.755, 4 =-0.023, _ _ _ _ _ 
Slope # = 0 3 8 # = .001 # = .008 # = .001 # = .061 #<0 .001 # = .018 # = .001 — 
lO.Rel-Cum. 4--51.974, 4=-75.603, 4--0.560, 4=-2.457, 4=-3.058, 4=-1.325, 4=2.330, 4=-0.633, 4 - - 1 267. _ _ _ _ 
Slope # - . 1 3 3 # = . 0 0 8 # = .003 # = .051 #=0 .037 # = .003 # = .011 # = .026 If - 101 
ll.Unrel- »=-64.308, A ='-203.67, ft =-0.643, 4=0.394, 4 «-5.797, 4=1.414, 4=7.252, 4=-l.706, 4=0.406, * -0100, _ _ _ 
Cuni Slope # = . 1 7 4 # = .047 # = . 0 0 4 # = :001 # = .112 # = .003 # = .091 # = .163 # = . 0 0 9 II' *• 136 — 
12Rel-Rep. 4 =-5.272, ' 4 =24.617, 4=0.703, 4=0.471, 4 = -0.306,' 4 =1.630, b =-0.206, 4 =-0.120, 4 =0.723. 4 =-0.06, 4 = 0.025, _ _ 
Priming # = .018 # = .010 # = .069 # = .024 # = . 0 0 5 # = .065 # = .001 # = .012 # ^ . 4 2 0 # = 0 4 4 # = .010 
13Unrel- 4=3.526, 4=45.481, 4=0.558, 4 =0.611, * =-2.028, 4=2.057, 4 =-1.556, 4 =-0.165, * =-0670, 4 =0.055, 4 =0.011, * =0.360, '''_• 
Rep.Priming # = .006 # = .026 # = 0.032 # = 0.030 # = . 1 5 1 # = 0 7 6 # = .046 # = .017 # = .264 # = .028 # = 0 0 1 # = 0 9 5 
14 M RT 4 ' " - 2 7 0 0 ' * = 1090 ,# 4=0.103, 4=0.026, » = -0.324, 4=0.069, 4=0.156, 4 - 0 . 0 9 3 , *=-0.035, b • 0.019, 4" 0025. 4 = 0.057,' b = 0.089, 
14. Mean RT ^
 [ < g <000l # = .033 # = .002 # = 1 1 7 # = .003 # = .014 # " . 1 6 2 # = . 0 2 1 # = IPS # - 2ul # = .071 # = .240 
(column measure is predicted from row measure) 
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Appendix E. Experiment 1: Regression beta weights and R values of relationships 
between measures for older subjects 
i 
1. Word Span — 
2. Operation * » I) 091. 
Span # • 272 
. , 4 = -2 067, 6 =-8 370, 
3StroopV
 lf_J)l4 lfmMI -
A c xn, 6 =-1.861. * =-8.162, *'"0.306. 
4. Snoop NV
 # = 0 1 4 rf=0„ ^ , 1 ) 7 -
5. Recent 6 =-0.382, * =-5.049, 6 =-0053, 6 =-0.064, 
Negatives # - . 0 0 1 # = .005 # = .005 # = 0.006 
6. Local 
Switch 
7. Global 
Switch 
# =0.702, 
# = .014 
* =-0.228, 
# = .002 
»-> 17.317. 
# = .269 
b =-4.531, 
# = .020 
6 =0.061, 
# = .031 
b = 0 024, 
# = 005 
# =0.078, 
# = .053 
6=0.091, 
# = 080 
6 -0.230, 
# • 263 
* -=!) 220. 
It ••.264 
6 =-0.267, 
# = .078 
: : : : 
— 
: : : 
.. b =-2.347, b =-51.827, 6 =0.237, * =0.606, 4=0.695, 6 =-1.428, 4 = 1.114, _ _ _ _ _ _ 
8. Cyclic Size # = ( m /f = Q67 # = 0.013 # = .072 # = .064 # = .060 # = .033 
9.Cyclic 6 =-12.283, 4 =-54.910, 4=0.786, 4=0121 , 4 =-0136, 4 =-1.467, 4=0.826, 6 - 0 4 3 4 . _ _ _ _ _ 
Slope # = .076 # = .023 # = .091 # = . 0 0 2 # = .001 # = 0.038 # = .011 #=• 117 
lO.Rel-Cum. 4=-39.118, 4=-92.829, 4=- ld64 , 4=-1.937, 6=4.320, 4=-9.666, 6=7.803, 6=1.347, » = 1 21M, _ _ _ _ 
Slope # = .049 # = . 0 0 8 # = . 0 1 1 # = .029 # = 0.093 # = .102 # = .061 # = 0 7 2 # - 0 9 3 
ll.Unrel- 6 = -22.235, 4 = 40.544, 4 =-0.954, 6 =-1.533, 4 "4.756, 6 =-8.053, 6=5.548, 4=0621 , 4=0.017, 6 ^ 0 565. _ _ _ 
Cum.Slope # = .014 # = .001 # = .007 # = .016 # = .107 # = .061 # = .026 # = .013 # < 0 0 1 # = .272 
lZRel-Rep. 6 =-9098, 6 =7.866;# 6 =0.9911, 6 =-0.243, 6 = -1.171, 6 ^0780. 6=-3.322: 6=0013 , 6=0.743. 6=0.093,6=0.017, _ _ 
Priming # = .028 =001 # ' . ; 0 0 # = .005 # = .074 # = 0 0 7 # - 1 2 0 # < 001 # - . 3 7 6 # = .091 # = .004 
13.Unrel- 6 = 10.917, h" 100.J2, 6 -0.135, 4=-0.630, 4=-1.022, 6=3.095. 6 - -47S9. 6 =-0.662. 4--0.730, 6=-0.03, 6=0.011, 6=0.241, 
Rep. Priming # = .041 # « 1 0 7 # = 0 0 0 2 # = 0.033 # = .057 # " . 1 1 7 # - 2 5 2 # = .188 # = 3 6 8 # = .009 # = . 0 0 2 # = .059 
14 M RT * = - 1 - 3 9 2 > * =-8.712, 6=-0.015, 6=0.056, 6 =-0.003, 6 - -0.527. 6=0.088, 6=0.014, 4=0.007, 4 =0.010, 6 =-0.01, 6 =0.022, 4 =6.011, 
14 Mean RT
 flj=040 jf = 0Q4g # = .001 # = .015 # < 0 0 1 # " . 1 5 0 # = .004 # = .005 # = 0 0 2 # = .066 # = .021 # = .029 # = .007 
(column measure is predicted from row measure) 
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Appendix F. Items from Experiment 2 
Semantic Pairs 
banjo-violin 
bear-goat 
cloud-sun 
clown-doctor 
deer-monkey 
dentist-waiter 
dog-mouse 
hammer-rake 
harp-guitar 
horse-lion 
pants-vest 
rain-mountain 
shoulder-hand 
shovel-ladder 
tiger-panda 
tire-wheel 
saw-wrench 
mushroom-carrot 
car-truck 
trashcan-barrel 
pie-cake 
pig-camel 
bathtub-sink 
rabbit-seal 
Phonological Pairs 
banjo-bear 
clown-cloud 
deer-dentist 
dog-doctor 
guitar-goat 
hammer-horse 
hand-harp 
ladder-lion 
monkey-mushroom 
mouse-mountain 
panda-pants 
rake-rain 
shoulder-shovel 
sun-saw 
tiger-tire 
vest-violin 
wheel-waiter 
carrot-car 
truck-trashcan 
barrel-bathtub 
pie-pig 
cake-camel 
wrench-rabbit 
sink-seal 
Appendix G. Items from Experiment 4 
Semantically 
banjo-violin 
cloud-sun 
couch-stool 
belt-vest 
harp-guitar 
pants-jacket 
shoulder-hand 
tiger-panda 
saw-wrench 
car-truck 
pie-cake 
bathtub-sink 
[ pairs 
bear-goat 
clown-doctor 
dentist-waiter 
hammer-rake 
foot-arm 
rain-mountain 
shovel-ladder 
tire-wheel 
mushroom-carrot 
trashcan-barrel 
pig-camel 
bomb-gun 
