Differentiability inside sets with upper Minkowski dimension one by Dymond, Michael & Maleva, Olga
ar
X
iv
:1
30
5.
31
54
v1
  [
ma
th.
FA
]  
14
 M
ay
 20
13
DIFFERENTIABILITY INSIDE SETS WITH UPPER
MINKOWSKI DIMENSION ONE.
MICHAEL DYMOND AND OLGA MALEVA
Abstract. We show that every finite-dimensional Euclidean space
contains compact universal differentiability sets of upper Minkowski
dimension one. In other words, there are compact sets S of upper
Minkowski dimension one such that every Lipschitz function de-
fined on the whole space is differentiable inside S. Such sets are
constructed explicitly.
1. Introduction
Lipschitz functions on Banach spaces have somewhat strong differ-
entiability properties. Rademacher’s Theorem is a classical result and
states that a Lipschitz function on a Euclidean space is differentiable
almost everywhere with respect to the Lebesgue measure [7, p. 100]. A
more recent theorem, due to Preiss and published in 1990, asserts that
every Lipschitz function on a Banach space X , with norm differentiable
away from the origin, is differentiable on a dense subset of X [8].
For Lipschitz functions on R, a converse statement to Rademacher’s
Theorem is true; for every subset N of R with Lebesgue measure zero,
there exists a Lipschitz function f = fN that is nowhere differentiable
on N . This fact is proved in [9], where a full characterisation of the
possible sets of non-differentiability of a Lipschitz function on R is
given.
The converse statement to Rademacher’s Theorem fails in higher di-
mensions. In [8], it is proved that there exists a subset of R2, with
Lebesgue measure zero, which contains a point of differentiability of
every Lipschitz function on R2. Sets containing a point of differentia-
bility of every Lipschitz function are said to have the universal differ-
entiability property and are called universal differentiability sets. This
terminology was introduced by Dore´ and Maleva and first appeared in
[3].
As alluded to above, subsets of Rd can be distinguished according to
their Lebesgue measure. The Lebesgue null, universal differentiability
set given in [8] contains every line segment between pairs of points with
rational co-ordinates. In some sense, this set is still rather large; the
closure of this set is the whole of R2. Recent work of Dore´ and Maleva
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has uncovered much smaller sets in Rd with the universal differentiabil-
ity property. A compact universal differentiability set with Lebesgue
measure zero is constructed in [2].
In order to detect smaller universal differentiability sets, we must
appeal to some other notion of size, rather than the Lebesgue measure.
In the theory of fractal geometry, the size of a set is often ascertained
by dimension. The Hausdorff dimension, based on a construction of
Carathe´odory is the oldest and perhaps the most important example
of a dimension [5, p. 27]. It is defined for all subsets of a Euclidean
space according to the Hausdorff measure; see [7] or [5] for a complete
definition. In [3], a compact universal differentiability set with Haus-
dorff dimension one is constructed. This result is optimal in the sense
that any universal differentiability set in a Euclidean space must have
Hausdorff dimension at least one [3, Lemma 1.5]. Finally, it is proved
in [4] that every non-zero Banach space with separable dual contains a
closed and bounded universal differentiability set of Hausdorff dimen-
sion one. This is a generalisation of the main result of [3] for infinite
dimensional Banach spaces.
The Minkowski dimensions of a bounded subset of Rd are closely
related to the Hausdorff dimension. Whilst the Hausdorff dimension
of a set is based on coverings by sets of arbitrarily small diameter,
the Minkowski dimensions are defined similarly according to coverings
by sets of the same small diameter. For this reason, the Minkowski
dimension is often referred to as the box-counting dimension [5, p. 41].
The definition below follows [7, p. 76-77].
Definition 1.1. Given a bounded subset A of Rd and ǫ > 0, we define
Nǫ(A) to be the minimal number of balls of radius ǫ required to cover
A. That is, Nǫ(A) is the smallest integer n for which there exists balls
B1, . . . , Bn ⊆ R
d, each of radius ǫ, such that A ⊆ ∪iBi.
The lower Minkowski dimension of A is then defined by
(1.1) dimM(A) = inf
{
s > 0 : lim inf
ǫ→0
Nǫ(A)ǫ
s = 0
}
,
and the upper Minkowski dimension of A is given by
(1.2) dimM(A) = inf
{
s > 0 : lim sup
ǫ→0
Nǫ(A)ǫ
s = 0
}
.
Writing dimH for the Hausdorff dimension, it is readily verified that
dimH(A) ≤ dimM(A) ≤ dimM(A) for all bounded A ⊆ R
d. The Haus-
dorff dimension and Minkowski dimensions can be very different: For
example, a countable dense subset of a ball in Rd has Hausdorff di-
mension 0 whilst having the maximum upper and lower Minkowski
dimension d. A construction of a set having lower Minkowski dimen-
sion strictly less than its upper Minkowski dimension is given in [7, p.
77]. It is worth noting that the Minkowski dimension behaves nicely
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with respect to closures; we have that dimM(A) = dimM(Clos(A)) and
dimM(A) = dimM(Clos(A)).
In the present paper, we verify the existence of a compact universal
differentiability set with upper and lower Minkowski dimension one in
R
d for d ≥ 2. Such a set is constructed explicitly. This is an improve-
ment on the result of [3], where a compact universal differentiability set
of Hausdorff dimension one is given. The construction in [3] involves
considering a Gδ set O of Hausdorff dimension one, containing all line
segments between points belonging to a countable dense subset R of
the unit ball in Rd (and hence the Minkowski dimension of O is equal
to d). The set O can be expressed as O =
⋂∞
k=1Ok, where each Ok
is an open subset of Rd and Ok+1 ⊆ Ok. For each k ≥ 1, a set Rk
is defined consisting of a finite union of line segments between points
from R. Since Rk is then a closed subset of O, it is possible to choose
wk > 0 such that Bwk(Rk) ⊆ Ok. The final sets Uλ are then defined by
Uλ =
∞⋂
k=1
⋃
k≤n≤(1+λ)k
Bλwk(Rk)
for λ ∈ [0, 1]. Observe that, for each k ≥ 1 and λ ∈ [0, 1] the
closed set
⋃
k≤n≤(1+λ)k Bλwk(Rk) is contained in Ok. Consequently,
dimH(Uλ) ≤ dimH(O) = 1. There is no non-trivial upper bound for
the Minkowski dimensions of the sets Uλ constructed in [3]. For con-
structing a universal differentiability set with upper or lower Minkowski
dimension one, the approach of [3] fails because the set O has the max-
imum upper and lower Minkowksi dimension, d.
To get a set of lower Minkowski dimension one it would be enough
to control the number of δ-cubes (this will refer to a cube with side
equal 2δ) for a specific sequence δn ց 0. Assume p > 1 is a fixed
number and we want to make sure that the set to be constructed has
lower Minkowski dimension less than p. Imagine that we have reached
the nth step of the construction where we require that Cn is an upper
estimate for a number of δn-cubes needed to cover the final set W ,
and Cnδ
p
n < 1. The idea for the next step is to divide each δn-cube
by a Kn × · · · × Kn grid into smaller δn+1 = δn/Kn-cubes. If Kn is
big enough, then as δpn/δ
p
n+1 = K
p
n, we are free to choose inside the
given δn-cube any number of δn+1-boxes up to K
p
n. This could, for
example, be Kn(logKn)
Mn ≪ Kpn for any fixed p > 1, see inequality
(3.28); Kn = Q
sn and |En| ≤ s
2d
n , Mn ≪
sn
log sn
. We then have that the
product of the total number of δn+1-cubes needed to cover W by δ
p
n+1
is bounded by 1 from above as well. Since this is satisfied for all n, we
conclude that dimM(W ) ≤ p. Since this is true for every p > 1, we
obtain a set of lower Minkowski dimension 1.
Getting dimM(W ) ≤ 1 is less clear. As n grows, the number Kn has
to tend to infinity or otherwise we would get many points of porosity
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inside W , see below for the definition and discussion of porosity. In
order to prove that dimM(W ) ≤ p we should be able to show that there
exists δ0 > 0 such that for every δ ∈ (0, δ0) the set W can be covered
by a controlled number Nδ of δ-boxes. In other words, Nδδ
p should
be bounded for all δ below certain threshold. Choosing n such that
δn+1 < δ ≤ δn gives Nδδ
p ≤ Nδn+1δ
p
n = Nδn+1δ
p
n+1K
p
n, and the factor
Kpn → ∞ makes it impossible to have a constant upper estimate for
Nδδ
p. The idea here is that we need to leave a “gap” for an unbounded
sequence in the estimate for Nδnδ
p
n and to make sure that K
p
n fits inside
that gap. The realisation of that gap is the inequality (3.32).
To finish the introduction, let us briefly explain why we should be
concerned about porosity points. A point x ∈ W is called its porosity
point if there exists λ > 0 such that for any r > 0 there is a point
y ∈ B(x, r) such that B(y, λ‖y−x‖)∩W = ∅. If x is a porosity point
of W then the distance to W , f(·) = dist(·,W ), is a 1-Lipschitz func-
tion not differentiable at x. Since our aim is to construct a universal
differentiability set, we try to avoid as much as possible constructions
that lead to many porosity points inside the set we construct. More
information about porous and σ-porous sets can be found in the sur-
vey [10], and further discussion of relations between problems about
differentiability of Lipschitz functions and the theory of porous and
σ-porous sets is presented in the recent book [6].
Structure of the paper
In Section 2 we establish a criterion for the universal differentiability
property based on the results of [2] and [4]. Section 3 is devoted to the
construction of the new set of upper Minkowski dimension one. Finally,
in Section 4, we apply the result established in Section 2 to prove that
our set has the universal differentiability property.
2. Differentiability
In this section, we prove a criterion for the universal differentiability
property. We begin by defining the two key notions of differentiability
of a real valued function f on a Banach space X , according to [1, p. 83].
Definition 2.1. A function f : X → R is said to be Fre´chet differen-
tiable at a point x ∈ X if the limit
f ′(x, e) = lim
t→0
f(x+ te)− f(x)
t
exists uniformly in e ∈ B(0, 1) and is a bounded linear map.
Next, we formalise what it means for a function f : X → R to be
Lipschitz [3, p. 2].
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Definition 2.2. A function f : X → R is called Lipschitz if there exists
L > 0 such that |f(y)− f(x)| ≤ L ‖y − x‖X for all x, y ∈ X with y 6=
x. If f : X → R is a Lipschitz function then the number
Lip(f) = sup
{
|f(y)− f(x)|
‖y − x‖X
: x, y ∈ X , y 6= x
}
is finite and is called the Lipschitz constant of f .
Theorem 2.3 is an amalgamation of the results in [2] and [3]. Roughly
speaking, it says that a closed set S has the universal differentiability
property if every point in S can be approximated, in a special way, by
line segments contained in S. We use this theorem in Section 3 to con-
struct a universal differentiability set with upper Minkowski dimension
one.
Theorem 2.3. Let d ≥ 2. Suppose that (Uλ)λ∈[0,1] is a family of closed
subsets of Rd satisfying Uλ1 ⊆ Uλ2 whenever 0 ≤ λ1 ≤ λ2 ≤ 1. Suppose
further that for every λ ∈ [0, 1), ψ ∈ (0, 1 − λ) and η ∈ (0, 1), there
exists
δ1 = δ1(λ, ψ, η) > 0
such that whenever x ∈ Uλ, δ ∈ (0, δ1) and v1, v2, v3 are in the closed
unit ball in Rd, there exists v1
′, v2
′, v3
′ ∈ Rd such that ‖vi
′ − vi‖ ≤ η
and [x+ δv1
′, x+ δv3
′] ∪ [x+ δv3
′, x+ δv2
′] ⊆ Uλ+ψ. Then the set
(2.1) S =
⋃
q<1
Uq
is a universal differentiability set. Moreover, S has the property that
whenever y ∈ S, ρ > 0 and g : Rd → R is a Lipschitz function, there
exists x ∈ S such that ‖x− y‖ < ρ and g is differentiable at y.
Proof of Theorem 2.3. Let y ∈ S, ρ > 0 and g : Rd → R be a Lipschitz
function. We show that there exists a point x ∈ S such that g is
differentiable at x and ‖x− y‖ < ρ.
We may assume Lip(g) > 0. LetH be the Hilbert space Rd. Set λ1 =
1 and fix λ˜0 ∈ (0, 1) and y
′ ∈ Uλ˜0 such that ‖y
′ − y‖ < ρ/3. Taking
δ < min{δ1, ρ/4} we can find a line segment [a, b] ⊆ R
d with [a, b] ⊆
Uλ0 ∩ Bρ/3(y
′), where λ0 ∈ (λ˜0, 1). Then, by Lebesgue’s theorem, there
exists a point x0 ∈ [a, b] such that the directional derivative g
′(x0, e0)
exists, where e0 = (b− a)/‖b− a‖.
Set f0 = g, (S,) = ([0, 1],≤), K = 25
√
2Lip(g), σ0 = ρ/3, µ =
Lip(g), and apply [3, Theorem 2.7] where H = Rd.
This theorem provides us with the Lipschitz function f , the number
λ ∈ (λ0, λ1), the point x ∈ Uλ ∩ Bσ0(x0), the direction e ∈ S
d−1 and,
for each ǫ > 0, the numbers σǫ > 0 and λǫ ∈ (λ, 1) such that f − f0 is
linear with operator norm less than or equal to µ and the directional
derivative f ′(x, e) > 0 is almost locally maximal in the following sense:
Whenever
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(i) x′ ∈ Fǫ = Uλǫ ∩ Bσǫ(x), f
′(x′, e′) ≥ f ′(x, e) and
(ii) for any t ∈ R
(2.2)
|(f(x′ + te)− f(x′))− (f(x+ te)− f(x))| ≤ K
√
f ′(x′, e′)− f ′(x, e)|t|,
then we have f ′(x′, e′) < f ′(x, e) + ǫ.
We then verify that the conditions of [3, Lemma 2.8] hold for the
function f : Rd → R, the pair (x, e) and the family of sets Fǫ ⊆ R
d
defined in (i). This would imply that the function f is differentiable at
x.
We already have that the derivative f ′(x, e) exists and is non-nega-
tive. We now verify condition (1) of [3, Lemma 2.8]. Given ǫ > 0 and
η ∈ (0, 1) we put ψǫ = λǫ − λ and define
δ⋆ = δ⋆(ǫ, η) =
1
2
min {δ1(λ, η, ψǫ), σǫ} ,
where δ1(λ, η, ψǫ) is defined in the hypothesis of Theorem 2.3. Let
v1, v2, v3 ∈ B1(0) ⊆ R
d and δ ∈ (0, δ⋆). Since 0 < δ < δ1(λ, η, ψǫ), there
exist, by the hypothesis of Theorem 2.3, points v1
′, v2
′, v3
′ ∈ Rd with
‖vi
′ − vi‖ ≤ η and
[x+ δv1
′, x+ δv3
′] ∪ [x+ δv3
′, x+ δv2
′] ⊆ Uλ+ψǫ = Uλǫ .
Moreover, given that δ < σǫ, we have
[x+ δv1
′, x+ δv3
′] ∪ [x+ δv3
′, x+ δv2
′] ⊆ Uλǫ ∩ Bσǫ(x) = Fǫ.
Thus, condition (1) of [3, Lemma 2.8] is verified. Note that Lip(f) ≤
Lip(g) + µ = 2Lip(g) so that 25
√
Lip(f) ≤ K. Now, condition (2) of
[3, Lemma 2.8] is apparent from the definition of the sets Fǫ and (ii).
Therefore, by [3, Lemma 2.8] the function f is differentiable at x.
Since g − f is linear, we conclude that g is also differentiable at x.
Moreover, we have that x ∈ Uλǫ ⊆ S and
‖x− y‖ ≤ ‖x− x0‖+ ‖x0 − y
′‖+ ‖y′ − y‖ < ρ/3 + ρ/3 + ρ/3 = ρ.

3. The Set
We let d ≥ 2 and construct a universal differentiability set of upper
Minkowski dimension one in Rd. There are many equivalent ways of
defining the (upper and lower) Minkowski dimension of a bounded sub-
set of Rd. In addition to Definition 1.1 in Section 1, several examples
can be found in [7, p. 41-45]. The equivalent definition given below
will be most convenient for our use. By an ǫ-cube, with centre x ∈ Rd,
parallel to e ∈ Sd−1, we mean any subset of Rd of the form
(3.1) C(x, ǫ, e) =
{
x+
d∑
i=1
tiei : e1 = e, ti ∈ [−ǫ, ǫ]
}
.
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where e2, . . . , ed ∈ S
d−1 and 〈ei, ej〉 = 0 whenever i 6= j.
Definition 3.1. Given a bounded subset A of Rd and ǫ > 0, we denote
by Nǫ(A) the minimum number of (closed) ǫ-cubes required to cover A.
That is, Nǫ(A) is the smallest integer n for which there exist ǫ-cubes
C1, C2, . . . , Cn such that
A ⊆
n⋃
i=1
Ci.
As in Definition 1.1, we define the lower Minkowski dimension of A by
(1.1) and the upper Minkowski dimension of A by (1.2).
For a point x ∈ Rd and w > 0, we shall write Bw(x) for the closed
ball with centre x and radius w with respect to the Euclidean norm.
For a subset S of Rd, we let Bw(S) =
⋃
x∈S Bw(x). The cardinality of
a finite set F shall be denoted by |F |. Given a real number α, we write
[α] for the integer part of α.
Fix two sequences of positive integers (sk) and (Mk) such that the
following conditions are satisfied:
(3.2) 3 ≤Mk ≤ sk; Mk, sk →∞;
Mk log sk
sk
→ 0
and there exists a sequence s˜k ≥ sk such that
(3.3)
s˜k − s˜k−1
sk
→ 0.
Note that if the sequence (s˜k−s˜k−1)k≥2 is bounded and sk →∞, then
(3.3) is satisfied. Hence an example of sequences (sk), (s˜k) satisfying
(3.2) and (3.3) is s˜k = ak + b with a > 0 and any integer sequence
sk →∞ such that 3 ≤ sk ≤ s˜k.
We also remark that if sk →∞ is such that
(3.4)
sk
sk+1
→ 1,
then (3.3) is satisfied with s˜k = sk. Indeed,
s˜k − s˜k−1
sk
= 1−
sk−1
sk
→ 0.
An example of an integer sequence sk → ∞ satisfying (3.4) is sk =
max{3, [F (k)]}, where F (x) is a linear combination of powers of x such
that the highest power of x is positive and has a positive coefficient.
Also, whenever sk → ∞ satisfies the condition (3.4), the sequence
s′k = [log sk] also satisfies this condition and tends to infinity.
Once (sk) is defined there is much freedom to choose (Mk). For
example, we may take Mk = [s
α
k ] with α ∈ (0, 1) or Mk = [log sk] etc.
Let now Ek be a maximal
1
sk
-separated subset of Sd−1. We therefore
get a collection of finite subsets Ek ⊆ S
d−1 such that
(3.5) |Ek| ≤ s
2d
k and ∀e ∈ S
d−1∃ e′ ∈ Ek s.t. ‖e− e
′‖ ≤
1
sk
.
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Definition 3.2. Given a line segment l = x + [a, b]e ⊆ Rd and 0 <
w < length(l)/2, define Fw(l) to be a finite collection of cubes of the
form C(xi, w, e), defined by (3.1), with xi ∈ l, such that
(3.6) Bw(l) ⊆
⋃
C∈Fw(l)
C and |Fw(l)| < length(l)/w.
Fix an arbitrary number Q ∈ (1, 2). Let l1 be a line segment in R
d of
length 1, set w1 = Q
−s1, L1 = {l1}, C1 = Fw1(l1) and T1 =
{
Bw1(l1)
}
.
We refer to the collection L1 as ‘the lines of level 1’, the collection C1
as ‘the cubes of level 1’ and the collection T1 as ‘the tubes of level 1’.
Note that C1 is a cover of the union of tubes in T1. Suppose that k ≥ 2,
and that we have defined real numbers wr > 0 and the collections Lr
of lines, Tr of tubes and Cr of cubes of level r = 1, 2, . . . , k − 1 in such
a way that
Tr =
{
Bwr(l) : l ∈ Lr
}
; Cr =
⋃
l∈Lr
Fwr(l) is a cover of
⋃
{T : T ∈ Tr}.
We now describe how to construct the lines, cubes and tubes of the
kth level. We start with the definition of the new width. Set
(3.7) wk = Q
−skwk−1.
The collections Lk of lines, Tk of tubes and Ck of cubes will be par-
titioned into exactly Mk + 1 classes and each class will be further
partitioned into categories according to the length of the lines. We
first define the collections of lines, tubes and cubes of level k, class 0
respectively by
(3.8)
L(k,0) = Lk−1, T(k,0) =
{
Bwk(l) : l ∈ L(k,0)
}
and C(k,0) =
⋃
l∈L(k,0)
Fwk(l).
We will say that all lines, tubes and cubes of level k, class 0 have the
empty category. From (3.8) and Definition 3.2, we have that C(k,0) is a
cover of the union of tubes in T(k,0). Using (3.6), we also have that
(3.9)
∣∣C(k,0)∣∣ = ∑
l∈L(k,0)
|Fwk(l)| ≤
1
wk
∑
l∈L(k,0)
length(l).
The intersection of each line l in L(k,0) = Lk−1 with a cube C ∈ Ck−1
is a line segment of length at most 2wk−1. Moreover, the collection of
cubes Ck−1 is a cover of the union of lines in L(k,0). It follows that
(3.10)
∑
l∈L(k,0)
length(l) ≤ 2 |Ck−1|wk−1.
Combining (3.9), (3.10) and (3.7) yields
(3.11)
∣∣C(k,0)∣∣ ≤ 2 |Ck−1|Qsk .
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Definition 3.3. Given a bounded line segment l ⊆ Rd, an integer
j ≥ 1 with length(l) ≥ Qjwk/sk and a direction e ∈ S
d−1, we define a
collection of line segments Rl(j, e) as follows: Let Φ ⊆ l be a maximal
Qjwk
sk
-separated set and set
Rl(j, e) = {φx : x ∈ Φ} ,
where φx is the line defined by
(3.12) φx = x+ [−1, 1]Q
jwke.
We note for future reference that
(3.13) |Rl(j, e)| ≤
2sk length(l)
Qjwk
.
For j ∈ {1, 2, . . . , sk}, we define the collection of lines of level k, class
1, category (j) by
(3.14) L
(j)
(k,1) =
⋃
l∈L(k,0)
⋃
e∈Ek
Rl(j, e).
We emphasise that all the lines in L
(j)
(k,1) have the same length. Indeed,
from Definition 3.3, we get
(3.15) length(l) = 2Qjwk for all lines l ∈ L
(j)
(k,1).
From (3.13) and (3.14), it follows that
(3.16)
∣∣∣L(j)(k,1)∣∣∣ ≤ 2w−1k sk |Ek|Q−j ∑
l∈L(k,0)
length(l).
Together, (3.16), (3.10) and (3.7) imply
(3.17)
∣∣∣L(j)(k,1)∣∣∣ ≤ |Ck−1| (4sk |Ek|)Qsk−j .
Let
(3.18) C
(j)
(k,1) =
⋃
l∈L
(j)
(k,1)
Fwk(l).
Then, using (3.6), (3.15) and (3.17) we obtain∣∣∣C(j)(k,1)∣∣∣ ≤ ∑
l∈L
(j)
(k,1)
|Fwk(l)| ≤
1
wk
∑
l∈L
(j)
(k,1)
length(l)
≤
∣∣∣L(j)(k,1)∣∣∣× 2×Qjwk
wk
≤ 8 |Ck−1| sk |Ek|Q
sk .(3.19)
The collection of tubes of level k, class 1, category (j) is defined by
(3.20) T
(j)
(k,1) =
{
Bwk(l) : l ∈ L
(j)
(k,1)
}
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From Definition 3.2, (3.18) and (3.20) it is clear that C
(j)
(k,1) is a cover
of the union of tubes in T
(j)
(k,1). We can also use (3.20) and (3.17) to
conclude that
(3.21)
∣∣∣T (j)(k,1)∣∣∣ = ∣∣∣L(j)(k,1)∣∣∣ ≤ |Ck−1| (4sk|Ek|)Qsk−j .
The collections of lines, cubes and tubes of level k, class 1 are now
defined by
#(k,1) =
sk⋃
j=1
#
(j)
(k,1),
where # stands for L, C or T . Note that C(k,1) is a cover of the union
of tubes in T(k,1). Moreover, in view of (3.19), we get
(3.22)
∣∣C(k,1)∣∣ ≤ sk∑
j=1
∣∣∣C(j)(k,1)∣∣∣ ≤ 2 |Ck−1| (4s2k|Ek|)Qsk .
Suppose that 1 ≤ m < Mk and that we have defined the collections
L(k,m), C(k,m) and T(k,m)
of lines, cubes and tubes of level k, class m. Assume that these collec-
tions are partitioned into categories
L
(j1,...,jm)
(k,m) , C
(j1,...,jm)
(k,m) and T
(j1,...,jm)
(k,m)
where the ji are integers satisfying
(3.23) 1 ≤ ji+1 ≤ ji ≤ sk for all i.
Suppose that the following conditions hold.
length(l) = 2Qjmwk for all lines l in L
(j1,...,jm)
(k,m) ,(Im) ∣∣∣L(j1,...,jm)(k,m) ∣∣∣ ≤ |Ck−1| (4sk|Ek|)mQsk−jm ,(IIm)
T
(j1,...,jm)
(k,m) =
{
Bwk(l) : l ∈ L
(j1,...,jm)
(k,m)
}
,(IIIm)
C
(j1,...,jm)
(k,m) =
⋃
l∈L
(j1,...,jm)
(k,m)
Fwk(l),(IVm)
∣∣∣C(j1,...,jm)(k,m) ∣∣∣ ≤ 2 |Ck−1| (4sk|Ek|)mQsk .(Vm)
For an integer sequence (j1, . . . , jm, jm+1) satisfying (3.23) we define
the collection of lines of level k, class (m+ 1), category (j1, . . . , jm+1)
by
(3.24) L
(j1,...,jm+1)
(k,m+1) =
⋃
l∈L
(j1,...,jm)
(k,m)
(⋃
e∈Ek
Rl(jm+1, e)
)
.
Michael Dymond and Olga Maleva 11
Note that every line in the collection L
(j1,...,jm+1)
(k,m+1) has the same length.
In fact, by Definition 3.3 we have that (Im+1) is satisfied. Combining
(3.13), (Im) and (IIm) we deduce the following:∣∣∣L(j1,...,jm+1)(k,m+1) ∣∣∣ ≤ 2sk |Ek|w−1k Q−jm+1 ∑
l∈L
(j1,...,jm)
(k,m)
length(l)
≤ |Ck−1| (4sk|Ek|)
m+1 ×Qsk−jm+1.(3.25)
Thus, (IIm+1) is satisfied. We define the collection of tubes and cubes
of level k and class m+ 1, category (j1, . . . , jm+1) by (IIIm+1) and
(IVm+1). Using (3.6), (Im+1) and (3.25) we obtain∣∣∣C(j1,...,jm+1)(k,m+1) ∣∣∣ ≤ ∑
l∈L
(j1,...,jm+1)
(k,m+1)
|Fwk(l)| =
1
wk
∑
l∈L
(j1,...,jm+1)
(k,m+1)
length(l)
≤
1
wk
×
∣∣∣L(j1,...,jm+1)(k,m+1) ∣∣∣× 2×Qjm+1wk ≤ 2 |Ck−1| (4sk|Ek|)m+1Qsk ,
and this verifies (Vm+1). The collections of lines, tubes and cubes of
level k, class m+ 1 are given by
#(k,m+1) =
⋃
sk≥j1≥···≥jm+1≥1
#
(j1,...,jm+1)
(k,m+1) ,
where # stands for L, T or C.
Note that C(k,m+1) is a cover of the union of tubes in T(k,m+1). More-
over, in view of (Vm+1) and (3.23) we have
(3.26)
∣∣C(k,m+1)∣∣ ≤ ∑
(j1,...,jm+1)
∣∣∣C(j1,...,jm+1)(k,m+1) ∣∣∣
≤ 2 |Ck−1| (4sk|Ek|)
m+1sm+1k Q
sk = 2 |Ck−1| (4s
2
k|Ek|)
m+1Qsk ,
and this generalises (3.22) for arbitrary 0 ≤ m < Mk. Finally, the
collections of lines, tubes and cubes of level k are given by
(3.27) Lk =
Mk⋃
m=0
L(k,m), Tk =
Mk⋃
m=0
T(k,m) and Ck =
Mk⋃
m=0
C(k,m).
Note that Ck is a cover of the union of tubes in Tk. Moreover, using
(3.11) and (3.26) we get
(3.28) |Ck| ≤ 2(Mk + 1) |Ck−1| (4s
2
k|Ek|)
MkQsk .
The construction of the lines, tubes and cubes of all levels is now com-
plete.
We now define a collection of closed sets (Uλ)λ∈[0,1]. Eventually, we
will use these sets to form a compact universal differentiability set S
with upper Minkowski dimension one, defined by (2.1). To do this,
we follow a method invented by Dore´ and Maleva and used in [2],
12 Differentiability inside sets with upper Minkowski dimension one
[3] and [4]. The sets Uλ are defined similarly to the sets (Tλ) in [3,
Definition 2.3].
Definition 3.4. For λ ∈ [0, 1] we let
(3.29) Uλ =
∞⋂
k=1
 ⋃
0≤mk≤λMk
 ⋃
l∈L(k,mk)
Bλwk(l)
 .
We emphasise that the single line segment l1 of level 1 is contained
in the set Uλ for every λ ∈ [0, 1]. Hence, every Uλ is non-empty. Note
also that Uλ1 ⊆ Uλ2 whenever 0 ≤ λ1 ≤ λ2 ≤ 1. Finally, since the
unions in (3.29) are finite, it is clear that the sets Uλ are closed.
Lemma 3.5. For λ ∈ [0, 1], the set Uλ has upper Minkowski dimension
one.
Proof. For any λ ∈ [0, 1] we have that Uλ contains a line segment.
Hence, each of the sets Uλ has upper Mikowski dimension at least one.
We also have Uλ ⊆ U1 for all λ ∈ [0, 1]. Therefore, to complete the
proof, it suffices to show that the set U1 has upper Minkowski dimension
one. From (3.27), it is clear that for all k ≥ 1 and 0 ≤ m ≤Mk⋃
l∈L(k,m)
Bwk(l) ⊆
⋃
l∈Lk
Bwk(l) =
⋃
T∈Tk
T.
We conclude, using Definition 3.4, that for all k ≥ 1
(3.30) U1 ⊆
⋃
T∈Tk
T.
Let k ≥ 1. Recall that Ck is a finite collection of wk-cubes which cover
the union of tubes T in Tk. Therefore, in view of (3.30), we have that
Ck is also a cover of U1. By Definition 3.1, this means
(3.31) Nwk(U1) ≤ |Ck| for all k ≥ 1.
Fix an arbitrary p ∈ (1, 2). We complete the proof of this lemma by
showing that dimM(U1) ≤ p.
For this fixed 1 < p < 2 we claim that the sequence |Ck|wk
pQpsk is
bounded, i.e. there exist H > 0 such that
(3.32) |Ck|wk
pQpsk ≤ H ∀k ≥ 1.
Assume that the claim is valid. Fix an arbitrary w ∈ (0, w1). There
exists an integer k ≥ 1 such that wk+1 ≤ w < wk. This implies
Nw(U1) ≤ Nwk+1(U1) so that
(3.33) Nw(U1)w
p ≤ Nwk+1(U1)w
p
k = Nwk+1(U1)w
p
k+1Q
psk+1 ≤ H.
Hence, the sequence Nw(U1)w
p is uniformly bounded from above by a
fixed constantH . Since this is true for any arbitrarily small w ∈ (0, w1),
we conclude that dimM(U1) ≤ p.
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It only remains to establish the claim (3.32). We prove a more gen-
eral statement, namely, that the sequence |Ck|w
p
kQ
ps˜k tends to zero.
From (3.2), it follows that sk ≥ Mk + 1 ≥ 4 for sufficiently large k.
Using this, together with (3.28), (3.5) and (3.7) we obtain
|Ck|w
p
kQ
ps˜k
|Ck−1|w
p
k−1Q
ps˜k−1
≤ 2(Mk + 1)(4s
2
k|Ek|)
MkQ−(p−1)skQp(s˜k−s˜k−1)
≤ s2ks
(3+2d)Mk
k Q
−(p−1)sk ×Qp(s˜k−s˜k−1)
≤ Q(p−1)sk/2 ×Q−(p−1)sk ×Qp(s˜k−s˜k−1)(3.34)
for sufficiently large k. The latter inequality follows from
Mk log sk
sk
<
(p− 1) logQ
2(5 + 2d)
,
which is true for sufficiently large k. We then see that the product of
the three terms in (3.34) tends to zero as k → ∞, since (3.3) implies
that
p(s˜k − s˜k−1) < (p− 1)sk/4
for k sufficiently large. 
4. Main Result
The objective of this section is to prove Theorem 4.6 which guar-
antees, in every finite dimensional space, the existence of a compact
universal differentiability set of upper and lower Minkowski dimension
one. We should note that one cannot achieve a better Minkowski di-
mension as any universal differentiability set has Hausdorff dimension
at least one [3, Lemma 1.5], hence Minkowski dimension of a universal
differentiability set should be at least one. We also note that we will
always assume d ≥ 2 as the case d = 1 is trivial, we can simply take
S = [0, 1].
We will first need to establish several lemmas. The statements we
prove typically concern a line l of level k, class m, category (j1, . . . , jm)
where 0 ≤ m ≤Mk. Whenm = 0, we interpret the category (j1, . . . , jm)
as the empty category and assume j ≤ jm for all integers j.
Lemma 4.1. Let k ≥ 2, 0 ≤ m < Mk and and l ∈ L
(j1,...,jm)
(k,m) . Let
e ∈ Ek and 1 ≤ jm+1 ≤ jm ≤ sk. If x ∈ l, then there exists x
′ ∈ l such
that ‖x′ − x‖ ≤ Qjm+1wk/sk and
l′ = x′ + [−1, 1]Qjm+1wke ∈ L
(j1,...,jm,jm+1)
(k,m+1)
Proof. We observe that by definition, the collection Rl(jm+1, e) has an
element l′ satisfying the conclusions of this lemma. 
Lemma 4.2. Let k ≥ 2 and suppose 1 ≤ m ≤ Mk. Let x ∈ l ∈
L
(j1,...,jm)
(k,m) and im be an integer with jm < im ≤ sk. Then there
exists an integer sequence sk ≥ i1 ≥ . . . ≥ im−1 ≥ im and a line
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l′ ∈ L
(i1,...,im)
(k,m) , such that l
′ is parallel to l and there exists a point x′ ∈ l′
with ‖x′ − x‖ ≤ m×Q
imwk
sk
.
Proof. Suppose that either
(i) n = 1, or
(ii) 2 ≤ n ≤ Mk and the statement of Lemma 4.2 holds for integers
m = 1, . . . , n− 1.
We prove that in both cases, the statement of Lemma 4.2 holds for
m = n. The proof will then be complete, by induction.
Let the line l, integers j1, . . . , jn, in and point x ∈ l be given by the
hypothesis of Lemma 4.2 when we set m = n. Let e ∈ Ek be the
direction of l. By (3.14) in case (i), or (3.24) in case (ii), there exists a
line l(n−1) of level k, class n − 1, category (j1, . . . , jn−1) such that the
line l belongs to the collection Rl(n−1)(jn, e).
Let the line segment l(n−1) be parallel to f (n−1) ∈ S1. By Defini-
tion 3.3, the line l has the form
l = z + [−1, 1]Qjnwke
where z ∈ l(n−1). Therefore, we may write
(4.1) z = x+ βe,
where
(4.2) |β| ≤ Qjnwk.
We now distinguish between two cases. First suppose that in ≤ jn−1.
Note that this is certainly the case if n = 1. Setting ia = ja for
a = 1, . . . , n − 1, we get that sk ≥ i1 ≥ . . . ≥ in−2 ≥ in−1 ≥ in. The
line l(n−1) ∈ L
(i1,...,in−1)
(k,n−1) , the direction e ∈ Ek, the integer in and the
point z ∈ l(n−1) now satisfy the conditions of Lemma 4.1. Hence there
is a line l′ of level k, class n, category (i1, . . . , in) and a point z
′ with
(4.3) ‖z′ − z‖ ≤
Qinwk
sk
,
such that the line segment l′ is given by
l′ = z′ + [−1, 1]Qinwke.
Finally, set
x′ = z′ − βe,
so that x′ ∈ l′, using (4.2). We deduce, using (4.3) and (4.1) that
‖x′ − x‖ ≤ Q
inwk
sk
≤ n×Q
inwk
sk
. This completes the proof for the case
in ≤ jn−1.
Now suppose that in > jn−1. In this situation, we must be in case
(ii). We set in−1 = in > jn−1. The conditions of Lemma 4.2 are
now readily verified for z ∈ l(n−1) ∈ L
(j1,...,jn−1)
(k,n−1) , and the integer in−1.
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Therefore, by (ii) and Lemma 4.2, there exists an integer sequence
sk ≥ i1 ≥ . . . ≥ in−2 ≥ in−1 and a line l
′′ ∈ L
(i1,...,in−1)
(k,n−1) such that l
′′ is
parallel to l(n−1) and there exists a point y′′ ∈ l′′ such that
(4.4) ‖y′′ − z‖ ≤
(n− 1)×Qin−1wk
sk
.
The conditions of Lemma 4.1 are now readily verified for the line l′′ ∈
L
(i1,...,in−1)
(k,n−1) , the direction e ∈ Ek, the integer in and the point y
′′ ∈ l′′.
Hence there exists a line l′ ∈ L
(i1,...,in)
(k,n) and a point y
′ ∈ l′ such that
(4.5) ‖y′ − y′′‖ ≤ Qinwk/sk.
and the line l′ is given by
l′ = y′ + [−1, 1]Qinwke.
We set
x′ = y′ − βe.
Using (4.2) and in > jn we get that x
′ ∈ l′. Moreover, using (4.1), (4.4)
and (4.5), we obtain ‖x′ − x‖ ≤ n×Q
inwk
sk
. 
Lemma 4.3. Let λ ∈ [0, 1), ψ ∈
(
0, 1 − λ
)
and suppose that x ∈ Uλ.
Suppose that the integer n and number δ > 0 satisfy
(4.6) ψQt−1wn < δ ≤ ψQ
twn and
1
sn
≤ ψ
where t ∈ {0, 1, . . . , sn − 1}.
Let f ∈ En and suppose that y ∈ l ∈ L
(h1,...,hr)
(n,r) , where
(4.7) r ≤ (λ+ ψ)Mn − 2, hr = t+ 1.
Then there exists a line l′ ∈ L
(h1,...,hr,t+1)
(n,1+r) and a point y
′ ∈ l such that
‖y′ − y‖ ≤
Q
ψsn
× δ,(4.8)
l′ = y′ + [−1, 1]Qt+1wnf,(4.9)
and y′ + [−1, 1] τf ⊆ Uλ+ψ ∩ l
′, whenever
0 ≤ τ ≤ (Q−
Q
ψsn
)δ − ‖y − x‖ .(4.10)
Proof. Choose a sequence of integers (mk)k≥1 with 0 ≤ mk ≤ λMk,
and a sequence (lk)k≥1 of line segments such that lk ∈ L(k,mk) is a line
of level k, class mk and
(4.11) x ∈
∞⋂
k=1
Bλwk(lk).
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Note thatQδ < ψwnQ
t+1 ≤ ψwnQ
sn = ψwn−1 ≤ ψwk for all k ≤ n− 1.
This, together with (4.11), implies that
(4.12) BQδ(x) ⊆ B(λ+ψ)wk(lk) for 1 ≤ k ≤ n− 1.
Now, the line l ∈ L
(h1,...,hr)
(n,r) , the direction f ∈ En, the integer t+ 1 and
the point y ∈ l satisfy the conditions of Lemma 4.1. Therefore, there
exists a line l′ of level n, class 1 + r, category (h1, . . . , hr, t + 1) and a
point y′ ∈ l′ such that (4.9) holds and
(4.13) ‖y′ − y‖ ≤
Qtwn
sn
=
Q
ψsn
× ψQt−1wn ≤
Q
ψsn
× δ.
Recall that l′ is a line of level n. Hence, from (3.8) we have that l′ is a
line of level k, class 0 for all k ≥ n+ 1. We now set
(4.14) lk
′ = l′ for all k ≥ n and lk
′ = lk for 1 ≤ k ≤ n− 1.
Then for each k ≥ 1, we have that lk
′ is a line of level k class mk
′ where
mk
′ =

mk if 1 ≤ k ≤ n− 1,
1 + r if k = n
0 if k ≥ n+ 1.
From mk ≤ λMk and (4.7) we have that 0 ≤ mk
′ ≤ (λ+ ψ)Mk for all
k. Hence, by Definition 3.4,
(4.15)
∞⋂
k=1
B(λ+ψ)wk(l
′
k) ⊆ Uλ+ψ.
Suppose τ is a real number satisfying (4.10) (by (4.6) we have that
ψ − 1/sn is non-negative). As ψ < 1,
0 ≤ τ ≤ Qt+1
(
ψ −
1
sn
)
wn ≤ Q
t+1wn.
Hence y′ + [−1, 1]τf ⊆ l′ by (4.9).
From (4.12), (4.13) and (4.10) we have that for all 1 ≤ k ≤ n− 1
y′ + [−1, 1]τf ⊆ l′ ∩BQδ(x) ⊆ l
′ ∩B(λ+ψ)wk(lk).
Putting this together with (4.14), we conclude that
y′ + [−1, 1]τf ⊆ Uλ+ψ ∩ l
′
as l′ ⊆ B(λ+ψ)wk(l
′) = B(λ+ψ)wk(lk) for all k ≥ n. 
The next Lemma represents the crucial step towards our main result
Theorem 4.6.
Lemma 4.4. Let λ ∈ (0, 1), ψ ∈
(
0, 1 − λ
)
and η ∈ (0, 1/4). Then
there exists a real number
(4.16) δ0 = δ0(λ, ψ, η) > 0
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such that for any x ∈ Uλ, e ∈ S
d−1 and δ ∈ (0, δ0), there exists
e′ ∈ Sd−1, integers n, t and a pair (x′, l′), consisting of a point and
a straight line segment, with x′ ∈ l′ ∈ L
(h1,...,hr)
n,r , satisfying the follow-
ing properties.
(i) Condition (4.6) of Lemma 4.3 is satisfied;
(ii) Condition
(4.17) r ≤ (λ+ ψ)Mn − 4, hr = t + 1
is satisfied (a stronger version of (4.7));
(iii) ‖x′ − x‖ ≤ ηδ, ‖e′ − e‖ ≤ η and
(4.18) x′ + [−1, 1]δe′ ⊆ Uλ+ψ ∩ l
′.
Moreover, δ0 can be chosen to be independent of Q ∈ (1, 2).
Proof. We will find δ′0 = δ
′
0(λ, ψ, η) such that for any x ∈ Uλ, e ∈ S
d−1
and δ ∈ (0, δ′0), conclusions (i), (ii) and (iii) of Lemma 4.4 are valid
when (4.18) is replaced by a weaker statement
(4.19) x′ + [−1, 1]
δ
2
e′ ⊆ Uλ+ψ ∩ l
′.
Then, defining δ0 =
1
2
δ′0(λ, ψ, η/2), we will get that the conclusion of
this lemma including (4.18) is satisfied.
Since (wk)k≥1 is strictly decreasing, and the sequences (sk) and (Mk)
satisfy sk,Mk →∞, sk/Mk → 0 by (3.2), we may choose δ
′
0 ∈ (0,
ψ
2
w1)
small enough so that whenever ψwk ≤ 2δ
′
0 we have
1
sk
≤ min {η, ψ} ,
Mk + 4
sk
≤
ηψ
4
, ψMk ≥ 6.
As Q ∈ (1, 2), this implies that whenever ψwk ≤ Qδ
′
0 we have
(4.20)
1
sk
≤ min {η, ψ} ,
Mk + 4
sk
≤
ηψ
Q2
, ψMk ≥ 6.
Let x ∈ Uλ and fix δ ∈ (0, δ
′
0). Choose a sequence of integers (mk)k≥1
with 0 ≤ mk ≤ λMk and a sequence (lk)k≥1 of line segments such that
lk ∈ L(k,mk) is a line of level k, class mk and
x ∈
∞⋂
k=1
Bλwk(lk).
Note that Qδ < ψw1 as Q < 2. Since wk → 0, there is a unique natural
number n ≥ 2 satisfying
(4.21) ψwn ≤ Qδ < ψwn−1.
Using (4.21) and wn−1 = Q
snwn, we can find t ∈ {0, 1, . . . , sn − 1}
satisfying
ψQtwn ≤ Qδ < ψQ
t+1wn.
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Further, from (4.20), δ ∈ (0, δ0) and (4.21) we have that 1/sn ≤ ψ.
Hence δ, n and t satisfy (4.6). By (3.5) there exists a direction e′ ∈ En
such that ‖e′ − e‖ ≤ 1/sn, whilst 1/sn ≤ η follows from (4.20), δ ∈
(0, δ′0) and (4.21). Hence, we have ‖e
′ − e‖ ≤ η as required.
Note that Bwn(ln) is a tube of level n, class mn, containing the point
x. Let the line ln have category (j1, . . . , jmn). We can write x = z+αg
where z ∈ ln, g ∈ S
d−1 and α ∈ [0, λwn]. Next, using (3.5), pick g
′ ∈ En
such that ‖g′ − g‖ ≤ 1/sn. Apply now Lemma 4.1 to z ∈ ln to find a
line
l′′′ = z′ + [−1, 1]Qwng
′ ∈ L
(j1,...,jmn ,1)
(k,1+mn)
,
where z′ ∈ ln and ‖z
′ − z‖ ≤ Qwn/sn. Let x
′′′ = z′ + αg′; then
(4.22) ‖x′′′ − x‖ ≤ ‖z′ − z‖ + α‖g′ − g‖
≤
2Qwn
sn
≤
2Q
ψsn
× ψQtwn ≤
2Q2
ψsn
× δ.
From (4.20), δ ∈ (0, δ′0) and (4.21), we have ψMn ≥ 6. In particular,
mn + 2 ≤ λMn + 2 ≤ (λ+ ψ)Mn − 4,
and (4.17) is satisfied when r = mn + 2 and hr = t+ 1.
We will now show that there exists a line l′ of level n, class 2 +mn
category (j1, . . . , j1+mn , t+ 1), and a point x
′ ∈ l′ such that
(4.23) ‖x′ − x′′′‖ ≤
(mn + 2)Q
2
ψsn
× δ and x′ + [−1, 1]
δ
2
e′ ⊆ Uλ+ψ ∩ l
′.
Once (4.23) is established, the proof is completed by combining (4.23)
and (4.22) to get
(4.24) ‖x′ − x‖ ≤
(mn + 4)Q
2
ψsn
× δ ≤ ηδ,
where the final inequality follows from (4.20), δ ∈ (0, δ′0) and (4.21).
Thus, it only remains to verify (4.23). We distinguish two cases;
namely the case t = 0 and the case t ≥ 1.
If t = 0 then the conditions of Lemma 4.3 are satisfied for λ, ψ, x,
δ, t, n, f = e′, l = l′′′, r = 1 +mn, (h1, . . . , hr) = (j1, . . . , j1+mn) and
y = x′′′ ∈ l′′′. Therefore, by Lemma 4.3, there exists a line l′ of level n,
class 2 +mn category (j1, . . . , j1+mn , 1) and point x
′ ∈ l′ such that
‖x′ − x′′′‖ ≤
Q
ψsn
× δ ≤
(mn + 2)Q
2
ψsn
× δ and,
(4.25)
x′ + [−1, 1]τe′ ⊆ Uλ+ψ ∩ l
′ whenever 0 ≤ τ ≤ (Q−
Q
ψsn
)δ − ‖x′′′ − x‖ .
(4.26)
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From (4.20), δ ∈ (0, δ′0) and (4.21) we can deduce that
(4.27)
Q2
ψsn
≤
η
3
and
Q2(mn + 4)
ψsn
≤ η.
Therefore, using η < 1/4, (4.27) and (4.22) we get
(Q−
Q
ψsn
)δ − ‖x′′′ − x‖ ≥
(
Q−
η
3
− η
)
δ ≥
δ
2
.
Hence, by (4.26) we have x′ + [−1, 1] δ
2
e′ ⊆ Uλ+ψ ∩ l
′, and we obtain
(4.23).
Now assume that we are in the remaining case, t ≥ 1. Set i1+mn =
t + 1, so that j1+mn = 1 < i1+mn ≤ sn. Observe that the line l
′′′ ∈
L
(j1,...,j1+mn)
(n,1+mn)
, the integer i1+mn > j1+mn and the point x
′′′ ∈ l′′′ satisfy
the conditions of Lemma 4.2. Therefore, by Lemma 4.2, there exists
an integer sequence sk ≥ i1 ≥ . . . ≥ i1+mn ≥ 1 together with a line l
′′
of level n, class 1 +mn, category (i1, . . . , i1+mn) such that l
′′ is parallel
to l′′′ and there exists a point x′′ ∈ l′′ with
(4.28) ‖x′′ − x′′′‖ ≤
(1 +mn)×Q
t+1wn
sn
.
Set i2+mn = t + 1, so that i2+mn = i1+mn . Note that the conditions
of Lemma 4.3 are satisfied for λ, ψ, x, δ, t, n, f = e′, l = l′′, r =
1 + mn, (h1, . . . , hr) = (i1, . . . , i1+mn) and y = x
′′ ∈ l′′. Hence, by
Lemma 4.3, there exists a line segment l′ of level n, class 2 + mn,
category (i1, . . . , i1+mn , t + 1) and a point x
′ ∈ l′ with
‖x′ − x′′‖ ≤
Q
ψsn
× δ and,
(4.29)
x′ + [−1, 1]τe′ ⊆ Uλ+ψ ∩ l
′ whenever 0 ≤ τ ≤
(
Q−
Q
ψsn
)
− ‖x′′ − x‖ .
(4.30)
We observe that
‖x′ − x′′′‖ ≤
(mn + 2)Q
t+1wn
sn
≤
(mn + 2)Q
2
ψsn
× δ,
using (4.29), (4.28) and (4.21). Moreover, combining (4.28) with (4.22)
yields
‖x′′ − x‖ ≤
(3 +mn)Q
t+1wn
sn
≤
(mn + 3)Q
2
ψsn
× δ.
Therefore, by (4.27) and η < 1/4,(
Q−
Q
ψsn
)
δ − ‖x′′ − x‖ ≥
(
Q−
(mn + 4)Q
2
ψsn
)
δ ≥ (Q− η)δ ≥
δ
2
.
We conclude, using (4.30) that x′ + [−1, 1] δ
2
e′ ⊆ Uλ+ψ ∩ l
′. We have
now verified (4.23). 
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Lemma 4.5. Let λ ∈ [0, 1), ψ ∈ (0, 1− λ) and η ∈ (0, 1). Then there
exists a number
δ1 = δ1(λ, ψ, η) > 0
such that whenever x ∈ Uλ, δ ∈ (0, δ1) and v1, v2, v3 are in the closed
unit ball in Rd, there exist v1
′, v2
′, v3
′ ∈ Rd such that
‖vi
′ − vi‖ ≤ η and(4.31)
[x+ δv1
′, x+ δv3
′] ∪ [x+ δv3
′, x+ δv2
′] ⊆ Uλ+ψ.(4.32)
Moreover, δ1 can be chosen to be independent on Q ∈ (1, 2).
Proof. Fix positive numbers a, b, c such that
(4.33) a+ 2b+ 3c <
1
2
.
Using the notation of Lemma 4.4, choose 0 < δ1 ≤ δ0 (λ, ψ, aη) such
that
2
ψsk
≤ bη whenever ψwk < 2δ1
implying that
(4.34)
Q
ψsk
≤ bη whenever ψwk < Qδ1
as Q ∈ (1, 2).
Fix x ∈ Uλ, δ ∈ (0, δ1) and v1, v2, v3 in the closed unit ball in R
d. We
may assume that
(4.35) 0 < ‖vi‖ ≤ c for each i = 1, 2, 3
and v1, v2, v3 are distinct vectors.
Set e1 = v1/‖v1‖. Since δ < δ0(λ, ψ, aη), Lemma 4.4 asserts that
there exists e′1 ∈ S
d−1, integers n, t and x′ ∈ l′ ∈ L
(h1,...,hr)
(n,r) such that
(4.6) and (4.17) are satisfied, together with
(4.36)
‖x′ − x‖ ≤ aηδ, ‖e1
′ − e1‖ ≤ aη and x
′ + [−1, 1]δe′1 ⊆ Uλ+ψ ∩ l
′.
Denote l1 := l
′ and set
(4.37) x1 = x
′ + δ ‖v1‖ e1
′ and e3 = (v3 − v1)/ ‖v3 − v1‖ .
Let e′3 ∈ En be such that ‖e
′
3− e3‖ ≤ 1/sn. We note that (4.34) implies
1/sn ≤ Q/(ψsn) ≤ bη, as by (4.6) we have ψwn ≤ ψQ
twn < Qδ < Qδ1.
We now apply Lemma 4.3 to point x ∈ Uλ, integers n, t found above,
δ satisfying (4.6), f := e′3, y := x1 ∈ [x
′, x′ + δe′1] ⊆ l1 ∈ L
(h1,...,hr)
(n,r) .
Let the point y′ ∈ l1 and the line l
′
1 ∈ L
(h1,...,hr,hr)
(n,1+r) be given by the
conclusion of Lemma 4.3.
We now define x′1 = y
′ and note that (4.8) and (4.34) imply
‖x′1 − x1‖ = ‖y
′ − x1‖ ≤ bηδ,
so that using (4.35) we get ‖x′1 − x
′‖ ≤ (bη + c)δ.
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We claim that the straight line segment [x′1−
1
2
δe′3, x
′
1+
1
2
δe′3] is inside
Uλ+ψ. Indeed, we verify that τ = δ/2 satisfies (4.10). Using
(4.38) ‖x1 − x‖ ≤ ‖x1 − x
′‖+ ‖x′ − x‖ ≤ (c+ aη)δ
and Q > 1, together with (4.33) and 0 < η < 1, we get
(Q−
Q
ψsn
)δ − ‖x1 − x‖ ≥ (1− bη)δ − (c+ aη)δ >
δ
2
.
Let
x3 = x
′
1 + δ‖v3 − v1‖e
′
3.
Denote l3 = l
′
1 and set e2 = (v2 − v3)/‖v2 − v3‖. Find e
′
2 ∈ En with
‖e′2 − e2‖ ≤
1
sn
and apply Lemma 4.3 to point x ∈ Uλ, n, t and δ
satisfying (4.6) and found earlier, f := e′2, y := x3 ∈ [x
′
1, x
′
1 + δe
′
3] ⊆
l3 ∈ L
(h1,...,hr,hr)
(n,1+r) . We note that the condition (4.7) of Lemma 4.3 is
satisfied for r + 1 instead of r because of (4.17). Let the point y′ ∈ l3
and the line l2 ∈ L
(h1,...,hr,hr,hr)
(n,2+r) be given by the conclusion of Lemma 4.3.
Let x′3 = y
′. We now verify that [x′3 −
1
2
δe′2, x
′
3 +
1
2
δe′2] ⊆ Uλ+ψ. We
again show that τ = δ/2 satisfies (4.10). Indeed using (4.38) we get
‖x3 − x‖ ≤ ‖x3 − x
′
1‖+ ‖x
′
1 − x1‖+ ‖x1 − x‖
≤ 2cδ + bηδ + (c+ aη)δ = (aη + bη + 3c)δ.
Hence, using (4.33) and 0 < η < 1, we conclude
(Q−
Q
ψsn
)δ − ‖x3 − x‖ ≥ (1− bη)δ − (aη + bη + 3c)δ >
δ
2
.
Finally, define
x′2 = x
′
3 + ‖v2 − v3‖δe
′
2.
We are now left to see that v′i, i = 1, 2, 3 defined according to
(4.39) x+ δv′i = x
′
i ⇐⇒ v
′
i = (x
′
i − x)/δ
satisfy the conclusions of Lemma 4.5.
Indeed, let us verify [x′1, x
′
3] ∪ [x
′
3, x
′
2] ⊆ Uλ+ψ. First we see that
x′3 ∈ l3 and by (4.33)
‖x′3 − x
′
1‖ ≤ ‖x
′
3 − x3‖+ ‖x3 − x
′
1‖ ≤ bηδ + 2cδ < δ/2,
hence [x′1, x
′
3] ⊆ [x
′
1 −
1
2
δe′3, x
′
1 +
1
2
δe′3] ⊆ Uλ+ψ. For the second straight
line segment we see that ‖x′2− x
′
3‖ ≤ 2cδ and x
′
2 ∈ l2 so that [x
′
3, x
′
2] ⊆
[x′3 −
1
2
δe′2, x
′
3 +
1
2
δe′2] ⊆ Uλ+ψ.
By (4.39) we see that (4.31) is equivalent to
‖(x′i − xi)− δvi‖ ≤ ηδ for all i = 1, 2, 3.
We note first that using (4.33)
‖(x′1 − x)− δv1‖ ≤ ‖(x1 − x
′)− δv1‖+ ‖x
′
1 − x1‖+ ‖x
′ − x‖
≤ cδ‖e′1 − e1‖+ (a + b)ηδ ≤ (a + b+ ac)ηδ < ηδ.
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Next,
‖(x′3−x)−δv3‖ ≤ ‖x
′
3−x3‖+‖(x3−x
′
1)−δ(v3−v1)‖+‖(x
′
1−x)−δv1‖
≤ bηδ + δ‖v3 − v1‖ × ‖e
′
3 − e3‖+ (a+ b+ ac)ηδ
≤ (a+ 2b+ ac+ 2bc)ηδ < ηδ
using ‖v3 − v1‖ ≤ 2c and ‖e
′
3 − e3‖ ≤ bη. Finally, using the definition
of x′2, we get
‖(x′2 − x)− δv2‖ = ‖(x
′
3 − x) + δ‖v2 − v3‖e
′
2 − δv2‖
≤ ‖(x′3 − x) + δ(v2 − v3)− δv2‖+ δ‖v2 − v3‖ × ‖e
′
2 − e2‖
= ‖(x′3−x)−δv3‖+δ‖v2−v3‖×‖e
′
2−e2‖ ≤ (a+2b+ac+4bc)ηδ < ηδ
as a+ 2b+ ac + 4bc < 2(a+ 2b+ 3c) < 1. 
We are now ready to prove our main result.
Theorem 4.6. For every d ≥ 1, there exists a compact subset S ⊆ Rd
of upper Minkowski dimension one with the universal differentiability
property. Moreover if g : Rd → R is Lipschitz, the set of points x ∈ S
such that g is Fre´chet differentiable at x is a dense subset of S.
Proof. From Lemma 4.5, we have that the family of closed sets (Uλ),
λ ∈ [0, 1] satisfy the conditions of Theorem 2.3. Therefore, by Theo-
rem 2.3, the set
S =
⋃
q<1
Uq
is a universal differentiability set. Moreover, Theorem 2.3 asserts that
whenever g is a Lipschitz function on Rd, the set of points x ∈ S such
that g is differentiable at x is a dense subset of S. All that remains is
to show that S has upper Minkowski dimension one. This follows from
the observation that U1/2 ⊆ S ⊆ U1, together with Lemma 3.5. 
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