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Abstract
The Jacobian Conjecture is a long-standing open problem in algebraic geometry. Though the
problem is inherently algebraic, it crops up in fields throughout mathematics including perturbation
theory, quantum field theory and combinatorics. This thesis is a unified treatment of the combinatorial
approaches toward resolving the conjecture, particularly investigating the work done by Wright and
Singer. Along with surveying their contributions, we present new proofs of their theorems and motivate
their constructions. We also resolve the Symmetric Cubic Linear case, and present new conjectures
whose resolution would prove the Jacobian Conjecture to be true.
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The Jacobian Conjecture is one of the most well known open problems in mathematics. The problem
was originally formulated by Keller [5] in 1939. In the late 1960s, Zariski and his student Abhyankar
were among the main movers of the conjecture, and motivated research in the area. Since then, hun-
dreds of papers have been published on the subject, using approaches from many different areas of
mathematics including analysis, algebra, combinatorics and complex geometry. This thesis focuses on
the combinatorial approaches toward resolving the conjecture.
The first chapter provides an overview of the work done toward resolving the Jacobian Conjecture. In
this chapter, we give an overview of the material covered throughout the rest of the thesis.
The second chapter is dedicated to the pioneering work of Bass, Connell and Wright [2] in finding
a combinatorial means of presenting the Jacobian Conjecture. We first outline the work done by Ab-
hyankar [1] in establishing an easily expressible formal inverse for any multivariable polynomial with
complex coefficients. Using the formal expansion of the inverse, we detail how Bass, Connell, and
Wright found a combinatorial interpretation of its summands. This led to a combinatorial formulation
of the Jacobian Conjecture.
The third chapter investigates the combinatorial consequences of a reduction due to De Bondt and
Van den Essen [3]. We then show how Wright [13] used this reduction to solve cases of the Jacobian
1
Conjecture. We also show how Wright’s work was used to formulate the Jacobian Conjecture in a
different light than the earlier approach by Bass, Connell and Wright [2].
In the fourth chapter, we see how Singer [9] used a more refined combinatorial structure than Wright
[11] to express the formal inverse of a function combinatorially. We show that this approach provides
a more systematic method for resolving cases of the Jacobian Conjecture than Wright’s method [11].
1.2 Jacobian Conjecture
A function F : Cn → Cn is defined to be polynomial if it is of the form F = (F1, . . . , Fn) where
Fi ∈ C[x1, . . . , xn] for all 1 ≤ i ≤ n. We define JF to be the Jacobian of the function F . In other
words, JF is the matrix in Mn×n(C[x1, . . . , xn]) with JF i,j = DiFj where Di = ∂∂xi . The determinant
of JF will be denoted |JF |. As an example, consider E : C3 → C3 given by E(x1, x2, x3) = (2x1 +
x22, x
3





0 0 8(1 + 3i)x73
 ,
so |JE| = 48(1 + 3i)x22x73.
Notice that for any polynomial function F , |JF | is a function from Cn → C. It is an elementary
theorem in calculus that if F : Cn → Cn is invertible at a point a = (a1, . . . , an) ∈ Cn then |JF |(a) is
non-zero. Using this, we can establish a necessary condition in order for a polynomial function F to
be invertible on all of Cn.
Theorem 1.2.1. [2] Let F : Cn → Cn be a polynomial map. If F is invertible everywhere on Cn, then
|JF | is a non-zero constant.
Proof. We prove the contrapositive, so we assume that |JF | is either 0 or not constant. If |JF | = 0,
then |JF |(a) = 0 for all a ∈ Cn, so F is not invertible. If |JF | is not constant, then |JF | is a non-
constant polynomial in C[x1, . . . , xn]. Since C is algebraically closed, there exists a solution a ∈ Cn to
the polynomial equation |JF | = 0. Thus |JF |(a) = 0, contradicting the invertibility of F at the point
a.
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A natural question to then ask is whether or not the converse of Theorem 1.2.1 is true. This question
is easily answered when F is a linear operator on Cn. Our proof is self-contained.
Theorem 1.2.2. A linear operator F on Cn is invertible if and only if |JF | is a non-zero constant.
Proof. Since F is linear, JF ∈ Mn×n(C) and F (x1, . . . , xn) = (JF )[x1 · · ·xn]T . Assume |JF | is a
non-zero constant. Then from elementary linear algebra, JF is invertible. Letting G : Cn → Cn be
defined by G(x1, . . . , xn) = (JF )
−1[x1 · · ·xn]T , we see that G is the inverse of F . The converse follows
by Theorem 1.2.1.
If we change certain conditions on F in Theorem 1.2.1, the converse will not necessarily be true.
Consider the following counterexamples:
Characteristic p 6= 0: Instead of working in the algebraically closed field C, consider working in Zp.
It is not true that if F : Znp → Znp and |JF | is a non-zero constant then F must be invertible.
As an example, consider the function F : Zp → Zp given by F (x) = −xp + x. Then we have
JF = −pxp−1 + 1 = 1, but F (x) is 0 everywhere by Fermat’s Little Theorem, and is therefore
not invertible.
Analytic Functions: Instead of restricting to polynomial functions, consider working with any ana-
lytic function F . It is again not necessarily true that if |JF | is a non-zero constant, then F is
invertible. Consider F : C2 → C2, F1 = ex1 , F2 = x2e−x1 . Then |JF | = 1 but F is not surjective
(it does not map to (0,y) for any y ∈ C).
From these examples, it is natural to ask if polynomial functions on Cn are a class of functions
satisfying the converse of Theorem 1.2.1. In other words, it is natural to ask if every polynomial
function F : Cn → Cn satisfying |JF | ∈ C is globally invertible on Cn. This problem, known as the
Jacobian Conjecture, is the crux of this thesis.
Conjecture 1.2.3. (Jacobian Conjecture) [5] Let F : Cn → Cn be a polynomial function. If |JF | is
a non-zero constant, then F is globally invertible on Cn. That is, there exists a polynomial function
G : Cn → Cn such that F (G(x1, . . . , xn)) = (x1, . . . , xn) for all 1 ≤ i ≤ n.
The following is an example supporting the Jacobian Conjecture. Let F : C2 → C2, F = (F1, F2)
where F1 = x1 + (x1 + x2)
2 and F2 = x2 − (x1 + x2)2.
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1 + 2x1 + 2x2 2x1 + 2x2
−2x1 − 2x2 1− 2x1 − 2x2
∣∣∣∣∣∣∣∣∣ = 1.
Thus the Jacobian Conjecture predicts that F has an inverse on all of Cn. Indeed it does. Notice that
F1 − (F1 + F2)2 = x1,
and
F2 + (F1 + F2)
2 = x2.
It follows that the inverse of the map F = (F1, F2) is the map G = (G1, G2) defined by
G1 = x1 − (x1 + x2)2, G2 = x2 + (x1 + x2)2.
We now make some key remarks that will allow us to further restrict the set of functions we need
to consider for the Jacobian Conjecture. If T : Cn → Cn is invertible, then deciding whether F is
invertible is equivalent to deciding whether T ◦F is invertible. Now let T = I−F (0), the operator that
translates each point in Cn by F (0). Note that T is invertible. Moreover, we have that (T ◦F )(0) = 0.
Thus, replacing F by T ◦F , we can assume that F (0) = 0, so F has no constant term. Furthermore, if
we let F(1) be the linear term of F , then F(1) = JF (0)[x1 . . . xn]
T . Under the conditions of the Jacobian
Conjecture, |JF |(0) 6= 0, so F(1) is invertible. Thus if we let T = (F(1))−1(F ), we have that T(1) = I.
Thus Ti = xi −Hi where all terms in Hi have degree ≥ 2, 1 ≤ i ≤ n. In conclusion, we can assume
that Fi = xi −Hi where all terms in Hi have degree ≥ 2, 1 ≤ i ≤ n. We now state this as a theorem.
Theorem 1.2.4. [2] The Jacobian Conjecture holds if it is true for maps F : Cn → Cn satisfying
F = x − H where x = (x1, . . . , xn), H = (H1, . . . ,Hn), and each Hi has degree at least 2 for each
1 ≤ i ≤ n.
We have just seen that we can reduce the Jacobian Conjecture to a specific type of polynomial
function. Many of the major results toward resolving the Jacobian Conjecture are of this type. Other
results include the resolution of special cases. In the next section, we survey some of the early results.
4
1.3 History and Background
It is believed that the Jacobian Conjecture was first posed by O.H. Keller in 1939 [5]. One of the
first major results toward its resolution was due to Moh [7]. He used methods in algebraic geometry
combined with computer assistance to verify that the Jacobian Conjecture holds for the case when
n = 2 and the degree of F is at most 100. Wang [10] generalized Moh’s result by proving that the
conjecture is true for all maps whose components have maximum degree 2, for every n. Oda and
Yoshida [8] provided a very short proof of Wang’s result. We outline Oda and Yoshida’s proof, but
first state a theorem that is essential to the proof.
Theorem 1.3.1. [2] Let F : Cn → Cn be a polynomial map with JF invertible. Then the following
are equivalent:
1. F is invertible.
2. F is injective.
3. C[x1, . . . , xn] is a finitely generated C[F1, . . . , Fn]-module.
We now state the theorem of Wang [10] but provide Oda and Yoshida’s proof.
Theorem 1.3.2. [8] Let F : Cn → Cn be a polynomial map with JF a non-zero constant. Further
assume that the degree of every component of F is at most 2. Then F is invertible.
Proof. To show that F is invertible, we show that F is injective, and the result follows by Theorem 1.3.1.
Assume otherwise for contradiction. Then there exists a 6= b ∈ Cn such that F (b) = F (a). Let c = b−a.
Consider the function S : Cn → Cn given by S(x) = F (x + a) − F (x). Then S has degree at most
2 (since it is the difference of two quadratic functions) and S(c) = F (b) − F (a) = 0. Split S into its
homogeneous degree 1 and homogeneous degree 2 parts, say S(1) and S(2) respectively. Then we have



















But c 6= 0 and JS( c2) 6= 0, a contradiction.
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Apart from the algebraic approaches we’ve seen thus far, Abhyankar attempted a different approach
to the Jacobian Conjecture. In all the cases we are considering, F (0) = 0 and JF (0) is invertible, so F
has a formal inverse G = (G1, . . . , Gn) where Gi is in the formal power series ring C[[x1, . . . , xn]] for all
1 ≤ i ≤ n. Thus the Jacobian Conjecture is the problem of whether or not the formal inverse of F is in
fact polynomial in every component. In particular, assume F = (F1, . . . , Fn) where Fi ∈ C[x1, . . . , xn]
for all 1 ≤ i ≤ n. We can consider Fi as lying in C[[x1, . . . , xn]]. We seek G1, . . . , Gn ∈ C[[x1, . . . , xn]]
such that Gi(F ) = xi for all 1 ≤ i ≤ n and aim to prove that under the conditions of the Jacobian
Conjecture, Gi ∈ C[x1, . . . , xn] for all 1 ≤ i ≤ n. An advantage to this approach is that, in certain
cases, classical theorems can be used to arrive at an inverse immediately. For instance, consider when
Fi = xiHi, Hi ∈ C[[x1, . . . , xn]] for all 1 ≤ i ≤ n. Then G can be determined explicitly by using the
multivariable form of Lagrange’s Implicit Function Theorem. Such results convinced Abhyankar and
his student Gurjar [1] to seek a general inverse formula for F . They succeeded, and their findings led
to the following result.
Theorem 1.3.3. (Abhyankar’s Inversion Formula) [1] Let F : Cn → Cn be a polynomial function,





Dp11 · · ·D
pn
n
p1! · · · pn!
(xi · |J(F )| ·Hp11 · · ·H
pn
n ).
Abhyankar’s Inversion Formula sparked the movement toward a combinatorial approach to the
Jacobian Conjecture. To start this movement, Bass, Connell and Wright used the formula to find an
expression for the formal power series inverse of F . They showed that the inverse could be expressed
as a sum of products of differential operators acting on F , indexed by vertex-coloured trees. Before
introducing this formally, some notation and definitions are needed. We denote the set of rooted trees
by Trt. If T ∈ Trt, we denote by Aut(T ) the automorphism group of T as a rooted ordered tree. If
v ∈ V (T ) we denote by v+ the set of children of v in T . That is, v+ is the set of vertices adjacent to v
whose distance from the root of T (which we denote by rt(T )) is greater than that of v. A colouring
of V (T ) with n colours is a function c : V (T ) → {1, . . . , n}. We denote c(v+) to be the multiset of
colours assigned to the vertices in v+. Finally, given a polynomial map F = x −H on Cn we say F
is of homogeneous type of degree d if every component of H is homogeneous of degree exactly d. We
have the following inverse formula by Bass, Connell and Wright [2].
Theorem 1.3.4. (Bass-Connell-Wright Tree Inversion Formula)[2] Let F = x−H be of homogeneous














In addition to the Bass-Connell-Wright Tree Inversion Formula, Bass, Connell, and Wright reduced
the Jacobian Conjecture to maps of homogeneous type of degree 3.
Theorem 1.3.5. (Cubic Reduction)[2] The Jacobian Conjecture is true if it holds for maps F : Cn →
Cn of homogeneous type of degree 3, for all n ≥ 1.
Shortly after this, Druzkowski [4] showed that the reduction can be refined.
Theorem 1.3.6. (Cubic Linear Reduction)[4] The Jacobian Conjecture is true if it holds for maps
F : Cn → Cn of homogeneous type of degree 3 such that Fi = xi−L3i where Li is linear for all 1 ≤ i ≤ n.
Only a few cases of the Cubic and Cubic Linear Reductions have been settled. One of these cases was
established in 1993, when Wright [12] proved that the Cubic Reduction holds for maps from C3 to itself.
Further work by Hubbers [6] established that the Cubic Reduction holds for maps from C4 to itself.
Though only a handful of cases were settled, combinatorial approaches to the Jacobian Conjecture were
still developing. In 2001, Singer [9] discovered an approach to the Jacobian Conjecture that expressed
the formal inverse of a function in terms of a sum of weight functions applied to Catalan trees (see
Chapter 4). Using this approach, he was able to find a different means of combinatorially attacking
the conjecture than that of Bass, Connell and Wright. He also found stronger results for special cases.
We summarize his results.
Theorem 1.3.7. [9] Let F : Cn → Cn be a polynomial map with F = x + H and |JF | a non-zero
constant. Then
1. If the polynomials Hi are homogeneous of total degree 2 and (JH)
3 = 0, then H ◦H ◦H = 0 and
F has inverse G = (G1, . . . , Gn), deg(Gi) ≤ 6 for all 1 ≤ i ≤ n.
2. If the polynomials Hi are homogeneous of total degree at least 2 and (JH)
2 = 0, then H ◦H = 0,
and the inverse of F is G = x−H.
In 2003, De Bondt and Van den Essen [3] reduced the Jacobian Conjecture to the case when the
Jacobian matrix is symmetric. Before introducing their theorem, we make a key observation. Recall
we can assume that any function F : Cn → Cn is of the form F = x−H where every term in Hi has
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degree at least 2, 1 ≤ i ≤ n (by Theorem 1.2.4). Now JF = In×n−JH where In×n is the n×n identity
matrix, and JH is the Jacobian matrix of the map H = (H1, . . . ,Hn). Thus if JF is symmetric, JH
is symmetric. Since JH is symmetric, for all 1 ≤ i, j ≤ n, ∂∂xi Hj =
∂
∂xj
Hi. Thus JH is the Hessian
of some polynomial P ∈ C[x1, . . . , xn]. Consequently, H = ∇P . The result of De Bondt and Van den
Essen can then be summarized as follows:
Theorem 1.3.8. (Symmetric Reduction)[3] The Jacobian Conjecture is true if it holds for maps F :
Cn → Cn with F = x − H, H homogeneous of degree 3, and H = ∇P for some polynomial P ∈
C[x1, . . . , xn] of degree 4.
In [13], Wright simplified the Bass-Connell-Wright Tree Inversion Formula for the symmetric case. The
simplification is as follows:
Theorem 1.3.9. (Symmetric Tree Formula)[13] Let F : Cn → Cn, F = x − ∇P , and let G =









where inc(v) is the set of edges {e1, . . . , ek} incident to v, T is the set of isomorphism classes of
unrooted trees, and Dinc(v) = Dc(e1) . . . Dc(ek).
Wright used the Symmetric Tree Formula to find combinatorial properties that emulate the conditions
given in the Jacobian Conjecture. He did this by developing a relationship between the tree formula
and a combinatorial algebra (the Grossman-Larson Algebra). By doing so, he was able to set up a
systematic computational method for solving the homogeneous degree 3 symmetric case. Because of
the Symmetric Reduction and the Cubic Reduction, the computational method provided a tractable
means of resolving the entire conjecture.
Notice the extent to which combinatorial approaches to the Jacobian Conjecture have led to signif-
icant reductions and the resolution of special cases. We can further our understanding of the problem
by studying these combinatorial approaches. This thesis does just that. In the second chapter, we
look at the development of the Bass-Connell-Wright Tree Inversion Formula and its combinatorial
implications. In the third chapter, we investigate Wright’s contributions, particularly those that have
resulted from the Symmetric Tree Formula and its relationship with the Grossman-Larson Algebra. In
the fourth chapter, Singer’s approach is detailed. We then look at extensions of these approaches, and





In this chapter we investigate the pioneering contribution to the development of a combinatorial ap-
proach to the Jacobian Conjecture. This development was due to Bass, Connell and Wright in their
paper “The Jacobian Conjecture: Reduction of Degree and Formal Expansion of the Inverse” [2]. In
the paper, Bass, Connell and Wright made a significant reduction to the Jacobian Conjecture. This is
discussed in Section 2.2. This reduction played a role in the development of the Bass-Connell-Wright
Tree Inversion Formula for polynomial functions. The Bass-Connell-Wright Tree Inversion Formula
led to the first successful presentation of the Jacobian Conjecture as a combinatorial problem. The
remainder of the chapter concentrates on the development of the formula. To develop the Bass-Connell-
Wright Tree Inversion Formula, Bass, Connell and Wright started by making direct use of Abhyankar’s
Inversion Formula [1]. In Section 2.3, we give a detailed the proof of Abhyankar’s Inversion Formula.
We then show how this was extended to a more detailed formal inverse formula. After this refinement,
we show how Bass, Connell and Wright found certain labelled trees that encoded all its important
information. We use this in Section 2.4 to develop the Bass-Connell-Wright Tree Inversion Formula.
We end in Section 2.5 with some observations and computations.
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2.2 Reduction Theorem
Bass, Connell and Wright are credited for being the first to make major breakthroughs toward the
resolution of the Jacobian Conjecture. Their main contributions are presented in [2]. In this paper,
they accomplish two feats. First, they significantly reduce the problem to a special case. They establish
that in order to prove the Jacobian Conjecture, it suffices to prove it for maps of homogeneous type
of degree exactly 3. They further reduce the problem by showing that one can assume that if F is
of homogeneous type of degree 3 with F = x − H, then the map H = (H1, . . . ,Hn) has a nilpotent
Jacobian matrix. That is, (JH)m = 0 for some positive integer m (which is equivalent to (JH)n = 0
since JH is an n× n matrix). The proof of this significant reduction has yet to provide combinatorial
insight. As a consequence, we state the theorem but omit its proof.
Theorem 2.2.1. (Reduction Theorem) [2] The Jacobian Conjecture is true if it holds for maps of
homogeneous type of degree 3 with a nilpotent Jacobian matrix. That is, the Jacobian Conjecture is
true if it holds for maps F : Cn → Cn with F = x−H , where Hi is homogeneous of degree 3 for all
1 ≤ i ≤ n and H = (H1, . . . ,Hn) satisfies (JH)n = 0.
Though the proof of this theorem does not seem to provide any combinatorial insight into the Jacobian
Conjecture, it is necessary for refining Abhyankar’s Inversion Formula.
2.3 Abhyankar’s Inversion Formula
Before developing Abhyankar’s Inversion Formula, we need some notation. We define N to be the set
{0, 1, 2, . . .}. If p ∈ Nn with p = (p1, . . . , pn) we define
p! = p1! · · · pn!
If a = (a1, . . . , an) is an n-tuple of objects in any Q-algebra, define
ap = ap11 · · · a
pn
n .
Similarly, if Di denotes the differential operator ∂∂xi on C[x1, . . . , xn], then we define
Dp = Dp11 · · ·D
pn
n .
Now recall Abhyankar’s Inversion Formula (Theorem 1.3.3).
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Theorem 2.3.1. (Abhyankar’s Inversion Formula) [1] Let F : Cn → Cn be polynomial, F = x −H.






p1! · · · pn!
Dp(xi · |J(F )| ·Hp).
In order to prove this theorem, we prove the following theorem, and show that Abhyankar’s Inversion
Formula is a corollary of it.
Theorem 2.3.2. (Abhyankar) [1] Let F : Cn → Cn be polynomial, F = x − H. For all U ∈
C[[x1, . . . , xn]], define





p1! · · · pn!
Dp(U(F ) · |J(F )| ·Hp). (2.1)
Then < U, F >= U.
Proof. (of Theorem 2.3.1) Assume that the inverse of F is G = (G1, . . . , Gn) as in Theorem 2.3.1.
Let U = Gi in Theorem 2.3.2. Then U(F ) = Gi(F ) = xi since G is the inverse of F . Furthermore,
F = x−H implies H = x− F . The result follows immediately from these observations.
We now prove Theorem 2.3.2.
Proof. (Theorem 2.3.2) First, we experiment with the formula < U,F > in a very simple case. We
assume that F is a function in only one variable, say x, and U = xm for some positive integer. By
the Reduction Theorem (Theorem 2.2.1), we can assume that F = x−H where H is a homogeneous
polynomial. Then U(F ) = Fm = (x−H)m. Letting D = ∂∂x , we see that since F is a map in one
variable, |JF | = DF . Thus |JF | = D(x−H) = 1−DH. Using these observations, we can apply (2.1)
to get




















































i!(m− i)!j!(p− j)!(m− i− j)!
· xm−i−j ·Dp−j(Hp+i −Hp+iDH).







































































xm−t(1− 1)t. Indexed by t, the summands are 0 for t > 0































Thus the only remaining term in the right hand side of (2.2) is xm. We have thus proven the following
lemma.
Lemma 2.3.3. [2] Let < U, F > be as defined in (2.1). Then < xm, F >= xm.
Lemma 2.3.3 naturally generalizes to all functions. We establish this in steps. First, consider F :
Cn → Cn where F only alters one variable, say x1. That is, F = (F1, x2, . . . , xn) for some function
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F1. We make some important observations about < U,F > in this case. First, notice that JF is
zero everywhere except possibly in the first column and on the diagonal. Thus JF is lower triangular,
so |JF | is the product of the diagonal entries of JF . But (JF )1,1 = D1F1 and (JF )i,i = DiFi = 1
for all 2 ≤ i ≤ n. Thus |JF | = D1F1. A second important observation is that for any p ∈ Nn,
Hp = (x− F )p =
∏n
i=1 (xi − Fi)
pi is zero unless p is of the form (p1, 0, . . . , 0) since for every i ≥ 2,





Dp11 (U(F ) ·D1F1 · (x1 − F1)
p1). (2.3)




Um(x2, . . . , xn)xm1 ,
where each Um(x2, . . . , xn) ∈ C[[x2, . . . , xn]]. Then we have
< U, F > =
∞∑
m=0
















Um(x2, . . . , xn)xm1 (by (2.2))
= U.
Thus we have established that < U, F >= U for any function F = (F1, x2, . . . , xn) that alters only the
variable x1. Notice that we could have chosen to alter xi instead of x1 for any i, 2 ≤ i ≤ n, and the
proof would remain the same. In other words, by changing indices, our proof shows that < U, F >= U
for any F = (x1, . . . , xi−1, Fi, xi+1, . . . , xn), 1 ≤ i ≤ n. We now state these conclusions in the following
lemma.
Lemma 2.3.4. [2] Let F : Cn → Cn, F = (x1, . . . , xi−1, Fi, xi+1, . . . , xn) for some Fi ∈ C[x1, . . . , xn].
Then using the notation from Theorem 2.3.2, < U, F >= U for all U ∈ C[[x1, . . . , xn]].
To show that < U,F >= U in general, we need two more steps. First, we show that the property
< U, F >= U is preserved under composition. That is, we show that if H and G satisfy < U, H >= U
and < U, G >= U for all U ∈ C[[x1, . . . , xn]], then so does F = H(G). Secondly, we will show that every
13
function F we are considering is the composition of functions of the form in Lemma 2.3.4. Combining
these two results proves that < U, F >= U in general.
The proof of the first step is a relatively straightforward computation. Suppose that F = H(G) where
< U, H >= U and < U, G >= U for all U ∈ C[[x1, . . . , xn]]. Then





























































=< U, H >
= U.
For the second step, assume as usual that F is of the form F = (F1, . . . , Fn). Since F is invertible in
C[[x1, . . . , xn]], we can uniquely define a function Ti ∈ C[[x1, . . . , xn]] by the condition that
Ti(x1, . . . , xi, Fi+1, . . . , Fn) = Fi 1 ≤ i ≤ n.
Now define H(i) = (x1, . . . , xi−1, Ti, xi+1, . . . , xn). We see that Tn = Fn by definition, and by induction
on n− i, we have that for all 1 ≤ i ≤ n,
H(i) ◦ · · · ◦H(n) = (x1, . . . , xi−1, Fi, . . . , Fn).
Thus H(1) ◦ · · · ◦H(n) = F , and so F is the composition of functions that alter only one variable. This
completes the proof of Abhyankar’s Inversion Formula.
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2.4 Bass-Connell-Wright Tree Inversion Formula
In this section we are concerned with furthering Abhyankar’s Inversion Formula to establish a means of
expressing the inverse as a tree sum. To do this, we first relate the inversion formula to sums indexed
by functions on finite sets. These functions naturally give us our desired tree sums. To start off, we







since we can assume |JF | = 1 by scaling F appropriately. Now define Gi(d) to be the homogeneous












(d), Gi is polynomial if and only if Gi(d) = 0 for sufficiently large d. We therefore
have the following proposition.
Proposition 2.4.1. [2] Let F : Cn → Cn be a polynomial map. Let G be the inverse of F in
C[[x1, . . . , xn]], and let Gi(d) be the degree d component of Gi. Then F is invertible if and only if
Gi
(d) = 0 for sufficiently large d, for all i, 1 ≤ i ≤ n.
The previous proposition motivates the in-depth study of the homogeneous polynomials Gi(d).
2.4.1 A Functionally Indexed Formula for Gi
(d)
As claimed in the introduction of this chapter, to work toward the development of a tree formula for
the inverse G of a polynomial function F , we aim to express the expansion of Gi as a sum indexed by
functions between finite sets. It will be useful to consider the functions Gi(d) separately when doing
this. To begin this process, we start off with a definition motivated by our known expansion of Gi(d).









As examples, consider L[0] and L[1]. We have that
























From these equations, we deduce that
Gi
(0) = xi, (2.7)
and
Gi
(1) = Hi. (2.8)
To continue toward our goal, we express L[d] as a sum indexed over functions from {1, . . . , d} to
{1, . . . , n}.





Here and in what follows, Dr = Dr1 · · ·Drd , Hr = Hr1 · · ·Hrd and ri = r(i).
Proof. For r : {1, . . . , d} → {1, . . . , n} define p(r) = (|r−1(1)|, . . . , |r−1(n)|) where the ith entry of p(r)
is the number of elements mapped to i under the function r. Note that Dr = Dp(r) and Hr = Hp(r),
so Dr and Hr are defined uniquely by p(r). It follows that the number of functions r that share the

















(L ·Hp) = L[d].
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The summands in the new expression for L[d] are set up in such a way that it is natural to expand
them using the product rule for derivatives. Before doing this, we need to introduce some notation.
For any subset S ⊂ {1, . . . , d} we denote Sc to be the complement of S in {1, . . . , d}. Furthermore, we
use the natural notation DrS =
∏
i∈S Dri . We now expand the summands of L[d].









(DfL) · (Hf )[d−e].









































(DfL) · (Hf )[d−e].
Notice that in Lemma 2.4.3, L[d] is defined in terms of expressions of the form (Hf )[d−e]. These expres-
sions can be further decomposed using the same lemma. The recursive nature of this decomposition
leads to an easy inductive proof of the following lemma.














where |e| = e1 + . . . + eh and
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Le,f = (Df1L)(Df2Hf1) · · · (DfhHfh−1)Hfh .
Proof. This immediately follows by induction on d, applying Lemma 2.4.3.
Applying Lemma 2.4.4 to Gi(d) we get the following result.













(Hi)e,f = (Df2Hi)(Df3Hf2) · · · (DfhHfh−1)Hfh .
Maintaining the spirit of expressing Gi(d) completely in terms of sums indexed by functions, we
aim to express (Hi)e,f in such a way. From the definition of (Hi)e,f , we see that we can express DfHg
as a sum indexed by functions. This can be done as follows. Assume f : {1, . . . , e} → {1, . . . , n} and




(Df,u−1(1)Hg(1)) · · · (Df,u−1(e′)Hg(e′)) (2.9)
where Df,S =
∏
i∈S Df(i). Now substituting (2.9) into Lemma 2.4.4 gives us our final desired expression
for Gi(d).












1, e2, . . . , eh
)
(Hi)e,f,u (2.10)
where the indices range as follows:
e = (e2, . . . , eh), 1 + e2 + . . . + eh = d
f = (f2, . . . , fh), fj : {1, . . . , ej} → {1, . . . , n}
u = (u2, . . . , uh), uj : {1, . . . , ej} → {1, . . . , ej−1}
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and
(Hi)e,f,u = (Df2Hi) ·
(




(Dfh,uh−1(1)Hfh−1(1)) · · · (Dfh,uh−1(eh−1)Hfh−1(eh−1))
)
·Hfh .
We have now developed an inverse formula for Gi(d) whose summands are all indexed by functions.
This expression for Gi(d) will serve as the key to developing the Bass-Connell-Wright Tree Inversion
Formula, the focus of the next section.
2.4.2 Tree Inversion Formula
We aim to show that (2.10) can be expressed as a sum indexed by labelled rooted trees. First, notice
that in (2.10), the index u only depends on the index e, so we can interchange the u-summation and
the f -summation. Now given indices (e, u) in the two inner sums of this rearranged sum, we construct
a vertex labelled rooted tree whose underlying structure is given by (e, u). The pair (e, u) gives rise to
the following sequence of functions:
{1, . . . , eh}
uh−→ {1, . . . , eh−1}
uh−1−−−→ · · · u3−→ {1, . . . , e2}
u2−→ {1, . . . , e1} = {1}. (2.11)
The sequence in (2.11) can naturally be identified with a rooted tree T = Te,u with d vertices. The
vertex set V (T ) will be the disjoint union of the sets {1, . . . , ej}, 1 ≤ j ≤ n. For any i ∈ {1, . . . , ej}, we
create an edge between i and uj(i). Furthermore, given any f in the outer sum of the altered version
of (2.10), we can use the maps fj : {1, . . . , ej} → {1, . . . , n} to colour the vertices in ej , 1 ≤ j ≤ h.
The construction of the vertex-coloured tree T is best illustrated in the example in Figure 2.1. In this
figure, the colour of a vertex is written inside the vertex. The number outside any given vertex is the
element of ej corresponding to that vertex. We see that e3 = 4, e2 = 2 and e1 = 1. The functions
u3 : {1, 2, 3, 4} → {1, 2} and u2 : {1, 2} → {1} map any vertex (except the root) to its parent. For
instance, u3(4) = 2.
We now construct our tree T = Te,u concretely with motivation from Figure 2.1. First, define the
vertex set of T to be V (T ) =
⋃h
j=1 Vj(T ), Vj(t) = {vj,1, . . . , vj,ej} for all 1 ≤ j ≤ h. Here we see that
any vertex vj,r is naturally associated with the rth element of ej . Also, v1,1 naturally acts as the root
of this tree. The edge set E(T ) consists of the pairs {vj,r, vj−1,uj(r)} where 2 ≤ j ≤ h, 1 ≤ r ≤ ej .




1 2 3 4
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2 3







Figure 2.1: Tree construction based on functions u, e, f .
colouring of V (T ). In particular, fj : {1, . . . , ej} → {1, . . . , n}, so we can consider f as a function from
V (T ) → {1, . . . , n} given by f(vj,r) = fj(r), 2 ≤ j ≤ h, with the additional condition that f(v1,1) = i.
For simplicity, we write f(v) as fv for any vertex v ∈ V (T ). Recall by (2.10) that we have
(Hi)e,f,u = (Df2Hi) ·
(




(Dfh,uh−1(1)Hfh−1(1)) · · ·Dfh,uh−1(eh−1)Hfh−1(eh−1)
)
·Hfh .

















then we have that
(Hi)e,f,u = PT,f (T = Te,u). (2.12)
We now have a tree formula parallel to that of (2.10). Using the same notation for indices in (2.10)
we have












e1, . . . , eh
)
PTe,u,f








We would like to write the sum in Lemma 2.4.7 as a sum indexed strictly by vertex-coloured trees T
with root labelled i and vertex-colouring given by the functions f . Thus, we need a way to eliminate
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the dependence of our trees on pairs (e, u). To do this, we consider the tree T = Te,u, and ask for the
number of pairs (e′, u′) such that Te,u and Te′,u′ are isomorphic as rooted trees. Since e determines
V (T ), we must have that e = e′. Furthermore, any isomorphism between Te,u and Te′,u′ must induce
a bijection from Vj(Te,u) to Vj(Te′,u′), so that the children of a vertex in one is a permutation of the
children of its corresponding vertex in the other. The number of such isomorphisms is simply the size
of the automorphism group of T , |Aut(T )|. Since there are e! total possible trees given by any e, we















Rearranging and simplifying, we have our final expression for Gi(d). We state this as a theorem in its
full generality. The conditions on the function F in the theorem will be those given by the Reduction
Theorem (Theorem 2.2.1).
Theorem 2.4.8. (Bass-Connell-Wright Tree Inversion Formula) [2] Let F : Cn → Cn be polynomial,
F = x−H, each Hi homogeneous of a fixed degree, and |JF | a non-zero constant. Let G = (G1, . . . , Gn)














Here, Td is the set of isomorphism classes of rooted trees with d vertices, ` varies over vertex-coloured








Furthermore, Gi is polynomial if and only if Gi(d) = 0 for sufficently large d, for each i, 1 ≤ i ≤ n.
This concludes the development of the Bass-Connell-Wright Tree Inversion Formula (Theorem 2.4.8).
The formula will be the basis of the material in the chapter to follow. In the next section, we focus




This section focuses on computational results arising from the Bass-Connell-Wright Tree Inversion
Formula. We look at evaluations of PT,f and Gi(d), and some properties of them. These results are
used throughout Chapter 3.
We start off by computing PT,f for some small trees. The simplest non-trivial tree to work with is K2,
the complete graph on 2 vertices. Let T be this tree with vertex set {v1, v2}, v1 being the root vertex



















Since K2 is the only tree on two vertices up to isomorphism, and the size of its automorphism group






We can similarly find an explicit expression for Gi(3). There are two rooted trees on three vertices up
to isomorphism. These trees are








































As we can see, computing Gi(d) involves many sums and products of differential operators. In the next
chapter, we establish a compact method for computing these polynomials.
We can also make some observations on PT,f based on the structure of T . A particular observation
is frequently used throughout Chapter 3, and is thus stated here as a theorem. The theorem is due to
Wright [13] but appears without proof.
Theorem 2.5.1. [13] Let T be a rooted tree. Assume there exists a vertex w ∈ V (T ) with up-degree
at least 4. Then PT,f = 0.
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Proof. Recall that we can assume that each Hi is homogeneous of degree 3 by the Reduction Theorem
(Theorem 2.2.1). Now assume T has a vertex w with at least 4 children. Then for any function f ,
Dfw+Hfw = 0 since Dfw+ is the product of at least 4 differential operators acting on the degree 3
polynomial Hfw . Thus we have PT,f = 0.
This concludes our in-depth look at the development of the Bass-Connell-Wright Tree Inversion
Formula. In the next chapter, we see how this combinatorial development allows for the resolution of





This chapter focuses on the influence of a recent reduction by De Bondt and Van den Essen [3] that
has led to the resolution of several cases of the Jacobian Conjecture. They proved that in addition to
the conditions of the Bass-Connell-Wright Reduction Theorem (Theorem 2.2.1), one can also assume
that the Jacobian matrix of the function in question is symmetric. In Section 3.1 we present the
proof in full detail. In Section 3.2, we show how Wright used the symmetric condition to refine the
Bass-Connell-Wright Tree Inversion Formula. Using this refinement we provide a proof that a certain
class of functions are invertible. In Section 3.3, we use the refined tree inversion formula to annihilate
the sums indexed by certain classes of trees. This naturally leads to the introduction of a tree algebra
that will allow us to carry out calculations with the tree formulae. We use these developments to prove
a special case of the Jacobian Conjecture. To establish this special case, Wright used a theorem due
to Zhao in [14]. We provide a different proof that is independent of Zhao’s Theorem. We conclude
the chapter in Section 3.4 by formulating the Jacobian Conjecture in terms of the Grossman-Larson
algebra as a means of establishing a computational approach to the problem.
3.1 Symmetric Reduction
In 2005, De Bondt and Van Den Essen [3] discovered the following reduction to the Jacobian Conjecture.
Theorem 3.1.1. (Symmetric Reduction) [3] The Jacobian Conjecture is true if it holds for all poly-
nomial maps F = x−H where H is homogeneous of degree 3, JH is nilpotent, and JH is symmetric.
Note that in Theorem 3.1.1, every condition except the symmetry of JH follows from the Bass-Connell-
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Wright Reduction Theorem (Theorem 2.2.1), so De Bondt and Van Den Essen essentially proved that
one can assume that JH is symmetric. In this section, we will give a detailed presentation of the proof
of Theorem 3.1.1.
Before we begin the proof of Theorem 3.1.1, we make a few remarks and introduce some notation
and definitions. Firstly, JH is symmetric if and only if H is the gradient of some polynomial in
C[x1, . . . , xn]. This is known as Poincare’s Lemma (see [3]). Thus there exists f ∈ C[x1, . . . , xn] such






the Hessian of f . We use the notation h(f) to denote the Hessian of f . We now introduce the following
conjecture which is analogous to the Jacobian Conjecture.
Conjecture 3.1.2. (Hessian Conjecture) [3] Let f ∈ C[x1, . . . , xn]. If h(f) is nilpotent, then F =
x−∇f is invertible.
Notice that if we can prove that the Hessian Conjecture and the Jacobian Conjecture are equivalent,
then we have reduced the Jacobian Conjecture to the Symmetric Case. We show that these two
conjectures are in fact equivalent.
If the Jacobian Conjecture holds, it is immediate that the Hessian Conjecture holds as well. To see this,
let f ∈ C[x1, . . . , xn] be such that h(f) is nilpotent, and set F = (x1, . . . , xn) + (fx1 , . . . , fxn). Then
we have that h(f) = J(∇f) is nilpotent so by the Jacobian Conjecture, F is invertible. It remains
to prove that the Hessian Conjecture implies the Jacobian Conjecture. We do this by proving the
following theorem.
Theorem 3.1.3. [3] The Jacobian Conjecture and the Hessian Conjecture are equivalent. That is, if
the Hessian Conjecture holds for 2n-dimensional maps, then every n-dimensional map F = x−H with
JH nilpotent is invertible.
Proof. We prove Theorem 3.1.3 in two steps. First, we consider the function fH ∈ C[x1, . . . , xn, y1, . . . , yn]
given by
fH = (−i)H1(x1 + iy1, . . . , xn + iyn)y1 + . . . + (−i)Hn(x1 + iy1, . . . , xn + iyn)yn (3.1)
and show that the assumption that JH is nilpotent implies the nilpotency of h(fH). We then directly
show that the nilpotency of h(fH) implies the invertibility of F .
To start, we construct an invertible linear map S : C2n → C2n given by
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S(x1, . . . , xn, y1, . . . , yn) = (x1 − iy1, . . . , xn − iyn, y1, . . . , yn) (3.2)
and define gH = fH ◦S =
∑n
j=1(−i)H1(x1, . . . , xn)yj . If we partially differentiate gH twice with respect
to two y variables, the result is 0. If we partially differentiate with respect to an x variable and then






Now JH is nilpotent, and H is a function on n variables, so (JH)n = 0. Thus the characteristic
polynomial of the matrix JH as a variable in z must be zn. In other words, |zIn−JH| = zn. Similarly,
|zIn−(JH)T | = zn. To show that h(fH) is nilpotent, we must show that |zI2n−h(fH)| = z2n. Introduce






j ). Then h(zp) = zI2n, so by linearity of the Hessian,
h(zp− fH) = zI2n − h(fH). (3.4)
Now recall the invertible linear map S from (3.2). Its matrix representation with respect to the
standard basis is upper triangular with 1’s along the diagonal, so |S| = 1. Thus if we compose the
function zp− fH with S we have that
|h((zp− fH) ◦ S)| = |h(zp ◦ S − g)| = |ST ||h(zp− f)||S(x,y)|S| = |h(zp− f)||S(x,y). (3.5)
We can compute zp ◦ S:

















We deduce that h(zp ◦ S − gH) = h(zp ◦ S)− h(gH) which from (3.3) and (3.6) implies
h(zp ◦ S − gH) =

∗ −izIn + i(JH)T
−iz + iJH 0
 .
Consequently we have that
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|h(zp ◦ S − gH)| = |zIn − JH||zIn − (JH)T |. (3.7)
Combining (3.5), (3.7) and (3.6) we get
|zI2n − h(fH)|S(x,y) = |zIn − JH||zIn − (JH)T | = z2n.
Hence h(fH) is nilpotent. This completes step 1.
In step 2, we show that F = x−H is invertible if h(fH) is nilpotent, under the hypothesis that the
Hessian Conjecture is true. To do this, consider the function R = (x1 − (fH)x1 , . . . , xn − (fH)xn , y1 −
(fH)y1 , . . . , yn − (fH)yn). Since h(fH) is nilpotent, F is invertible by the Hessian Conjecture. We
also know that the map S defined in (3.2) is invertible. Thus in particular S−1 ◦ R ◦ S must be
invertible. A straightforward computation shows that S−1 ◦ R ◦ S = (x1 − H1(x1, . . . , xn), . . . , xn −
Hn(x1, . . . , xn), ∗, . . . , ∗). Since the restriction of S−1 ◦R ◦ S to the first n variables is invertible, F is
invertible.
Wright discovered direct consequences of the Symmetric Reduction on the role of combinatorics in
resolving the Jacobian Conjecture. In the next section we detail Wright’s first major step in accom-
plishing this, a refinement of the Bass-Connell-Wright Tree Inversion Formula.
3.2 The Symmetric Tree Inversion Formula
Let F : Cn → Cn be a polynomial map whose Jacobian matrix is symmetric. By the Symmetric
Reduction (Theorem 3.1.1), we can assume F = x−∇P where P ∈ C[x1, . . . , xn]. If G ∈ C[[x1, . . . , xn]]
is the formal inverse of F , then we have the following theorem.














We frequently write Q as Q = Q(1) + Q(2) + Q(3) + · · · where Q(m) is the homogeneous degree m













































We can write the expression Di(Dinc(w)P ) as a sequence of differential operators indexed by the edge
labels of a new tree in the following way. We create a tree by adding an edge to the tree T so that this
edge is incident with w, and incident to no other vertex. In other words, the end of this edge opposite












where inc(v) + δv,wei adds the exposed edge ei to the vertex w and to no other vertex. Now given any
T ∈ T, l : E(T ) → {1, . . . , n}, and w ∈ V (T ), we create a vertex-labelled rooted tree Tw by modifying
T as follows: declare w to be the root, label w with the label i, and label each vertex v by the label l(e)
of the edge e that is immediately before v on the unique wv-path in T . An intuitive way to understand
this process is to think of taking the tree T ∈ T with edge-labelling l : E(T ) → {1, . . . , n}, choosing a
vertex w ∈ V (T ), adding an edge incident to w labelled with i having an exposed vertex on the end
opposite w (as described just before (3.8)), and pushing each edge-label to the vertex incident to it
that is furthest from w. From this observation, if we let lw : V (T ) → {1, . . . , n} be the vertex-labelling







since the multiset of labels on the edges incident to w in the edge-labelling of T is precisely the same as
the multiset of vertex labels on the children of w, and w itself in Tw. We use an example to illustrate
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Using the process described above, the tree T3 is derived from the tree T ′ by adding the following






We then have ∏
v∈V (T ′)
Dinc(v)+δv,weiP = (D1P )(D1D2P )(D2DiP )
and ∏
v∈V (T3)
Dkw(v)Dl(v)P = (D2DiP )(D2D1P )(D1P )
which are equal. This can be similarly verified for T1 and T2.






























































where PT,F,i is as defined in Theorem 2.4.8. Now fix an S ∈ Trt. We are then summing over trees T
which have a vertex w so that T rooted at w is isomorphic to S. If we let S′ be the tree obtained from














|{w ∈ V (S′)|S′w∼=TrtS}|
|Aut(S′)|
PS,∇P,i.
The automorphism group of S′ defines an action on V (S′). The orbit of the root r is precisely the set
of vertices w ∈ V (S′) so that S′w and S are isomorphic as rooted trees. The stabilizer of r is the set
of automorphisms that fix r as a root, which is precisely the set of automorphisms of S. Thus by the












By the Bass-Connell-Wright Tree Inversion Formula, the final expression is precisely Gi.
One consequence of Theorem 3.2.1 that is needed throughout our discussion is the following theorem
by Zhao.
Theorem 3.2.2. (Zhao’s Formula) [14] Let Q(m), m ≥ 1, be the homogeneous summands of the











From this theorem we have the following immediate corollary.
Corollary 3.2.3. (Gap Theorem) [14] Let F be a polynomial function with symmetric Jacobian matrix.
Using the notation in Theorem 3.2.1, F is invertible (that is, G is a polynomial) if there exists a positive
integer M such that
Q(M+1) = Q(M+2) = · · · = Q(2M) = 0.
We end this section by showing an example of the use of the Symmetric Tree Inversion Formula
(Theorem 3.2.1). Consider any function F = x−∇P where P = Lk, L =
∑n






2 = 0. (3.10)
Since the coefficients a1, . . . , an are complex numbers, there are many maps that satisfy (3.10). Recall
now that we can assume we are working under the conditions in the Reduction Theorem (Theo-
rem 2.2.1) so that ∇P is homogeneous of degree 3. Thus we can assume k is 4.
Before applying the Symmetric Tree Inversion Formula to our example we need a few definitions. For
any vertex v in a tree T , we denote the degree of v in T by deg(v). We define ainc(v) to be the product
al1 · · · alr where {l1, . . . , lr} is the multiset of labels in inc(v). Now consider a tree T with |V (T )| ≥ 2.
We can assume T has no vertex of degree more than 4, so (4)deg(v) = 4(4− 1) · · · (4− deg(v) + 1) is a

























































by (3.10). Thus QT,P = 0 for all trees T with more than one vertex. If T has exactly one vertex, QT,P
is trivially equal to P . This implies the following theorem which is not found in the literature.







i = 0. Then F is
invertible with inverse G = x +∇P.
Along the lines of this example, we continue by looking at consequences of the Symmetric Tree
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Inversion Formula in the next section. We focus on those examples that lead toward the resolution of
special cases of the Jacobian Conjecture.
3.3 Consequences of the Symmetric Tree Inversion Formula
3.3.1 The Symmetric Case when (JH)3 = 0
We use the Symmetric Tree Inversion Formula by Wright [13] to solve cases of the Jacobian Conjecture.
The first example of this is the resolution of the symmetric case when (JH)3 = 0. By the Symmetric
Reduction (Theorem 3.1.1), we then have that F = x−∇P where (h(P ))3 = 0. In order to prove this
case, we first prove a theorem that gives us a class of trees T such that QT,P = 0. This class of trees
is a generalization of the trees we encountered in Section 2.5 when computing Gi(2) and Gi(3).
We say that a tree T has a naked r chain if it contains a path on r vertices whose internal vertices have
degree exactly 2 and whose endpoints have degree at most 2. The following theorem characterizes the
relationship between trees containing a naked r chain and QT,P .
Theorem 3.3.1. (Chain Vanishing Theorem) [13] Let P ∈ C[[x1, . . . , xn]] be homogeneous with (h(P ))r
= 0 for some r ≥ 1. Let T be a tree which contains a naked r chain. Then QT,P = 0.
Proof. Let V (T ) and E(T ) denote the vertex set and edge set of T respectively. Let R be a naked r
chain in T . First, assume that the endpoints of R both have degree 2. Then R can be written as an
alternating sequence of vertices and edges, say R = v1e1 · · · er−1vr, where vi ∈ V (T ) for all 1 ≤ i ≤ r
and ej ∈ E(T ) for all 1 ≤ j ≤ r − 1. We also let e0 and er be the other edges incident to v1 and vr
respectively. Partition E(T ) into the disjoint union of {e1, . . . , er−1} ∪ E′ and V (T ) into the disjoint





































(Dl′(e0)i1P )(Di1i2P ) · · · (Dir−2ir−1P )(Dir−1l′(er)P ). (3.11)
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The final summation is the (l′(e0)l′(er))
th entry of (h(P ))r, which is 0 by assumption. Thus QT,P = 0.
Now assume the endpoints of R do not necessarily both have degree 2. Without loss of generality we
assume that er is present but e0 isn’t. Then the inner summation of (3.11) is∑
i1,...,ir−1
(Di1P )(Di1i2P ) · · · (Dir−2ir−1P )(Dir−1l′(er)P ).





Di0i1P . We then have that the inner





(Di0i1P )(Di1i2P ) · · · (Dir−2ir−1P )(Dir−1il′(er)P ),
which is 0 since (h(P ))r = 0. Finally if both v0 and vr have degree 1 (that is, both e0 and er are
absent), then (3.11) becomes
∑
i1,...,ir−1
(Di1P )(Di1i2P ) · · · (Dir−2ir−1P )(Dir−1P ),
and applying Euler’s formula to Di1P and Dir−1P finishes the proof.
We are now prepared to resolve the symmetric case when (JH)3 = 0.
Theorem 3.3.2. (Symmetric (JH)3 = 0 Case) Let F : Cn → Cn be such that F = x−H where H is
symmetric and homogeneous of degree 3 with (JH)3 = 0. Then F is invertible.
Proof. Since H is symmetric and homogeneous of degree 3, then we can assume F = x − ∇P where
P is homogeneous of degree 4. Let G = x +∇Q be the formal inverse of F . Then by Corollary 3.2.3,
letting M = 3, it suffices to prove that Q(3) = Q(4) = 0. We know by Theorem 3.2.1 that Q(3) =∑
T∈T3
1
|Aut(T )|QT,P . Up to isomorphism, there is only one unrooted tree on 3 vertices, a path on 3
vertices. Let T1 be this tree. Since JH = h(P ), (h(P ))
3 = 0, so by the Chain Vanishing Theorem
(Theorem 3.3.1), we have QT1,P = 0. Thus Q




|Aut(T )|QT,P . Up to
isomorphism there are 2 trees on 4 vertices, T2 and T3 in the diagram below:
T2 = T3 =
??? 
.
Again, by the Chain Vanishing Theorem (Theorem 3.3.1), QT2,P = 0. To show that Q
(4) = 0, it then
suffices to show that QT3,P = 0. To do this, apply the operator
∑n
















(DiP )(DiDjP )(DjDkP )(DkP ) +
∑
i,j,k




(DjP )(DjDkP )(DkDiP )(DiP ).
From the last line we have 0 = QT2,P + QT3,P + QT2,P . But QT2,P = 0, so it follows that QT3P = 0.
Thus Q(4) = 0 and the result follows.
To prove Theorem 3.3.2, we wanted to find a positive integer M such that Q(M+1) = Q(M+2) =
· · · = Q(2M) = 0. To do this, we chose a value of M such that for all M +1 ≤ m ≤ 2M , QT,P = 0 for all
T ∈ Tm. For T ∈ {T1, T2}, QT,P = 0 immediately by the Chain Vanishing Theorem (Theorem 3.3.1).
For T3, we tried to express QT3,P as a linear combination of the other trees, all of which satisfied the
conditions of the Chain Vanishing Theorem (Theorem 3.3.1). In order to find this linear combination,
we applied a differential operator to T1, a tree satisfying the conditions of the Chain Vanishing Theorem
(Theorem 3.3.1). This is the approach we use in more general cases. First, we find a set of trees that
satisfy the Chain Vanishing Theorem (Theorem 3.3.1), and aim to express all other trees as linear
combinations of these trees. In order to do this systematically, we invoke the use of an algebra that
mimics our calculations. In the next section, we introduce the algebra and show how computations in
it relate to the computations we need.
3.3.2 Grossman-Larson Algebra
In this section, we introduce the Grossman-Larson Algebra and establish its relationship to the ring of
differential operators on C[x1, . . . , xn]. We use this relationship to establish special cases of the Jacobian
Conjecture. Before doing this, some notation and definitions are required. First, let {T1, . . . , Tr} be
a multiset of trees in Trt with roots rtT1 , . . . , rtTr respectively, and let S be a tree in T ∪ Trt. For
any sequence of vertices (v1, . . . , vr) ∈ V (S)r, we denote by (T1, . . . , Tr)−◦(v1,...,vr)S the tree formed
by joining each Ti to S by adding an edge between rtTi and vi. Let H be the Q−vector space spanned
by all rooted trees, where addition is formal. Let M be the Q−vector space spanned by all unrooted
trees. We can define actions of H on M and H itself in the following way. Let T ∈ Trt with root rtT ,
and let S ∈ T ∪ Trt. Define DelRoot(T ) = {T1, . . . , Tr} to be the multiset of trees in T\{rtT }. We
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define the action
T · S =
∑
(v1,...,vr)∈V (S)r
[(T1, . . . , Tr)−◦(v1,...,vr)S]. (3.12)




Another example illustrates the action of H on itself.
· =
;;; 
+ + 7777 
(3.14)
Notice that T ·S is an element in M if S ∈ T and T ·S is an element of H if S ∈ Trt. As a consequence,
H has a ring structure on it whose product is defined by the action in (3.12), and M is endowed with an
H-module structure defined by the same action. With this observation, the Chain Vanishing Theorem
(Theorem 3.3.1), and the Reduction Theorem (Theorem 2.2.1), it is natural to consider the following
H-submodules of M. First, denote by C(r) the H-submodule of M generated by all trees containing a
naked r chain. Second, denote by V (s) the subspace of M generated by all trees containing a vertex
of degree at least s + 1. Notice in particular that for any T ∈ H and S ∈ V (s), every tree in the sum
T · S contains a vertex of degree s + 1. Thus V (s) is an H-submodule of M. For positive integers
r, s, we define the H-submodule M(r, s) = C(r) + V (s), and finally define the quotient module M(r, s)




 + . (3.15)
Now consider λ, the image of λ after projection into M(4, 3). Any tree containing a vertex with degree
at least 4 or containing a naked 4 chain is annhilated, so λ = 0 in M(4, 3). Note that if we replace each
occurrence of a tree T with QT,P in the sum (3.15), we get 0 as well by the Chain Vanishing Theorem
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(Theorem 3.3.1) and the Reduction Theorem (Theorem 2.2.1). This gives strong evidence toward a
relationship between terms in M and sums with summands QT,P . We now make this relationship
precise.
First, we define the homomorphism ρp : M → C[x1, . . . , xn] by sending an unrooted tree T to QT,P
and extending linearly. Now let D[x1, . . . , xn] be the ring of differential operators on C[x1, . . . , xn].
Given a rooted tree S let e1, . . . , er be the edges adjacent to rtS . Now define the homomorphism








Notice that φp(S) mimics the definition of QT,P for trees in T. The maps φp and ρp are easily seen to
be compatible with the structures of M as an H-module and C[x1, . . . , xn] as a D[x1, . . . , xn]-module.
In other words, the following diagram commutes
H×M −−−−→ Myφp×ρp yρp
D[x1, . . . , xn]× C[x1, . . . , xn] −−−−→ C[x1, . . . , xn]
where horizontal arrows are given by the module action. Thus we have established an explicit cor-
respondence between the structure of M as a H-module and C[x1, . . . , xn] as a D[x1, . . . , xn]-module.
One immediate consequence of this correspondence is the following:
Proposition 3.3.3. [13] Let r, s be positive integers and P ∈ C[x1, . . . , xn] be homogeneous of degree
s with (h(P ))r = 0. Then ρp(V (s)) = ρp(C(r)) = 0.
Proof. Let T be a tree with a vertex of degree at least s+1. Then ρp(T ) = QT,P = 0 since Dinc(s)P = 0.
By the compatibility of φp and ρp, this extends to the entire module V (s). Thus ρp(V (s)) = 0. Now
assume that T has a naked r chain. Then ρp(T ) = QT,P = 0 by the Chain Vanishing Theorem
(Theorem 3.3.1). Again by the compatibility of φp and ρp, this extends to the entire module C(r), so
ρp(C(r)) = 0.
By Proposition 3.3.3, ρp induces a homomorphism ρp(r, s) : M(r, s)→ C[x1, . . . , xn] that is compatible
with φp. That is, the following diagram commutes
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H×M(r, s) −−−−→ M(r, s)yφp×ρp(r,s) yρp(r,s)
D[x1, . . . , xn]× C[x1, . . . , xn] −−−−→ C[x1, . . . , xn]
where horizontal arrows are given by the module action. Using this, we can state sufficient conditions
for a function F to be invertible in the case that F has a symmetric Jacobian matrix. Let F = x−∇P ,
and G = x+∇Q be its formal power series inverse (we can assume it has this form by Theorem 3.2.1).







Notice that ρp(vm) = Q(m). Thus ρp(vm) = Q(m) in M(r, s). We conclude that if vm = 0 in M(r, s),
then Q(m) = 0. The following proposition follows from these observations.
Proposition 3.3.4. [13] Let F : Cn → Cn be a polynomial function with symmetric Jacobian matrix
and formal inverse G = x + ∇Q. Further assume (h(P ))n = 0. Then using the notation from
Theorem 3.2.1, if there exists a positive integer M such that vm = 0 in M(n, 4) for all m ≥ M , then
F is invertible.
Using the Gap Theorem (Corollary 3.2.3), we can state a weaker version of Proposition 3.3.4 that
implies the Jacobian Conjecture is true.
Proposition 3.3.5. [13] Let F : Cn → Cn be a polynomial function with symmetric Jacobian matrix
and formal inverse G = x + ∇Q. Further assume (h(P ))n = 0. Then using the notation from
Theorem 3.2.1, if there exists a positive integer M such that vm = 0 in M(n, 4) for all M+1 ≤ m ≤ 2M ,
then F is invertible.
Using Proposition 3.3.5, we present an alternate proof of the Symmetric (JH)3 = 0 Case of the
Jacobian Conjecture using the Grossman-Larson Algebra. This proof is adapted from the original
proof by Wright [13].
Theorem 3.3.6. (Symmetric (JH)3 = 0 Case Revisited) [13] Let F : Cn → Cn be such that F = x−H
where H is symmetric and homogeneous with (JH)3 = 0. Then F is invertible.
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Proof. We are given that F has a symmetric Jacobian matrix so we can assume F = x − H where
H = ∇P for some P ∈ C[x1, . . . , xn]. Now (JH)3 = 0 implies (h(P ))3 = 0, so ρp(C(3)) = 0 by
Proposition 3.3.3. By the same proposition, we also know that ρp(V (4)) = 0 since P is homogeneous
of degree at most 4. Thus ρp induces a homomorphism ρp on M(3, 4) and ρp(vm) = Q(m) for all m ≥ 1.
By the Gap Theorem (Corollary 3.2.3), it is sufficient to show that Q(3) = Q(4) = 0. Thus, in the
Grossman-Larson Algebra, it suffices to show that ρp(v3) = ρp(v4) = 0 in M(3, 4). Consider the trees
T1, T2 and T3 defined in Theorem 3.3.2. By the definition of vm,




We know that T1 is a path on 3 vertices, so v3 ∈ C(3). Thus v3 = 0 in M(3, 4). Consider the product
· =
;;; 
+ 2 . (3.16)
Let T be the rooted tree in this product. Then T · T1 = 2T2 + T3. Since T1 = 0, T · T1 = 0, so
2T2 + T3 = 0. But T2 ∈ C(3) so T2 = 0. We conclude that T3 = 0 and hence




Thus v3 = v4 = 0 in M(3, 4), implying ρp(v3) = ρp(v4) = 0.
The proof of Theorem 3.3.6 invoked the Gap Theorem (Corollary 3.2.3). We present a stronger
statement than that of Theorem 3.3.6 that proves Theorem 3.3.6 independent of the Gap Theorem
(Corollary 3.2.3). The proof of this theorem is not found in the literature.
Theorem 3.3.7. [13] T ∈ C(3) + V (4) for all trees T with at least 3 vertices.
An immediate corollary of Theorem 3.3.7 is the following:
Corollary 3.3.8. [13] Let F : Cn → Cn be such that F = x−H where H is symmetric and homogeneous
with (JH)3 = 0. Then F is invertible.
Proof. (Corollary 3.3.8) Let G = x +∇Q be the formal inverse of F . Since T ∈ C(3) + V (4) for all
trees T with at least 3 vertices, vm = 0 for all m ≥ 3, so Q(m) = 0 for all m ≥ 3, implying F is
invertible.
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We now prove Theorem 3.3.7.

















but we know that and
T
are both in C(3). It thus follows by (3.17) that
T





















8888 ∈ C(3) by our result from (3.17). Thus
T

8888 ∈ C(3) as well.
Now consider any tree T ′ with |V (T ′)| ≥ 3. By Theorem 2.5.1, we can assume vertices in T ′ have
degree at most 4. Start a breadth-first tree for T ′ at any leaf that is the end of a longest path and
consider the structure of T ′ looking 2 levels into a breadth-first search. By our conclusions from (3.17)






















It then suffices to show that all the trees in (3.19) lie in C(3) + V (4).
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where the sum ranges over some set of trees. The unrooted tree being multiplied on the left hand side
and the trees in the summation on the right hand side of the (3.20) are in C(3) by our conclusion























































































































































∈ C(3). Thus all the trees in (3.19)
belong to C(3) + V (4), and we have our result.
3.4 Computational Approach
Using the Grossman-Larson Algebra, we can set up the Jacobian Conjecture in a computational frame-
work. To do this, recall that to prove the Jacobian Conjecture, it suffices to find a positive integer Mn
such that for all Mn +1 ≤ m ≤ 2Mn, vm = 0 in M(n, 4) (by Theorem 3.3.5). Now fix a positive integer
m. Let k be a positive integer with 1 ≤ k ≤ n. Assume T is a rooted tree with k vertices excluding
the root, and S ∈ Tm−k. Then T ·S is a sum of trees in Tm. Thus if S ∈ C(n) + V (4), T ·S is a linear
combination of trees on m vertices, the linear combination being 0 in M(n, 4). We can generate many
linear combinations in this way by choosing T arbitrarily and S to have a naked n chain or a vertex
with degree at least 5 (in order to ensure S = 0 in M(n, 4)). It then suffices to check if vm is in the
span of the linear combinations. As an example of how this computational process works, we switch
to looking at M(4, 3) and consider v6 in this quotient module.
Let A1 and A2 be paths on 4 and 5 vertices respectively. Consider these paths along with the trees
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S = S′ = S′′ =
??? 
Figure 3.1: Rooted Trees
from Figure 3.1 and Figure 3.2. We see that A1, A2, B1 ∈ C(4) and B4, B6 ∈ V (3). Thus A1, A2, B1, B4
and B6 are all 0 in M(4, 3). It follows that,
0 = S′ ·A1 = 2B1 + 2B3 = 2B3
0 = S ·A2 = 2B1 + 2B2 + B3 = 2B2 + B3
0 = S′′ ·A1 = 2B1 + 6B2 + 4B3 + 2B4 + 2B5 = 6B2 + 4B3 + 2B5.
Since B1 = B4 = B6 = 0 in M(4, 3), v6 is a Q-linear combination of {B2, B3, B5}. Now any Q-linear
combination of {B2, B3, B5} can be written as a Q-linear combination of {B3, 2B2+B3, 6B2+4B3+2B5}
since the transition matrix between the two sets of vectors is triangular with no zeroes on the diagonal.
Thus v6 is a Q-linear combination of {B3, 2B2 + B3, 6B2 + 4B3 + 2B5}, all of which are 0 in M(4, 3).













Figure 3.2: Trees with 6 vertices
Li-Yang Tan [13] created a computer program to assist Wright in expressing the values vm as linear
combinations that are 0 in M(n, 4) for various n. Using this computational method, another case of
the Jacobian Conjecture was resolved.
Theorem 3.4.1. [13] The Jacobian Conjecture is true for all maps F : Cn → Cn with F = x − H,
JH symmetric, and (JH)4 = 0.
The computer program in fact showed that all trees T ∈ Tm are 0 in M(4, 4) for m = 8, 9, 10, 11, 12, 14.
It turns out this is not true when m = 13, but v13 = 0, and so vm = 0 for m = 8, 9, 10, 11, 12, 13, 14 in
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M(4, 4). Thus Theorem 3.4.1 follows from Proposition 3.3.4.
This concludes our investigation of the Symmetric Reduction and its influence on resolving the Jaco-
bian Conjecture. In the next chapter, we look at Singer’s approach to the conjecture which parallels





In this chapter, we detail the developments of Singer in [9]. In Section 4.1, we show how Singer used
Catalan trees to determine the formal power series inverse of polynomial functions. In Section 4.2,
we illustrate Singer’s combinatorial interpretation of the nilpotency condition. We also investigate
how Singer used this interpretation to pose the Jacobian Conjecture combinatorially. Using these
discoveries, in Section 4.3 we show how Singer developed a systematic method for approaching certain
cases of the Jacobian Conjecture, and how he resolved some of these cases.
4.1 Catalan Tree Inversion Formula
A Catalan tree is an ordered rooted tree such that every non-leaf vertex has up-degree at least 2. We
denote the set of Catalan trees by C and the set of Catalan trees with p leaves by Cp. For example,




















T1T2· · ·Tk''@@@ ~~~ : Tj ∈ Cij , 1 ≤ j ≤ k}. (4.1)
For example,
C1 = { } C2 =



















Moreover, we can vertex-colour trees in C. Consider the set of vertex-coloured Catalan trees with root
coloured i. We denote by C(i) the subset of vertex-coloured Catalan trees with root labelled i where
the colours of the children of any vertex are weakly increasing from left to right. In other words, we









''???  : Tj ∈ Cij (lj), 1 ≤ i ≤ k}. (4.2)
An example of a tree in C(2)7 is given in Figure 4.1.
2
1 2




Figure 4.1: A coloured Catalan tree in C(2)7
Given a polynomial function F : Cn → Cn, F = x−H, we can define a weight function on C. Recall








i1,i2,··· ,ikxi1 · · ·xik .
Let VL(T ) denote the set of leaves in V (T ). Define the weight function ω :
⋃n
i=1 C











As an example, if T is the tree from Figure 4.1, then








We can equivalently define (4.3) recursively as follows:








where Tj ∈ C(ij) for all 1 ≤ j ≤ k. We now state and prove the Catalan Tree Inversion Formula which
gives us the inverse of F in terms of ω.
Theorem 4.1.1. (Catalan Tree Inversion Formula) [9] Let F : Cn → Cn, F = x−H (we can assume
H has no constant or linear terms). Let ω be the weight function defined in (4.3). Let G be the formal






























































= xi + Hi(G1, . . . , Gn).
Thus Gi = xi −Hi(G1, . . . , Gn) = Fi(G1, . . . , Gn).
At times it will be convenient to ignore the vertex colours of a coloured Catalan tree T ∈ C(i) and
consider only its underlying tree in C, which we denote by shape(T ). This leads to the definition of
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Using the weight function ωi, we can state the Jacobian Conjecture in terms of Catalan trees.
Theorem 4.1.2. (Jacobian Conjecture - Catalan Tree Version) [9] Let F : Cn → Cn be a polynomial
function. Let G = (G1, . . . , Gn) be the formal inverse of F . Then G is polynomial if and only if for
each 1 ≤ i ≤ n, ∑
T∈Cp
ωi(T ) = 0 (4.4)
for sufficiently large p.
By the Reduction Theorem we assume H is homogeneous of degree d for some positive integer
d (we can further assume d = 3 but we consider general d for later arguments). From this we can
conclude that the weight of most Catalan trees is zero. The proof of this is not in the literature.
Proposition 4.1.3. [9] Assume H is homogeneous of degree d. Let T ∈ Trt. If there exists a vertex
v ∈ V (T )\VL(T ) such that the up-degree of v is not d, then ωi(T ) = 0.
Proof. We are given a tree T with a vertex v such that v+ = {v1, . . . , vk}, k 6= d. Let l be a colouring











= 0. It follows from (4.3) and the definition of ωi that ωi(T ) = 0.
In the next section, we look at conclusions that can be made by assuming the nilpotency of the
Jacobian matrix.
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4.2 Jacobian Nilpotency and Catalan Trees
The condition that (JH)n = 0 can be translated into a combinatorial property of a certain class of
Catalan trees. In order to establish this property, we need to define a new type of Catalan tree, and
introduce a formal multiplication between such trees.
4.2.1 Marked Catalan Trees
A marked Catalan tree is a pair (T, v) where T is a Catalan tree and v is a leaf of T . We denote the set
of marked Catalan trees by (C, ∗). This naturally leads to defining (Cp, ∗) and (C(i), ∗) as the marked
versions of Cp and C(i) respectively. We additionally define C(i,j) to be the set of trees in (C(i), ∗) with
marked vertex coloured j. Figure 4.2 gives an example of such a tree in C(2,4)7 .
2
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Figure 4.2: A coloured Catalan tree in C(2,4)7 , bulleted vertex coloured 4
We can naturally define a product on (C, ∗). Let (S, u), (T, v) ∈ (C, ∗). We define the Catalan product
(S, u)(T, v) to be the marked Catalan tree obtained by replacing u in S by (T, v). As an example, if
(S, u) =
•7777  (T, v) =
•
then it follows that








We can similarly define the product of (S, u) ∈ (C, ∗) and T ∈ C to be the tree in C obtained by
replacing u in S by T . Given a tree S with n leaves, we also define the ordered product S ◦ (T1, . . . , Tn)
to be the tree obtained by replacing the ith (in depth-first order) leaf of S by Ti.
There is a certain class of marked trees that will be of particular interest. We say that (T, v) ∈ (C, ∗)
has a chain of height k if T\VL(T ) is a path on k vertices. We denote by CHk the set of marked trees
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with a chain of height exactly k. As an example, the tree from (4.5) is in CH2. We extend our weight








In other words, we restrict ωi to marked Catalan trees whose marked vertex is coloured j, and remove
the effect of the marked vertex on the weight. The motivation for this definition of ωi,j is its compati-
bility with the product on (C, ∗) that allows for the following matrix-like identity, which is not proven
in the literature.
Theorem 4.2.1. [9] Let (S, u), (T, v) ∈ (C, ∗). Then
ωi,j((S, u)(T, v)) =
n∑
k=1
ωi,k(S, u)ωk,j(T, v). (4.7)
Proof. If (S, u), (T, v) ∈ (C, ∗), we have







Given any (R, v) on the right hand side of (4.8), the vertex u may be coloured with any colour in
{1, . . . , n}. If u is coloured k, then split (R, v) into the product (S′, u)(T ′, v) where (S′, u) ∈ C(i,k) has








where the inner sum runs over all (S′, u) ∈ C(i,k), (T ′, v) ∈ C(k,j) with shape(S′, u) = (S, u) and
shape(T ′, v) = (T, v). By the definition of ω(R) we see that if (R, v) = (S′, u)(T ′, v) where (S′, u) ∈


















When one of the trees is unmarked we have a similar theorem.
Theorem 4.2.2. [9] Let (S, u) ∈ (C, ∗) and T ∈ C. Then
ωi((S, u)T ) =
n∑
k=1
ωi,k(S, u)ωk(T ). (4.10)
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4.2.2 The Interpretation of (JH)n = 0
We start our investigation of the relationship between the nilpotency of the Jacobian matrix and the









Proof. We show that there is a correspondence between monomials in ∂Hi∂xj and summands on the
























This suggests there are exactly 2 trees (T, v) ∈ CH1 also lying in C(3,2) with













3, T must be the tree








Furthermore, the only vertices in v that can be marked are the leaves coloured with the colour 2, of
which there are exactly two.
In general, any monomial in Hi is of the form h
(i)
1i1 ,...,nin
xi11 · · ·xinn . The only unmarked tree in CH1
with this as a weight is the tree T ∈ C(i) whose non-root vertices are all leaves, and whose root rt
satisfies rt+ = {1i1 , . . . , nin}. There are ij vertices in T coloured j. Thus T induces exactly ij trees
{T1, . . . , Tij} in C(i,j) that are also in CH1 with weight h
(i)
1i1 ,...,nin
xi11 · · ·xinn . Summing the weights of
these trees we have
ω(T1) + . . . + ω(Tij ) = ijh
(i)
1i1 ,...,nin
















The result follows by extending this process to all monomials in Hi.
From Lemma 4.2.3 we arrive at a connection between the nilpotency of the Jacobian matrix and
Catalan trees. This relationship is established in the next theorem. The proof is not in the literature.
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Theorem 4.2.4. [9] Let F : Cn → Cn, F = x −H satisfy the conditions of the Reduction Theorem
(Theorem 2.2.1). Then ∑
(T,v)∈CHn
ωi,j(T, v) = (JH)
n
i,j = 0.










Any (T, v) ∈ CHn can be decomposed as the product of two trees, one in CHn−1 and one in CH1. To





From Lemma 4.2.3, we know that Wi,j = ∂Hi∂xj , so W = JH. It follows that




4.2.3 The Degree 2 Case when (JH)2 = 0
In this section, we settle the degree 2, (JH)2 = 0 case of the Jacobian Conjecture. Though the develop-
ment of Wright [13] (see Chapter 3) gives a shorter proof, we provide a proof using the weight functions
on Catalan trees that motivates definitions and approaches needed for more general arguments beyond
this specific case. The proof requires us to consider isomorphism classes of Catalan trees, which we
now introduce.
Let T be a Catalan tree. We denote by [T ] the set of Catalan trees isomorphic to T as a rooted
tree. Any two trees in [T ] are said to be equivalent . The number of trees in [T ] is denoted sym(T ).
For (T, v) ∈ (C, ∗), we similarly denote by [T, v] the set of trees in (C, ∗) isomorphic to T as a rooted
tree where the isomorphism sends a marked vertex to a marked vertex, and denote by sym(T, v) the
























so [T ] = {T1, T2, T3, T4}. We naturally extend the weight functions ωi and ωi,j to the isomorphism










Now that we have introduced equivalence classes of Catalan trees, we are prepared to prove the specific
case in question. The proof is adapted from the proof by Singer [9].
Theorem 4.2.5. [9] Let F : Cn → Cn, F = x − H, where Hi is homogeneous of degree 2 for each
1 ≤ i ≤ n, and (JH)2 = 0. Then H ◦H = 0, so F is invertible with inverse G = x + H.








Thus we have that












































By Lemma 4.2.3 we know that (JH)2 = 0 implies∑
(T,v)∈CH2
ωi,j(T, v) = 0
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for all 1 ≤ i, j ≤ n. Since H is homogeneous of degree 2, ωi,j(T, v) = 0 unless every non-leaf vertex in
T has up-degree exactly 2 (by Proposition 4.1.3). There are only 4 marked Catalan trees in CH2 in
which every non-leaf vertex has up-degree exactly 2. These are precisely the 4 trees in (4.12). Thus
∑
(T,v)∈CH2




































Let p, q be indeterminates. We have






ω1[ ]p + ω1[














ωi2 [ ]p + ωi2 [
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]q2.











] = 0. (4.14)







































] = 0. (4.15)

























































] = 0. (4.16)


























The proof of Theorem 4.2.5 suggests a strategy for approaching other cases of the Jacobian Conjecture.
Recall from Theorem 4.1.2 that to establish any case of the Jacobian Conjecture, it suffices to show
that ∑
T∈Cp
ωi(T ) = 0
for sufficiently large p. In order to prove this, we can equivalently prove ωi[T ] = 0 for all T ∈ Cp, for
p sufficiently large. As motivated by the proof of Theorem 4.2.5, we can do this by finding a set of




showing that ωi[T ] is a summand in each linear combination, and finally showing that members of L










L = {4ωi[T1] + ωi[T2], ωi[T2]}.
All members of L were proven to be zero when (JH)2 = 0 (by (4.15) and (4.16)) and
ωi[T1] ∈ spanQL.
We therefore need a systematic method for performing Gaussian elimination on linear combinations
of trees. To do this, we need an ordering on Catalan trees and a characterization of leading terms in
linear combinations of these trees. This is the focus of the next section.
4.2.4 Linear Combinations of Catalan Trees
In this section we define a partial order on Catalan trees, and find leading terms of linear combinations
of them with respect to this partial order. As mentioned in the previous section, the motivation for this
is to find a systematic method of performing Gaussian elimination on linear combinations of trees. We
also introduce definitions and constructs to deal with chains in trees, in order to exploit the nilpotency
condition.
Orderings on C ∪ (C, ∗)
We define a total ordering < on C ∪ (C, ∗) as follows. Let S, T ∈ C ∪ (C, ∗). If S has fewer leaves than
T (or vice-versa), then S < T (S > T ). Otherwise, S and T have the same number of leaves. In this
case, we define < recursively as follows. As a base case, an unmarked tree with one vertex is defined























Trees that are the largest in their equivalence class are called standard trees. These trees are used as




Given a linear combination of trees {T1, . . . , Tk} where T1 < . . . < Tk, we define T1 to be the leading
term of the linear combination. We also define two orderings on multisets of trees. If M1 and M2 are
multisets of trees, we say that M1 ≤ M2 if there is an injection φ : M1 → M2 so that T < φ(T ) for
each T ∈ M1. We also define the ordering  by setting M1  M2 if and only if S ≤ T for all S ∈ M1
and T ∈ M2.
Branch Words and Catalan Sums
Let (T, v) ∈ (C, ∗). We recursively define the branch word Bv(T ) of (T, v) as follows. If (T, v) is a
single marked vertex, Bv(T ) is the empty word. Otherwise, we have
T =
T1T2· · ·Tk'''??? 
with v being a leaf of Ti for some i, 1 ≤ i ≤ k. We define Bv(T ) recursively by setting Bv(T ) = Bv(Ti)M





where v is the marked vertex, then
Bv(T ) = { }{
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Two branch words B1 = M1M2 . . .Mj , B2 = N1N2 . . . Nk are said to be equivalent if j = k and there
is a bijection φi : Mi → Ni so that T is equivalent to φi(T ) for all T ∈ Mi. In other words, Mi is
a rearrangement of Ni for each i, 1 ≤ i ≤ k. The following theorem characterizes the equivalence of
marked Catalan trees based on their branch word. We omit its proof.
Theorem 4.2.6. [9] Let (S, u), (T, v) ∈ (C, ∗). Then (S, u) ≡ (T, v) if and only if Bu(S) ≡ Bv(T ).
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We now define sums of Catalan trees and establish properties of products of these sums. Let T ∈





We multiply such sums in a natural way. If (S, v) ∈ (C, ∗), T ∈ C ∪ (C, ∗), we set





The following two lemmas establish product rules for these sums.
Lemma 4.2.7. [9] Let (R, u), (S, v) ∈ (C, ∗) and (T, v) = (R, u)(S, v). Then
sum(R, u)sum(S, v) = sum(T, v).
Proof. Any term in the product is of the form (R′, u′)(S′, v′) where (R′, u′) ≡ (R, u) and (S′, v′) ≡
(S, v). By Theorem 4.2.6, Bu′(R′) ≡ Bu(R) and Bv′(S′) ≡ Bv(S). Thus,
Bv′(T ′) = Bv′(S′)Bu′(R′) ≡ Bv(S)Bu(R) = Bv(T ).
Thus (T ′, v′) ≡ (T, v), so any term in the product sum(R, u)sum(S, v) is equivalent to (T, v). Moreover,
any tree (T ′, v′) ≡ (T, v) can be uniquely decomposed as (T ′, v′) = (R′, u′)(S′, v′) where (R′, u′) ≡ (R, u)
and (S′, v′) ≡ (S, v). To prove this, first note that the height of v′ from the root of T ′ must be the
height of v from the root of T . Now choose the unique vertex u′ in (T ′, v′) on the path from its root
to v′ such that its height is the same as the height of u from the root of T . This factors (T ′, v′) into a
product (R′, u′)(S′, v′). We have that
Bv′(S′)Bu′(R′) = Bv′(T ′) ≡ Bv(T ) = Bv(S)Bu(R).
Thus Bu′(R′) ≡ Bu(R) and Bv′(S′) ≡ Bv(S) so again by Theorem 4.2.6, (R′, u′) ≡ (R, u) and (S′, v′) ≡
(S, v)
A similar rule holds if we assume S ∈ C instead.
Lemma 4.2.8. [9] Let (R, v) ∈ (C, ∗), S ∈ C and T = (R, v)S. Then there exists a constant lT such
that
sum(R, v)sum(S) = lT sum(T ).
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The proof of Lemma 4.2.8 is similar to that of Lemma 4.2.7 so we omit its proof. We can summarize
Lemma 4.2.8 and Lemma 4.2.7 in the following proposition.





Proof. From Theorem 4.2.8 and Theorem 4.2.7, there exists a constant α such that
sum(R, v)sum(S) = αsum(T )
and from this α must satisfy
sym(R, v)sym(S) = αsym(T ).
Chain Compositions
We refine CHk by setting CH(i1,...,ik) to be the equivalence class of all trees in CHk having branch
word M1M2 · · ·Mk where Mj consists of ij single vertices. For example,





Now let M = {T1, . . . , Tr} be a multiset of standard Catalan trees. Let i1, . . . , ik be a collection
of positive integers with i1 + . . . + ik = r. Then CH(i1,...,ik) has exactly r leaves. We denote by
CH(i1,...,ik) ◦ M the multiset of trees formed in the following way: Choose a multiset of trees A =
{T ′1, . . . , T
′
r} such that T
′
j ≡ Tj for all 1 ≤ j ≤ r and replace each leaf of CHk by exactly one member
of A. We set B(i1,...,ik)(M) to be the set of branch words M1 · · ·Mk which are multiset partitions of
M with |Mj | = ij . The following theorem establishes an expression for the sum of weights of trees in
CH(i1,...,ik) ◦M . The proof is not found in the literature.










where α is the number of distinct rearrangements of {T1, . . . , Tr}.
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Proof. Let (T, v) ∈ CH(i1,...,ik). There are exactly
r!
α trees in (T
′, v) ∈ (C, ∗) such that Bv(T ′) = Bv(T )
(and consequently (T ′, v) = (T, v) since all these trees are standard). These are precisely the trees
obtained by rearranging trees in the set A which are the same. Moreover, we can create a tree
(T, v) ∈ CH(i1,...,ik) ◦ M whose branch word is any given word in B(i1,...,ik)(M). To show this, let
M ′ = M1 · · ·Mk be a word in B(i1,...,ik) ◦M so that |Mj | = ij . Choose a chain C ∈ CH(i1,...,ik). Create
(T, v) by replacing each of the ij non-leaf vertices of height j by exactly one tree in Mj . Then the
















From Proposition 4.2.10 and Proposition 4.2.9 we have the following theorem.












sym(R, u)sym(S, v)sym(T )
sym((R, u)(S, v)T )
sum((R, u)(S, v)T )
The main purpose of Theorem 4.2.11 is that it can be used to generalize (4.14). As in the arguments
leading up to (4.14), we consider
∑
T∈CHk ωa,b(T ) (which we denote by C
(k)
a,b (x1, . . . , xn) for simplicity)
as a function of x1, . . . , xn. By Theorem 4.2.4 we have that
C
(k)
a,b (x1, . . . , xn) = (JH)
k
a,b.
Let M be a multiset of trees. As in the computations leading to (4.14), given indeterminates q1, . . . , qr,
we are interested in determining
[q1 · · · qr]C(k)a,b
 ∑
Tj∈M





Using Theorem 4.2.11, we find a slightly stronger result. The proof of this result is not in the literature.
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Theorem 4.2.12. [9]




















sym(R, u)sym(S, v)sym(T )
sym((R, u)(S, v)T )
ωi[(R, u)(S, v)T ]. (4.18)
Proof. We first find an expression for
[q1 · · · qr]C(k)a,b
 ∑
Tj∈M
















The degree of any term in ωa,b(S) is the number of unmarked leaves in S. It follows that the only
terms in the sum potentially having a non-zero q1 · · · qr coefficient are those that have r unmarked
leaves. Thus (4.20) can be restricted to












Expanding the weight functions as polynomials and making the substitutions, we see as in (4.14) that
















[q1 · · · qr]ωa,b(S)
 ∑
Tj∈M





















Thus we have that
[q1 · · · qr]C(k)a,b
 ∑
Tj∈M
















































sym(R, u)sym(S, v)sym(T )
sym((R, u)(S, v)T )
(R, u)(S, v)T








sym(R, u)sym(S, v)sym(T )
sym((R, u)(S, v)T )
ωi[(R, u)(S, v)T ].
The following is an immediate corollary of Theorem 4.2.12, whose proof is not in the literature.
Corollary 4.2.13. [9] If Hi is homogeneous of degree d + 1 for each i and (JH)




sym((R, u)(S, v)T )
ωi[(R, u)(S, v)T ] = 0.







sym(R, u)sym(S, v)sym(T )
sym((R, u)(S, v)T )
ωi[(R, u)(S, v)T ] = 0. (4.22)
Pick any tree (R′, u′)(S′, v′)T from a summand of (4.22). Then
ωi((R′, u′)(S′, v′)T ) =
∑
1≤a,b≤n
ωi(R′, u′)ωa(S′, v′)ωb(T ).
If S has a non-leaf vertex of up-degree other than d + 1, then ωa(S′, v′) = 0 for all 1 ≤ a ≤ n, so
ωi((R′, u′)(S′, v′)T ) = 0. Thus we can restrict (4.22) to trees where each non-leaf vertex has up-degree
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d + 1. This implies i1 = i2 = . . . = ik = (d + 1)− 1 = d, so Bv(S) ∈ Bdk(M). Together with factoring
out sym(R, u) and sym(T ) from (4.22), we have our result.
Corollary 4.2.13 presents a collection of linear combinations all of which are annihilated by ωi. We
now need a method to find the leading term in such linear combinations in order to perform Gaussian
elimination as we did at the end of Section 4.2.3. In (4.22), we summed over weights on equivalence
classes of trees. Thus, if (S′, v′) is the smallest standard tree with branch word in B(i1,...,ik)(M), then
the leading terms in the sum are members of [(R, u)(S′, v′)T ]. It therefore suffices to find the smallest
standard tree (S′, v′) with branch word in B(i1,...,ik)(M). Singer does this in [9]. We omit the proof as
it is removed from the combinatorial focus of this thesis.
Theorem 4.2.14. [9] Let i1, . . . , ik be a collection of positive integers and M be a multiset of standard
trees of cardinality i1 + . . . + ik. Then the smallest standard tree in B(i1,...,ik)(M) is the tree (S
′, v′)
with Bv′(S′) = M1 · · ·Mk and M1  M2  . . .  Mk.
Combining Theorem 4.2.11 and Theorem 4.2.14 we have the following result.
Theorem 4.2.15. [9] Let M be a multiset of standard Catalan trees of cardinality r and (i1, . . . , ik)






is a linear combination over equivalence classes of Catalan trees with leading terms from the equivalence
class [(R, u)(S′, v′)T ], where (S′, v′) is the tree satisfying Bv(S) = M1 · · ·Mk and M1  M2  . . .  Mk.
We have set up linear combinations of trees that are annihilated by ωi, and have found leading terms in
such combinations. This enables us tackle more cases of the Jacobian Conjecture in the next section.
4.3 Applications to the Jacobian Conjecture
In this section we use the developments from the previous section with regards to leading terms of
linear combinations to resolve a case of the Jacobian Conjecture. Before doing so, we identify certain
trees that are easily seen to be leading terms of linear combinations.
Let T ∈ C be a standard tree and let v be a leaf of T such that Bv(T ) = M1 · · ·Mj . If there is a
positive integer a such that Ma  Ma+1  . . .  Ma+k−1 then we call T a k-good tree. Any standard
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tree that is not k-good is said to be a k-bad tree. If (T, v) is a marked tree and Bv(T ) = M1 · · ·Mk
with M1  M2  . . .  Mk, then (T, v) is said to be an especially k-good tree. Note that any k-good
tree T can be factored as (Q, u)(R, v)S where (R, v) is especially k-good. Given this decomposition of






by Theorem 4.2.15. We use this property to prove the following theorem.







spans the set {sum(T ) : T ∈ Bp} for p ≥ 7 where Bp is the set of binary Catalan trees with p leaves.
To prove Theorem 4.3.1, we must show that every tree T ∈
⋃∞








Any 3-good tree is a leading term of some linear combination of this type since such a tree can be
factored as (Q′, u′)(R′, v′)S where (R′, v′) is especially 3-good and hence is in CH(1,1,1) ◦M . We refer
to such linear combinations as 3-good combinations. Thus it suffices to show that every standard
3-bad binary tree having at least seven leaves is the leading term of a linear combination of 3-good
combinations. Our first step is to characterize 3-bad standard binary trees having at least seven leaves.




































where T1 = and each Ti is standard. We are given that T is 3-bad, so T2 can not be equal to . Again,






If T3 ≥ T2, then together with the chain in T , T1, T2, T3 form an especially 3-good subtree, implying T
is 3-good which contradicts that it is 3-bad. Thus T3 < T2 implying that T3 = . Since T has at least



































otherwise we can switch these two trees to obtain a larger tree in the equivalence class of T . For this
inequality to hold and for T4 to not be especially 3-good itself, we must have that
















































We are now prepared to prove Theorem 4.3.1.
Proof. (Theorem 4.3.1) By Lemma 4.3.2, every 3-bad standard binary tree having at least 7 leaves can
























If we show that T1 and T2 are leading terms of linear combinations of 3-good combinations, then
any tree of the form (R, v)T1 and (R, v)T2 will be a leading term of linear combinations of 3-good
combinations for any (R, v) ∈ (C, ∗). Since every 3-bad binary tree is of one of the these two forms, it
suffices to show that T1 and T2 are leading terms of linear combinations of 3-good combinations. We















































We can now use Theorem 4.2.11 to simplify these linear combinations. Let
M = { , ,
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For simplicity let Q =
•???? 
... 
and Q′ = . The symmetry numbers of these trees are
sym(Q) = 2 sym(Q′) = 1 sym(T3) = 16 sym(T4) = 8 sym(T5) = 8.
Moreover, we also know that
sym(QT3Q′) = 32 sym(QT4Q′) = sym(S1) = 8 sym(QT5Q′) = sym(T1) = 4.










nnnnnn ) + 2sum(S1) + 4sum(T1)

.













is a linear combination of 3-good combinations with leading term T1.
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is a linear combination of 3-good combinations with leading term T2. This concludes the proof.
The following is an immediate corollary of Theorem 4.3.1.
Corollary 4.3.3. [9] If Hi is homogeneous of degree 2 for all 1 ≤ i ≤ n and (JH)3 = 0, then ωi[T ] = 0
for all T ∈
⋃∞
p=7 Bp. Thus, the inverse F is a polynomial system of degree at most 6.
Proof. If the set of linear combinations in Theorem 4.3.1 span the set {sum(T ) : T ∈ Bp} for p ≥ 7,
then each T ∈ Bp (p ≥ 7) is a linear combination of 3-good combinations. Since (JH)3 = 0 and
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deg(Hi) ≤ 2 for all 1 ≤ i ≤ n, then by both Corollary 4.2.13 and Theorem 4.2.11, ωi[T ] = 0 for all
T ∈
⋃∞
p=7 Cp. Thus if Gi is the i












Thus deg(Gi) ≤ 6.
The degree bound of 6 is independent of the number of variables in F . This improves the degree bound
of 2n−1 for n-dimensional polynomial functions due to Bass, Connell and Wright in [2].
Theorem 4.3.1 gives insight on how to pose the Jacobian Conjecture using information about linear
combinations of Catalan trees. Since we have the Reduction Theorem (Theorem 2.2.1) at our disposal,
we can assume F = x−H where H is homogeneous of degree 3. It follows that the weight of any tree
with a vertex having up-degree other than 3 is zero. Consequently, we would restrict our attention to
ternary trees. Let T denote the set of ternary Catalan trees, and Tp be the set of ternary Catalan trees
having p leaves. The following is a conjecture about linear combinations of ternary trees that parallels
Theorem 4.3.1, and whose resolution would prove the Jacobian Conjecture to be true. This conjecture
is not presented in the literature.









spans the set {sum(T ) : T ∈ Tp} whenever p ≥ f(k) (for some value f(k) dependent on k)
Proposition 4.3.5. If Conjecture 4.3.4 is true for every positive integer k, then the Jacobian Conjec-
ture is true.
Proof. Let F : Ck → Ck be a polynomial function. By the Reduction Theorem, we can assume
Hi is homogeneous of degree 3 for each 1 ≤ i ≤ k and that (JH)k = 0. By Theorem 4.2.11 and









We have now seen various combinatorial formulations of the Jacobian Conjecture using different com-
binatorial structures. In the next and final chapter, we present ideas for potentially unifying these






In this thesis, we have seen that combinatorial properties of trees model the algebraic properties of
the formal power series inverse of certain polynomial functions. The main approaches we investigated
were due to Wright and Singer. In this concluding chapter, we pose questions in the context of these
approaches. In doing so, we resolve the Symmetric Cubic Linear case. Along with asking questions
that would resolve the Jacobian Conjecture, we pose questions whose answers would give us further
insight on combinatorial approaches to the conjecture.
5.1 Combinatorial Interpretation of Reductions
The first question we consider is whether or not other reductions of the Jacobian Conjecture have
combinatorial interpretations. In particular, we saw in Chapter 1 (Theorem 1.3.6) that the conjecture
has been reduced to the case where Hi = L3i where Li is linear for all 1 ≤ i ≤ n. What are the
combinatorial consequences of restricting ourselves to such functions? Can the approaches of Singer
[9] or Wright [13] help us find this out? Since Wright’s approach uses the Symmetric Reduction
(Theorem 3.1.1), incorporating his work would restrict us to the case when F is symmetric and cubic
linear. Can we solve this case of the Jacobian Conjecture? In fact we can, and we establish this in
the proof of the following theorem. The statement and proof of the theorem do not appear in the
literature.
Theorem 5.1.1. (Symmetric Cubic Linear Case) The Jacobian Conjecture is true when F is sym-
metric and cubic linear.
73
Proof. If JH is nilpotent and symmetric, then there exists some polynomial P ∈ C[x1, . . . , xn] such
that F = x−∇P . Since Hi = L3i , DiP = L3i for each 1 ≤ i ≤ n. Since Li is linear, P must be of the
form (a1x1 + . . . + anxn)
4 for some constants a1, . . . , an ∈ C. For simplicity, let PL = a1x1 + . . .+anxn
Now the Jacobian of H is
JH = 12P 2L





ana1 · · · anan
 .
Let v = [a1, a2, . . . , an] and M = vT v. Then JH = 12P 2LM . Thus (JH)








M which is not zero unless a21 + . . . + a
2
n = 0. In this case, F is invertible
by Theorem 3.2.4.
Another question about reductions arises naturally from the thesis. After the Symmetric Reduc-
tion in 2005, Wright [13] refined the Tree Inversion Formula as detailed in Chapter 3. Singer’s Catalan
Inversion Formula [9] was developed in 2001, before the Symmetric Reduction was proven. One would
therefore expect that there is a Symmetric Catalan Inversion Formula. As suggested by Wright’s
work, such an inversion formula could lead to more combinatorial insight on the problem. It could
also simplify the situation computationally, since Singer has a direct method for performing Gaussian
elimination on linear combinations. We suggest that in order to find a Symmetric Tree Inversion For-
mula, the relationship between the Bass-Connell-Wright Tree Inversion Formula and Singer’s Catalan
Inversion Formula should be investigated.
5.2 Combinatorial Questions
As we have seen in both Singer and Wright’s approaches, there are direct combinatorial questions that
can give us more insight on the Jacobian Conjecture. We discuss such questions that have yet to be
resolved.
In Singer’s approach from Chapter 1, we saw that proving the Jacobian Conjecture could be
reduced to proving that standard k-bad ternary trees are leading terms of linear combinations of k-good
combinations. In order to do this, one must characterize k-bad ternary trees. Is there a combinatorial
characterization of these trees? Are these trees abundant in the set of ternary trees? Singer [9] found
numerical evidence to suggest that k-bad standard binary trees decrease in density very rapidly in Bp
as p increases. The author notes that through computation there are exactly 29 3-bad ternary trees.
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Along these lines, one can similarly ask for a complete characterization of sets of unmarked ternary
trees whose marked counterparts have branch words that are permutations of each other. This would
be beneficial in making the Gaussian elimination process more systematic.
In Wright’s approach from Chapter 3, we saw that certain submodules of M defined by combi-
natorial properties are intimately tied with algebraic properties. For instance, if JH is symmetric
and (JH)r = 0, then the submodule C(r) is the zero module. Furthermore, if H has degree 3, the
submodule V (4) is the zero module. A natural question to ask is whether or not there are other
combinatorially generated submodules of M that are annihilated by algebraic properties. This would
restrict the set of trees we must annihilate in the Grossman-Larson Algebra.
Proceeding with any of these suggested approaches is bound to uncover more of the rich combina-
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Bass-Connell-Wright Tree Inversion Formula, 21
branch word, 57
Catalan product, 49
Catalan Tree Inversion Formula, 47
chain of height k, 49
Chain Vanishing Theorem, 33
children, 6
colouring, 6












Symmetric Cubic Linear Case, 73
Symmetric Reduction, 25
Symmetric Tree Inversion Formula, 28
tree
binary Catalan, 64
Catalan, 45
equivalent, 53
especially k-good, 64
k-bad, 64
k-good, 64
marked Catalan, 49
weight function, 46
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