Abstract: By using main properties of uniformly distributed sequences of increasing nite sets in in nitedimensional rectangles in ℝ ∞ described in [ ], a new approach for an in nite-dimensional Monte-Carlo integration is introduced and the validity of some in nite-dimensional strong law type theorems are obtained in this paper. In addition, by using properties of uniformly distributed sequences in the unit interval, a new proof of Kolmogorov's strong law of large numbers is obtained which essentially di ers from its original proof.
Introduction
In mathematics, Monte-Carlo integration is a technique for numerical integration using random numbers. It is a particular Monte-Carlo method that numerically computes Riemann integral. While other algorithms usually evaluate the integrand at a regular grid, Monte-Carlo randomly choose points at which the integrand is evaluated. This method is particularly useful for higher-dimensional integrals. There are di erent methods to perform a Monte-Carlo integration, such as uniform sampling, strati ed sampling and importance sampling. In this note we describe a certain technique for numerical calculation of in nite-dimensional integrals by using methods of the theory of uniform distribution modulo one. Development of this theory for one-dimensional Riemann integrals was begun by Hermann Weyl's celebrated theorem [ ].
Theorem . ([ , Theorem . , p Main corollaries of this theorem were successfully used in Diophantine approximations and have applications to Monte-Carlo integration (see, for example, [ -] ). During the last decades the methods of the theory of uniform distribution modulo have been used intensively in various branches of mathematics as diverse as number theory, probability theory, mathematical statistics, functional analysis, and so on.
. ]). The sequence (x n ) n∈ℕ of real numbers is uniformly distributed modulo if and only if for every real-valued continuous function f de ned on the closed unit interval I = [ , ] we have
In [ ], the concept of increasing families of nite subsets uniformly distributed in in nite-dimensional rectangles has been introduced and a certain in nite generalization of the Theorem . has been obtained as follows.
Theorem . ([ , Theorem . , p. ] ). Let (Y n ) n∈ℕ be an increasing family of nite subsets of [ , ] ∞ . Then (Y n ) n∈ℕ is uniformly distributed in the in nite-dimensional rectangle [ , ] ∞ if and only if for every Riemann-
The following lemma contains an interesting application of uniformly distributed sequences in ( , ) for a calculation of the Riemann integral over one-dimensional unite interval [ , ] .
Lemma . (Weyl [ ]). The following two conditions are equivalent:
(i) (a n ) n∈ℕ is equidistributed modulo .
(ii) For every Riemann-integrable function f on [ , ] , lim n→∞ n n j= f({a j }) = [ , ] f(x) dx.
Lemma . ([ , Lebesgue Theorem, p. ] ). Let f be a bounded real-valued function on [ , ] . Then f is Riemann-integrable on [ , ] if and only if f is ℓ -almost continuous on [ , ] .
In the sequel we need the following lemma. ( , ) such that this function is not bounded at points x = and x = , respectively. Suppose that there exists a nite improper integral ∫ f(x) dx. Let (x k ) k∈ℕ be sequence of real numbers from the interval ( , ) uniform distributed in the interval [ , ] . Then the condition
Lemma . . Let f be an increasing (equivalently, a non-decreasing) continuous from the right (or from the left) real-valued function on
holds true.
Proof. We give the proof of Lemma . for functions continuous from the right. The proof of Lemma . for functions continuous from the left can be obtained similarly. First we show that lemma is valid for a non-negative non-decreasing continuous from the right realvalued function which is not bounded at point x = . Without loss of generality we can assume that a = ∫ ( , ) f(x) dx > because for a = the proof of Lemma . is obvious. We put ( ,x It is obvious that f m is bounded and monotonous. Since a set of all points of discontinuity coincides with the set of all points of jumps for f m and a set of points of jumps of any monotonous function on [ , ] is no more than countable, we deduce that f m is ℓ -almost continuous on [ , ] , which following Lemma . implies that f m is Riemann-integrable on [ , ] for each m ∈ ℕ. By Lemma . we know that ( , ) 
for each m ∈ ℕ, which implies that the equalities
hold true for each m ∈ ℕ. Since a is nite, we have
By the de nition of the sequence of functions (f m ) m∈ℕ , we have
for each natural number N. We have
Let m be a natural number such that
The latter relations imply that
for each m > m and N > N(ϵ) > m . Now setting m = N in ( . ) and using ( . ), we get that the inequality
Note that by using the same approach we can show that the statement of the lemma is valid for nonpositive non-decreasing continuous from the right function which is not bounded at the point x = . Now let f be an increasing continuous from the right real-valued function on ( , ) such that this function is not bounded at the points x = and x = , and an improper integral ∫ f(x) dx exists and is nite. We put f + (x) = max{ , f(x)} and f − (x) = min{ , f(x)} for x ∈ ( , ). Note that f + and f − are non-negative and nonpositive non-decreasing continuous from the right functions on ( , ) such that: (i) f + is not bounded at x = and f − is not bounded at x = , (ii) both improper integrals ∫ f + (x) dx and ∫ f − (x) dx exist and are nite.
By using facts proved above we have that
Finally, we get
This ends the proof of Lemma . .
Remark . . The result of Lemma . does not follow from Sobol's well-known result obtained for a calculation of improper integrals by means of uniformly distributed sequences in an one-dimensional case (see, [ , Theorem , p. ] ). Sobol's main requirement for a function f on ( , ) in order to satisfy ( . ) is that f(x) is di erentiable at all points of [ , ] except the point of its singularity.
Note also that the result of Lemma . extends the main result of Baxa and Schoißengeier [ ] for certain functions described in the same lemma. This follows from the fact that each sequence (x n ) n∈ℕ = ({nα}) n∈ℕ , where α is an irrational number and {x} denotes the fractional part of x, is uniformly distributed in [ , ] (see Example . ) and is in ( , ) ∞ , but no every uniformly distributed sequence (x n ) n∈ℕ ∈ ( , ) ∞ can be presented in a form ({nα}) n∈ℕ for some irrational number α.
Monte-Carlo algorithm for estimating the value of in nite-dimensional Riemann integrals
Let R be the class of all in nite-dimensional rectangles R of the form
In [ ] a translation invariant Borel measure λ on ℝ ∞ has been constructed such that
It is obvious that
for each elementary rectangle U.
De nition . . An increasing (in the sense of inclusion) sequence
.
It is obvious that d(U k ) is a diameter of the elementary rectangle U k for k ∈ ℕ with respect to the Tikhonov metric ρ T de ned as
is called mesh or norm of the Riemann partition τ. 
De nition . . Let f be a real-valued bounded function de ned on
is called lower Darboux sum with respect to the Riemann partition τ, where
there exists a real number s such that for every positive real number ϵ there exists a real number δ > such that, for every Riemann partition
The number s is called Riemann integral of f over ∏ i∈ℕ [a i , b i ] and is denoted by
Lemma . ([ , Theorem . , p. ]). Let f be a continuous function on
We have the following in nite-dimensional version of the Lebesgue theorem (see [ , Lebesgue Theorem, p. ] ).
Lemma . ([ , Theorem . , p. ]). Let f be a bounded real-valued function on
We denote by
class of all continuous (with respect to Tikhonov topology) real-valued functions on
holds.
Now we give some basic de nitions that will help us de ning more precisely what we mean by Riemann integral with respect to product measure in ℝ ∞ . Then we will give some conditions for the existence of the Riemann integral with respect to product measure in ℝ ∞ and go through a certain algorithm useful in computing this integral. Let (F k ) k∈ℕ be a sequence of strictly increasing continuous distribution functions on ℝ. Let µ k be a Borel probability measure in ℝ de ned by F k for k ∈ ℕ. Let denote by ∏ k∈ℕ µ k the product of measures , d] [ denote a subinterval of the real axis (−∞, +∞) which has one of the following forms: 
where
De nition . . A family of pairwise disjoint elementary rectangles
It is obvious that d * (U * k ) is a diameter of the elementary rectangle U * k for k ∈ ℕ with respect to metric ρ de ned as
Remark . . Note that the metrics ρ and ρ T are equivalent provided that ρ((
Note also that both topologies induced by these metrics coincide.
De nition . . The number
is called mesh or norm of the Riemann partition τ * of ℝ ∞ .
De nition . . A function f is called a step function on ℝ ∞ if it can be written as
where τ * = (U * k ) ≤k≤n is any Riemann partition of ℝ ∞ and c k ∈ ℝ for ≤ k ≤ n.
De nition . . Let f be a real-valued bounded function de ned on ℝ ∞ . Let τ * = (U * k ) ≤k≤n be a Riemann partition of ℝ ∞ and let (t * k ) ≤k≤n be a sample such that t *
is called upper Darboux sum with respect to the Riemann partition τ * , where 
De nition . . Let f be a real-valued bounded function de ned on ℝ ∞ . We say that f is Riemann-integrable on ℝ ∞ with respect to the measure ∏ i∈ℕ µ i if there exists a real number s such that for every positive real number ϵ there exists a real number δ > such that, for every Riemann partition (U * k ) ≤k≤n of ℝ ∞ with d * (τ * ) < δ and for every sample (t * k ) ≤k≤n , we have
The number s is called Riemann integral of f over ℝ ∞ and is denoted by
In this section we present some conditions that help us determining whether the Riemann integral of a certain function over ℝ ∞ exists. The proof of Theorem . can be obtained by the standard scheme.
Example . . De ne u((x k
Then u is bounded (by ) and continuous on ( , ) ∞ , but is neither uniformly continuous nor continuously extendable to [ , ] ∞ .
In context with Example . the following lemma is of some interest.
Lemma . . Let f be any bounded and uniformly continuous function in ( , ) ∞ . Then f has a unique continuous extension from on
Step . Since (x n ) n∈ℕ is Cauchy, and f is uniformly continuous, we deduce that (f(x n )) n∈ℕ is Cauchy. Assume the contrary and let (f(x n )) n∈ℕ not be a Cauchy sequence. Then for some ϵ > and for each natural number m there are two natural numbers n (m) > m and n
Since f be is a uniformly continuous function on ( , ) ∞ , for ϵ there
)| > ϵ and we get the contradiction.
Step . De ne f (x) = lim n→∞ f(x n ).
Step . Let us show that this de nition is independent of the choice of the sequence (x n ) n∈ℕ .
Indeed, assume that we have another sequence (y n ) n∈ℕ of elements of ( , ) ∞ which tends to x. Let us show that lim n→∞ f(
Since f is uniformly continuous on ( ,
Note that f is an extension of f (i.e. it coincides with f on ( , ) ∞ ) because of Step . Uniqueness can be proved by using the fact that any continuous extension of f must satisfy the equality of Step , i.e. if g is another continuous extension of f , then for any (x n ) n∈ℕ as above,
As for boundedness, it again follows from Step that if |f(y)| ≤ M for all y ∈ ( , ) ∞ , then
Let f : ℝ ∞ → ℝ be a real-valued function. We de ne f (F i ) i∈ℕ : ( , ) ∞ → ℝ as follows:
Now it is not hard to prove the following assertion. 
Theorem . . Let f be a real-valued bounded function on
Theorem . . If f is a real-valued bounded uniformly continuous function on ℝ ∞ , then f is Riemann-integrable
with respect to the product measure ∏ i∈ℕ µ i and the equality 
The latter relation implies that for every Riemann partition (U k ) ≤k≤n of [ , ] ∞ with d(τ) < δ and for every sample (t k ) ≤k≤n for which
We have to show that s is a real number such that for every positive real number ϵ, the number δ is such that for every Riemann partition τ * = (U * k ) ≤k≤n of ℝ ∞ with d * (τ * ) < δ and for every sample (t *
We set
will be a Riemann partition of ( , ) ∞ with d(τ) < δ, and (t k ) ≤k≤n = (F( * t k )) ≤k≤n will be a sample for the partition τ such that
The latter relation means that (R)
On the other hand we have that (R)
This ends the proof of the theorem.
The following corollary shows us how Riemann integral with respect to product measure in ℝ ∞ can be computed.
Corollary . . Let f be a bounded uniformly continuous real-valued function on
n∈ℕ be an increasing family of uniformly distributed nite subsets in [ , ] ∞ . Then the equality
Proof. By Theorem . we know that
By Lemma . we have
This ends the proof of the corollary.
Remark . . Let f be a bounded uniformly continuous real-valued function on ℝ ∞ . According to Remark . , there is an increasing family of uniformly distributed nite subsets
The following example can be considered as a certain application of Remark . in mathematical analysis.
n n = + α holds true for all irrational number ω and positive real number α. Let f : ℝ ∞ → ℝ be de ned by
Then by virtue of Remark . we have
On the other hand we have
Hence we have proved the following identity:
Applications in mathematical statistics and in nite-dimensional strong law type theorems
The convergence of sequences of random variables to some limit random variable is an important concept in probability theory. Almost sure convergence is called the strong law because random variables which converge strongly (almost surely) are guaranteed to converge weakly (in probability) and in distribution (see, for example, [ , Theorem , p. ] ). Theorems which establish almost sure convergence of such sequences to some limit random variable are called strong law type theorems and they have interesting applications to statistics and stochastic processes. Among them Kolmogorov's strong law of large numbers can be mentioned especially as a fundamental limit theorem in probability theory which plays an important role in the development of probability theory and its applications. The key in the proof of this limit theorem is the Khintchine-Kolmogorov convergence theorem, Kronecker's lemma, the Borel-Cantelli lemma and the Toeplitz lemma (in this context see [ , Section . ] ).
The partial purpose of this section is to present a new and essentially di erent proof of Kolmogorov's above mentioned century result by using Lemma . established in Section . The main attention will be focused on applications of Monte-Carlo algorithms elaborated in Section for obtaining strong law type theorems in an in nite-dimensional case.
Theorem . . Let (Ω, F, P) be a probability space and let (ξ k ) k∈ℕ be a sequence of independent real-valued random variables uniformly distributed on the interval [ , ] such that ≤ ξ k (ω) ≤ . Let f : [ , ] ∞ → ℝ be a Riemann-integrable real-valued function. Then the equality
Proof. Without loss of generality we can assume that
where ℓ is the Lebesgue measure in [ , ] and ξ k ((ω i ) i∈ℕ ) = ω k for each k ∈ ℕ and (ω i ) i∈ℕ ∈ [ , ] ∞ . Let D be the set of all sequences uniformly distributed in [ , ] . By Lemma . we know that ℓ N (D) = . The latter relation means that
We put
for each n ∈ ℕ. Note that if (ξ k (ω)) k∈ℕ is uniformly distributed in the interval [ , ] , then by Lemma . , (Y n (ω)) n∈ℕ will be uniformly distributed in the rectangle [ , ] ∞ which according to Theorem . implies that
But the set of all ω points for which the latter equality holds true, contains a set D for which P(D) = .
As a simple consequence of Theorem . , we get the validity of the Strong Law of Large Numbers for a sequence of independent real-valued random variables uniformly distributed on the interval [ , ] as follows.
Corollary . . Let (Ω, F, P) be a probability space and let (ξ k ) k∈ℕ be a sequence of independent real-valued random variables uniformly distributed on the interval [ , ] such that ≤ ξ k (ω) ≤ . Then the condition
Note that
This ends the proof of Corollary . .
Below we demonstrate that Kolmogorov's Strong Law of Large Numbers can be considered as a direct consequence of Lemma . .
Corollary .
(Kolmogorov Theorem, [ , Theorem , p. ] ). Let (Ω, F, P) be a probability space and let (ξ k ) k∈ℕ be a sequence of independent equally distributed real-valued random variables, and let ξ have a nite mathematical expectation m (i.e., m = ∫ ℝ x dF(x) < ∞). Then the condition
where ℓ is the Lebesgue measure on ( , ) . Let D be the set of all uniformly distributed sequences in [ , ] . By Lemma . we know that P(D ∩ ( , ) ∞ ) = . The latter relation means that
Let (c k ) k∈ℕ be the set of all points of jumps of F. We denote by d k the jump of a function F at the point c k for each k ∈ ℕ. Let f : ( , ) → ℝ be de ned by
for each x ∈ ( , ). Note that f is an increasing continuous from the right real-valued function on ( , ) which is not bounded at the points x = and x = . Note that
Note that (ξ k ) k∈ℕ stands for a sequence of independent equally distributed real-valued random variables with distribution function F, and ξ has a nite mathematical expectation m. By Lemma . we know that for each
But the latter relation means that
Remark . . The validity of Corollary . can be obtained by using the main result [ ] because the set D of all sequences of the type ({nα}) n∈ℕ , where α runs over the set of all irrational numbers, is in ( , ) ∞ and ℓ ∞ (D ) = .
The next corollary, also being a simple consequence of Theorem . , gives an algorithm whether can be estimated the value of m-dimensional Riemann integrals over the m-dimensional rectangle [ , ] m by using in nite samples.
Corollary . . Let (Ω, F, P) be a probability space and let (ξ k ) k∈ℕ be a sequence of independent real-valued random variables uniformly distributed on the interval [ , ] such that ≤ ξ k (ω) ≤ . Let f : [ , ] m → ℝ be a Riemann-integrable real-valued function. Then the equality
. Without loss of generality we can assume that
where ℓ is the Lebesgue measure in ( , ) and ξ k ((ω i ) i∈ℕ ) = ω k for each k ∈ ℕ and (ω i ) i∈ℕ ∈ [ , ] ∞ . Let D be a set of all uniformly distributed sequences in [ , ] . By Lemma . we know that P(D) = . The latter relation means that P ω : (ξ k (ω)) k∈ℕ is uniformly distributed on the interval [ , ] = .
for each n ∈ ℕ. Note that if (ξ k (ω)) k∈ℕ is uniformly distributed in the interval [ , ] , then by Lemma . , (Y n (ω)) n∈ℕ will be uniformly distributed in the rectangle [ , ] ∞ which according to Theorem . implies that [ , ] The set of all points ω for which the latter equality holds true contains the set D for which P(D) = .
Corollary . . Let (Ω, F, P) be a probability space and let (ξ k ) k∈ℕ be a sequence of independent real-valued random variables such that the distribution function F k de ned by ξ k is strictly increasing and continuous. Let f be a real-valued bounded function on ℝ ∞ such that f (F i ) i∈ℕ admits an extension f (F i ) i∈ℕ from ( , ) ∞ to whole [ , ] ∞ such that f (F i ) i∈ℕ is Riemann-integrable with respect to the in nite-dimensional "Lebesgue measure" λ in [ , ] ∞ . Then f is Riemann-integrable with respect to the product measure ∏ i∈ℕ µ i and the condition Proof. Without loss of generality we can assume that
and ξ k ((ω i ) i∈ℕ ) = ω k for each k ∈ ℕ and (ω i ) i∈ℕ ∈ ℝ ∞ . Let ω be an element of Ω such that (F k (ξ k (ω))) k∈ℕ is uniformly distributed in [ , ] . Note that all such points ω constitute a set D for which i∈ℕ µ i (D ) = .
According to Theorem . , f is Riemann-integrable with respect to the product measure ∏ i∈ℕ µ i and the equality This ends the proof of Corollary . .
