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1. INTRODUCTION 
Over the past few years much work has been done in the study of 
equations of dynamical linear elasticity. An abstract formulation of these 
equations is 
Au”(t) = Bu(t) 
u(0) = x, u’(O) = y, -5 Y E W), 
(1.1) 
where A and B are linear operators on a complex Hilbert space W and D(B) 
is the domain of B. Among the many questions being studied in connection 
with this equation are those dealing with existence, uniqueness, asymptotic 
behavior, and continuous dependence of solutions on A, B, and the initial 
data. For a good survey on what is known about (1.1) and its connection 
with dynamical linear elasticity see Levine [ 6 1. 
While we deal with most of these questions, our main result concerns the 
continuous dependence of solutions on A, i.e., as A --f I, the identity operator, 
the solution u converges to the solution of the wave equation 
w”(t) = Bw(t), 
w(0) = x, w’(O) = y, x, Y E D(B). 
(1.2) 
The standard approach to (1.1) is to reduce it to a first order system in a 
space x 0-P where x c P with an “energy” norm. The difficulty is that x 
depends on A and B so that the solutions of the first order systems (1.1) and 
(1.2) are in different spaces. We overcome this problem by writing the 
solution to (1.1) “explicitly” using cosine functions. 
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2. PRELIMINARY THEOREMS 
Suppose B has a square root B”’ which generates a (C&group of 
bounded linear operator (G(t): t E R} on .i;r That is G satisfies 
(i) G(t + s) = G(t) G(s) = G(s) G(t), s, t E R. 
(ii) G(0) = 1. 
(iii) G(e) is strongly continuous in t E R. 
(iv> II W)ll < Me”’ for some M, w > 0, all t E R. 
(VI B “*x = lim,,, [(G(h) - G(O))/h] x and x E D(B1’2) if and only if 
the limit exists. 
In this case B generates a cosine function C(t) = (G(C) + G(-t))/2 and a 
sine function S defined by S(t) x = jb C(s) x ds. The solution to (1.2) is 
given by w(t) = C(t) x + S(t)y. 
We now prove existence and uniqueness of solutions to (1.1) along the 
lines of Lagnese [5]. 
THEOREM 2.1. A and B are linear operators on the complex Hilbert 
space 2 satisfying 
A is one to one, 
D(B) c WI), 
(Ax, Bx) < 0 for x E D(B), 
(IA -B) D(B) =Rfor some 1 > 0. 
Then for x, y E D(B), there exists a unique solution u to (1.1). 
Proof. Consider 
u”(f) = Et+), 
11(0)=x’-Ax, u’(0) = FE Ay, x, Y E WI, 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5 1 
where 3 = BA PI with D(B”) = (x: x = Ay for some y E D(B)}. A function u 
is a solution to (1.1) if and only if v = Au is a solution to (2.5). 
Since Z= Ax for x E D(B), $2, 2) = (Bx, Ax) < 0 and therefore B is 
non-positive. For any x E Z, x = (;L1 -B) y for some y E D(B) by (2.4). 
Therefore (x, Ay) = ((I1A - B) y, Ay) = A IlAy ]I* - (By, Ay) > 0 so that 
AD(B) is dense in x and therefore B has dense domain. Condition (2.4) 
implies that the resolvent set for B is nonempty, i.e., (A -@D(B) = 
(A - B) AD(B) = (k4 -B) D(B) = 3 so that the deficiency index of 3 is 
(0,O) (see Kato (41). B’ is therefore self-adjoint and has a square root g”* 
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which generates a (unitary) group G, where )I G(t)11 < 1 for t E R. g”’ is 
actually skew-adjoint. Therefore we have a unique solution u(t) = c(t) 2 + 
L?(t) y for (2.5) and consequently a unique solution u = A ~ *u to (1.1). 
Q.E.D. 
COROLLARV 2.2. Let condition (2.3) of Theorem 2.1 be replaced by 
(Ax, Bx - o*Ax) < 0 for some 0 > 0. (2.6) 
Then there exists a unique solution to (1.1). 
Proof. This implies that (g$ i) < o* IlZ(l* and therefore /I C?(t)11 < Me”“‘. 
Q.E.D. 
This discussion would not be complete without a comment on the 
asymptotic behavior of the solutions. Define the kinetic energy of the 
solution as K(t) = I1Au’(t)ll’, the potential energy as P(t) = -(Au(t), Bu(t)) 
and the total energy as E(t) = K(t) + P(t). 
COROLLARY 2.3. A and B are linear operators on the complex Hilbert 
space R satisfying (2.1-2.4). Then energy is conserved, i.e., E(t) = E(0) for 
t E R. In addition if B is one to one then energy is asymptotically equipar- 
titioned in the Ct%aro sense, i.e., 
I lima f J’ K(r) dr = lim 
+ 0 
I *oo f j; P(r) dz = E(0)/2. 
Proof. This theorem was proven by Goldstein [ 11 in the case where 
A = I. Therefore energy is conserved for u of Equation (2.5). In addition, if 
B is one to one then so is B and we have asymptotic equipartition of energy 
in the Cesaro sense for (2.5), i.e., 
lim L \’ /I 21'(7)~)~ dt = 1’ 
I-*00 t -0 
, lpx + f j; -(u(t), h(t)) dt = E,.(O)/& 
where E,,(t) is the total energy for U. The corollary follows since v = Au. 
Q.E.D. 
3. CONVERGENCE OF SOLUTIONS 
Consider the Cauchy problem 
A, u;(t) = Bun(t): 
u,(O) =x3 u;(o) = Y, 4 Y E D(B), 
for n = 1, 2,.... 
(3.1), 
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THEOREM 3.1. Let A,, and B be linear operators on the complex Hilbert 
space 2 satisfying (2.1-2.4) for each n. Also assume that B is closed and 
lim sup /Ix - A,xll/(ljBxll + lixil) = 0. 
n+cc XGD(B) 
XfO 
(3.2) 
Then (1.2) is well posed in the sense that there exists a unique solution w to 
(1.2). In addition the solutions u, to (3.1), converge to w uniformZy for t in 
compact subsets of R. 
Proof First we will show that (1.2) is well posed. For x E D(B), 
A,x + x strongly. Therefore (x, Bx) = lim,,, (A,x, Bx) < 0 which implies 
that B is non-positive. 
Next we show that the resolvent set of B is nonempty, i.e., 
(Z-B) D(B) =R. Let y E R’. Since 3, is non-positive self-adjoint, 
(I-&-’ = (I--A,‘)-’ exists so that there exists a z, E D(BA; ‘) such 
that (Z - BA;‘) z, = y. There is also an x, E D(B) such that A,x, = z, and 
thus (A, - B)x, = y. 
IM12 = II@, -Bkl12 > IlAn~,ll* + lWnl12 
since (A,x,, Bx,) < 0. Therefore lIA,x,IJ = ]]zn]] and IIBx,II are bounded. By 
(3.2) there are c, --+ 0 such that ll(Z-A,)xll < c,(llBxll + ]ixi]) for all 
x E D(B). Since B is non-positive 
lI~,/lS<l~,--x,ll=II~-A ,~,+x,ll~ll~ll+ll(~--A,)~,11 
G II YII + ~n(IlBx,lI + Ilxnh 
Hence (1 - c,,)]] x, ]] < ]I y I( + c, ]) Bx, /I and I/x, ]I is bounded. 
Now since I/x, I( and IIBx,I) are bounded, l]x, - A,~,,11 --) 0. Thus 
I/x,--x,11 S Ikz--%n-Wn-x,>ll = 11x,-xX,--A,x,+A,x,lI < 
ll(Z -A,) X, ]] + ll(Z - A,) x,]] + 0. Thus there is an x E 3 such that x, + x 
and A,x, + x where convergence is strong. Consequently 
Bx, = -y + A,x, --t -y + x strongly. By the closed graph theorem, x E D(B) 
and (I-B)x=y. 
D(B) is dense in A?@ since for any y E A? there is an x E D(B) such that 
y = (Z - B) x and (y, Bx) = (x, Bx) - ((Bx (I2 < 0. B is thus non-positive, 
self-adjoint and generates a cosine function C(t) so (1.2) is well posed. 
Let C, be the cosine functions generated by B”,, = BA;‘. Note that ]] C,(t)]], 
]] C(t)11 Q 1 for t E R. It was shown in Goldstein [2] that the following two 
conditions are equivalent. 
(i) For some 1 > 0, (A -B)-’ exists and is bounded, D(B) is dense in 
R, and lim,,, (;l-#B,)-‘y=(II-B)-‘yforyEAY 
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(ii) B generates a cosine function C and lim,,, C,(t) x, = C(r) x 
when lim, ‘a3 x,=x ~3, where convergence is uniform for t in compact 
subsets of R. 
Since for each n the solution to (2.5) is u,(t) = C,(t)(A.x) + S,,(t)@. y), 
it is easily seen that condition (ii) is equivalent to 
(iii) v, converges to the solution w of (1.2) uniformly on compact 
subsets of R. 
For yE r, (I-BA,‘)y=z,=A.x,~x=(I-B)-‘y. Therefore condi- 
tion (i) and consequently (ii) and (iii) hold. 
The last step is to show that (v,(t) - u,(t)) = (on(t) -A;‘u,(t)) + 0 
uniformly on compact subsets of R. Let Kc R be compact. By (3.2), for 
every E > 0 there is an N > 0 such that for n > N, /x-AnxII ,< e(liBxll + 
Ilxil) for x E D(B). Therefore for n > N, 
= IIA n ’ v,&> - A ,,A ; ’ v,O>ll < 4 BA ,y ’ v&>ll 
+ lIK’~~,(~)ll) G 4lC&)Bx + s&)B~ll 
+ IIA, 1 v,(t) - ~r?(f)ll + II v,(N 
since BA; ’ v,(f) = C,(t) Bx t s,,(t) BJJ. So (1 - E)/ v,(t) -A ; ’ t),(t)ll ,< 
~(11 C,,(t) Bx t S,(t) ByI1 t 11 v,,(t)~l). Since I/ u,(t)ll is bounded for t E K 
because v, converges uniformly to w in K and IIC,(t)ll < 1 and Ils,,(t)lI < 1, 
we have that 11 v,(t) - u,(t)11 + 0 uniformly for t E K. Therefore U, converges 
to W, the solution of (1.2), uniformly on compact subsets of R. Q.E.D. 
These results could also be done in Banach space, 
4. EXAMPLES 
EXAMPLE 4.1. Consider the equation 
if2 z (1 - %7(x> g) a, x) = b(x) -$ u(t, x), (4.1) 
u(Q x> = 4(x), u,(Q x) = ‘Y(x), XE IO, 11, 
u(t, 0) = up, 1) = 0. 
Assume that a,, and b are bounded, continuous and positive definite on 
IO, 11. 
Let f be a bounded, positive definite, continuous function on [0, 11. Define 
the Hilbert space T= Pj( [0, 11) with inner product (4, I+v),= J”: &P/f dx. 
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Since 0 < c <f(x) < C < co for some c and C and for x E [0, 11, (., e)l. is 
equivalent to the usual inner product for ,P’= 9’([0, l]), i.e., (e, e),. There 
is also a natural identification of ;s” with Rf. Let D = (4 E ‘P’; 4” E W and 
4(O) = #(l) = 0). The operator F =f(d2/dx2) with domain D(F) = D is 
easily seen to be self-adjoint and non-positive as an operator on <X$. 
Therefore (A -F) has a bounded inverse on (q and therefore on .K 
For convenience we shall work in the space &. Define the operators 
A, = (I - a,(x)(d2/dx2)) and B = b(x)(d2/dx2) with domains D(A,) = 
D(B,) = D c Fb. (4.1) now becomes 
A.&‘(t) = Bu(t), 
40) = 4, u’(O) = II/, 4, v E D(B). 
(4.2) 
Since (A,#, #)a, = /1411& + IId’I/: > 0 for 4 E D(A,,), 4 # 0 then A is one to 
one on <X,. Also (AA, - B) = A- (La,(x) + b(x))(d2/dx2) has a bounded 
inverse on .%PcAa +b) and therefore (An - B) D(B) = <Pb. Equation (2.3) 
holds since (A, 4, i#), = ii (4 - a, 4”)(p) dx = -(J”A 14 I * + a, 14” 1’ dx) < 0. 
Therefore there exists a unique solution to (4.2) in ,q (and in 9). 
To apply our convergence results, let us assume a,(x) = u(x)/n, where a is 
bounded, continuous and positive definite. It is clear that 
lim,+, ~~~~~~~~~~~~~ ~l~>ll~~“llbl~lI~d”llb + ll~llb> = 0. Therefore we have 
convergence of solutions of (4.1) to those of 
&(f, x) = b(x) u,,(t, x), 
@, x> = #(x>, u,(O, x) = w(x), u(r, 0) = up, 1) = 0, 
(4.3) 
uniform for t in compact subsets of R in the yi sense. Since convergence in 
5 is equivalent to convergence in P’, the previous results hold on 
x‘= P([O, 11). 
Remark 4.2. We also have a generalized Yosida approximation for 
cosine functions in that the cosine functions for the bounded operators 
B(Z -A/n) i converge to the cosine function for B as n goes to co. Here 
A = u(x) d2/dx2 with D(A) = D and convergence is uniform on compact 
subsets of R. 
EXAMPLE 4.3. Consider the equation 
g (z - c,b(x) $1 u(t, x) = - $ b(x) $ up, x) 
40, x> = $qX)l u,(O, x> = v(x), u(t, 0) = u,,(t, 0) = u(t, l), (4.4) 
= u,,(t, 1) = 0, XE [O, 11. 
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We assume b is bounded, continuous and positive definite and that c, are 
positive constants decreasing to zero. Define A, = (Z - c, b(x)(d*/dx*)) on 
F = .i”‘( [0, 11) with D(A,) = D as defined in Example 4.1. Also define B = 
-(d*/dx*) b(d*/dx*) with D(B) = 14 E CT; 4,, L (bL),~ and W,,L~ 
exist in ,R and that 4(O) = #(I) = 4,,(O) = d,,( 1) = 0). Equation (4.4) now 
becomes 
An u”(t) = Bu(t), 
40) = $4 u’(0) = ly. 
Clearly (2.1) and (2.2) hold for (4.5). Also (2.3) holds since 
(A,#, B#) = 1.’ (4 - c,b4,,)(-ba,,),, dx 
-0 
(4.5) 
by integration by parts. 
To show that (M, - B) D(B) = F we define a space x = D 0.W 
with inner product (($, w)‘, @*, u/*)‘) = i: b#,,$-zr + VW* dx where T= 
transpose, 4, d* E D and v/, v* E 9”. The operator 
0 1 
8= 
i i 
--$b$ 0 
with domain D(B) @ D is skew adjoint. This follows from Theorem 2.1 of 
[3] and the fact that B is non-positive self-adjoint. 
Let P, = ,k, b(d*/dx*) with D(P,) = D. Then 9 = (j” i ) is bounded on 
x with bound AC,, . Thus (SZ - (9 + 9)) has a bounded inverse for 16 1 > AC,. 
Therefore for any 4 Ez, there exists (I,u,, v2)’ EX such that (SZ- 
(9 + 9))(vr, v2)T = (0,d)‘. But this states that &I, = w2 and 6w2 - 
(B + k,b(d2/dx2)) v, = 4. That is there exists a v/r E D(B) such that 
(6* - B - Ac, b(d*/dx’)) y1 = Q for 6 > AC,, . (tin - B) D(B) = A? if 6* = 2 
and if c, < l/1”*. (2.4) holds and there exists a unique solution to (4.4). 
Now we show (3.1), that is, 
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by integration by parts where CL = ci ~up~~,~,~~ (b(x)}. But -2(B#, 4) < 
II&II’ + 11~11’~ (IIWII + 11411)‘~ Th ere ore f ll44,,II G VCFW~II + IICII) 
for 4 E D(B) and where the CA are independent of 4 and go to zero giving us 
convergence of solutions. 
Note that unlike the previous example, BA; ’ is not bounded. Also these 
results can be generalized to the case where B = -(d*/dx*) b(d*/dx*) + 
c(x)(d*/dx*) by applying perturbation results to B’ in (2.5). 
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