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Summary
This thesis focuses on lower K-theory and algebraic number theory. We modify
Quillen’s plus construction. Our new construction gives the same higher K-groups
and more information on the group K0 of a ring. In such a way, we are able to
get new information on the ideal class group of a number ring. The basis of the
theory is established in the first part of the thesis. In the second and the third
part of the thesis, we find applications. We use the local-global principle to study
the capitulation kernel of an extension of number rings. We also use the results in
the first part to construct elements in the nonabelian Galois cohomology to detect
nontrivial elements in the ideal class group of a number ring.
Chapter1
Introduction
The advent of algebraic K-theory dates back to mid-1950s. It was invented by
Grothendieck in an attempt to generalize the Riemann-Roch theorem. The group
K0(R) of a ring R is thus known as the Grothendieck group. If R is a Dedekind
domain, the group K0(R) is not something unfamiliar, as it is nothing but Z⊕Cl(R),
the direct sum of Z and the ideal class group of R.
If we try to recall the history of algebraic K-theory, K1(R) and K2(R) of a ring
R were introduced next. Fixing a ring R, if we embed the matrix group GLn(R) in
GLn+1(R) as the upper left block matrix and add 1 to the lower right corner, we




On the other hand, Whitehead showed that the commutator subgroup [GL(R),GL(R)]
is the same as the subgroup E(R) of GL(R) generated by the elementary matrices.
Therefore, K1(R) is the same as Whitehead’s group GL(R)/E(R). For details, one
can consult standard textbooks like [34].
Milnor defined K2(R) as the kernel of the canonical map from the Steinberg
group St(R) to GL(R) (for details, see [27] or [34]). Loosely speaking, K2(R) is the
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group describing “nontrivial” relations among elementary matrices. In terms of the
language of group homology, it turns out that
K2(R) ∼= H2(E(R),Z).
It was shown that these lower K-groups together with their relative counter-
parts fit into a Mayer-Vietoris type exact sequence (see [27] and [3]). It is then
natural to ask whether higher K-groups with certain desired properties (for exam-
ple, extend further the Mayer-Vietoris sequence to the left) can be defined. This
was accomplished by Quillen in 1972-1973. The remarkable discovery of Quillen not
only defines Ki for one particular i, but also at a single attempt defines Ki for all
i ≥ 1. The definition is topological, as follows. Consider BGL(R) the classifying
space of the group GL(R). One obtains a new space BGL(R)+ by attaching 2-cells
and 3-cells such that BGL(R)+ is characterized by the properties:
1. pi1(BGL(R)
+) = K1(R);
2. the inclusion BGL(R) → BGL(R)+ induces, for each degree, an isomorphism
on any abelian local coefficient system.
This procedure is the Quillen’s plus construction (see [5] and [31]). The higher
K-groups are then defined as
Ki(R) := pii(BGL(R)
+), i ≥ 1.
It can be verified that this definition agrees with the algebraic definition for i = 1, 2.
Moreover, it gives additional information such as
K3(R) ∼= H3(St(R),Z).
However, Quillen’s plus construction does not give new insights into the group
K0(R) as all the spaces considered are connected and K0(R) of a ring R is in
general nontrivial. There are several ways to overcome this problem, for example,
Quillen’s Q-construction (see [32] and [37]) on an exact category and Waldhausen’s
3S-construction on a category with cofibrations (see [41]). But due to highly abstract
categorical and simplicial machinery, both constructions are difficult to compute.
Inspired by [6], we try to go back and modify the plus construction. The main
idea is that instead of looking at the general linear group GLn(R), we study larger
matrix groups. More precisely, we shall look at certain matrix groups containing
GLn(R) as a normal subgroup, as described below.
In the second chapter, we lay down the foundations of the theory. For a Dedekind
domain R with field of fractions KR, we consider the embedding of GLn(R) as a
subgroup of GLn(KR). We study any subgroup G of GLn(KR) containing GLn(R) as
a normal subgroup. We show that the quotient group G/GLn(R) is always abelian,
and hence the theory of the plus construction implies that the homotopy groups
of BG+ and those of BGLn(R)
+ differ only at pi1. Moreover, the difference in pi1
provides information on the ideal class group Cl(R) of R. A similar idea applies to
an extension KR ⊆ KR′ of number fields. We try to understand the capitulation
kernel of the ideal class group using matrix groups. We try to relate our theory to
the Bass exact sequence involving K-theory of functors.
In the next two chapters, we explore further the matrix approach developed in
the second chapter. In the third chapter, we mainly focus on applying the theory of
the second chapter to the study of the capitulation kernel. We divide our discussion
into two parts. The first part puts emphasis on the subgroup of the capitulation
kernel coming from the torsion part of the matrix group introduced in the second
chapter; while the second part focuses on the subgroup of the capitulation kernel
coming from the torsion free part of the above mentioned matrix group. Our main
tool is the local-global principle. We try to make some estimation of the size of the
capitulation kernel using the Chebotarev density theorem and Galois cohomology.
The last chapter is inspired by the following observation. The Galois group acts
on the ideal class group; and on the other hand due to our matrix interpretation,
certain matrix groups act on the ideal class group as well. The interaction between
these actions allows us to study the ideal class group using nonabelian cohomology.
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In the last chapter, we first set up the machinery of nonabelian cohomology; more
precisely, we define a map from a certain subgroup of the ideal class group to the
set of nonabelian cohomology. After which, we define for the image of the above
mentioned map a binary operation, making it into a group. We use it to detect
nontrivial elements of the ideal class group. In the last part, we relate our map to





As stated in the Introduction of the thesis, our motivation is to modify Quillen’s
plus construction such that the following goals are fulfilled:
1. higher algebraic K-groups should remain unchanged;
2. information on K0 should be contained in our new construction.
For a ring R, Quillen’s original construction makes use of the general linear group
GLn(R) and the stabilized general linear group GL(R). We are going to modify
these groups. Therefore we must start by developing an appropriate matrix theory.
In the first two sections, we consider the following setting: R is a Dedekind do-
main with field of fractions KR; and n is a positive integer. We study the normalizer
of GLn(R) in GLn(KR), denoted by NGLn(KR)(GLn(R)). We investigate this group
by a local argument, namely, embedding NGLn(KR)(GLn(R)) in various localizations
of R at different prime ideals. Since we assume R is a Dedekind domain, we can
use valuation methods to give a local characterization of NGLn(KR)(GLn(R)). On
the other hand, for any s ∈ NGLn(KR)(GLn(R)), we obtain a fractional ideal of R by
taking the ideal generated by the entries of s. We prove that this construction gives
5
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a surjective homomorphism to nCl(R), the n-torsion of the ideal class group. We
also obtain the kernel of this homomorphism as the subgroup of GLn(KR) generated
by GLn(R) and the scalar matrices. This completes our matrix characterization of
nCl(R), which is contained in the nontrivial part of K0(R). Back to the question
we started with, by an argument in algebraic topology, we see that if we consider
the plus construction of the classifying spaces of NGLn(KR)(GLn(R)), the higher ho-
motopy groups recover higher K-groups while the fundamental group contains K0
information.
In the following section, we continue our discussion by giving an interpretation of
a variation of the Bass exact sequence for the extension functor as follows. Suppose
p is a prime integer. We consider an extension of number fields KR ⊆ KR′ ; and this
naturally induces an extension functor “ext” which sends a fractional ideal I of KR
to IR′ of KR′ . Define pK0(ext) to be the subgroup of K0(ext) generated by triples
of the form (R,α, I) such that Ip is principal. We have the Bass exact sequence (see
for example [2], [20] or [21]) derived in (2.1a) below:
0→ R′×/R× → pK0(ext)→ pCap(R′/R)→ 0.
Our treatment gives a matrix way of understanding this exact sequence under the
condition p being typical ; that is, p - |(R′×/R×)tor|. The approach is to write nCl(R)
and nCl(R
′) in short exact sequences, as quotients of matrix groups. Then one
applies a diagram chase argument to obtain the following matrix version of the Bass
exact sequence (PGL is used to denote the projective general linear group):
1→ R′×/R× → NGLp(R′)(GLp(R))/GLp(R)→ NPGLp(R′)(PGLp(R))/PGLp(R)→ 1.
The next section contains some applications and some miscellaneous remarks.
First of all, the results obtained in Section 2.3 require certain conditions on the
units of the number rings. We supply a short discussion on the validity of imposing
these restrictions. We also try to relate the results in Section 2.3 with the theorem
of Suzuki ([15] or [38]).
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As a byproduct, we give a characterization of nCl(R) using lattices in Cn as
follows. We focus on the case when R is the ring of integers in a number field
KR. A lattice L in a KR-vector space V is a free R-module generated by a basis of
V . For a subgroup G of all the linear transformations of V , a lattice L is called G-
homogeneous if it is invariant under the action of G. By the results mentioned above,
we can give a geometric interpretation of the ideal class group using G-homogeneous
lattices. This part of the work is not used elsewhere. We put it in the last section
as a supplement to our theory.
Let us state the notational conventions being used in this chapter.
For a commutative ring R, we use R× to denote the invertible elements in R. If
R is a Dedekind domain, we use KR to denote its field of fractions and Cl(R) for the
ideal class group of R. For an abelian group G, the subgroup of n-torsion elements
is denoted by nG. For any finite set S, we use |S| to denote the number of elements
in S.
2.1 The modified plus construction
In this section, we start with some general discussions; and we always assume the
rings involved in the discussions are integral domains.
Definition 2.1.1. Suppose that a group H is a subgroup of a group G. We use
NG(H) to denote the normalizer of H in G and use CG(H) to denote the centralizer
of H in G. Then we define the group
WG(H) := NG(H)/(H · CG(H)).
We also define
WG(H) := NG(H)/CG(H).
We may omit the subscript G if it is clear from the context.
Now suppose that we are given an integral domain R with field of fractions KR.
We are able to define the following groups arising from matrix groups.





In order to study these groups we must have some knowledge about the nor-
malizers and centralizers of the general linear group. Evidently, the centralizer
CGLn(KR)(GLn(R)) is easily identified with K×R , the nonzero elements of KR, via
diagonal embedding as scalar matrices. We describe the normalizers.
Remark 2.1.3. This is a generalization of an important well-known concept bor-
rowed from the theory of Lie groups and the theory of algebraic groups. Suppose
G is a connected algebraic group and T is a maximal torus in G. Then the Weyl
group of G relative to T is defined to be NG(T )/CG(T ) = NG(T )/(CG(T ) · T ) whose
isomorphism class does not depend on the choice of T . For details, see [17] Chapter
IX.
On the other hand, the more general notion also appears in the work of topol-
ogists, for example [25] and [26]. They define the Weyl group as we do, namely
as the quotient of the normalizer modulo the product of the centralizer and the
subgroup itself. It is clear from the definition that we have: WG(H) ≤ Aut(H) the
automorphism group of H, and WG(H) ≤ Out(H) the outer automorphism group
of H.
For a matrix s ∈ NGLn(KR)(GLn(R)), we use R〈s〉 to denote the ideal generated
by the entries of s.
Proposition 2.1.4. Let s be an element of GLn(KR). The following statements are
equivalent:
(i) s ∈ NGLn(KR)(GLn(R));
(ii) (R〈s〉)n = (det s)R as fractional ideals;
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(iii) at each maximal ideal m of R, we have s ∈ K×R ·GLn(Rm).
Later, (ii) is referred to as the ideal equation. The proof for general R is given
by [6] Theorem 3.2. Here we supply a different approach in the case when R is
a Dedekind domain, which is sufficient for our discussions later, to give some new
insights.
We first state a simple lemma, the proof of which will be used later.
Lemma 2.1.5. (i) Suppose M is an R-algebra containing Mn(R) as a subalgebra
and f : M → M is an R-algebra homomorphism. If f(SLn(Z)) ⊆ SLn(R),
then f(Mn(R)) ⊆ Mn(R). The converse is true if det = det ◦f on Mn(R).
(ii) Let s be an element of GLn(KR). Then s ∈ NGLnKR(GLn(R)) if and only if
for any g ∈ SLn(Z) we have sgs−1 ∈ SLn(R).
Proof. (i) The converse direction under the assumption that det = det ◦f is obvious.
For the “if” part, we first show that Mn(R) is generated by Mn(Z) as an R-
algebra. If we use Ei,j to denote the matrix with i, j-th entry 1 and 0 elsewhere,
then it suffices to show that each Ei,j is in the R-algebra generated by SLn(Z). To









This shows that R-linear combinations of elements in SLn(Z) contain E1,2. Together
with all the even permutation matrices or odd permutation matrices with one entry
replaced by −1, we get all of Ei,j, i 6= j. Lastly, we can express the diagonal type









Therefore for each matrix s ∈ Mn(R), we can write s =
∑
i risi, with ri ∈ R and
si ∈ SLn(Z). Since f is an R-algebra homomorphism, we have f(s) =
∑
i rif(si).
Each f(si) ∈ SLn(R) ⊆ Mn(R), we see that s ∈ Mn(R).
10 Chapter 2. The matrix theory
(ii) Follows from (i) as a special case. The map f is conjugation by s. Therefore
(ii) follows from (i) as det(sgs−1) = det(g).
Remarks 2.1.6. From the proof above we can see that for s ∈ NGLnKR(GLn(R)),
we can clear the denominator of the entries of s to get a matrix in Mn(R), which
preserves Mn(R) via conjugation. Hence, NGLnKR(GLn(R)) is the enveloping group,
denoted as Intn(R)[R
−1], of the intertwiners Intn(R) introduced in [6]. In other
words, we have Intn(R) = Mn(R) ∩ NGLnKR(GLn(R)); and in some situations we
may use this notation.
Proof. (Proof of the proposition under the assumption R is Dedekind). We first re-
mark that in this case the localization of R at maximal ideals gives discrete valuation
rings.
(iii) ⇒ (ii). Consider any maximal ideal m of R. If (iii) is true, each s ∈
NGLn(KR)(GLn(R)) can be expressed as rmsm with rm ∈ KR and sm ∈ GLn(Rm).
The ideal generated by the entries of s at m is the principal ideal (rm). Therefore
the ideal equation holds over Rm. This is true for each m, hence the ideal equation
holds globally.
(ii) ⇒ (iii). Fix a maximal ideal m. Let pi be the uniformizer of Rm. Let r be
the smallest valuation among all the entries. Therefore in Rm we have Rm〈s〉n =
(pi)nrRm, which equals to (det(s))Rm by the ideal equation. Therefore det(s) =
u(pi)nr for a unit u, implying pi−rs is invertible in Rm.
(i)⇒ (iii). Same notation as above. By multiplying pir such that r is the smallest
valuation among all the entries, we can assume that in this case s has entries only
in Rm and some entry, say si,j, has valuation 0. It suffices to show s is invertible
in Rm. Suppose det(s) = upi
i, i > 0 and u invertible. Then s−1 ∈ KR is (upii)−1g′
with g′ ∈ Mn(Rp) and g′k,l has valuation smaller than or equal to (n− 1)i/n. Notice
that sEj,ks
−1 has i, l-th entry with valuation smaller than or equal to −i/n which
is negative; this is a contradiction in view of Remark 2.1.6.
(iii) ⇒ (i). From (iii), for each g ∈ GLn(R), we see that sgs−1 ∈ GLn(Rm) for
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each maximal ideal m of R. Hence sgs−1 ∈ GLn(R).
Next let us derive several other ways to characterize NGLnKR(GLn(R)). First we
need a simple lemma.
Lemma 2.1.7. (Pseudo-commutativity) The commutator subgroup satisfies
[NGLnKR(GLn(R)), NGLnKR(GLn(R))] ⊆ SLn(R).
Proof. It is clear that any commutator has determinant 1; and to check it lies in
Mn(R) one only has to check locally by Proposition 2.1.4 (iii).
Proposition 2.1.8. Suppose that G is a subgroup of GLn(KR) containing GLn(R).
Then the following statements are equivalent:
1. GLn(R)G;
2. G ≤ NGLn(KR)(GLn(R));
3. GLn(R)G and G/GLn(R) is an abelian group.
Proof. (1)⇒(2). This part is trivial.
(2)⇒(3). It follows from the pseudo-commutativity that
[G,G] ⊆ [NGLn(KR)(GLn(R)),NGLn(KR)(GLn(R))] ⊆ GLn(R).
Therefore the quotient group G/GLn(R) is abelian.
(3) ⇒ (1). This part is trivial.
These three parts are in fact further equivalent to the following two conditions.
Although they are not used in the sequel, we still state them as they are the moti-
vation of the work.
1’ (a) the inclusion i : GLn(R)→ G induces an isomorphism
i∗ : pij(BGLn(R)+)→ pij(BG+)
for j ≥ 2;
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(b) pi1(BGLn(R)
+) is isomorphic to a normal subgroup of pi1(BG
+) via i∗.
(c) the perfect radicals P(GLn(R)) and P(G) of GLn(R) and G; that is, the
maximum perfect subgroups, satisfy P(GLn(R)) = P(G);
2’ (a) pi1(BGLn(R)
+) is isomorphic to a normal subgroup of pi1(BG
+) via i∗; and
(b) the perfect radicals satisfy P(GLn(R)) = P(G).
(3)⇒(1’). We have a fiber sequence: BGLn(R) → BG → B(G/GLn(R)). As
G/GLn(R) is abelian, this fiber sequence is plus-constructive by [5] p. 54 Theorem
6.4 (a), giving the fiber sequence BGLn(R)
+ → BG+ → B(G/GLn(R)). The long
exact sequence of homotopy groups associated to this fiber sequence gives parts (a)
and (b). We have an injection of groups P(G)/(P(G) ∩ GLn(R)) ↪→ G/GLn(R).
Since P(G)/(P(G)∩GLn(R)) is perfect and G/GLn(R) is abelian, P(G) = P(G)∩
GLn(R). Therefore P(G) is a perfect subgroup of GLn(R) which is contained in
P(GLn(R)); hence they are equal.
(1’)⇒(2’). This part is trivial.
(2’)⇒(1). The condition implies that there is an exact sequence
1→ pi1(BGLn(R)+)→ pi1(BG+)→ coker→ 1,
and this is the right vertical part in the following commutative diagram (with P :=
P(G)):












A diagram chase shows that GLn(R) is the kernel of the composite φ2 ◦ φ1, hence
normal in G.
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Proposition 2.1.9. If G is any subgroup of NGLn(KR)(GLn(R)) containing SLn(R),
then its normalizer NGLn(KR)(G) in GLn(KR) is the same as NGLn(KR)(GLn(R)). In
particular, the group NGLn(KR)(GLn(R)) is self-normalizing.
Proof. Suppose that g normalizes G in the proposition. Take any g′ ∈ SLn(R); we
claim that gg′g−1 ∈ SLn(R). Indeed, gg′g−1 has determinant 1. At each maximal
ideal m, as in G, gg′g−1 is locally a scalar am times an invertible matrix, hence
am is a local unit. This proves gg
′g−1 is locally in GLn(Rm) everywhere; hence
gg′g−1 ∈ SLn(R). Lemma 2.1.5 now implies that g ∈ NGLn(KR)(GLn(R)).
In the other direction, if g is inNGLn(KR)(GLn(R)), then the pseudo-commutative
property implies gGg−1 = G · SLn(R) = G (as G contains SLn(R)).
Remark 2.1.10. In case SLn(R) is perfect (for example, when n ≥ 3 and R is
the ring of algebraic integers in a number field by [4]), the results above can be
summarized by the following interesting phenomenon.
Corollary 2.1.11. In case SLn(R) is perfect, for any G satisfying SLn(R) ≤ G ≤
NGLn(KR)(GLn(R)), the perfect radical of G is equal to its commutator and is SLn(R).
The normalizer of G in GLn(KR) is NGLn(KR)(GLn(R)). In other words, SLn(R) is




2.2 Re-interpretation of the ideal class group
From this section onwards we assume R is the ring of algebraic integers in a number
field KR unless otherwise stated. We use Cl(R) to denote the ideal class group of
KR and use nCl(R) to denote the n-torsion of the ideal class group.
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Theorem 2.2.1. We assume only that R is a Dedekind domain. Then
Wn(R) ∼= nCl(R).
Proof. For each s¯ ∈ Wn(R) with s ∈ NGLn(KR)(GLn(R)), the isomorphism is defined
by H : s¯ 7→ R〈s〉 (the ideal generated by the entries of s as above). Let us check this
is well defined. For g ∈ GLn(R), the entries of the product sg or gs generate the
same ideal as R〈s〉. This follows from the obvious fact that each row or column of
g generates the ring R. The centralizer of GLn(R) is the group of diagonal matrices
isomorphic to K×R . For r ∈ K×R , it is clear that R〈rs〉 = (r)(R〈s〉), hence they
belong to the same ideal class.
Next, we prove injectivity. Suppose s1 and s2 have the same image in the ideal
class group under the map H. We can assume the entries of s1 and s2 generate the
same ideal by multiplying one of them by a scalar matrix. Moreover, the matrix
s−11 s2 lies in the normalizer, and we can use the local characterization of the elements
in the normalizer. Since the entries of s−11 s2 generate R, therefore locally at each
maximal ideal m of R, the matrix s−11 s2 is invertible. Therefore s
−1
1 s2 is in GLn(R).
The more difficult part is surjectivity. Here we give a construction different from
the original argument which reveals very different properties. It suffices to construct
an intertwiner sI ∈ Intn(R) for an integral ideal I.
From for example [7], for each ideal I in R there is a coprime ideal I ′ and an
element y ∈ KR which defines an isomorphism of R-modules via multiplication by
y : I
×y→ I ′. If further In = (x) for some x ∈ R, then one can make the following
construction which also proves the theorem.
Lemma 2.2.2. Given R, I, I ′, x and y as above, then there is a matrix sI ∈ Intn(R)
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taking the form 
z yz · · · · · · yn−2z yn−1x
z′y−1 z yz · · · yn−3z yn−2x
0 z′y−1 z yz · · · ...
... 0




. . . . . . z yx
0 · · · · · · 0 z′y−1 x

with z ∈ I, z′ ∈ I ′ and z − z′ = 1, satisfying the following properties:
1. det(sI) = (sI)n,n = x;
2. the ideal R〈sI〉 associated to this intertwiner is I.
(The explicit construction of this matrix will be given in the proof.)
We first record a simple lemma, the proof of which is left as an exercise.
Lemma 2.2.3. In an integral domain R, if two ideals I and I ′ are coprime to each
other, so are In and I ′m for any pair of positive integers n,m. 
Proof of Lemma 2.2.2. Since the ideals I and I ′ are coprime to each other, so
are In and I ′ by the lemma. We can choose z ∈ In and z′ ∈ I ′ such that z− z′ = 1.










f2→ · · · fn−1→ I⊕n.
Notice that from the second step onwards, we want to gradually replace each copy
of R by a power of I.
It suffices to define the map g and f1; the remaining fi are defined in the same
way.
The map g preserves the first n coordinates and multiplies by x on the last
coordinate, which is an isomorphism of R-modules as In = (x). It is clear the
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matrix representation of g is given by the diagonal matrix
1 0 · · · 0
0 1 · · · 0
0 0
. . . 0
0 0 · · · x

The map f1 concerns only the last two coordinates; hence the remaining n − 2
coordinates are untouched. It is obtained by the composition of the maps:
R⊕ In → R⊕ I ′In−1 → In−1 ⊕ I ′ → In−1 ⊕ I
which are represented by the following matrices respectively (recall z, z′ are chosen









. Multiplying them together
and adding in the first n− 2 coordinates, we obtain that f1 is given by the matrix
1 0 · · · 0 0
0 1 · · · 0 0
0 0
. . . 0 0
0 0 · · · z y
0 0 · · · z′−1 1

.
Notice that this is an R-module isomorphism since it is the composite of such.
Moreover, the determinant of this matrix is 1.
Now the matrix representations of all the remaining fi are obtained in the same
fashion. The end result is just shifting the bottom right 2× 2 corner upwards along
the diagonal by i− 1 places. Multiply all the fi and g together to obtain the matrix
claimed.
Now (1) is obtained by explicit calculation at each stage. Also, (2) is true since
at each stage we have an isomorphism of R-modules. Therefore this matrix satisfies
the ideal equation (Proposition 2.1.4 (ii)). This also finishes the proof of Theorem
2.2.1. 
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Remark 2.2.4. Here we also briefly record the original construction given in [6] for
later use. For any integral ideal I in the Dedekind domain R, I can be generated by 2
elements, say a, b. If In = (d), then we have the relation d = r0a
n+r1a
n−1b+· · ·+rnbn




a −b 0 · · · 0 0
0 a −b · · · 0 0
0 0 a −b · · · 0
...
...
. . . . . . . . .
...
0 0
. . . . . . a −b
rnb rn−1b · · · · · · r2b r0a+ r1b

.
Corollary 2.2.5. There is an inclusion-preserving bijection between
(i) subgroups of fractional ideals with order dividing n in the ideal class group; and
(ii) subgroups of GLn(KR) containing GLn(R) as normal subgroup.
Proof. One notices that two matrices represent the same fractional ideal if and only
if they differ by a matrix in GLn(R) (see the proof of Theorem 2.2.1). The corollary
then follows immediately from Proposition 2.1.8 and Theorem 2.2.1.
Example 2.2.6. Suppose that we have a Galois extension KR ⊆ KR′ with Galois
group Gal(KR′/KR). We choose an ordering σi of the elements in Gal(KR′/KR); and




Let GNm be the subgroup of NGLn(KR′ )(GLn(R′)) consisting of matrices with norm
r′s, where r′ ∈ KR′ , s ∈ GLn(R′). Then GNm/K×R′ · GLn(R′) is the n-torsion of the
group K0(NR/R′) defined in [21] p. 2755. Suppose we pass to the quotient group
GNm/K
×
R′ ·GLn(R′); that is, consider
Nm : NGLn(KR′ )(GLn(R′))/K×R′ ·GLn(R′)→ NGLn(KR′ )(GLn(R′))/K×R′ ·GLn(R′).
18 Chapter 2. The matrix theory
Then taking norm of the matrices is independent of the choice of the ordering on
the Galois group. To see this, as we quotient the general linear group GLn(R
′), for
σi, σj ∈ Gal(KR′/KR), by Pseudo-commutativity we have
σi(s
′)σj(s′) = σj(s′)σi(s′) mod GLn(R′).
Corollary 2.2.7. The following statements are equivalent:
(i) the ideal class group of R has nontrivial n-torsion;
(ii) K×R ·GLn(R) is a proper subgroup of NGLn(KR)(GLn(R));
(iii) K×R ·GLn(R) is not self-normalizing in GLn(KR).
Proof. The equivalence of (i) and (ii) follows immediately from Theorem 2.2.1. We
know the normalizer of K×R ·GLn(R) in GLn(KR) is NGLn(KR)(GLn(R)) by Proposi-
tion 2.1.9. Therefore K×R ·GLn(R) is not self-normalizing in GLn(KR) if and only if
K×R ·GLn(R) is a proper subgroup ofNGLn(KR)(GLn(R)). This shows (ii) is equivalent
to (iii).
2.3 Re-interpretation of K-theory of the exten-
sion functor
In this section, we consider extensions of number fields and their rings of integers.
Assume KR′ is a finite Galois extension of KR and R
′ is the integral closure of R in
KR′ . We use Gal(KR′/KR) to denote the Galois group.
We fix a prime number p as the size of the matrices being studied.
Definition 2.3.1. A prime p is called KR′/KR-typical if p - |(R′×/R×)tor|, or simply
typical if the field extension is clear from the context.
The reason for calling these primes typical will be clear in Section 2.4.
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Since we know
K×R ·GLp(R)/K×R ∼= GLp(R)/R×,
Wp(R) = NGLp(KR)(GLp(R))/(K×R ·GLp(R)),
and
Wp(R) = NGLp(KR)(GLp(R))/K×R ,
we have the following commutative diagram (the notation for the maps will be used
later):












First notice that ip and i
′
p are well-defined due to Lemma 2.1.5 (i). It is obvious
that the left (i′′p) and middle (ip) vertical arrows are injective. By the discussion
of the last section, the right vertical arrow is just the map between p-torsion of
the ideal class groups induced by the inclusion of rings. By using a diagram chase
argument, we obtain the following:
Lemma 2.3.2. (i) Suppose we have a commutative diagram of groups:
1 - N - G - Q - 1










The right vertical arrow i′ is injective if and only if the left hand square is a
pullback.
(ii) The right vertical arrow i′ is trivial if and only if we have f : G→ N ′ making
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In order to apply these to the situation we are interested in, we need a charac-
terization of Wp(R) in Wp(R′).
Lemma 2.3.3. Suppose p is typical. Then ip induces an isomorphism
Wp(R) ∼= NPGLp(KR′ )(PGLp(R)).
Proof. First of all, we notice that from the definition that the image of ip nor-
malizes PGLp(R). Injectivity is clear and we only have to prove surjectivity. For
convenience, we just use N to denote NPGLp(KR′ )(PGLp(R)). Let s¯ ∈ N for some
s ∈ GLp(KR′) and si0,j0 6= 0. Then s−1i0,j0s = s¯ in Wp(R′). Therefore replacing s by
s−1i0,j0s if necessary, we can assume si0,j0 = 1. Notice that s¯ normalizes PGLp(R) if and
only if s normalizes GLp(R). Indeed, if g ∈ GLp(R) such that sgs−1 ∈ PGLp(R),
then sgs−1 = g′r with g′ ∈ GLp(R) and r ∈ KR′ . Taking determinants, we see
rp ∈ R×; hence r ∈ R′× and the assumption implies r ∈ R×. By Lemma 2.1.5 (i),
we see that s normalizes GLp(R) if and only if sEj,ks
−1 ∈ Mp(R) for all 1 ≤ j, k ≤ p.
On the other hand, (sEj,ks
−1)i,l = si,j(s−1)k,l; and therefore, if we fix i = i0, j = j0
and let k, l vary, then (s−1)k,l ∈ R for all 1 ≤ k, l ≤ p. Hence s ∈ GLp(KR).
Remark 2.3.4. The argument used to show s ∈ GLp(KR) in the proof above will
be used several times later. For convenience let us call it the Ei,j-argument.
Proposition 2.3.5. Assume R ⊆ R′ is an extension of integral domains with field
of fractions KR and KR′ respectively. Suppose that either of the following conditions
is satisfied:
(i) R′ is a local ring or a field and R′ ∩KR = R; or
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(ii) R′ = KR has a valuation v such that R is the valuation ring, i.e. R = {x ∈
R′ | v(x) ≥ 0}.
Then one has
NGLn(R′)(GLn(R)) = R′× ·GLn(R).
Therefore
NGLn(R′)(GLn(R))/GLn(R) ∼= R′×/R×.
Proof. The second part follows from the first part by the Second Isomorphism The-
orem.
To prove the first part, consider g ∈ NGLn(R′)(GLn(R)).
(i) By the assumption at least some entry gi0,j0 /∈ m the unique maximal ideal
of R′ (resp. gi0,j0 6= 0). In other words, gi0,j0 ∈ R′×. Hence g−1i0,j0g has i0, j0-th entry
1. The Ei,j-argument indicates that all entries of (g
−1
i0,j0
g)−1 lie in R. Therefore
g−1i0,j0g ∈ GLn(KR) ∩GLn(R′) = GLn(R).
(ii) Let gi0,j0 be an entry such that its valuation is the smallest. Our assumption
implies that all entries of g−1i0,j0g lie inR and the i0, j0-th entry is 1. The Ei,j-argument
tells that all entries of (g−1i0,j0g)
−1 lie in R. Therefore g−1i0,j0g is in GLn(R).
Alternatively, this can also be seen from Theorem 2.2.1.
Now we can state the first theorem identifying the p-torsion of the capitulation
kernel with a matrix group.
Theorem 2.3.6. Suppose p is typical. Use pCap(R
′/R) to denote the kernel of
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′/R), we have the following commutative diagram with exact rows
which is induced from the commutative diagram before Lemma 2.3.2:



















The right vertical map is trivial by the definition of the capitulation kernel. Hence
the existence of f is due to Lemma 2.3.2 (ii). We claim that f induces an isomor-
phism from pi−1(pCap(R′/R)) to NPGLp(R′)(PGLp(R)). The map f is clearly injective
as ip is and it suffices to show that f is onto. For any s
′ ∈ NPGLp(R′)(PGLp(R)),
as an element in NPGLp(KR′ )(PGLp(R)) we can find s ∈ Wp(R) such that ip(s) = s′
by Lemma 2.3.3. On the other hand, pi ◦ i′′p(s) = pi′(s′) = 0. Therefore s ∈
pi−1(pCap(R′/R)). This finishes the proof of the surjectivity part and hence part (i)
of the theorem.
From the proof of part (i), we have the following commutative diagram with
injective right vertical map:









Part (ii) of the theorem then follows by applying Lemma 2.3.2 (i).
Recall in [20] and [21], K-theory of functors is studied. Let us quickly sketch the
rough ideas here and refer the reader to these two papers for details. For any two
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unital rings R and R′, we use Proj(R),Proj(R′) to denote the categories of finitely
generated projective right modules over the respective rings. Suppose that φ is an
additive cofinal functor: φ : Proj(R) → Proj(R′). The group K0(φ) is generated
by triples of the form (P, α,Q) with P,Q ∈ Proj(R), and α : φ(P ) → φ(Q) a right
R′-module isomorphism. These triples satisfy the following relations:
(i) (R,α,Q) + (Q, β, S) = (R, βα, S) and;
(ii) (P, α,Q) is trivial if α is lifted via φ from an R-isomorphism between P,Q.
If we use φK0(R) to denote the kernel of φ, by [2] p. 375, we have the following
short exact sequence:
0→ K1(R′)/φ(K1(R)) −→ K0(φ) −→ φK0(R)→ 0.
Now we apply this general approach to the situation we are considering: let
i : R→ R′ be the extension of number rings we considered from the beginning and
ext : Proj(R)→ Proj(R′) be the canonical functor induced by extension of scalars,
i.e. P 7→ P ⊗R R′. Hence we have the following Bass exact sequence (note the
calculation on K1 is due to [4]):
0→ R′×/R× −→ K0(ext) −→ Cap(R′/R)→ 0. (2.1a)
We look at K0(ext) instead of Cap(R′/R) directly. Therefore let us first try to
find a formulation of K0(ext) in terms of GLp or SLp under favorable circumstances.
Lemma 2.3.7. Suppose p is typical. Then we have a short exact sequence:
1→ R′×/R× −→ NGLp(R′)(GLp(R))/GLp(R)
−→ NPGLp(R′)(PGLp(R))/PGLp(R)→ 1.
Proof. We have the following commutative diagram with exact rows:
1 - R× - GLp(R)
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Take s¯ ∈ NPGLp(R′)(PGLp(R)) with s being any of its liftings in GLp(R′). By
the same argument as in Lemma 2.3.3 (the first half of the proof), we have that if
g ∈ GLp(R), then sgs−1 ∈ GLp(R). On the other hand, it is clear that pi sends a
normalizer to a normalizer as pi is onto. Therefore we have the following diagram:
1 - R× - GLp(R)







Here the kernel of pi′ is just R′× as it is in the center of GLn(KR′). Since the
right vertical map is injective, the exact sequence is obtained by applying the Snake
Lemma to the diagram.
We can also replace the general linear group by the special linear group.
Lemma 2.3.8. Suppose p is typical. Then
p(NSLp(R′)(SLp(R))/SLp(R)) ∼= p(NGLp(R′)(GLp(R))/GLp(R)).
Proof. We have the following commutative diagram with split exact rows:
1 - SLp(R) - GLp(R)









By Lemma 2.1.5 (i), s ∈ SLp(R′) normalizes SLp(R) if and only if it normalizes
GLp(R). We have the following diagram (note: the second row does not necessarily
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split):
1 - SLp(R) - GLp(R)









Since p is typical, the quotient coker/R× does not have p-torsion.. The result follows
from the Snake Lemma.
Now we can try to relate these quotients of matrix groups to K0(ext). By the
Steinitz theorem (see [27]), any finitely generated projective module over a number
ring R (in fact more generally R is only required to be Dedekind) can be uniquely
written asRn−1⊕I up to isomorphism (I is an ideal ofR). Hence we can viewK0(ext)
being generated by (I, α, I ′). Here I, I ′ are ideals of R such that IR′ = I ⊗R R′ is
isomorphic to I ′R′ = I ′ ⊗R R′ via α. For details see [21] p. 2761.
Definition 2.3.9. Use pK0(ext) to denote the subgroup of K0(ext) generated by
(I, α, I ′) such that the ideal class of II ′−1 is in Cap(R′/R) ∩ pCl(R).
There is a map H−1 : pK0(ext) → NGLp(R′)(GLp(R))/GLp(R) described as fol-
lows. Given (I, α, I ′), we have s ∈ NGLp(KR)(GLp(R)) representing II ′−1. Therefore
α is represented by a ∈ KR′ in the following sense: α : R′〈s〉I ′ ×a- I ′R′. We take
H−1((I, α, I ′)) = as mod GLp(R).
Theorem 2.3.10. Suppose p is typical. We have the following commutative dia-
gram:
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We have an isomorphism pK0(ext) H
−1
- NGLp(R′)(GLp(R))/GLp(R). These two
groups are further related to NSLp(R′)(SLp(R))/SLp(R) via the following exact se-
quence:
1→ NSLp(R′)(SLp(R))/SLp(R)→ pK0(ext)→ R′×/R×.
Proof. The right vertical map is an isomorphism according to Theorem 2.3.6. Let
us check H−1 is well defined. Different choices of s for the same ideal correspond to
multiplying an element in GLp(R) which is invisible in NGLp(R′)(GLp(R))/GLp(R).
Once the ideal is fixed, the element a which represents α is also uniquely determined.
Since the ideal generated by as is R′, as is an element of NGLp(R′)(GLp(R)). The
commutativity of the two squares is easily verified from the definitions. The last
assertion follows from the diagram of Lemma 2.3.8.
Remark 2.3.11. We use H−1 so that it bears the same notation as its precursor
introduced in [6] p. 75.
Corollary 2.3.12. (i) Suppose p is typical. We have
pK0(ext) ∼= p(NGLp(R′)(GLp(R))/GLp(R)) ∼= p(NSLp(R′)(SLp(R))/SLp(R)).
In the other direction, if p(NGLp(R′)(GLp(R))/GLp(R)) is trivial then p is typ-
ical.
(ii) Suppose we have an extension of number fields KR1 ⊆ KR2 ⊆ KR3 (with associ-
ated rings of integers R1 ⊆ R2 ⊆ R3) and p is KR3/KR2-typical and KR2/KR1-
typical. The extension functors are denoted by ext1,2, ext2,3 and ext1,3. Then
we have an exact sequence:
0→ pK0(ext1,2) −→ pK0(ext1,3) −→ pK0(ext2,3).
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This follows from the Bass exact sequence (2.1a). Indeed, the assumption that
R′×/R× has no p-torsion implies that the p-torsion of K0(ext) comes from the p-
torsion of Cap(R′/R); and therefore it is the same as the p-torsion of pK0(ext). The
second statement follows from the fact that R′×/R× is a subgroup of the quotient
group NGLp(R′)(GLp(R))/GLp(R).
(ii) We have the following exact sequence of quotients of matrix groups (for
notation see Definition 2.1.1):
1→WGLp(R2)(GLp(R1)) −→WGLp(R3)(GLp(R1)) −→WGLp(R3)(GLp(R2)). (2.2)
To see this, the first injection is clear from the definition. If s ∈ NGLp(R3)(GLp(R1)),
then sSLp(Z)s−1 ⊆ SLp(R1) ⊆ SLp(R2) by Lemma 2.1.5. By Lemma 2.1.5 (i), we
have s ∈ NGLp(R3)(GLp(R2)). Hence we have a well-defined homomorphism
WGLp(R3)(GLp(R1)) −→WGLp(R3)(GLp(R2)).
Any s¯ in the kernel must satisfy
s ∈ NGLp(R3)(GLp(R1)) ∩GLp(R2) = NGLp(R2)(GLp(R1)).
Therefore we have exactness at the middle term.
Notice that p is also KR3/KR1-typical by our assumptions. The result follows
from Theorem 2.3.10.
2.4 Some applications
We look at some applications of the theory developed in the last few sections. We
keep the assumptions stated at the beginning of Section 2.3. Let us first discuss the
condition p - |(R′×/R×)tor|; that is, p is typical.
Lemma 2.4.1. We have a sequence of injections:
p(R
′×/R×) −→ pK0(ext) −→ p(K×R′/K×R ).
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The first injection is from the Bass exact sequence (2.1a), while the composition of
the two injections is the inclusion map on p(R
′×/R×).
Proof. It is convenient to use [21] Lemme 2.4. According to [21], an element of
K0(ext) can be expressed in the form [r′, I]. Here I is a fractional ideal of R such
that IR′ is the same as the principal ideal generated by r′ ∈ KR′×. The element
[r′, I] is of p-torsion in K0(ext) if and only if 1 = [r′, I]p = [r′p, Ip] (we follow
the multiplicative notation in [21]). This is the same as saying r′p lies in KR×.
Following this, it is easy to verify that [r′, I] 7→ r′K×R defines an injection. Together
with r′R× 7→ [r′, R] for r′ ∈ R′×, they satisfy the stated properties.
Suppose p is typical. Another way to see this lemma is as follows. By Lemma
2.1.5 (i), any s′ ∈ GLp(R′) that normalizes GLp(R) also normalizes GLp(KR) in
GLp(KR). Hence, we have an embedding ofNGLp(R′)(GLp(R)) inNGLp(KR′ )(GLp(KR)).




R . This gives an
embedding of the quotient NGLp(R′)(GLp(R))/GLp(R) in K×R′/K×R . By Corollary
2.3.12, we have an embedding of pK0(ext) in (K×R′/K×R )tor.
Lemma 2.4.2. Use µR′ for the roots of unity of R
′. There are injections from
(R′×/R×)tor and (K×R′/K
×
R )tor to (µR′)
|Gal(KR′/KR)|. In particular, if R′ does not
contain any p-th root of unity, then p is typical.
Proof. We index (µR′)
|Gal(KR′/KR)| by the Galois group and denote a general element




R )tor to (µR′)
|Gal(KR′/KR)| as follows:
x¯ 7→ f(x¯)σ := x/σ(x).
To see this is well defined, for any x¯ ∈ (K×R′/K×R )tor, x ∈ KR′ , there is an n such that
xn ∈ KR, which is fixed by the Galois group. Therefore (σ(x)/x)n = 1, implying
σ(x)/x ∈ µR′ . To see f is injective, x¯ ∈ ker f, x ∈ KR′ if and only if x is fixed by
the Galois group; that is, x ∈ KR. This implies x¯ is trivial. The group (R′×/R×)tor
clearly injects into (K×R′/K
×
R )tor
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This lemma implies that all primes except finitely many are typical.
To proceed further, let us first record the following results deduced from basic
number-theoretical facts:
Lemma 2.4.3. (i) If pCap(R
′/R) is nontrivial, then p | |Gal(KR′/KR)|.
(ii) Use rR1, rR2, rR′1, rR′2 to denote the number of real and conjugate pairs of
complex embeddings of KR and KR′ respectively. Then the dimension of the
group pK0(ext)/(p(K0(ext)) · (R′×/R×)) as Fp-vector space is less than or equal
to rR′1 + rR′2 − rR1 − rR2.
Proof. (i) Use a norm argument. For details, see [40] Section 3 Lemma 2.
(ii) This follows from the Bass exact sequence (2.1a) together with the Dirichlet
unit theorem.
Proposition 2.4.4. Suppose p is typical. If moreover pK0(ext) is nontrivial, then
we have p | gcd(|Gal(KR′/KR)|, |µR′|).
Proof. This follows from Lemma 2.4.1 and Lemma 2.4.3 (i).
Suppose KR is finite extension of degree smaller than p−1 over Q and the Galois
group of the extensionKR′/KR is a p-group. First notice that our assumption implies
that Q(ζp) * KR; and therefore KR(ζp) is a nontrivial extension over KR with degree
coprime to p. Consequently, ζp /∈ R′. Therefore Lemma 2.4.1 and Lemma 2.4.2 force
pK0(ext) to be trivial.
Proposition 2.4.5. Suppose KR′ is a finite Galois extension over KR and p
r is
the largest p-exponent of |Gal(KR′/KR)|. Suppose also that we have two Galois
subextensions KR ⊆ F ⊆ L ⊆ KR′ such that:
(i) the degree of F over Q is smaller than p− 1; and
(ii) |Gal(L/F )| = pr;
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Then for the extension KR′ over KR, we have that pK0(ext) is trivial if p is
KR′/L-typical and F/KR-typical.
Proof. Because of our assumption, Lemma 2.4.3 (i) together with the Bass exact
sequence (2.1a) implies that pK0(extF/KR) and pK0(extKR′/L) are both trivial. On
the other hand, the discussion above tells that pK0(extL/F ) is trivial as well as p is
L/F -typical. Repeatedly applying the exact sequence of Corollary 2.3.12 (ii), we
get that pK0(extL/KR) is trivial and then pK0(extKR′/KR) is trivial.
From the Bass exact sequence, we can see that the p-torsion part pCap(R
′/R) of
the capitulation kernel comes from two parts:
(i) the image of pK0(ext) and;
(ii) the image of the torsion free part of K0(ext).
We make the following definition.
Definition 2.4.6. We introduce the notation pCap(R
′/R)f to denote the quotient
group pK0(ext)/(p(K0(ext)) · (R′×/R×)).
As pK0(ext) is a finitely generated abelian group, we can choose (not canonically)
a decomposition of pK0(ext) into the direct sum of the torsion subgroup pK0(ext)tor
and a torsion free subgroup denoted by pK0(ext)f . We fit pCap(R′/R)f into the
following commutative diagram with exact rows:
0 - pK0(ext)tor - pK0(ext)












The bottom row also splits, as it is a short exact sequence of Fp-vector spaces.
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For any prime p, let ∧p be the p-th power map. We have the following commu-
tative diagram:







Proposition 2.4.7. Suppose p is typical. For s ∈ NGLp(R′)(GLp(R)), its image
s¯ ∈ pCap(R′/R)f is trivial if and only if we have det(s¯) ∈ (R′×/R×)p. In particular,
pCap(R
′/R)f is trivial if and only if the two vertical homomorphisms in the diagram
above have the same image.
Proof. Because of the assumption, we can use our matrix interpretation discussed
in earlier sections.
First assume s¯ ∈ pCap(R′/R)f is trivial. According to the definition, we can
write s = u′s′ with u′ ∈ R′× and s′p ∈ GLp(R). Taking determinants of sp and
(u′s′p, we get (u′−p det(s))p ∈ R×. Our assumption implies u′−p det(s) ∈ R×; or
equivalently det(s) ≡ u′p mod R×.
On the other hand, suppose that det(s) ≡ up mod R×(∗) for u ∈ R′×. We
first notice that as s¯ ∈ pCap(R′/R)f which is p-torsion, sp = u′′s′′ with s′′p ∈
GLp(R). As in the last paragraph, we take the determinants of s
p2 = u′′ps′′p and
obtain (u′′−1 det(s))p
2 ∈ R×. Again our assumption implies u′′ ≡ det(s) mod R×.
Combining this with (∗), we see up ≡ u′′ mod R×. Since u ∈ R′×, we have u−1s =
s¯ ∈ pCap(R′/R)f . However
(u−1s)p = u−psp = (u−pu′′)(u′′−1sp) = (u−pu′′)s′′,
whose p-th power is in GLp(R). Therefore s¯ is trivial in pCap(R
′/R)f .
For a discrete valuation ring R, we use Rˆ to denote its completion with respect
to the valuation.
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where the product is taken over all finite primes of R and P is used to denote any
prime of R′ above p.
Proof. By the assumption, we can use the matrix interpretation. Proposition 2.4.7
implies that taking the determinant induces an injection from pCap(R
′/R)f to the
group (R′×/R×)/(R′×/R×)p. Therefore it suffices to check the local triviality con-
dition. By Lemma 2.1.5 (i), we see that any s ∈ NGLp(R′)(GLp(R)) also normalizes
GLp(RˆP). Proposition 2.3.5 implies that s is the product of a scalar matrix and a
matrix in GLp(RˆP). Hence its determinant is a p-th power locally.
Corollary 2.4.9. Suppose KR′ is an unramified abelian extension of KR. If p is a
prime such that p - |µR′ |, then the following statements are equivalent:
(i) p | |Gal(KR′/KR)|;
(ii) pCap(R
′/R)f 6= 0;
(iii) (R′×/R×)p ( det(NGLp(R′)(GLp(R))/GLp(R)).
In particular, any of the above implies the following:
(iv) pCl(R) 6= 0;
(v) GLp(R) ( NGLp(KR)(GLp(R)).
Proof. By Proposition 2.4.4 we have that pCap(R
′/R)f = pCap(R
′/R).
(i) ⇔ (ii): by the Theorem of Suzuki (see [38] or [15]), (i) holds if and only if
pCap(R
′/R) is nontrivial. Hence by our beginning remark, this is equivalent to (ii).
(ii) ⇔ (iii) by Proposition 2.4.4.
(ii) clearly implies (iv); while (iv) ⇔ (v) follows from Theorem 2.2.1.
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Remark 2.4.10. The condition p - |µR′| is satisfied in the following situation: KR
and KR′ are Galois over Q such that p − 1 - |GalKR/Q| and ζp /∈ µR. Indeed, the
Galois closure L of KR(ζp) contains Q(ζp). Therefore the ramification index of p in
L is divisible by p− 1. Consequently p− 1 - |GalKR/Q| implies that any prime above
p in KR ramifies in L. Hence ζp /∈ KR′ .
2.5 A geometric interpretation
Assuming R is a number ring, we now give another interpretation of the ideal class
group which is more geometric in nature.
Definition 2.5.1. In the n-dimensionalKR-vector space V = K
n
R, letB = {v1, ..., vn}
be a KR-basis for V . Then the R-lattice L generated by B is the free R-module
generated by B. Use L0 to denote the standard lattice generated by the standard
basis {e1, ..., en}.
Suppose that G is a subgroup of GLn(R) containing SLn(Z). We call a lattice L
G-homogeneous if for any transformation g ∈ G and any basis B of L, then gB is a
basis of L. We simply call GLn(R)-homogeneous homogeneous.
Remark 2.5.2. It is easy to see that G is just a subgroup of the isomorphism
transformation group of L0. Hence we can understand L being G-homogeneous is
equivalent to say that the isomorphism transformation group induced by G on KnR
restricts to a transformation of L (after Corollary 2.5.6).
Definition 2.5.3. Two lattices L1 and L2 are called similar if there is an r ∈ K×R
such that rL1 = L2. This is clearly an equivalence relation defined on the collection
of lattices.
Example 2.5.4. Consider R = Z and KR = Q. The lattice generated by the




the lattice generated by these two vectors is not homogeneous.
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The following simple lemma reveals the geometric property ofNGLn(KR)(GLn(R)).
Lemma 2.5.5. B = {v1, . . . , vn} generates a G-homogeneous lattice L if and only
if v1, . . . , vn form the columns (or the rows) of some s ∈ NGLn(KR)(GLn(R)) with
respect to the standard basis of KnR.
Proof. By the assumption, G contains SLn(Z). If B generates a lattice, then let s
be the matrix whose column vectors form B.
Suppose B is G-homogenous. For each g ∈ SLn(Z), the column of gs also form
a basis. This means there is a matrix g′ ∈ SLn(R) such that gs = sg′. Hence
sgs−1 ∈ SLn(R). By Lemma 2.1.5, we see that s ∈ NGLn(KR)(GLn(R)).
Conversely, if s ∈ NGLn(KR)(GLn(R)), then by Proposition 2.1.9, s normalizes
G. Therefore for each g ∈ G, there is a g′ ∈ G ⊆ GLn(R) such that s−1gs =
g′, or equivalently gs = sg′. This shows gs is also a basis. Therefore B is G-
homogenous.
Corollary 2.5.6. In the definition of G-homogeneous lattice, we only require gB ⊆
L.
Proof. From the proof of the previous lemma, we see that the only result we have
used is gB ⊆ L.
Proposition 2.5.7. Suppose SLn(Z) is contained in G which is contained in GLn(R).
Then there is a natural bijection between the n-torsion subgroup of the ideal class
group of R and the set of classes of rank n G-homogeneous lattices under similarity
as nCl(R)-sets.
Proof. In Lemma 2.5.5 above, we have established the bijective correspondence be-
tween G-homogeneous lattices and the normalizers. Hence any G-homogeneous
lattice is in fact stable under GLn(R) action, i.e. homogeneous. In view of the
correspondence, similarity of homogeneous lattices corresponds to the equivalence
relation of multiplying by an element in K×R . Therefore the correspondence follows
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from Theorem 2.2.1 above. Lastly, a normalizer representing an ideal acts on a
homogeneous lattice by translation on the left. It is easy to check that this respects
the correspondence defined above. 
Now by the theory developed in the first section and beginning of the second
section, we can deduce a result on some possible bases of a G-homogeneous lattice.
Corollary 2.5.8. For any rank n G-homogeneous lattice L, we can find a basis
B = {v1, v2, ..., vn} such that v1, v2, ..., vn−1 satisfy the following conditions:
(i) for i = 1, . . . , n− 1 each vi has the same length;
(ii) for 1 ≤ i < i+ 1 < j ≤ n− 1, vi and vj are orthogonal;
(iii) the angle between vi and vi+1 for any 1 ≤ i < n− 1 is the same.
Proof. This result follows from the construction in the proof of Theorem 9.1 in [6]
(see Remark 2.2.4) together with the correspondence given in Lemma 2.5.5. The
detailed checking of the stated properties is left to the reader.
This result tells us that for any G-homogeneous lattice we are able to find a
basis that is quite close to an orthogonal basis or even orthonormal if we identify
similarities.
Definition 2.5.9. Suppose that n, m are two positive integers such that n < m.
We identify KnR with a subspace of K
m
R via the standard embedding into the first n
coordinates. A rank n lattice L1 is contained in a rank m lattice L2 if L2∩KnR = L1.
Theorem 2.5.10. Suppose that SLn(Z) is contained in G which is contained in
GLn(R). Then there is a bijective correspondence between the ideal class group Cl(R)
and the set of classes of G-homogeneous lattices under similarity and containment
as Cl(R)-sets.
Notice that containment is not an equivalence relation as it is not symmetric.
Therefore here we are talking about the equivalence relation generated by contain-
ment.
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Proof. In view of Lemma 2.5.5, let matrix s1 represent L1 and matrix s2 represent





But we know that the ideal corresponding to s2 is generated by any column; in
particular any of the first n columns. Hence L1 is contained in L2 if and only if they
represent the same ideal in the ideal class group. Therefore the theorem follows
from Proposition 2.5.7.
Corollary 2.5.11. Suppose n and m are two coprime positive integers with n < m.
If L1 is a rank n G-homogeneous lattice and L2 is a rank m G-homogeneous lattice,
then L1 is contained in L2 if and only if they are similar to the standard rank n,
m-lattices respectively.
Proof. In view of the theorem, L1 and L2 represent the same ideal. On the other
hand, the numerical condition implies that the ideals represented by L1 and L2 have
coprime orders. Hence they must both represent the same principal ideal.
Chapter3
Local-global principle of the matrix theory
Introduction
Recall in the last chapter: for an extension of number fields KR ⊆ KR′ (with the
ring of integers R,R′ respectively), the capitulation kernel Cap(R′/R) is defined
to be the kernel of the natural homomorphism induced on the ideal class groups
Cl(R) → Cl(R′). Suppose we fix a prime integer p and denote the p-torsion of
Cap(R′/R) by pCap(R′/R).
Recall the modified version of the Bass exact sequence of the extension functor
discussed in the last chapter reads (Definition 2.3.9 and Theorem 2.3.10):
0→ R′×/R× → pK0(ext)→ pCap(R′/R)→ 0.
In this chapter, we try to gain some understanding of the various groups in this
exact sequence. We divide our discussion into two main parts:
(I) study pK0(ext), the p-torsion of K0(ext); and
(II) study pCap(R
′/R)f (see Definition 2.4.6).
In the first section, we focus on (I). In Section 3.1, we study pK0(ext). More
precisely, if pK0(ext) is nontrivial, there is a matrix s ∈ NGLp(R′)(GLp(R))\GLp(R)
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whose p-th power lies in GLp(R). We consider s modulo p for various finite places p
of R. If we write P for a prime ideal of R′ above p, this procedure allows us to get
p-torsion elements in (R′/P)×/(R/p)× for different p. The structure of the group
(R′/P)×/(R/p)× is well-understood. Combining our knowledge on these groups
with a density argument, we obtain an upper bound of pK0(ext) using data from
the Galois group of the extension only.
Section 3.2 and Section 3.3 address (II). In Section 3.2, we develop some results
on group schemes with local components based on the ideas in the work of [10] and
[16]. We give a local-global description of pCap(R
′/R)f using cohomology groups.
We first introduce the notion of group schemes with local components. To study
them, we try to relate them to a generalized version of the Tate-Shafarevich group
of Galois cohomology. We introduce a group S(KR′ ,A,∧p ) as the locally trivial
component of the kernel of the p-th power functor on units. We embed it in the
above mentioned modified Tate-Shafarevich group. Finally, we can study such a
cohomology group using Kummer theory and give a procedure to estimate the upper
bound of the p-rank of pCap(R
′/R)f .
Let us state the notational conventions being used in this chapter, in addition
to those stated in the previous chapter.
For any ring R, we always use µR to denote the group of roots of unity in R
×.
KR ⊆ KR′ is used to denote an extension of number fields; and R ⊆ R′ are their
rings of integers respectively. When we have a tower of field extensions (at least 3
distinct fields involved), if P is a prime ideal of KR′ , we always use the same P to
denote the prime ideal below P in any subfield of KR′ .
If φ : G→ G is an endomorphism of G, then both φG and kerφ mean the kernel
of φ.
We always assume that p is typical in this chapter.
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3.1 Torsion part of K0(ext)
We have made some elementary discussions in the last chapter. For convenience, we
use G to denote the Galois group Gal(KR′/KR) in this section.
Lemma 3.1.1. Let σ be a nontrivial element in the center of G. Suppose that r ∈ R′
is not fixed by σ; that is, σ(r)− r 6= 0. Then the set of unramified prime ideals p of
KR, satisfying conditions (i) and (ii) below, has positive density:
(i) for any P of KR′ lying above p, σ represents the Frobenius element of the
residue field extension;
(ii) r¯, as the image of r in R′/P, does not lie in R/p.
Proof. The set of unramified prime ideals satisfying condition (i) has positive density
by the Chebotarev density theorem. Now suppose that at P, we have r¯ ∈ R/p. This
tells us that σ(r¯) = r¯; or in other words, σ(r)− r ∈ P. There are only finitely many
prime ideals that divide the nonzero element σ(r)− r. Hence the set of prime ideals
satisfying (i) and (ii) differs from the set of prime ideals satisfying only condition
(i) by a finite set, whence they have the same (positive) density.
Suppose p is a prime ideal of R and P is a prime ideal of R′ above p. The
reduction mod P map induces a group homomorphism from GLp(R
′) to GLp(R′/P).
By using the Ei,j-argument (see Remark 2.3.4), the reduction mod P map induces
a group homomorphism NGLp(R′)(GLp(R)) → NGLp(R′/P)(GLp(R/p)). Therefore we
have a group homomorphism
NGLp(R′)(GLp(R))/GLp(R)→ NGLp(R′/P)(GLp(R/p))/GLp(R/p).
The latter group is isomorphic to (R′/P)×/(R/p)× by Proposition 2.3.5. Therefore
we have a group homomorphism
NGLp(R′)(GLp(R))/GLp(R)→ (R′/P)×/(R/p)×.
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According to Proposition 2.3.5, the recipe of this group homomorphism is as follows.
For s ∈ NGLp(R′)(GLp(R)), let s¯ be its reduction mod P matrix. It can be expressed
as s¯ = as′ with a ∈ (R′/P)× and s′ ∈ GLp(R/p). The image of s in (R′/P)×/(R/p)×
can be taken as the coset of a. Moreover, from Proposition 2.3.5, we know that a
can be chosen as any nonzero entry of s¯.
Proposition 3.1.2. Suppose G is a cyclic group. Then the rank of the elementary
p-group pK0(ext) is either 0 or 1.
Proof. Let σ be a generator of the Galois group G. Suppose on the contrary that
pK0(ext) has rank at least 2. There are matrices s1 = (s1ij) and s2 = (s2ij) whose
images in pK0(ext) generate an elementary p-group of rank 2. For each pair 0 ≤
k, l ≤ p such that k, l are not both 0 or p, consider the matrix s(k,l) = sk1sl2. At least
one entry sij is not fixed by σ. Applying the previous lemma to sij, we see that at
all except finitely many prime ideals p (resp. P) of KR (resp. KR′) with σ as the
Frobenius, s(k,l) has a nontrivial entry when reduced modulo P; and further gives a
nontrivial element in (R′/P)×/(R/p)×. However there are only finitely many such
s(k,l). Therefore at infinitely many prime ideals p, the images of all the s(k,l) under
the reduction mod P map are nontrivial in (R′/P)×/(R/p)×.
Let us show the image of all these s(k,l) under the reduction mod P map are
distinct. Take two distinct pairs (k1, l1) and (k2, l2). As we know both s1 and s2 are
of order p, therefore s(k1,l1), s(k1,l1+p), s(k1+p,l1) and s(k1+p,l1+p) have the same image
under the reduction mod P map. Hence by increasing k1 or l1 by p if necessary, we
can assume k1 ≥ k2, l1 ≥ l2 and either k1 6= k2 or l1 6= l2. The image of s(k1,l1) and
s(k2,l2) are the same under the reduction map if and only the image of s(k1−k2,l1−l2) is
trivial. However, by our choice of p, the image of s(k1−k2,l1−l2) under the reduction
map is nontrivial. Therefore the images of s(k1,l1) and s(k2,l2) under the reduction
mod P map are distinct.
We have observed that the homomorphic image of the elementary p-group of
rank 2 generated by s1 and s2 contains p
2− 1 distinct nontrivial elements. Together
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with the identity, the homomorphic image contains p2 distinct elements. As we
are considering the image of a group homomorphism of a rank 2 p-group, therefore
(R′/P)×/(R/p)× must contain a rank 2 subgroup.
On the other hand, (R′/P)×/(R/p)× is a quotient of the multiplicative group
of a finite field, and therefore it is cyclic. In conclusion, (R′/P)×/(R/p)× does not
contain an elementary p-group of rank 2 as a subgroup. This gives a contradiction.
We can extend this result to the general case by induction.
Definition 3.1.3. For a finite solvable group G, we define ch(G) to be the smallest
integer n such that there is a finite subnormal series 1 = G0G1G2. . .Gn = G
such that Gi+1/Gi is cyclic. In particular, if G is cyclic, then ch(G) = 1.
Theorem 3.1.4. Let G be the Galois group of KR′ over KR with G solvable. Suppose
ch(G) = n and 1 = G0  G1  G2  . . .  Gn = G gives such a filtration. If p is
typical for the extensions KR′/K
Gi
R′ , 1 ≤ i ≤ n, then the rank of the elementary
p-group pK0(ext) is less than or equal to n.
Proof. This can be obtained by using induction. More precisely, the base case for
n = 1 is obtained in Proposition 3.1.2. For any n ≥ 2, consider the following
subextensions K
Gn−1
R′ ⊆ KR′ and KR ⊆ KGn−1R′ . By our assumptions, p is typical for
both extensions.
We apply the induction hypothesis to see that the p-rank of pK0(extKR′/KGn−1R′ )
and pK0(extKGn−1
R′ /KR
) do not exceed n − 1 and 1 respectively. The result follows
from the exact sequence in Corollary 2.3.12 (ii).
Suppose KR contains the p-th roots of unity and the Galois group G is iso-
morphic to (Z/p)r for some positive integer r. By the Kummer theory, KR′ =
KR(a
1/p
1 , . . . , a
1/p
r ) for a1, . . . , ar ∈ KR. Suppose a1, . . . , ar satisfy the following con-
dition:
if the equation of the form ai = ub
p for u ∈ R′×, 1 ≤ i ≤ r holds, then b ∈ KR.
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Corollary 3.1.5. If the extension KR ⊆ KR′ satisfies the condition mentioned
above, then pK0(ext) has p-rank at most r.
Proof. In order to apply Theorem 3.1.4, we only need to check the condition: p-
typical for any cyclic subextension K1 ⊆ K2 (with KR ⊆ K1 ⊆ K2 ⊆ KR′). We can
further choose a filtration of KR ⊆ KR′ such that K2 = K1(a1/pi ) for some 1 ≤ i ≤ r.
On the other hand, if p is not typical for K1 ⊆ K2, then we can also write
K2 = K1(u
1/p) for a unit u ∈ K1. By [9] p. 90 Lemma 3, we have the identity
a = urbp, (r, p) = 1 for some b ∈ K1. Then according to our assumption, b ∈ KR and
therefore ur ∈ a/bp ∈ KR. However (ur)1/p /∈ R×. This contradicts the fact that p
is typical for KR ⊆ KR′ .
Example 3.1.6. Consider a CM-extension KR ⊆ KR′ of degree 2. This means
that KR does not have any complex embeddings and KR′ does not have any real
embeddings. Therefore R′×/R× is finite by the Dirichlet unit theorem. If 2 is typical,
by our results and the Bass exact sequence, the 2-rank of Cap(R′/R) (which agrees
with the 2-rank of 2K0(ext)) is either 1 or 0 (see [42] Theorem 10.4).
We can construct concrete examples to show that the 2-rank of 2Cap(R
′/R) can
be both 0 and 1.
First consider the extension: KR = Q(
√




fundamental unit of R× is 3 +
√
10 and the roots of unity in both fields are ±1. It is
easy to verify that the two square roots of either ±(3 +√10) are not in R′×. Hence
R′× = R×, in particular, 2 is typical. On the other hand, the non-principal ideal
(
√
10, 2) in R becomes the principal ideal (
√−2) in R′. Hence 2Cap(R′/R) ∼= Z/2.
Suppose p is an odd prime. Consider the CM-extension: KR = Q(ζp + ζ−1p ) ⊆
KR′ = Q(ζp). It is known that 2 is typical as R′×/R× is cyclic of order p. On the
other hand, it is also known that in this case 2Cap(R
′/R) is trivial. Therefore this
example illustrates the second possibility.
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3.2 Group schemes with local components
In this section, we summarize and generalize some of the discussions made in sev-
eral papers ([10], [16]) regarding cohomology interpretation of certain local-global
phenomenon. We use some of the results in the next section after deriving a local-
global interpretation of pK0(ext). We begin with defining group schemes with local
components. Our approach is modeled on [8] III.7.
For simplicity, we adopt the following notational conventions for Section 3.2 and
Section 3.3. For any prime ideal p of a number ring K (resp. its ring of integers R),
we use Kp (resp. Rp) to denote the completion of K (resp. R) at p.
In this section, we suppress the subscripts and useK, K ′ . . . to denote the number
fields, as the ring of integers do not appear in our discussions below.
Definition 3.2.1. Let k be a number field and Ck be the category with objects
consisting of finite extension fields of k. Morphisms are k-field homomorphisms.
Suppose k is a number field. A group scheme with local components A over k is a
covariant functor from Ck to the category of abelian groups satisfying the following
conditions.
(i) For any k-homomorphism (necessarily injective) of finite extensions K → K ′,
the corresponding A(K)→ A(K ′) is injective.
(ii) We need the following local structure. For each finite prime p of k, we have
a covariant functor from Ckp to the category of abelian groups, which is also
denoted by A. We require that for any finite extension K of k and a finite
place P above p, there is a group homomorphism piP : A(K)→ A(KP).
(iii) If φ : A(K) → A(K ′) is induced by a k-homomorphism K → K ′ and for
any prime P′ ∈ K ′ above P ∈ K, the corresponding local homomorphism is
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? piP′- A(K ′P′).
φP
?
Remark 3.2.2. Suppose K is a finite Galois extension over k. Then A(K) is
canonically a Gal(K/k)-module, following from the naturality of A.
Definition 3.2.3. (i) For a given group scheme with local components A over k,
by an endomorphism, we mean a natural transformation F : A → A that also
respects the local structures given by piP. Moreover, for any finite extension







(ii) We say that F is quasi-surjective if for any x ∈ A(K) with K ∈ Ck, there
is a K ′ ∈ Ck, a k-homomorphism φ : K → K ′ and y ∈ A(K ′) such that
A(φ)(x) = F (K ′)(y).
For convenience, we assume that A is a group scheme with local components
and F is an endomorphism without repeatedly mentioning them.
Lemma 3.2.4. The functor ker(F ) defined by
ker(F )(K) := kerF (K) : A(K)→ A(K)
and
ker(F )(KP) := kerF (KP) : A(KP)→ A(KP)
is a group scheme with local components.
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Proof. Directly check the definitions.
We extend the discussion to infinite extensions of k.
Definition 3.2.5. (i) Suppose K is a subextension (not necessarily finite) in a
fixed separable closure ks of the number field k. We define A(K) to be
lim−→LA(L) with colimit taken over all finite subextensions L of k in K.
(ii) If F is an endomorphism, we also use F to denote the induced map under this
general setting. We say F has finite kernel if for some finite Galois extension
K ∈ Ck, the canonical injection ker(F )(K)→ ker(F )(ks) is an isomorphism.
Lemma 3.2.6. An endomorphism F over A is quasi-surjective if and only if F
induces a surjective homomorphism on A(ks).
Proof. Directly check the definitions.
We notice from Remark 3.2.2 that for any finite extensions K and K ′ over k such
that K ′/K is Galois, A(K ′) is a Gal(K ′/K)-module. In view of Definition 3.2.5, the
same holds for any Galois subextensions of ks.
Definition 3.2.7. A is said to satisfy the weak Galois descent condition if for any
subextensions K and K ′ over k in ks such that K ′/K is Galois, then one has
(A(K ′) ∩ F−1(A(K)))Gal(K′/K) ⊆ A(K).
One should understand that F−1(A(K)) consists of all the pre-images of F in A(ks).
Proposition 3.2.8. Suppose L is a Galois extension of K ∈ Ck such that the fol-
lowing conditions are satisfied:
(i) ker(F )(ks) ⊆ A(L); and
(ii) for any x ∈ A(K), there is a y ∈ A(L) and an inclusion i : K → L such that
F (L)(y) = A(i)(x).
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Then if A satisfies the weak Galois descent condition and F has finite kernel, there
is an injective homomorphism
A(K)/F (A(K))→ H1(Gal(L/K), ker(F )(ks)).
Proof. We highlight the key steps and omit some routine checking. By the definition,
the profinite group Gal(L/K) equals lim←−L′Gal(L′/K), with inverse limit taken over
all finite Galois subextensions in L. On the other hand, for these L′, ker(F )(L′)
forms a cofinal system. Hence, ker(F )(ks) = lim−→L′ ker(F )(L′). By a general result
in Galois cohomology (see [29] p. 45 Proposition 1.5.1), we have
H1(Gal(L/K), ker(F )(ks)) = lim−→L′H
1(Gal(L′/K), ker(F )(L′)).
Now for x ∈ A(K), we choose a finite Galois subextension K ′ such that
ker(F )(K ′) = ker(F )(ks)
and there is a y ∈ A(K ′) such that F (y) = x in A(K ′). Define a cohomology class
in H1(Gal(K ′/K), ker(F )(ks)) by the cocycle σ ∈ Gal(K ′/K) 7→ σ(y) − y. Notice
that σ(y)− y ∈ ker(F )(ks) as follows:
F (σ(y)− y) = σ(F (y))− F (y) = σ(x)− x = 0.
It is easy to see the following: this recipe indeed satisfies the cocycle condition and
kills F (A(K)). Moreover, different choices of y in K ′ only result in a difference
by a coboundary, hence the cocycle gives a well-defined element in the cohomology
group.
Now let us check the injectivity. If the above defined cocycle is also a coboundary,
then there is a z ∈ ker(F )(ks) such that σ(y − z) = y − z for all σ ∈ Gal(K ′/K).
Moreover, the image of y − z under F agrees with x in A(K ′), therefore y − z ∈
F−1(A(K)). The weak Galois descent condition implies y − z ∈ A(K), hence
x = F (y) = F (y − z) + F (z) = F (y − z) ∈ F (A(K)).
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The colimit gives us an element in H1(Gal(L/K), ker(F )(ks)). Now if we have
two different finite Galois extensions K ′ and K ′′ as in the last paragraph, it suffices to
consider their compositum K ′K ′′. By the basic properties of Galois cohomology, we
get a common element in the cohomology group of Gal(K ′K ′′/K). This procedure
is injective by the same argument as in the last paragraph.
Remark 3.2.9. In some situations (e.g. the classical Kummer theory), we can use a
more direct homological algebra approach, which we describe briefly now. Suppose
K ∈ Ck and L is a Galois extension of K such that F (L) : A(L)→ A(L) is surjective
and ker(F )(L) ∼= ker(F )(ks). Then we have a short exact sequence of Gal(L/K)
modules:
0→ ker(F )(L)→ A(L) F- A(L)→ 0.
The associated long exact sequence of cohomology groups reads:
A(L)Gal(L/K)/F (A(L)Gal(L/K)) ↪→ H1(Gal(L/K), ker(F )(ks))
→ H1(Gal(L/K),A(L)).
If A satisfies the Galois descent condition as well as the Hilbert theorem 90 for
L/K, namely, A(L)Gal(L/K) = A(K) and H1(Gal(L/K),A(L)) = 0, then we have
an isomorphism
A(K)/F (A(K)) ∼= H1(Gal(L/K), ker(F )(ks)).
Now let us indicate the problem we are interested in. Suppose we have an A
satisfying the weak Galois descent condition and a quasi-surjective endomorphism
F with finite kernel. For a finite Galois extension K ∈ Ck, we want to study the
intersection of the kernels of the local maps over all finite primes. This suggests that
we make the following definition.
Definition 3.2.10. Define S(K,A, F ) to be the kernel of the map:
A(K)/F (A(K))→
∏
p prime in K
A(Kp)/F (A(Kp)).
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Use the notation Ξ(K,L,A, F ) for the kernel of the map:
H1(Gal(L/K), ker(F )(ks))→
∏




(here we use the same notation p to denote the prime below P in K or k).
Corollary 3.2.11. The homomorphism in Proposition 3.2.8 induces an injection
S(K,A, F )→ Ξ(K,L,A, F ).
Proof. Because of the local conditions, the cocycle defined in the proposition be-
comes trivial via local restriction. Hence we have a well-defined group homomor-
phism. The injectivity statement follows from the injectivity statement of the propo-
sition.
Remark 3.2.12. The kernel Ξ(K,L,A, F ) defined above is nothing but a modifi-
cation of the usual Tate-Shafarevich group (see [29]).
Next we try to replace L in the proposition by a subextension under certain
assumptions.
Proposition 3.2.13. Suppose L′′ is a Galois subextension of L. Suppose for almost
all finite primes P ∈ L above any P′′ ∈ L′′ we have the commuting diagram with





? piP- ker(F )(LP).
i
?
Then the restriction map induces an isomorphism Ξ(K,L′′,A, F )→ Ξ(K,L,A, F ).
Notice that the addition assumption is satisfied in the situation discussed in [10]
and [16].
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Proof. The argument essentially follows from [10] Proposition 2.1. Because of the
assumption, we have a common coefficient for all the cohomology groups involved,
which is denoted by A. Notice that A is fixed by Gal(L′/L). Recall the inflation-
restriction sequence
0→ H1(Gal(L′′/K)), A)→ H1(Gal(L/K)), A)→ H1(Gal(L′′/L)), A)Gal(L′′/K).
Consider any cocycle Z in H1(Gal(L/K)), A) satisfying the local triviality conditions
and σ ∈ Gal(L/K). Notice that Zσ always lives in some finite extension. By the
Chebotarev density theorem, we can always choose an unramified finite prime with
σ as the Frobenius element of this finite local Galois group. We have Zσ = σ(a)− a
for some a ∈ A. However, its image is trivial in H1(Gal(L′′/L)), A)Gal(L′′/K) as A
is fixed by Gal(L′′/L). Hence Z has a lifting in H1(Gal(L′′/K)), A), which is easily
verified to satisfy the local conditions. The injectivity follows trivially from the
injectivity of the first arrow in the inflation-restriction sequence.
For the remainder of this section, we assume all the field extensions involved
are finite Galois extensions. For later use, we write down the inflation restriction
sequence for both the local and global extensions.
We consider the following setting: K ∈ Ck and L is a finite Galois extension of K
satisfying the conditions of Proposition 3.2.8. Moreover, L′′ is a Galois subextension
such that
ker(F )(L′′) ∼= ker(F )(L) ∼= ker(F )(ks).
We obtain the following extension of fields:
K L′′ L.
We have the inflation restriction sequence for the global fields:
0→ H1(Gal(L′′/K), ker(F )(ks))→ H1(Gal(L/K), ker(F )(ks))
→ H1(Gal(L/L′′), ker(F )(ks))Gal(L′′/K) → H2(Gal(L/K)), ker(F )(ks)).
(3.1)
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If we fix a finite prime P ∈ L and use the same symbol for the primes below P
in L′′, K and k (see the notational convention in the introduction), we record the
inflation restriction sequence for the local extensions (if we omit the H2 terms):
0→ H1(Gal(L′′P/KP), ker(F )(ksP) ∩ A(LP)Gal(LP/L
′′
P))
→ H1(Gal(LP/KP), ker(F )(ksP) ∩ A(LP))




In the third term of (3.1), the group acts trivially on the coefficient. Therefore
H1(Gal(L/L′′), ker(F )(ks)) = Hom(Gal(L/L′′), ker(F )(ks)).
3.3 Torsion free part of K0(ext)
As we have indicated in the Introduction, we study the contribution of the tor-
sion free part of pK0(ext) to pCap(R′/R). We investigate the group pCap(R′/R)f
introduced earlier.
Remember that we have the assumption that p is typical.
For any typical prime p, we have the following commutative diagram (from the
previous chapter):







For completeness, we recall the following embedding result obtained in the sec-
ond chapter. We have an injective group homomorphism from pCap(R
′/R)f into
(R′×/R×)/(R′×/R×)p.
Definition 3.3.1. Fix a number field KR and a prime p such that KR does not
contain any p-th roots of unity. Define a group scheme with local components A on
CKR as follows.
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1. For any KR′ ∈ CKR , A(KR′) := R′×/R×.
2. For any finite prime P ∈ KR′ above p ∈ KR, define A(KR′P) := R′×P /R×p . The
structure map piP : A(KR′) → A(KR′P) is induced by the inclusion of R′× in
R′×P .
Definition 3.3.2. For an abelian group G (written multiplicatively), we define an
endomorphism ∧p on G by raising each element of G to its p-th power. This induces
an endomorphism on A defined in Definition 3.3.1
Using the new language, we re-state the embedding result as:
Corollary 3.3.3. We have an injective group homomorphism
pCap(R
′/R)f → S(KR′ ,A,∧p ).

Lemma 3.3.4. A satisfies the weak Galois descent condition and ∧p has finite kernel.
Proof. Suppose L is a finite Galois extension of KR′ . If x¯ ∈ R×L/R× (with x ∈ R×L ) is
fixed by σ ∈ Gal(L/KR′), then σ(x)/x ∈ R×. At the same time, to verify the weak
Galois descent condition, we have that x satisfies xp ∈ R′×. Therefore we obtain
that (σ(x)/x)p = xp/xp = 1 as xp ∈ R′×. Hence σ(x)/x ∈ µp ∩ R×, which is trivial
by the assumption.
The claim that ∧p has finite kernel follows from the Dirichlet unit theorem.
For convenience, we introduce the following new notation for a tower of field
extensions:
1. KR is the base field;
2. L0 = KR′ ;
3. L1 = KR′(ζp); and
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4. L2 = KR′((R
′×)1/p) with (R′×)1/p all p-th roots of R′×.
Now we apply Corollary 3.2.11 and obtain the following.
Corollary 3.3.5. We have an injective group homomorphism from pCap(R
′/R)f
into the group Ξ(L0, L2,A,∧p ). 
Let us introduce the following notion.
Definition 3.3.6. Suppose K ⊆ K ′ is a cyclic extension of degree equal to a prime p
and µp ∈ K. Then any a ∈ K satisfying K ′ = K( p
√
a) is called a Kummer generator
of the extension. Moreover, if a ∈ K ′′ for a subfield of K ′′ of K, we say that a
Kummer generator can be chosen from K ′′.
Lemma 3.3.7. Suppose we consider fields with characteristic coprime to a fixed odd
prime p. Let F ⊆ K ⊆ L be nontrivial finite Galois extensions such that:
(i) µp ⊆ K and µp ∩ F = {1};
(ii) K is a cyclic extension over F and the Galois group is generated by σ.
If K ′ = K( p
√
b) ⊆ L with b ∈ K is a degree p Kummer extension of K, then we have
the following:
K ′ is generated by a p-th root of an element in F (as a Kummer generator) if
and only if d = p
√
σ(b)/b lies in K (with d being any choice of p-th root).
Proof. By [9] p. 90 Lemma 3, the first assertion is equivalent to that for some c ∈ K
and r coprime to p, there is an a ∈ F such that a = brc−p. Since r is coprime to
p, therefore b = (br)n(bm)p for some integers m and n, with n coprime to p. Hence
the condition on d is true for b if and only if the same is true for br. We can assume
a = bc−p.
The element a is in F if and only if σ(a)/a = 1. This is the same as requiring
σ(b)/b = (σ(c)/c)p. Therefore we need d = p
√
σ(b)/b ∈ K as c ∈ K.
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On the other hand, by the Hilbert theorem 90, the existence of c ∈ K is equiv-
alent to norm of d being 1. However, (NmK/F (d))
p = NmK/F (σ(b)/b) = 1; hence
NmK/F (d) ∈ µp ∩ F = {1}. This implies that as long as d ∈ K, we have c ∈ K.
Now back to the situation we started with and we make the assumption that
KR is imaginary quadratic other than Q(
√−3). We already notice that pK0(ext)
is trivial if KR′ does not contain any µp. Therefore there is no difference between
pCap(R
′/R)f and pCap(R′/R). We focus on such a situation for the rest of this
chapter.
Consider the following lattice diagram of extensions of number fields (see the
notation introduced before Corollary 3.3.5):
KR L0 (= KR′)




We can immediately draw some simple conclusions from our assumptions.
Lemma 3.3.8. (i) KR(ζp) is cyclic of degree p−1 over KR unless KR = Q(√−p).
(ii) Use rR′1 and rR′2 to denote the number of real and pairs of complex embeddings
of KR′ respectively. Then Gal(L2/L1) is an elementary p-group of rank rR′ =
rR′1 + rR′2 − 1.
(iii) ker(∧p)(A)(ks) = µp, which is isomorphic to Z/p as a Gal(L2/L1)-module.
(iv) All the cohomology groups (except the 0-th cohomology) of Gal(L1/L0) with
ker(∧p)(A)(ks) as coefficient are trivial.
Proof. (i) Notice that Q(ζp) is cyclic of degree p− 1 over Q and its unique degree 2
subextension is Q(
√−p).
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(ii) In view of the Dirichlet unit theorem, this follows from the discussions in [1]
Section 3.2, cf. Theorem 3.4.
(iii) As KR is imaginary quadratic and KR 6= Q(
√−3), the only units in KR are
R× = ±1; therefore R×1/p/R× ∼= µ2p/{±1} ∼= µp.
(iv) By (iii), the coefficient group and the Galois group have coprime orders,
whence the result.
In order to apply the cohomology interpretation in the previous section, we need
to study H1(Gal(L2/L0), µp) (subject to local conditions). Part (iii) and (iv) of the
lemma together with the inflation-restriction sequence (the last part of Section 3.2)
allow us to consider the cohomology groups of Gal(L2/L1), which acts trivially on
µp. Hence H
1(Gal(L2/L1), µp) = Hom(Gal(L2/L1), µp).
The structure of Hom(Gal(L2/L1), µp) is clear as follows. Suppose we have a
basis {ri, 1 ≤ i ≤ rR′} of the torsion free part of R′×. In view of Lemma 3.3.8 (ii),
we can choose a basis σi, 1 ≤ i ≤ rR′ of Gal(L2/L1) as an Fp-vector space. Moreover,




riζp for ζp a fixed primitive p-th root of unity. Therefore
the p-rank of Hom(Gal(L2/L1), µp) is the same as rR′ ; and a generating set takes
the form fj, 1 ≤ j ≤ rR′ with fj(σi) = ζδijp .
This gives us an upper bound on Cap(R′/R) using the global data. We record
it here before we proceed further to the study of the local conditions.
Corollary 3.3.9. Suppose {ri, 1 ≤ i ≤ rR′} is a basis of the torsion free part of
R′×. Let σi, 1 ≤ i ≤ rR′ and fj, 1 ≤ j ≤ rR′ be defined as above. The p-rank
of Cap(R′/R) is bounded above by the number of fj whose restriction to the local
cohomology groups are trivial everywhere. In particular, the p-rank of Cap(R′/R) is
bounded above by rR′. 
The conclusion of the corollary gives a loose bound. We improve it by analyzing
local conditions.
Suppose σ is an element in the Galois group Gal(L2/L1) and f is a nontrivial
homomorphism in Hom(Gal(L2/L1), µp).
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Consider the local version of the lattice diagram of the field extensions:
KRP L0P
KR(ζp)P L1P L2P′ .
P in the diagram is any unramified prime of L1 such that σ generates its de-
composition group as the Frobenius element (for our notational convention see the
Introduction and the beginning of Section 3.2). P′ is a prime ideal of L2 above P.
The local triviality condition at P says that for some a ∈ R×P we have
f(σ) ≡ σ( p√a)/ p√a mod R×P.
In particular, this implies that if f(σ) /∈ R×P, then p
√





On the other hand, if L2P′ = L1P(
p
√




a 6= 1 ∈ µp.
As f(σ) is a nontrivial p-th root of unity, if we raise a to an appropriate power




ar. In conclusion: to decide whether f
is nontrivial or not is equivalent to deciding whether a Kummer generator for the
local extension L1P ⊆ L2P′ can be chosen from RP or not:
a ∈ KRP L1P L2P′ ?= L1P( p
√
a).
Since L2 is generated over L1 by p-th roots of units of the subfield L0 = KR′ ,
therefore a Kummer generator of each local extension can be chosen from a global
unit of L0:
for some u ∈ R′×, L1P L2P′ = L1P( p
√
u).
Consider a prime P of L1 such that µp /∈ R×P. The following data are uniquely
determined by P: the Frobenius element σP of the local extension L1P/KRP as the
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image of Frobenius element σP ∈ Gal(L2P′/KRP), and the Frobenius element τP of
the local extension L2P′/L1P:









According to the notation in the paragraph above, the condition that µp /∈ R×P
is equivalent to that
σP(ζp) 6= ζp (3.4)
for any primitive p-th root of unity.
On the other hand, by Lemma 3.3.8, each τP corresponds to a unique rτP of R
′,




rτP = ζp. Now we obtain the number
νP = σP(rτP)/rτP . (3.5)
In conclusion, by Lemma 3.3.7, the existence of a p-th root of this value determines
whether or not a Kummer generator can be chosen from R×P. In turn, this determines
whether f satisfies the local triviality conditions or not.
Back to the local extensions:
KRP L1P L2P′ .
Consider the short exact sequence of Galois groups:
1→ Gal(L2P′/L1P)→ Gal(L2P′/KRP)→ Gal(L1P/KRP)→ 1.
We are interested in whether νP = σP(rτP)/rτP is a p-th power in L1P. We can
instead look at its p-th root in L2P′ and check whether the p-th root is fixed by




rτP is a p-th root of νP, Galois theory implies that
p
√
νP ∈ L1P if and only if σP( p√rτP)/ p√rτP is fixed by τP. If we use fL1P to denote
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the degree of the local extension L1P/KRP, we notice that τP = σP
fL1P . A simple




rτP) · p√rτP = σPfL1P ( p√rτP) · σP( p√rτP). (3.6)
Combining 3.3, 3.4, 3.5, 3.6 and the related discussions, we can summarize the
above procedure.
Fix a basis {ri, 1 ≤ i ≤ rR′} of the free part of R′× and a primitive p-th root of
unity ζp.
For each ri :
1. Find all the σ ∈ Gal(L2/KR) such that:
(a) σ does not fix ζp;










rj if j 6= i.
2. For each σ in (1), verify:
σk+1( p
√
ri) · p√ri = σk( p√ri) · σ( p√ri).
Theorem 3.3.10. Let c be the number of ri such that (2) does not hold for at least
one σ satisfying (1). Then the p-rank of Cap(R′/R) is bounded above by rR′ − c.
Proof. Suppose for an ri, (2) does not hold for at least one σ satisfying (1). By
our discussion, the element σk 7→ ζp (see the discussion of Corollary 3.3.9) does not
satisfy the local triviality condition of Ξ(L0, L2,A,∧p ). Therefore the possible upper
bound of the rank of Ξ(L0, L2,A,∧p ) as an Fp vector space is reduced by 1. The
result follows by counting total number of such ri, which is the same as c.
We end this section by showing an example with c > 0.
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Example 3.3.11. Suppose p = 3 and KR = Q(
√−5). Let KR′ be the field KR(ζ13+





13 is a unit. Call the conjugates of λ1 under the Galois action
λ2, λ3, λ4, λ5, λ6. By the theory of cyclotomic fields, λi, 1 ≤ i ≤ 5 form a basis of the
free part of the unit group of the field KR′′ = Q(ζ13 + ζ−113 ) (see [42] Section 4 and
Section 8) and
∏
1≤i≤6 λi ∈ Z.
As KR′ does not contain any roots of unity other than ±1, the torsion part of
R′×/R× can only have 2-torsion (see Lemma 2.4.2). It is easily verified that the
square roots of ±λaii λajj , 1 ≤ i, j ≤ 5, 0 ≤ ai, aj ≤ 1 are not in KR′ = KR′′(
√−5).
Therefore the collection {λi, 1 ≤ i ≤ 5} is a basis of R′×. Clearly, B = λ1 ∪
{λiλi+1, 1 ≤ i ≤ 4} is also a basis.
Choose cubic roots 3
√





λi ∈ Z. By using Magma
(software), we find a σ ∈ Gal(L2/KR) such that




λi+1, 1 ≤ i ≤ 4 and 3
√
λ5 7→ ζ3 3
√
λ6.
An immediate calculation verifies Step (1) for the basis B with the following key
properties:
































In conclusion, c > 0.
Chapter4
Matrices, nonabelian cohomology and the
Chern character
Introduction
The matrix approach has the advantage that we can imbue the ideal class group
with richer structures. Recall thatNGLn(KR)(GLn(R)) is the normalizer of GLn(R) in
GLn(KR). On the one hand, the Galois group acts onNGLn(KR)(GLn(R)); and on the
other hand, GLn(R) acts on NGLn(KR)(GLn(R)) via multiplication. The interaction
between these two actions allows us to define: for each ideal I, an element fI in an
appropriate pointed set of nonabelian cohomology, with a certain noncommutative
matrix group as the coefficient. To be more precise, for a subgroup H of the Galois
group over a subfield and S ∈ NGLn(KR)(GLn(R)) representing I, define HS to be
the smallest subgroup of GLn(KR) containing GLn(R) and all the elements of the
form S−1σ(S) with σ ∈ H. It can be checked that HS is invariant under the action
of H. In this way, the recipe σ 7→ S−1σ(S) gives an element in the cohomology
group H1(H,HS) (also denoted by H1(H, Gn,I) in Section 4.1, where it is shown to
be independent of the choice of S).
The next step in our exploration is to define a subset in H1(H, Gn,I) by collecting
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all the elements fJ (with J a fractional ideal) such that fJ ∈ H1(H, Gn,I). We equip
this subset with a natural group structure coming from the multiplication of ideals.
We study the structure of such a group and prove that it is annihilated by the order
of H.
Section 4.1, 4.2, 4.3 and 4.4 are devoted to develop the machinery centered
around these ideas.
The main achievements we obtain in these four sections are of the following two
kinds:
1. we develop a way of detecting nonzero elements of the ideal class group, using
nonabelian cohomology;
2. we find a subset of the nonabelian cohomology with a natural group operation,
and we study its structure.
In effect, we have obtained a way of constructing quotients of the group of ideals,
which are annihilated by the order of the Galois group (contrary to the ideal class
group which is not necessarily annihilated by the order of the Galois group).
In the second part of this chapter (Section 4.5, Section 4.6 and Section 4.7), we
relate the theory developed in the first half to the theory of the Chern character
developed in [20]. Our approach is based on the following idea: the Chern characters
take the K-groups with coefficients as the domains; however these K-groups are
quotients of the matrix groups NGLn(KR)(GLn(R)) for various n. Hence, we can
calculate the Chern characters using the entries of the matrices.
We modify the Chern characters and show that they factor through the groups
introduced in earlier sections using nonabelian cohomology. We know such groups
are annihilated by the order of the Galois group. Therefore if the order of the Galois
group is coprime to the size of the matrices, then we obtain that the modified Chern
characters are trivial. This gives information on the structure of the image of the
Chern character maps.
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Let us state the additional notational conventions of this chapter. We use script
capital letters likeH,G to denote automorphism groups of rings, in particular various
Galois groups. In order to distinguish matrices and elements of the ring R, we use
the normal capital letters S, S ′, . . . to denote elements of matrix groups and letters
s, s′, . . . to denote elements of R, KR.
4.1 Matrices and nonabelian cohomology in gen-
eral
In this section, we assume that R is an arbitrary integral domain, with the field of
fractions KR. Let G be a subgroup of the automorphism group of KR, which acts
canonically on R. Therefore G acts as automorphisms on GLn(R) and GLn(KR).
Definition 4.1.1. We call Intn(R) = NGLn(KR)(GLn(R)) ∩Mn(R) the intertwiners
(for details see [6] and the second chapter).
As G acts on GLn(R), we immediately obtain the following.
Lemma 4.1.2. For any σ ∈ G, σ(NGLn(KR)(GLn(R))) = NGLn(KR)(GLn(R)).
Proof. For S ∈ NGLn(KR)(GLn(R)) and G ∈ GLn(R),
σ(S)Gσ(S−1) = σ(Sσ−1(G)S−1) ∈ σ(GLn(R)) = GLn(R).
Therefore σ(S) is also in the normalizer.
Definition 4.1.3. Let H be any finite subgroup of G and S ∈ NGLn(KR)(GLn(R)).
1. Define the decomposition group HS to be the group
{σ ∈ H | S−1σ(S) ∈ GLn(R)}.
2. Define the inertial group IH,S to be the group
{σ ∈ H | S−1((a− σ(a))Idn) ∈ Mn(R) for all a ∈ R}.
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3. Define HS to be the smallest subgroup of GLn(KR) containing GLn(R) and
all the elements of the form S−1σ(S) with σ ∈ H.
Now for any two n × n matrices S, S ′ ∈ NGLn(KR)(GLn(R)) and two finite sub-
groups H,H′ of G, we want to compare qualitatively the sizes of the associated
groups HS and H
′
S ′.
From Remark 2.1.6, any S ∈ NGLn(KR)(GLn(R)) is the product of a scalar matrix
and an intertwiner. Therefore if we use IS = R〈S〉 to denote the fractional ideal
generated by the entries of S, we have the following ideal equation from Chapter 2:
InS = (det(S))R. (4.1)
Corollary 4.1.4. Suppose S, S ′ ∈ NGLn(KR)(GLn(R)) satisfy S ′ = S · G for some
G ∈ GLn(R). Then HS = HS ′.
Proof. For σ ∈ H,
S ′−1σ(S ′) = G−1S−1σ(S)σ(G) = S−1σ(S)G′σ(G),
for some G′ ∈ GLn(R) by Lemma 2.1.7. The result follows.
Corollary 4.1.5. The quotient group HS/GLn(R) is a finitely generated abelian
group.
Proof. Commutativity of the quotient follows immediately from Lemma 2.1.7. More-
over, we have that HS/GLn(R) is finitely generated by elements of the form S−1σ(S)
for σ ∈ H.
We can ask when such a quotient is a finite abelian group.
Proposition 4.1.6. Notation as above. The following statements are equivalent:
(i) the quotient group HS/GLn(R) is a finite abelian group;
(ii) HS and GLn(R) are commensurable;
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(iii) there is an integer m > 0 such that for all σ ∈ H, (det(S)m)R = σ(det(S))mR
as fractional ideals.
Proof. The equivalence between (i) and (ii) is clear, since the intersection of HS and
GLn(R) is just GLn(R).
We have already shown HS/GLn(R) is finitely generated and generated by el-
ements of the form S−1σ(S). Therefore it is finite abelian if and only if each
S−1σ(S) is torsion in HS/GLn(R). By Lemma 2.1.7, S−nσ(Sn) = (S−1σ(S))n
modulo GLn(R). The ideal equation tells us that S





for some m > 0. This last condition is equivalent to (iii) as H is a finite group.
Moreover, we need the fact that HS is stable under H action.
Lemma 4.1.7. H(HS) = HS.
Proof. It suffices to show that for each pair σ, τ ∈ H, τ(S−1)τσ(S) ∈ HS; and this
follows from the equation:
τ(S−1)τσ(S) = (S−1τ(S))−1(S−1τσ(S)).
One advantage of the matrix consideration given above over the classical ideal
consideration is that we have an extra structure on the matrices. Namely, certain
matrix groups act on NGLn(KR)(GLn(R)) via the usual matrix multiplication while
this action is invisible if we consider ideals only. We explore this using the language
of nonabelian group cohomology (for a treatment, one can see [8], [30] or [35]).
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For a fixed S ∈ NGLn(KR)(GLn(R)), we have an H action on HS on the left; while
on the other hand HS acts on the right via matrix multiplication. The interaction
of these two actions leads us to define: fS : H → HS via the formula
σ(S) = S · fS(σ)
for σ ∈ H. Given σ, τ ∈ H, we have
S · fS(στ) = (στ)S = σ(S · fS(τ)) = σ(S) · σ(fS(τ)) = S · (fS(σ)σ(fS(τ))).
Hence
fS(στ) = fS(σ)σ(fS(τ)).
This formula implies that fS is a 1-cocycle in Z
1(H,HS).
If S ′ is another matrix representing the same ideal IS, then S ′ = S · G with
G ∈ GLn(R). First we notice, by Corollary 4.1.4, HS = HS ′. At the same time, we
have




This implies that fS′ and fS are the same modulo the coboundary B
1(H,HS). We
call a fractional ideal I represented (or representable) by an n × n matrix if there
is an S ∈ NGLn(KR)(GLn(R)) such that I = IS. Recall that from our results in
Chapter 2, if R is Dedekind, then each ideal is represented by some matrices.
We have the following.
Theorem 4.1.8. For an ideal I represented by an n×n matrix with I = IS, there is
a subgroup Gn,I of GLn(KR) fixed under H action and an fI ∈ H1(H, Gn,I) satisfying
S · fI(σ) = σ(S). Such an fI is independent of the choice of S.
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Proof. We define Gn,I =
HS and fI = fS. By Corollary 4.1.4, we see that if
S−1S ′ ∈ GLn(R), then HS = HS ′. Therefore Gn,I is independent of the choice of the
matrix representing I. By the discussions above, we see that fI is also independent
of the choice of the matrix S when we consider its cohomology class.
Remarks 4.1.9. 1. Here we introduce the new notation Gn,I to emphasize that
the definition is independent of the choice of the matrix representing the ideal
I.
2. We may use fI or fS to denote the cohomology class depending on the situa-
tion.
If the ideal I in the theorem is also represented by an n′×n′ matrix S ′ with n′|n,
then we can form the group Gn′,I and define f
′
I ∈ Gn′,I by the same recipe. There
is a natural embedding φnn′ : Gn′,I → Gn,I , S ′ 7→ S ′ ⊗ Idn/n′ , which induces a map
(also denoted by φnn′) on the cohomology group. Clearly, this map is induced by the
natural map: φnn′ : Mn′(R)→ Mn(R), M ′ 7→M ′ ⊗ Idn/n′ .
Lemma 4.1.10. The same assumptions as above. We have
(i) φnn′(f
′
I) = fI ;
(ii) Gn,I ∩GLn′(KR) = Gn′,I .
Proof. (i) If S ′ represents I, then so does S ′ ⊗ Idn/n′ . Therefore φnn′(f ′I) = fI fol-
lows from Theorem 4.1.8, which says fI is independent of the choice of the matrix
representing I.
(ii) The inclusion Gn′,I ⊆ Gn,I∩GLn′(KR) is clear. The other inclusion again fol-
lows from the pseudo-commutativity (2.1.7) as follows: for all S ′′ ∈ Gn,I ∩GLn′(KR)
we can write S ′′ =
∏
σ∈H σ(S
aσ) · G, with aσ ∈ Z and G ∈ GLn(R). Notice that∑
σ aσ = 0. This is due to the fact that Gn,I is generated by elements of the form
S−1σ(S) (together with GLn(R)); and for such a generator, we have that the indices
satisfy (−1) + 1 = 0.
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By the assumption that I is also representable by S ′, we can replace S in the




σ((S ′ ⊗ Idn/n′)aσ) ·G′.
But S ′′ comes from GLn′(KR), forcing G′ to be in GLn′(R). The result follows.
Therefore we have a compatible system of groups Gn,I and cohomology elements
fI for each n, whenever I is representable by an n×n matrix. Part (2) allows us to
extend the definition to define: for n′|n,
Gn′,I = Gn,I ∩GLn′(KR)
even if I is not represented by an n′×n′ matrix. We drop the subscript n and write
GI when no confusion arises from the context.
In general, H1(H, Gn,I) is not a group but has a distinguished element e that
sends each element of H to the identity matrix. This element serves as the base
point of H1(H, Gn,I).
We have an exact sequence of pointed sets:
1→ H0(H, GI)→ H0(H,GLn(KR))→ H0(H,GLn(KR)/GI)
→ H1(H, GI)→ H1(H,GLn(KR)).
Suppose I is represented by an n×n matrix S ∈ NGLn(KR)(GLn(R)). We remark
that the image of fI in H
1(H,GLn(KR)) is the distinguished element e, as any matrix
S representing I lies in GLn(KR). Therefore fI comes from H
0(H,GLn(KR)/GI).
It is easy to verify that fI is the image of the class of S.
From this remark and the exact sequence, fI = e if and only if the class of S
comes from H0(H,GLn(KR)); that is, there is an S ′ ∈ GLn(KR)H and G ∈ GLn(R)
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such that S = S ′ · G. This trivially implies that S ′ is also in NGLn(KR)(GLn(R)),
hence:
Lemma 4.1.11. fI = e if and only if I is represented by a matrix in the subgroup
of NGLn(KR)(GLn(R)) fixed by H. 
Suppose that for different n′, n we have that n′ | n and I is represented by an
n×n matrix. Then we have the following diagram with exact (as pointed sets) rows
and column:
H1(H, Gn,I/Gn′,I)



















We can now apply the general theory of nonabelian cohomology to the diagram
and summarize in the following proposition.
Proposition 4.1.12. Notation as above. Then the following holds.
(i) If I is also represented by an n′×n′ matrix S ′, then Gn′,I = HS ′ and φ1(fI) = e
the distinguished element in H1(H, Gn,I/Gn′,I).
(ii) Conversely, suppose φ1(fI) = e. Then there exists G ∈ Gn,I and f ∈ H1(H, Gn′,I)
such that for all σ ∈ H, fI(σ) = G(f(σ)⊗ Idn/n′)σ(G−1).
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(iii) If f satisfies φ2(f) = fI , then the pre-images φ
−1
2 (fI) are in one-to-one corre-
spondence with H0(H, fGn,I/fGn′,I)/H0(H, fGn,I) (for the definition of twist-
ing, see [35] p. 47).
(iv) If n′ = 1, then f1, f2 ∈ H1(H, Gn′,I) are both in the pre-images of fI if and
only if they are in the same (Gn,I/Gn′,I)
H orbit.
Proof. In view of Lemma 4.1.10, (i) and (ii) follow from the vertical exact sequence
and the definition of the corresponding groups.
(iii) See [35] p. 51 Corollary 2.
(iv) See [35] p. 52 Proposition 39.
We conclude this section with a short discussion on the naturality. Suppose
R′ is another integral domain and there is an injective ring homomorphism α :
R → R′. By the ideal equation (4.1) characterization of NGLn(KR)(GLn(R)) and
NGLn(KR′ )(GLn(R′)), we obtain α(NGLn(KR)(GLn(R))) ⊆ N n,R′ . For a finite sub-
group H′ of the automorphism group of R′, by H′ restricts to H via α, we mean
there is a group homomorphism from H to H′ which is also denoted by α such that
for all σ ∈ H, r ∈ R then (α(σ))(α(r)) = α(σ(r)).
Under these conditions, it is immediate that for any matrix S ∈ NGLn(KR)(GLn(R)),
then
α : HS → H′α(S)
is a group homomorphism that sends fI to fα(I) whenever I is represented by S.
4.2 Specialization to number fields with GLn(R) as
the coefficient group
We assume KR′′ ↪→ KR is a Galois extension of number fields with the corresponding
extension of number rings R′′ ↪→ R. Use G to denote the Galois group of KR over
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KR′′ . We always use Cl(R) to denote the ideal class group of KR and hKR for the
class number.
By our discussion in the second chapter, we know that every fractional ideal I
of KR is represented by an n× n matrix for some n. Therefore we can apply freely
the theory developed in the last section.
Suppose H is a subgroup of G. To begin with, let us first consider an ideal
I represented by a matrix S. We compare the notions of the decomposition and
inertia groups of I with those of S introduced in the last section. After which, we
investigate the condition for HS = Gn,I being arithmetic; that is, commensurable
with GLn(R).
Lemma 4.2.1. Suppose p = IS is prime.
(i) GS = Gp the usual decomposition group; and hence GS = GS·G′ for any G′ ∈
GLn(R).
(ii) IS = Ip the usual inertia group; and hence IS = IS·G′ for any G′ ∈ GLn(R).
Proof. For either part, the second assertion follows from the first, since for G′ ∈
GLn(R) the matrices S and SG
′ represent the same ideal.
(i) Recall that Gp = {σ ∈ G |σ(p) = p}. We know that two n × n matrices
S, S ′ in NGLn(KR)(GLn(R)) generate the same ideal if and only if S ′S−1 ∈ GLn(R).
This follows immediately from the fact that S ′S−1 ∈ GLn(R) if and only if S ′S−1 ∈
GLn(Rm) for each maximal ideal m of R. If S represents p, then σ(p) = p if and
only if S and σ(S) both represent p. This is the same as saying S−1σ(S) ∈ GLn(R)
by the observation.
(ii) Recall that Ip = {σ ∈ G |σ(x) − x ∈ p for all x ∈ R}. This is equivalent to
the condition that σ(x)− x is an R-linear combination of the entries of any row of
S, if we recall that IS is generated by any row of S. This new condition is true if
and only if (σ(x)− x)Idn = MS for some M ∈ Mn(R).
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Proposition 4.2.2. Suppose an ideal I is represented by an n× n matrix S. Then
HS is arithmetic if and only if I is fixed by H, and in this case: HS = GLn(R). In
particular, if p is a prime ideal, then H is a subgroup of the decomposition group Gp.
Proof. We apply Proposition 4.1.6. HS is arithmetic if and only if for some m′ > 0,




R, for each σ ∈





. The uniqueness of prime ideal factorization implies that I = σ(I).
Therefore for each σ ∈ H, S−1σ(S) ∈ GLn(R). Consequently, HS = GLn(R).
Moreover, H is contained in the decomposition group of S, which is the same as the
decomposition group of the ideal p by the previous lemma.
Now we can apply Theorem 4.1.8 to obtain:
Theorem 4.2.3. For any prime ideal p of R, there is an integer n and an element
fp ∈ H1(Gp,GLn(R)) satisfying S · fp(σ) = σ(S). Such an fp is independent of the
choice of S.
Proof. By the remark at the beginning of this section, each fractional ideal I is
represented by an n× n matrix for some n. The result then follows from Theorem
4.1.8 and the proposition above.
If τ ∈ G, then τ GS τ−1 is the decomposition group of τ(S) (analogous to the
situation of the ideals), and we have:
Corollary 4.2.4. The canonical map H1(Gp,GLn(R)) → H1(Gτ(p),GLn(R)) sends
fp to fτ(p).
Proof. By the construction given in the theorem, we see: for τστ−1 ∈ Gτ(p),
τστ−1(τ(S)) = τσ(S) = τ(SfS(σ)) = τ(S) · τ(fS(σ)).
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Corollary 4.2.5. For a prime ideal p represented by an n × n matrix, fp = e the
distinguished element in H1(Gp,GLn(R)) if and only if p is an unramified prime.
Proof. By Lemma 4.1.11, fp = e if and only if we can find a matrix representing p
which is fixed by Gp. This is the same as saying that p comes from its decomposition
field. This is equivalent to saying that p is unramified.
Next we can apply the generalized Hilbert Theorem 90 ([30] p. 70 2.2.2) to the
extension K
Gp
R ⊆ KR to obtain H1(Gp,GLn(KR)) = 1. Consequently, the long exact
sequence is reduced to the following.
Lemma 4.2.6. Suppose p is a ramified prime represented by an n×n matrix. Then
the following sequence is exact:
H0(Gp,GLn(KR))→ H0(Gp,GLn(KR)/GLn(R))→ H1(Gp,GLn(R))→ 1.






















In the setting of this section, we can improve on Proposition 4.1.12.
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Proposition 4.2.7. Suppose p is a ramified prime represented by an n× n matrix.
Then,
1. (a) fp 6= e and if p is a principal ideal, then φ1(fp) = e the distinguished
element in H1(Gp,PGLn(R)).
(b) Conversely, if φ1(fp) = e, then there exists G ∈ GLn(R) and an element
f ∈ H1(Gp, R×) such that for all σ ∈ Gp, fp(σ) = G(f(σ)Idn)σ(G−1).
(c) f1, f2 ∈ H1(Gp, R×) are both in the pre-images of fp if and only if they
are in the same (PGLn(R))
Gp orbit.
2. Suppose further that Gp is cyclic. If φ1(fp) = e, then there exists r ∈ R,G ∈
GLn(R) such that S and rG differ by an element in NGLn(KR)(GLn(R))Gp, or
equivalently, p is in the same ideal class as an ideal in the decomposition field.
In particular, if the decomposition field has class number 1, then φ1(fp) = e if
and only if p is a principal ideal.
Proof. (1) Follows from Proposition 4.1.12.




the order of the product is taken as increasing with respect to i. Taking norms on
both sides of the equation in (1) (b), Left-hand-side = Nm(S−1σ(S)) = Idn and
Right-hand-side = Nm(f(σ))Idn. Hence Nm(f(σ)) = 1.
Apply the Hilbert Theorem 90, then f(σ) = rσ(r−1). Therefore the equation in 1
(b) is equivalent to that (rG)−1S lies in NGLn(KR)(GLn(R))Gp . This implies that the
ideal represented by S and the ideal represented by (rG)−1S (in the decomposition
field) belong to the same ideal class.
We can see from Corollary 4.2.5 that only ramified primes are detected as some
nontrivial cohomology classes by our approach. On the other hand, for any finite
extension of number fields, only finitely many primes are ramified. Therefore almost
all the primes are not detected in the cohomology set.
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However, we may partially rectify this defect in some cases by the following
approach. We make the simplified assumption on the base field by letting KR′′ = Q
and R′′ = Z. Consider a prime ideal p of KR, whose order in Cl(R) is an odd prime
l.
Lemma 4.2.8. Suppose p is a prime ideal of KR, whose order in Cl(R) is an odd
prime l. For any n, there are a cyclic extension L over KR, a prime ideal p
′ of KR
and a prime ideal P of L satisfying:
(i) p′ lies above p′ ∈ Z and p′ is unramified;
(ii) p′ and p are in the same ideal class;
(iii) p′ lies below P and p′ is completely ramified;
(iv) P is nontrivial in the ideal class group; and
(v) the degree of the extension L/KR is larger than n.
Proof. Suppose p lies above p ∈ Z. By the Chebotarev density theorem, we can
always assume p is unramified above p and p − 1 > n by replacing it with a prime
ideal in the same ideal class. If l - p− 1, consider L = KR(ζp) and P of L above p.
We have the following lattice diagram of field extensions:
Q KR
Q(ζp) L = (KR(ζp))
Considering the lower part of the diagram, we see the ramification index of p in L is
not less than p− 1. However, p is unramified in KR and the degree of the extension
L/KR is at most p − 1. Therefore we must have that the degree of L/KR equals
p − 1 and p is completely ramified in L. On the other hand, as l - p − 1, by [40]
Lemma 2, l-torsion of Cl(R) does not capitulate in the ideal class group of L. Hence
P is nontrivial in the class group and its order divides (p− 1)l.
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Now let us consider the case that p ≡ 1 mod l. We first claim that we can always
find r ∈ R such that its norm NmKR/Q(r) (or simply Nm(r)) satisfies: l - Nm(r)− 1
and the l-adic valuation of Nm(r) is 0.
To see this, we use l to denote a prime ideal of KR above l. We also introduce:
Ql for the l-adic completion of Q, KRl for the l-adic completion of KR; Ul and Ul
for the units (elements with valuation 1) of Ql and KRl respectively; U1l and U1l for
the subgroups consisting of elements of the form 1 + api (pi is a uniformizer); and
f for the degree of the residue field extension. We have the following commutative
diagram (see [9] p. 131 Lemma 1):











By the general theory of finite fields, the right vertical map is surjective. There-
fore Nm(Ul) * U1l . We know U1l is closed in Ul. On the other hand, local class field
theory implies that Nm(Ul) is an open subgroup (hence closed) of index f . The
set of elements of KR with l-adic valuation 0 is dense in U
1
l . We can always find
r = a/b ∈ KR, a, b ∈ R such that Nm(r) /∈ U1l .
Following the notation of [28] p. 543 13.2, the set of prime ideals falling into the
same class as r p in Jl/Pl has positive density. Choose
p′ = r′r p, r′ ∈ Pl
from this set which satisfies (i), (ii) and (v). Taking norm on both sides yields
p′ = Nm(p′) = Nm(r′)Nm(r)p.
Our choice of r′ and r implies that the l-adic valuation of p′ − 1 is not positive.
Therefore we are back to the situation discussed at the beginning of the proof.
If we only restrict our attention to degree 2 extensions, we have the following:
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Lemma 4.2.9. Notation as above. There are infinitely many cyclic extensions L of
degree 2 over KR and prime ideals p
′,P of KR, L respectively, satisfying (1)-(4) of
Lemma 4.2.8.
Proof. Take any unramified prime ideal p′ over p′ ∈ Z belonging to the same ideal
class as p. By the same argument as in the last proof (the first paragraph), one can
just take L to be the unique subextension of degree 2 in KR(ζp′).
Combining these two lemmas with Corollary 4.2.5 and Proposition 4.2.7 (2), we
obtain a possible way of detecting nontrivial ideal classes, using the theory developed
in this section.
Theorem 4.2.10. We assume that KR is a finite Galois extension over Q. Suppose
p is an unramified prime ideal whose order in Cl(R) is an odd prime l. Then the
following statements are true:
1. for each n, there is a prime p > n + 1 and a prime ideal P of KR(ζp) such
that:
(a) the prime below P in KR is in the same ideal class as p; and
(b) with Gζp(∼= Z/(p− 1)) denoting the Galois group of KR(ζp) over KR and
Rζp denoting the ring of integers of KR, we have
fP 6= e ∈ H1(Gζp ,GL(p−1)l(Rζp))
and
φ1(fP) 6= e ∈ H1(Gζp ,PGL(p−1)l(Rζp)).
2. There are infinitely many cyclic extensions of degree 2 and a prime ideal P
from each such extension L satisfying:
(a) the prime below P in KR is in the same ideal class as p; and
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(b) with G(∼= Z/2) denoting the Galois group and RL denoting the ring of
integers of L, we have
fP 6= e ∈ H1(G,GL2l(RL))
and
φ1(fP) 6= e ∈ H1(G,PGL2l(RL)).
Moreover, if 2 - hL, then P and p generate the same cyclic subgroup of
order l in Cl(RL) and
φ1(fP) 6= e ∈ H1(G,PGLl(RL)).

We can extend part (1) a bit further by invoking some Iwasawa theory. Let
KR(ζp)∞ be the cyclotomic Zp-extension, namely, KR(ζp)∞ is obtained from KR(ζp)
by adjoining all the p-th power roots of unity. One can give a filtration of subfields
of KR(ζp)∞ containing KR(ζp) indexed by n by requiring: Gal(KR(ζp)n/KR(ζp)) ∼=
Z/pn. Iwasawa obtained information on Sylow p-subgroups of the ideal class groups
of KR(ζp)n for all n. His ingenious idea is to put them together using class field
theory as a module over the Iwasawa algebra so that a nice structural theorem
can be applied. For details, one can consult [19] or [42] Section 13. In particular,
he obtained the following remarkable result in [19] in the following more general
context:
Theorem 4.2.11. Suppose K is a number field, K∞ is the cyclotomic Zp-extension
and Kn for all n form a filtration of subextensions such that Gal(Kn/K) ∼= Z/pn.
Let en be the integer such that p
en is the largest p-power dividing the class number
of Kn. Then there are µ, λ and ν depending only on K such that for all n large
enough:
en = µp
n + λn+ ν.

4.2 Specialization to number fields with GLn(R) as the coefficient group 77
The invariants µ and λ are called the Iwasawa µ-invariant and λ-invariant. A
lot of attention has been paid to these Iwasawa invariants. For example, it was
proved in [11] that the µ-invariant is always 0 for an abelian number field. It was
also conjectured (see [14]) that the λ-invariant is 0 for a totally real number field.
In the case when both the λ-invariant and µ-invariant are 0 for a number field
K, we know from Theorem 4.2.11 that en eventually becomes a constant for all n
large enough. Therefore suppose we can make our choice of p in Theorem 4.2.10
such that the following additional conditions are satisfied:
1. l and p are coprime;
2. both the Iwasawa µ-invariant and λ-invariant of KR(ζp) are trivial.
Then we have the following corollary under the same setting as Theorem 4.2.10.
Corollary 4.2.12. There is a constant c depending only on KR and p with the
following properties. For all n large enough, there is a prime ideal Pn of KR(ζpn)
such that:
(i) the prime below Pn in KR is in the same ideal class as p; and
(ii) with Gζpn (∼= Z/(p − 1) × Z/pn−1) denoting the Galois group of KR(ζpn) over
KR and Rζpn denoting the ring of integers of KR(ζpn), we have
fPn 6= e ∈ H1(Gζpn ,GLcl(Rζpn ))
and
φ1(fPn) 6= e ∈ H1(Gζpn ,PGLcl(Rζpn )).
Proof. By our choice of p in the proof of Theorem 4.2.10, we make the following
observations:
1. KR(ζpn) = KR(ζp)n−1 (that is, Gal(KR(ζpn)/KR(ζp)) ∼= Z/pn−1);
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2. the prime ideal p′ (see the proof of Lemma 4.2.8) above p in KR is completely
ramified in in KR(ζpn).
Hence if we let Pn be a prime above p
′ in KR(ζpn), the same argument as in the
proof of Theorem 4.2.10 gives us the corollary, except the condition cl on the size
of the matrix groups. This part is fulfilled by the Iwasawa theory discussed above
as follows. We know Pp
n−1
n = p
′ from our construction; hence Pn is of (p− 1)pn−1l-
torsion in the ideal class group of KR(ζpn). However, our assumption on the Iwasawa
invariants indicates that for n large enough, we can find a ν such that Pn is in fact
of (p − 1)pνl-torsion in the ideal class group. Therefore the corollary follows if we
set c = (p− 1)pν .
The condition (1) used in the corollary is always achieved as long as we just
avoid l when we choose p. However, condition (2) on the Iwasawa invariants may
not always be met. The µ-invariant is always 0 if KR(ζp) is an abelian extension;
but the λ-invariant can vary.
4.3 A group in the set of nonabelian cohomology
In general, the nonabelian cohomology H1 is not a group, but only a pointed set.
However, we can find a subset inside with a natural group structure.
Definition 4.3.1. Suppose H is a subgroup of the Galois group G. Fix an ideal I.
Write I for the set of ideals I ′ such that I ′ is representable by an n × n matrix S,
and HS(= Gn,I′) is a subset of Gn,I .
Use GH1(H,Gn,I) (or GH1 if no confusion can arise) for the subset of H
1(H, Gn,I)
defined as {fI′ ∈ H1(H, Gn,I) | I ′ ∈ I}.
We define a multiplication on GH1 as fI1 · fI2 = fI1I2 .
Let us verify this multiplication gives a group structure.
Theorem 4.3.2. GH1 equipped with · is an abelian group.
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Proof. First we notice that GH1 is nonempty, containing fR = e. Moreover, this is
the identity element as fRfI = fRI = fI = fIR = fIfR.
We must show · is well-defined.
If Gn,I1 , Gn,I2 ⊆ Gn,I′ , we verify that Gn,I1I2 ⊆ 〈Gn,I1 , Gn,I2〉 ⊆ Gn,I′ . Indeed, if
S1 and S2 represent I1 and I2 respectively, then for each σ ∈ H, (S1S2)−1σ(S1S2) =
(S−11 σ(S1))(S
−1
2 σ(S2))G for some G ∈ GLn(R) by pseudo-commutativity. This
proves the claim.
If fI1 = fI′1 , then there exists G ∈ Gn,I′ such that S−11 σ(S1) = G−1S ′−11 σ(S ′1G).
Hence as cohomology classes:
fI1I2(σ) = (S1S2)




′) = (S ′1S2)
−1σ(S ′1S2)
= fI′1I2(σ),
here G′ ∈ Gn,I′ which is given by pseudo-commutativity.
Commutativity and associativity of · are clear from the definition. We are left
to show the existence of the inverse.
For any I ′ ∈ I, we find a fractional ideal I¯ ′ such that I ′I¯ ′ = R, whose existence
is from elementary number theory. Therefore if I ′ is represented by S, then I¯ ′ can
be represented by S−1. Now it is clear that fI¯′ ∈ GH1 and it is the inverse of fI′ .
Remarks 4.3.3. In this group, we use 1 for the distinguished element e, or 0 if we
wish to write the group additively.
In the case n = 1, the group we define in this section is nothing but the first
cohomology group.
Lemma 4.3.4. GH1(H,G1,I) = H
1(H, G1,I).
Proof. It is clear from the definition that GH1(H,GI,1) is a subgroup of H
1(H, G1,I).
The exact cohomology sequence and the Hilbert Theorem 90 give the exact sequence
of groups:
(K×R/G1,I)
H → H1(H, G1,I)→ 1.
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Therefore any f ∈ H1(H, G1,I) is represented by an x ∈ K×R . Then it is immediate
that fx ∈ GH1(H,G1,I) is the same as f .
Next we discuss the structure of such a group.
Lemma 4.3.5. Suppose J is an ideal (NOT necessarily prime). We have the fol-
lowing:
(i) fJ ∈ GH1(H,Gn,I) if and only if for all σ ∈ H there is a fractional ideal I ′σ such
that: I ′σ is a product of conjugates of I with equal number of prime factors in
both the denominator and the numerator; and an ideal equation J = I ′σσ(J);
(ii) if (i) holds, fJ = 1 if and only if there is a fractional ideal I
′ satisfying the
same condition as in (i); and JI ′ is from a fractional ideal in KHR .
Proof. (i) Assume J is represented by a matrix SJ . By definition, fJ ∈ GH1(H,Gn,I)
if and only if there exists Gσ ∈ Gn,I such that SJ = Gσσ(SJ) for all σ ∈ H. The
equation of matrices is equivalent to the ideal equation J = I ′σσ(J) for all σ ∈ H;
here I ′σ is a product of conjugates of I satisfying the condition in the lemma.
(ii) fJ = 1 if and only if there exists G ∈ Gn,I such that for all σ ∈ H, we have
(SJG)
−1σ(SJG) = 1;
that is, SJG is fixed by H or equivalently all entries of SJG are from KHR . In terms
of ideals, we get part (ii).
Proposition 4.3.6. Suppose p is a prime ideal with fp ∈ GH1(H,Gn,I) such that
p - σ(I) for all σ ∈ H. Let eH be the ramification index of p over KHR . Then H is a
subgroup of Gp and ord(fp) in GH1(H,Gn,I) is eH.
Proof. In view of Lemma 4.3.5 above, the condition p - σ(I) for all σ ∈ H then
implies that we must have p = σ(p). Hence the first part.
By definition, f rp = 1 if and only if fpr = 1; or equivalently by the first part,
there exists G ∈ GLn(R), GSrp = σ(GSrp) for all σ ∈ H; that is, GSrp ∈ Mn(KHR ).
The second part follows from elementary algebraic number theory.
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Corollary 4.3.7. Suppose p is a prime ideal. Then fp ∈ GH1(Gp,GLn(R)) has order
ep, the ramification index.
Proof. Let I = R and H = Gp in the proposition.
Proposition 4.3.8. Suppose p is a prime ideal and I = p I ′ satisfies that I ′ is fixed
by H; that is, H is a subgroup of GS for S representing I ′ (see last section). If we
use fp to denote the degree of extension of p over K
H
R , then fp ∈ GH1(H,Gn,I); and
moreover, ord(fp) = ord(H)/fp.
Proof. By the given condition that I is fixed by H, we then obtain the equation
of ideals p = Iσ(I−1)σ(p). Hence the first assertion fp ∈ GH1(H,Gn,I) follows from
Lemma 4.3.5.
In view of Lemma 4.3.5 (ii) and the fact that I is fixed by H, in forming the
ideal equation in Lemma 4.3.5 (ii), we do not have to take the contribution from I ′
into consideration. Suppose q is the prime lying below p in RH. Let r be ord(H)/fp
and this number is the number of prime factors of qR into conjugates of p. It is then
clear that we can find an ideal I ′′ satisfying the condition in Lemma 4.3.5 (ii) such
that pr I ′′ = qR. On the other hand, any fractional ideal defined over KHR , involving
a product of q as prime factors, contains r multiples of conjugates of p. Hence r is
the smallest positive integer such that Lemma 4.3.5 (ii) is satisfied. This gives the
second assertion.
This proposition supplies nontrivial fp for certain unramified primes.
Corollary 4.3.9. Notation as in Proposition 4.3.8. Suppose p is unramified and
representable by an n × n matrix; and gp is the number of its distinct conjugates.
Then fσ(p) ∈ GH1(G,Gn,p) for each σ ∈ G and its order is gp.
Proof. We apply the proposition above to the case I ′ = R. From elementary alge-
braic number theory, we have the equation ord(G)/fp = gp, when p is unramified.
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If we combine Proposition 4.3.6 and Proposition 4.3.8, we have obtained the
following result:
Theorem 4.3.10. Suppose p, p′ are prime ideals representable by n × n matrices.
If fp′ is in GH1(G,Gn,p), then it is of | G |-torsion. 
This result is analogous to the classical result on cohomology groups of finite
groups with abelian coefficients. More precisely, we know for a finite group G and
a Z[G]-module M , the cohomology groups Hi(G,M) are annihilated by multiplying
|G| for all i ≥ 1.
If we combine this corollary with the last result in the previous section, we obtain
the following corollary:
Corollary 4.3.11. KR is a finite Galois extension over Q. Suppose p is an unram-
ified prime ideal whose order in Cl(R) is an odd prime l. Then there are infinitely
many cyclic extensions of degree 2 and a prime ideal P from each such an extension
L satisfying: the prime below P in KR is in the same ideal class as p. Moreover,
fP ∈ GH1(G,GL2l(RL)) is of order 2. 
It is the place for us to give some examples to illustrate the theory we have
developed.
Example 4.3.12. Consider the field Q(
√−5). The ring of integers is Z[√−5]. Let
G be the full Galois group Gal(Q(√−5)/Q) generated by σ : √−5 7→ −√−5. Since
the discriminant is 4 × (−5) = 20, therefore the prime ideals of Q that ramify in
Q(
√−5) are (2) and (5). The prime ideal (5) = (√−5)2. The prime ideal of Z[√−5]
above (5) remains principal.
On the other hand, the prime ideal (2) factors as (2) = (2, 1+
√−5)2. The prime
ideal p = (2, 1 +
√−5) is of order 2 in the ideal class group. Therefore according to
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Therefore GH1(G,GL1(Z[
√−5])) is cyclic of order 2, containing the nontrivial element
f(
√−5). More explicitly, f√−5 : σ 7→ −1, id 7→ 1.
The group GH1(G,GL2(Z[
√−5])) is the Klein four group. In addition to f(√−5), we
have another order 2 element fp. It sends id to Id2 (the 2× 2 identity matrix); and
sends σ to the determinant 1 matrix:6−√−5 4√−5
−2√−5 6 +√−5
 .
Example 4.3.13. Our second example is another imaginary quadratic field of
different type. Consider the field Q(
√−23). The ring of integers is Z[ω] with
ω = (1 +
√−23)/2. Let G be the full Galois group Gal(Q(√−23)/Q) generated by
σ :
√−23 7→ −√−23. The discriminant is −23, therefore the only ramified prime
ideal is (−23) = (√−23)2. Hence for each n, GH1(G,GLn(Z[ω])) is cyclic of order 2, and
the nontrivial element is f(
√−23) : id 7→ Idn, σ 7→ −Idn.
On the other hand, the ideal p1 = (1 +ω, 2) is of order 3 in the ideal class group.
It is represented by a 3× 3 matrix Sp1 :
2 −ω 0
0 2 −ω
−ω −ω −4− ω
 .
Moreover, the conjugate of the ideal p1 is the ideal p2, which is represented by
the following 3× 3 matrix Sp2 :
2 ω − 1 0
0 2 ω − 1
ω − 1 ω − 1 ω − 5
 .
Therefore if we consider GH1(G,G3,p1 ), then in addition to f(
√−23) mentioned above,
we have another element of order 2, namely fp1 : σ 7→ S−1p1 Sp2 . This is the same
as fp2 : σ 7→ S−1p2 Sp1 as follows. It is clear fp1fp2 is the identity element in the
cohomology group. Both of them are order two elements, hence they must be the
same.
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4.4 S-matrices
Recall that if S is a finite set of places containing all the archimedean places, then
one can define the S-units KR,S to be those x ∈ K×R such that |x|v = 1 for all v /∈ S.
See [22] p. 104. Now we generalize this.
Definition 4.4.1. For the same S, we define S-matrices to be the set
NGLn(KR)(GLn(R))S = {S ∈ NGLn(KR)(GLn(R)) | det(S) ∈ KR,S}
(cf. Section 4.1).
For any S ∈ NGLn(KR)(GLn(R))S , its inverse is just S−1 in GLn(KR) and also
lies in NGLn(KR)(GLn(R))S . Therefore, NGLn(KR)(GLn(R))S is a group.
Now we fix a subgroup H of the full Galois group and a place v which is
nonarchimedean in KHR (the fixed field of H). Let S be the set containing all
the archimedean places and v in KHR , and let SKR be the set containing all the
archimedean places and those finite places above v in KR. Assume p is the prime
ideal corresponding to v and P is a prime above p. Suppose P is representable by
an n× n matrix S.
Proposition 4.4.2. HS is a normal subgroup of NGLn(KR)(GLn(R))S ; and the quo-
tient group NGLn(KR)(GLn(R))S/HS is isomorphic to Z as H-modules with trivial H
action.
Proof. We first define a homomorphism φ from NGLn(KR)(GLn(R))S to Z that re-
spects H action via the following recipe. By the uniqueness of factorization and
the fact that det(S ′) ∈ KR,S , any S ′ ∈ NGLn(KR)(GLn(R))S can be factored into a
product of conjugates of S and S−1 up to GLn(R). We define each φ(σ(S)) = 1 for
any σ ∈ H; while φ(σ(S−1)) = −1.
It is easy to check directly from the definition that this is a well-defined group
homomorphism. To verify it respects H action, for each σ ∈ H, we see that the
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image of both S and σ(S) are 1; and the image of both S−1 and σ(S−1) are −1.
This map is clearly surjective as the image of S is 1.
Hence we can form a short exact sequence:
1→ ker(φ)→ NGLn(KR)(GLn(R))S
φ→ Z→ 0.
The kernel ker(φ) consists of matrices as a product of equal number of conjugates
of S and S−1 and G ∈ GLn(R). By definition, HS is generated precisely by GLn(R)
and elements of the form σ(S)τ(S−1), σ, τ ∈ H. Therefore ker(φ) = HS. Hence the
proposition follows.
Remark 4.4.3. One can easily generalize the argument to obtain the following. If
two primes P,P′ are conjugate to each other, then Gn,P = Gn,P′ . Now suppose
we have k prime ideals Pi, 1 ≤ i ≤ k representable by n × n matrices such that
no two are conjugate to each other. Let S be the set of places comprising all the
archimedean places and conjugates of Pi. We have the following exact sequence,
which respects Galois group action:
1→ 〈Gn,Pi , 1 ≤ i ≤ k〉 → NGLn(KR)(GLn(R))S → Zk → 0.
We record the special case when n = 1 as a corollary.
Corollary 4.4.4. Suppose P is a principal prime ideal represented by s ∈ R. Then
following the notation in the proposition, we have a short exact sequence of H-
modules:
1→ HS → KR,S φ→ Z→ 0.

For n = 1 and H is cyclic, we can define the Herbrand quotient q(H,HS) (or
simply q(HS) if the group H is clear from the context). More precisely,
q(H,HS) = |H2(H,HS)|/|H1(H,HS)|.
See [9] p. 108 for more details. We have:
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Corollary 4.4.5. Notation as above and assume H is cyclic. If we write Nv for the





Proof. From [9] p. 109 Proposition 10 and the exact sequence above we have q(HS) =
q(KR,S)/q(Z). But q(KR,S) =
∏
v∈S Nvord(H) by [22] p. 192 Corollary 2 (for
another kind of formula see [33], Lemma) and q(Z) = ord(H) by [22] p. 182. The
result follows.
Conversely, as an application of the language introduced in this chapter, we
are able to determine the Herbrand quotient of KR,S if we have knowledge of the
Herbrand quotient of R×. Now we briefly describe the procedure. We can do this
inductively as follows: first assume S is obtained from the infinite places by adjoining
one finite place. Consider the following commutative diagram with exact rows:








Recall HS is the decomposition group of the matrix S introduced in Section
4.2. In the diagram, the Galois action on Z|H |/|HS | permutes the Z components
accordingly. Its Herbrand quotient is easily obtained to be N〈S〉/|H | by the Shapiro
lemma. Therefore as a subgroup having compatible Galois action, coker has the
same Herbrand quotient. The bottom exact sequence therefore gives the correct
Herbrand quotient for KR,S . An inductive argument gives the general formula.
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4.5 Explicit calculation of the Chern character
via matrices
In [20], the Chern character D
(n)
1 , from the relative K-group K1(R, n) to HH1(R, n),
is defined for each integer n. In the same paper, it is shown that one can identify
K1(R, n) with
U(R,Z/n) = {x ∈ K×R/(n) | there exists a fractional ideal I : (x) = In};
and in [6] they are further identified with Intn(R)/(R
× ·SLn(R)). On the other hand,
in the case we are considering, the relative Hochschild homology can be identified
with Ω1R/(n), a quotient of the module of Ka¨hler differentials (see [20] and [23]).




1 : Intn(R)→ Intn(R)/(R× · SLn(R))→ Ω1R/(n).
It is easy to see that we have a canonical isomorphism:
Intn(R)/R
× · SLn(R)→ NGLn(KR)(GLn(R))/K×R · SLn(R).
Hence, the Chern character mentioned above can also be considered as:
D
(n)
1 : NGLn(KR)(GLn(R))→ Intn(R)/(R× · SLn(R))→ Ω1R/(n).
For convenience, we write D
(n)
1 for any of these maps.
We first make a calculation of the Chern character using the language of matrices.
To fix the notation, we use S = (Sij) to denote a matrix with Sij the entries, and use
C = (Cij) to denote its adjoint matrix. Let det be the determinant of S. Therefore
we have the following identity: ∑
1≤j≤n
CijSij = det
for each fixed i.
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Remark 4.5.2. This result in fact contains n formulas, one for each l. They are
proved in the same way; therefore we just assume l = 1 in the following proof.
Proof. Let I be R〈S〉, the ideal generated by the entries of the matrix S. Therefore
the image of S in K1(R, n) is represented by the tuple (R, S·, I) (here S· means the
usual multiplication on the left by S: Rn → In), and following [20] we call it α.
This is a well-defined element of K1(R, n) by the property of NGLn(KR)(GLn(R)).
According to the definition of the Chern character in [20], one should find systems
of coordinates of R and I and calculate tr(α−1d(α, nO, nO′)).
For R, we can choose the system of coordinates to be 1 with r = (r)(1) ∈ R.
For I, we choose the system of coordinates to be {S11, S12, . . . , S1n}. For x ∈ I, we
write it as a linear combination of {S1i} as x =
∑
1≤i≤n φi(x)S1i with φi(x) obtained
as the i-th entry of the column vector of S−1 · (x, 0, 0, . . . , 0)T .
With this choice of system of coordinates and the recipe of the Chern character,
one can obtain the following formulas through a tedious but straight forward calcu-
lation: α−1 is the n×n2 matrix with (j, n(i−1)+k)-th entry given by (CijS1k)/ det
and d(α, nO, nO′) is given by the n2 × n matrix with (n(i − 1) + k, j)-th entry
d((C1kSij)/ det).
One multiplies these two matrices and takes the trace to obtain the formula in
the theorem.
We can simplify the formula in the theorem by reducing the number of terms
using the Leibniz rule together with the formula for the determinant. We consider
the formula for l = 1 in the theorem.
Lemma 4.5.3. ∑
1≤j,k≤n
((C1jS1k)/ det)d((C1kS1j)/ det) = 0.







































((C1jS1j)/ det)d(det / det)
= 0
Some explanations: the first equation splits the sum into those with j = k and
j 6= k. The second equation applies the Leibniz rule to the second summation. The
third equation re-splits each term using the Leibniz rule such that the coefficients
and differentials have the same index respectively. Here we use the property of
NGLn(KR)(GLn(R)), which says that any expression CijS1k/ det is a well-defined
element in R. In the next line, we just collect terms according to coefficients.
Finally we use the identity
∑
1≤k≤nCikSik = det to conclude the proof.
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
In the 2× 2 case, we get a simpler formula:
Corollary 4.5.5. Suppose S is a 2 × 2 matrix. Then its image under the Chern
character is given by (S211/ det)d(S
2





Proof. One notices that C11 = S22, C12 = −S21, C21 = −S12 and C22 = S11. Then
we apply the formula in the corollary above, observing 2 pairs cancel away with each
other. 
We illustrate by calculating a simple nontrivial example:
Example 4.5.6. This is the simplest nontrivial example. Consider R = Z[
√−5].
Let ω =
√−5. The 2× 2 matrix S =
 2 −1− ω
1 + ω 3− ω
 is an intertwiner. By the
formula above, one finds D
(2)
1 (S) = ωdω ∈ Ω1R/(2), which is a nontrivial element.
(Note its determinant is 2, which is even).
4.6 The formula tr(S−1dS)
For each matrix S, there is a natural candidate of an “invariant”, namely tr(S−1dS).
In this section, we try to make a comparison between this formula and the Chern
character calculated in the last section. Our main observation in this section is that
the discrepancy between tr(S−1dS) and the Chern character is due to the existence
of ramification.
In this Section, we use the local tools. For a finite prime p of R, we write Rˆp for







Therefore composing the Chern character with the projections onto the local com-
ponents gives the local Chern characters. We use the notation D
(n)
1,p to denote these
local maps.
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When we consider a prime ideal p, it is always assumed to be represented by a
matrix with all the entries in R; that is, p is represented by an intertwiner (recall
our definitions in Section 4.1). We call such an intertwiner a prime intertwiner.
We first write down some elementary calculations on the trS−1dS whenever this
makes sense.
Lemma 4.6.1. Let R′ be an integral domain.
(i) Suppose S, S ′ of the same size are both invertible. Then
tr((SS)′−1d(SS ′)) = tr(S−1dS) + tr(S ′−1dS ′).
(ii) If S is invertible, then tr(S−1dS) = det(S)−1d det(S).
Proof. (i) We make the following calculation:
tr((SS)′−1d(SS ′)) = tr(S ′−1S−1SdS ′) + tr(S ′−1(S−1dS)S ′)
= tr(S ′−1dS ′) + tr(S−1dS).
(ii) We use the Leibniz formula for the determinant (we write Σn for the sym-
metric group in n-letters; and Cij for the ij-th minor of S):


























We also need to give a description of the local Chern character:
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Lemma 4.6.2. If R′ is a local ring, any n × n intertwiner S can be expressed as
a ·G with a 6= 0 and G ∈ GLn(R′). Then
D
(n)
1 (S) = tr(G
−1dG) = det(G)−1d det(G).
Proof. In view of Lemma 4.6.1, it suffices to show the first equality. We use the
recipe given in [20]. S is viewed as an isomorphism of R′-modules (by multiplying
on the left):
α : R′n S×→ (aR′)n,
and a system of coordinates of R′ can be chosen to be 1 with r = (r) · 1, while a
system of coordinates of aR′ can be chosen to be a with φ(r · a) = r. It is easy
to verify that with these choices, α−1 = G−1 and d(α, nO, nO′) = dG. The result
follows.
Now fix a prime intertwiner S and let p = R〈S〉 be the corresponding prime
ideal.




−1dS) = det(S)−1d det(S).
Proof. In view of the lemmas above, it suffices to show S is invertible in Rˆp′ . This
is clear as (det(S))R = pn * p′ if p′ 6= p. 
Let us consider D
(n)
1,p (S). Here we need to choose a uniformizer pi ∈ KR of p. We
comment that we can always choose n large enough such that we have the following
factorization into prime intertwiners:









each rj, rk is positive and S, Sj, Sk represent distinct prime ideals. Indeed, we notice
that the image group of the Chern character only contains ramified primes and there
are only finitely many ramified primes. Therefore we only have to look into uni-
formizers at finitely many different places. Once given R, we can already determine
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this finite set. We also notice that there is exactly one copy of S in the factorization
of pi, as both pi and R〈S〉 have local valuation 1 at p.
Lemma 4.6.4. D
(n)



















and the latter factors apart from pi are all invertible locally since none of the Sj
and Sk represents the same prime ideal as S does. Now we can apply the local
calculation to obtain the result in view of the property:
tr(SS ′−1d(SS ′)) = tr(S−1dS) + tr(S ′−1dS ′).
Now we can summarize what we have found.
Proposition 4.6.5. (i) If S is a prime intertwiner that corresponds to an unram-






(ii) If S is a prime intertwiner that corresponds to a ramified prime ideal, then
D
(n)











as above if p = R〈S〉 and trS−1dS otherwise.





i , we have
D
(n)










1 (S) fails to take the form tr(S
−1dS) if some Si are ramified.
94 Chapter 4. Matrices, nonabelian cohomology and the Chern character
Corollary 4.6.6. If S represents an ideal that factors into a product of unramified
primes, then the Chern character of S is tr(S−1dS) everywhere locally. 
We can in fact say a bit more for such a situation.
Theorem 4.6.7. Suppose S represents an ideal that factors into a product of un-
ramified primes. Then there exists r ∈ R, such that D(n)1 (S) = rd det(S).
Proof. Because of the local calculation in Corollary 4.6.6, it suffices to find an r ∈ R
such that
rd det(S) = tr(S−1dS) = det(S)−1d det(S)
everywhere locally. That is (det(S)−1 − r)d det(S) = 0 in Ω1(Rˆp′ |Zp′) for each p′
over a ramified prime integer p′.
We first claim that for any x ∈ Rˆp′ we can always choose a positive integer lp′
such that pilp′dx = 0 in Ω1(Rˆp′ |Zp′) for any fixed uniformizer pi. Indeed, for such an
x, let f(t) ∈ Zp′ [t] be separable such that f(x) = 0. Differentiate both sides to get
f ′(x)dx = 0. Since f ′(x) 6= 0, so f ′(x) = pilu for some unit u. Therefore it suffices
to let lp′ = l. This in particular implies that ydx = 0 if pi
lp′ |y.
Now we are done if we choose an lp′ corresponds to det(S) for each p
′, and find
an r ∈ R such that pilp′ |r − det(S)−1 everywhere. But such kind of r is supplied by
the Chinese remainder theorem as there are only finitely many ramified primes to
consider.
To end this section, we address the problem posed at the beginning of this section:
Corollary 4.6.8. Suppose S ∈ NGLn(KR)(GLn(R)) represents an ideal that factors
into a product of unramified primes, and assume further R〈S〉, the ideal generated
by S, and n are coprime. Let det(S)−1 ∈ R denote the inverse of det(S) in R
mod n. Then we have the formula
D
(n)
1 (S) = det(S)
−1d det(S).
4.7 The Chern character from the Galois cohomology groups 95
Proof. According to the given conditions det(S)−1 exists and hence det(S)−1d det(S)
is a well-defined expression. It agrees with the expression rd det(S) in the above
theorem as they agree locally everywhere.
Example 4.6.9. Consider again the field Q(
√−23). Let ω be (1 +√−23)/2. As
we observe, the ideal p = (1 + ω, 2) is of order 3 in the ideal class group. It is
represented by a 3× 3 matrix Sp:
2 −ω 0
0 2 −ω
−ω −ω −4− ω
 .
Moreover, the ideal p is not ramified, therefore our discussions apply. We com-
pute that the determinant of the matrix is 2−ω. If we solve the congruence equation
(see Corollary 4.6.8)
(a+ bω)(2− ω) ≡ 1 mod 3,
we obtain one solution a = 2, b = −1. Therefore according to our discussions, we
have the image of the Chern character of the class p is
(2− ω)d(2− ω) = (ω + 1)dω mod 3.
4.7 The Chern character from the Galois coho-
mology groups
We assume KR is a Galois extension over Q. Write G for the full Galois group.
For a given prime ideal p representable by an n× n matrix, we have defined an
abelian group GH1 in H
1(G, Gn,p). We have observed a lot of elements in this group
are of | G |-torsion in Section 4.3.
On the other hand, we have the first Hochschild homology that equals to the
module of Ka¨hler differentials Ω1(R). For any positive integer n, [20] introduced the
Hochschild homology with coefficient HH1(R,Z/n), and this is nothing but Ω1(R)/n.
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For convenience, we denote it by Ω1(R, n) in this section.
Notice that G act naturally on Ω1(R, n), which is induced by its action on R;
that is, σ(adb) = σ(a)dσ(b). We are going to introduce some new terms based on
this G action.
Definition 4.7.1. We define Ω1n,G(R) in two steps.
In the first place, Ω1(R, n)/UR is defined to be the quotient of Ω1(R, n) modulo
the subgroup generated by u−1du ∈ Ω1(R, n) for all u ∈ R×.
Ω1n,G(R) is defined to be H0(G,Ω1(R, n)/UR), or equivalently the quotient group
of Ω1(R, n)/UR modulo G-action.
Now for a fixed ideal I that is represented by an n×n matrix, we define a group
homomorphism φ : GH1 → Ω1n,G(R).
Lemma 4.7.2. φ : GH1 → Ω1n,G(R) defined by φ : fI 7→ D(n)1 (S) is a well-defined
group homomorphism.
Proof. Suppose we have fS = fS′ . Then according to the definition, we can find
some G ∈ GP,G such that σ(SGS ′−1) = SGS ′−1 for all σ ∈ G. Hence SGS ′−1 = xG′
with x ∈ Q and G′ ∈ GLn(Z), or equivalently we have an equation
aS = bS ′ ·G′′ ·G′′′
with a, b ∈ Z, with G′′ ∈ GLn(R) and G′′′ is a product of the form S−1σ(S) for some
σ ∈ G. One applies D(n)1 to both sides of the equation, and see that the contribution
from a, b,G′′, G′′′ vanishes in Ω1n,G(R). This proves that the map is well-defined.
The remaining part to show that this is a group homomorphism follows directly
from the definition.
Next we see that in most of the situations this map is trivial.
Lemma 4.7.3. Suppose p is a prime such that p - | G |. If p is prime ideal which
is of p-torsion in the ideal class group, or equivalently, p is representable by a p× p
4.7 The Chern character from the Galois cohomology groups 97
intertwiner, then the above defined map φ : GH1(G,Gp,p) → Ω1p,G(R) is trivial on fp′
for a prime p′ such that fp′ ∈ GH1(G,Gp,p).
Proof. As observed in Theorem 4.3.10, the elements fp′ are of | G |-torsion while
the target Ω1p,G(R) is of p-torsion. Hence the result follows from the condition that
p - | G |.
Combine the above two results, we obtain:
Proposition 4.7.4. For any fixed integer n, we have a well-defined homomorphism
of abelian groups: φ :
⊕
pGH1(G,Gn,p) → Ω1n,G(R), where the sum is taken over all
the prime ideals which are of n-torsion in the ideal class group. Moreover, this
homomorphism is trivial on the elements of the form fp′ as in Lemma 4.7.3 if n = p,
which is a prime integer such that p - | G |.
Proof. This follows directly from the above lemmas once we take the direct sum.
Definition 4.7.5. For a fixed natural number n, we define Iprn to be the group of
fractional ideals generated by prime ideals of n-torsion in the ideal class group.
Lemma 4.7.6. Suppose n is a fixed integer. We have the following commutative








? D(n)1 - Ω1n,G(R).
φ
?
Moreover, the left vertical map is surjective.
Proof. We only have to define the maps; and the checking that they form a com-
mutative diagram is routine. The right vertical map φ is defined in Lemma 4.7.2
and the left vertical map pr is the restriction of the quotient map from the group of
ideals to the ideal class group.
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The top horizontal map f is induced by p 7→ fp ∈ GH1(G,Gn,p). This is well-defined
as each fractional ideal is the product of finitely many prime ideals. We notice in [6]
and [20] that nCl(R) = K1(R, n)/R
×. Hence the bottom map D(n)1 is induced by the
Chern character D
(n)
1 , together with the canonical projection Ω
1(R, n) Ω1n,G(R).
The left vertical map is surjective as each ideal class contains infinitely many
prime ideals by the Chebotarev density theorem.
Now we can apply what we have observed earlier.
Lemma 4.7.7. Suppose in the above commutative diagram n = p is a prime integer
such that p - | G |. Then the bottom homomorphism D(p)1 : pCl(R) → Ω1p,G(R) is
trivial.
Proof. This is a consequence of Proposition 4.7.4. Indeed, any element in pCl(R)
can be lifted up to an element in Iprp as the left vertical quotient is onto. Its image
via the right vertical map is trivial.
Corollary 4.7.8. Suppose p is a prime integer such that p - | G |. Then each element
in the image of the Chern character
D
(p)
1 : pCl(R)→ Ω1(R, p)/UR
is a sum of elements of the form x− σ(x), σ ∈ G.
Proof. In view of the lemma above, we have a trivial homomorphism
D
(p)
1 : pCl(R)→ Ω1p,G(R),
while D
(p)





1→ Ω1(R, n)/UR pr→ Ω1p,G(R). Hence
the image of the Chern character lies in the kernel of the second projection. The
theorem follows from this.
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