Abstract. One of the main tasks during the early steps of a data warehouse project is the identification of the appropriate transformations and the specification of inter-schema mappings from the source to the target data stores. This is a challenging task, requiring firstly the semantic and secondly the structural reconciliation of the information provided by the available sources. This task is a part of the Extract-Transform-Load (ETL) process, which is responsible for the population of the data warehouse. In this paper, we propose a customizable and extensible ontologydriven approach for the conceptual design of ETL processes. A graphbased representation is used as a conceptual model for the source and target data stores. We then present a method for devising flows of ETL operations by means of graph transformations. In particular, the operations comprising the ETL process are derived through graph transformation rules, the choice and applicability of which are determined by the semantics of the data with respect to an attached domain ontology. Finally, we present our experimental findings that demonstrate the applicability of our approach.
Introduction
Successful planning and decision making in large enterprises requires the ability of efficiently processing and analyzing the organization's informational assets, such as data regarding products, sales, customers, and so on. Such data are typically distributed in several heterogeneous sources, ranging from legacy systems and spreadsheets to relational databases, XML documents and Web pages, and are stored under different structures and formats. For this purpose, as well as for performance issues, data warehouses are employed to integrate the operational data and provide an appropriate infrastructure for querying, reporting, mining, and for other advanced analysis techniques. On the other hand, the explosion of the information available in Web repositories, further accelerated by the new trends and technologies referred to as Web 2.0 and combined with the ever increasing information needs, necessitates that modern applications often draw from multiple, heterogeneous data sources to provide added value services to the end users. Such environments raise new challenges for the problem of data integration, since naming conventions or custom-defined metadata, which may be sufficient for integration within a single organization, are of little use when integrating inter-organization information sources or Web data sources.
The key challenge in all such situations is how to reconcile, both semantically and structurally, the data between the source and target specifications. Traditionally, the integration of the operational data into the central data warehouse is performed by specialized processes, known as Extract-Transform-Load (ETL) processes. The ETL processes are responsible for the extraction of data from distributed and heterogeneous operational data sources, their appropriate cleansing and transformation, and finally, their loading into the target data warehouse. In general, the ETL processes constitute a costly -both in time and resources-and complex part of the data warehouse design.
As a motivating example consider the following real-world case adapted from a project of the Greek public sector. The goal of that project was the modernization of the personnel management system and its transition to a modern data warehouse environment. The operational data were stored in a combination of 1152 tables and flat files. The project resulted in a set of ETL processes consisting totally of more than 500 scripts in a procedural language, where each one of those contained more than one transformation performing a single operation. The whole process of (a) identifying the relevant and useful source tables out of the 1152 tables (a flat file can be viewed as an external table), (b) determining the inter-attribute mappings and the appropriate transformations needed, and (c) creating the ETL workflow (in a conceptual level) took approximately 7.5 man-months (3 designers × 2.5 months.) The basic setback in the whole process was the vastness of the schema and the lack of supporting documents and system descriptions for the original implementation.
Urged from this scenario and the problems that occurred during that project, we envision a novel approach that would facilitate the early stages of a data warehouse project. In a previous work, we have proposed an easy to use, yet powerful, visual language to represent this task [1] . However, in that work and in other similar works too [2, 3, 1] towards the conceptual design of the backstage of a data warehouse architecture (see Section 6), the design was performed manually by the designer. The same holds for the plethora of the commercial solutions currently existing in the market, such as IBM's Data Warehouse Manager [4] , Informatica's PowerCenter [5] , Microsoft's Data Transformation Services [6] , and Oracle's Warehouse Builder [7] . All these approaches, at the conceptual level, focus on the graphical design and representation of the ETL process, whereas the identification of the required mappings and transformations needs to be done manually.
The lack of precise metadata hinders the automation of this task. The required information regarding the semantics of the data sources, as well as the constraints and requirements of the data warehouse application, tends to be missing. Usually, such information is incomplete or even inconsistent, often being hard-coded within the schemata of the sources or provided in natural language format (e.g., after oral communication with the involved parties, including both business managers and administrators/designers of the enterprise data warehouse) [8] . Consequently, the first stage of designing an ETL process involves gathering the available knowledge and requirements regarding the involved data stores. Given that ETL processes are often quite complex, and that significant operational problems can occur with improperly designed ETL systems, following a formal approach at this stage can allow a high degree of automation of the ETL design. Such an automation can reduce the effort required for the specification of the ETL process, as well as the errors introduced by the manual process. Thus, in the context of a data warehouse application, and in particular of the ETL process design phase, an ontology, which constitutes a formal and explicit specification of a shared conceptualization [9] , can play a key role in establishing a common conceptual agreement and in guiding the extraction and transformation of the data from the sources to the target.
We build on top of this idea, and more specifically, we envision a method for the task of ETL design that comprises two main phases. First, we consider an ontology that captures the knowledge and the requirements regarding the domain at hand, and it is used to semantically annotate the data stores. The ontology may already exist, since in many real world applications the domain of the ETL environment is the same; e.g., enterprise or medical data. In such case, the ontology can be re-used or adapted appropriately. (A similar discussion on the applicability of this claim can be found in the experimental section.) If such ontology does not exist, then during the first phase of the design, a new ontology should be created. Clearly, the details of this phase largely depend on the particular needs and characteristics of each project. For example, there may exist different ways and sources to gather requirements, different methods to create an ontology, annotations may be specified manually or semi-automatically, and so on. In this work, we focus on the second phase of the design. Having the ontology available, we investigate how the ontology and the annotations can be used to drive, in a semi-automatic manner, the specification of the ETL process.
A first attempt towards this direction has been recently presented [10] . In this paper, we build upon the idea of using an ontology for the conceptual design of ETL processes, and, more specifically, we elaborate on that by proposing a formal way for deriving a conceptual ETL design, based on the well-established graph transformation theory. We exploit the graph-based nature of the data store schemata and of the ETL processes to provide an appropriate formulation of the problem, and we present a customizable and extensible set of graph transformation rules that drive the construction of the ETL process.
Notice that the burden of using an ontology is reduced mainly to annotating the source and target schemata with it. Several approaches toward the facilitation of the automatic schema matching have already been proposed [11, 12] . Nevertheless, we argue that even if the designer has to do the whole task manually, still, it will be easier to map individual attributes (one each time) to a domain ontology rather than try to fill in the puzzle having all the pieces around at the same time. Additionally, the existence of an ontology that carries the mapping of the source and target tables can be used in other applications as well. We mention two prominent examples: (a) the use of such an ontology to produce reports in natural language [13, 14] ; and (b) such an ontology can be used as a convenient means to data warehousing web data, as an individual may easily plug-in his/her data source into the ontology and then, the ETL can be automated using our approach.
Contributions. More specifically, the main contributions of our paper are as follows.
• We present a framework for the conceptual design of ETL scenaria, based on the use of an ontology and semantic annotations of the data stores.
• We develop a customizable and extensible set of graph transformation rules that determine the choice and the order of operations comprising the ETL scenario, in conjunction with the semantic information conveyed by the associated ontology.
• We evaluate our approach using a set of ETL scenaria, artificially created based on the TPC-H schema. Our findings show that the proposed approach can be used with success even for large ETL scenaria.
Outline. The rest of the paper is structured as follows. Section 2 presents the general framework of our approach for ontology-based design of ETL scenaria. Section 3 presents the use of the ontology as a common conceptual model to drive the selection and composition of ETL operations, based on a set of appropriately defined graph transformation rules. Section 4 presents an application example that resembles representative real-world settings. Section 5 demonstrates the applicability of our approach through an experimental study. Finally, Section 6 discusses related work, and Section 7 concludes the paper.
General framework
In this section, we present the general framework of our approach towards the ontology-based design of ETL processes. First, we describe the representation model used for the source and target data stores, as well as for the domain ontology and the ETL process. Then, we state the problem of deriving the design of an ETL process at the conceptual level, via a series of graph transformations, based on the semantic knowledge conveyed by the domain ontology attached to the source and target schemata.
In particular, our approach is based on appropriate manipulation of a graph that contains all the involved information, namely the data store schemata, the domain ontology, the semantic annotations, and the ETL operations. These modules are described in the following.
Data store subgraph. Traditional ETL design tools employ a relational model as an interface to the data repositories. The relational model has widespread adoption and an RDBMS constitutes the typical solution for storing an organization's operational data. Nevertheless, the increasingly important role of the Web in e-commerce, and business transactions in general, has led to semistructured data playing a progressively more important role in this context. The adoption of XML as a standard for allowing interoperability strongly suggests that data crossing the borders of the organization is structured in XML format. For instance, Web services, which enable enterprises to cooperate by forming dynamic coalitions, often referred to as Virtual Organizations, are described by documents in XML format, and they exchange information in XML format, too. These facts significantly increase the amount of heterogeneity among the data sources, and hence, the complexity of the ETL design task.
To abstract from a particular data model, we employ a generic, graph-based representation, that can effectively capture both structured and semi-structured data. In particular, we model a data store as a directed graph, i.e., G = (V, E), where V is a set of nodes and E ⊆ V x V is a set of edges (i.e., ordered pairs of nodes). Graph nodes represent schema elements, whereas graph edges represent containment or reference relationship between those elements.
Note that the same model is used for both source and target data stores. Given that the ETL process may involve multiple source data stores, nodes belonging to different sources are distinguished by using different prefixes in their identifiers.
Ontology subgraph. Our approach is based on the use of an ontology to formally and explicitly specify the semantics of the data contained in the involved data stores. Leveraging the advances in Semantic Web technology, we can use RDF Schema [15, 16] or OWL [17] as the language for the domain ontology. Hence, the knowledge for the domain associated with the application under consideration can be represented by a set of classes and properties, structured in an appropriate hierarchy. These classes and properties correspond to the concepts of the domain, and the relationships and attributes of these concepts. In addition, for the purpose of ETL design, it is commonly required to express some specific types of relationships, such as different representation formats (e.g., different currencies or different date formats) or different levels of granularity when structuring the information (e.g., representing a particular piece of information either as a single attribute or as a set of attributes). Therefore, apart from the provided isa relationship that can be specified among classes (i.e., <rdfs:subClassOf>), we assume in addition a set of pre-defined properties, comprising the properties typeOf and partOf. This set of pre-defined properties can be further extended to accommodate application-specific or domain-specific needs. In the employed representation, classes are represented by nodes, whereas properties by edges.
Data store annotations. Using the ontology to semantically annotate the data stores is achieved by establishing edges directed from nodes of the data store subgraph towards corresponding nodes of ontology subgraph.
ETL process subgraph. An ETL process comprises a series of operations that are applied to the source data and transform it appropriately, so as it meets the target specifications. Given the previously described graph-based representation of the source and target data stores, we represent the specification of the ETL process as a set of paths directed from source data store nodes towards target data store nodes. The nodes along these paths denote ETL operations; there are also intermediate nodes as we discuss in Section 3.2. The edges connecting the nodes indicate the data flow.
In general, it is not straightforward to come up with a closed set of welldefined primitive ETL operations. Normally, such effort would result in the set of relational operators extended by a generic function operator. However, this would not be too useful in real world applications that usually comprise a large variety of built-in or user-defined functions. Hence, it is essential to provide a generic and extensible solution that could cover the frequent cases and that could be enriched by additional transformations when needed. Building upon previous work [18] , we consider the following set of operations: Load, Filter, Convert, Extract, Split, Construct, and Merge. These correspond to common operations frequently encountered in ETL processes. A detailed discussion of these operations, as well as their applicability in a given context, are presented in Section 3.3.
Problem statement. We consider the problem of ontology-based conceptual design of ETL processes as follows: starting from an initial graph comprising the source and target data stores subgraphs, the ontology subgraph, and the semantic annotations, produce a final graph that contains also the ETL process subgraph.
In this paper, we tackle this problem, based on graph transformations. This solution is essentially based on the definition of a set of transformation rules that, given the initial graph, build the ETL subgraph, in a step-by-step manner. We elaborate on these issues in the next section.
ETL design by graph transformations
We address the design of an ETL scenario as a semi-automatic task, that proceeds interactively, driven on the one hand from formal metadata and on the other hand from appropriate guidance from the human designer, who verifies and completes the former process. To this end, we present in this section an approach drawing on the theory of graph transformation, which provides a rigorous formalism, combined at the same time with the emphasis on the ability to visually represent and control the specification of the ontology, the source and target graphs, and the derivation of the ETL process.
Preliminaries
Graph transformations were first introduced as a means to address the limitations in the expressiveness of classical approaches to rewriting, especially dealing with non-linear structures [19] , and they are widely used in software engineering. The basic idea is to generate a new graph, H, starting from an initial given graph, G, by means of applying a set of transformation rules. The graphs G and H, which are also called instance graphs, may be typed over a type graph TG. A type graph specifies the types of nodes and edges, and how they are connected. Then, the structure of the instance graphs should conform to the type graph, in order for them to be valid. That is, the relationship between an instance graph and a corresponding type graph is similar to that between an XML document and its associated XML Schema. Additionally, the graphs may be attributed, i.e., graph nodes and edges may have attributes. An attribute has a name and a type, specifying the values that can be assigned to it. Graph objects of the same type share their attribute declarations. Transformations of the original graph to a new graph are specified by transformation rules.
A graph transformation rule, denoted by p : L → R consists of a name p and two instance graphs L and R, which are also typed over TG and represent, respectively, the pre-conditions and the post-conditions of the rule. This means that (a) the rule is triggered whenever a structure matching L is found, and (b) the execution of the rule results in replacing the occurrence of the left-hand side (LHS) of the rule, L, with the right-hand side (RHS), R. Therefore, a graph transformation from a given graph G to a new graph H is denoted by G
p(o)
=⇒ H, and it is performed in three steps:
i. Find an occurrence o of the left-hand side L in the given graph G. ii. Delete from G all the nodes and edges matched by L \ R (making sure that the remaining structure is a graph, i.e., no edges are left dangling.) iii. Glue to the remaining part a copy of R \ L.
Apart from pre-conditions, i.e., patterns whose occurrence triggers the execution of the rule, a rule may also have negative application conditions (NACs), i.e., patterns whose occurrence prevents its execution.
A graph transformation sequence consists of zero or more graph transformations. Notice that two kinds of non-determinism may occur. First, several rules may be applicable. Second, given a certain rule, several matches may be possible. This issue can be addressed with different techniques, such as organizing rules in layers, setting rule priorities, and/or assuming human intervention in choosing the rule to apply or the match to consider.
The type graph
In the following, we describe an approach for designing an ETL process through graph transformations based on the constructed ontology. One of the main advantages of this approach is that it allows to visualize the involved schemata, the domain knowledge and the ETL operations, and to proceed with the design task in either automated or interactive manner. As discussed in Section 2, the design of the ETL process is built in a step-by-step manner through a series of graph transformations. Essential to this is the role of the ontology, which determines the context (i.e., the semantics) at each transformation step, thus determining which ETL operations are applicable and in what order. The selected ETL operations are represented as additional nodes and edges forming paths (flows) that lead from the nodes of the source subgraph to the nodes of the target subgraph.
The process of addressing this problem by means of graph transformations is outlined in the following. We consider as starting point a graph comprising three subgraphs, namely the source, the target, and the ontology subgraphs. The main goal is then to define an appropriate set of rules, determining where, when, and how a flow of operations from a source to a target node can be created. Essentially, each rule is responsible for inserting an operator in the ETL flow.
(Additionally, as we discuss at a later point, some rules aim at replacing or removing operators from the flow.) The finally obtained graph is a supergraph of the initial graph, depicting the choice and order of the aforementioned required operations.
In the generated graph, ETL operations are represented by nodes, with incoming and outgoing edges corresponding, respectively, to the inputs and outputs of the operation. These form flows between source nodes and target nodes. Since populating a target element with data from a source element often requires more than one transformation to be performed on the data, in the general case these flows will have length higher than 1. To allow for such functionality, we use the notion of intermediate nodes. These refer to intermediate results produced by an ETL operation and consumed by a following one. Consequently, the incoming edges of a node representing an ETL operation may originate either from source nodes or from intermediate nodes, while outgoing edges may be directed either to target nodes or to intermediate nodes.
To formally capture such relationships, we introduce the type graph illustrated in Figure 1 and explained in detail below. The type graph specifies the types of nodes and edges that the instance graphs (i.e., those constructed to model data store schemata, annotations, and ETL flows) may contain, as well as how they are structured. The type graph is depicted in Figure 1 (a) and distinguishes the following types of nodes and edges:
-Ontology nodes (OntNode): they represent concepts of the considered application domain. An ontology node may connect to other ontology nodes by means of isa, partOf, typeOf or connects edges. The connects edges correspond to generic relationships between concepts of the domain, and they are represented in Figure 1 partOf, and typeOf edges are represented by continuous arrows with a corresponding label to distinguish the type of the relationship. Each ontology node has an associated URI that uniquely identifies it. -Source nodes (SrcNode): they correspond to elements of the source data store schemata (e.g., tables or attributes in the case of relational schemata, or XML tree nodes in the case of XML documents). Each source node has a unique ID (i.e., a URI), prefixed accordingly to indicate the data store it belongs to. Source nodes may relate to each other by connects edges (corresponding, for example, to foreign keys in the case of relational sources or to containment relationships in the case of XML.) Source nodes are annotated by ontology nodes, as shown by the dotted edge in Figure 1 (a), to make explicit the semantics of the enclosed data. -Target nodes (TrgNode): they are similar to source nodes, except from the fact that they refer to elements of the target data stores instead. -Intermediate nodes (IntmNode): they are nodes containing temporary data that are generated during ETL operations. They are also annotated by ontology nodes. This is necessary for continuing the flow of operations once an intermediate node has been created. Notice however the difference: source and target nodes are annotated manually (or perhaps semi-automatically) and these annotations need to be in place a-priori, i.e., at the beginning of the ETL design process. In fact, these annotations constitute the main driving force for deriving the ETL scenario. On the contrary, the annotations of the intermediate nodes are produced automatically, when the intermediate node is created, and are a function of the type of ETL operation that created this node, as well as of the (annotation of the) input used for that operation. -Operation nodes (Operation): they represent ETL operations. The attribute type identifies the type of the operation (e.g., filter or convert). The inputs and outputs of an operation are denoted by dashed edges in Figure 1 (a).
In particular, the input of an operation is either a source node or an intermediate node, whereas the output of an operation is either an intermediate node or a target node. Each ETL operation must have at least one incoming and one outgoing edge.
Example. A sample instance of the considered type graph is illustrated in Figure 1(b) . It depicts a typical scenario where an ETL operation converts the values of a source element containing salaries expressed in U.S. Dollars to populate a target element with the corresponding values in Euros.
The transformation rules
Having the type graph introduced in the previous section, we can create instances of this graph to represent specific instances of the ETL design problem, i.e., to model a given source graph, a given target graph, and their annotations with respect to an associated domain ontology. The initial graph does not contain any Operation nodes. Instead, the goal of the transformation process is exactly to add such nodes in a step-by-step manner, by applying a set of corresponding transformation rules. Recall from Section 3.1 that each such rule comprises two basic parts: a) the left-hand-side (LHS), specifying the pattern that triggers the execution of the rule, and b) the right-hand-side (RHS), specifying how the LHS is transformed by the application of the rule. Optionally, a rule may have a third part, specifying one or more negative application conditions (NACs). These are patterns preventing the triggering of the rule. A common usage of NACs is as stop conditions, i.e., to prevent the same rule from firing multiple times for the same instance. This occurs when the RHS of the rule also contains the LHS.
In the following, we introduce a set of rules used to construct ETL flows based on the operations (and their conditions) described in Section 2, and describe each rule in detail. Essentially, these rules are divided into groups, each one responsible for the addition of a certain type of ETL operation. We consider two kind of rules, referring, respectively, to simple and composite ETL operations.
Rules for simple operations. This set of rules handles the LOAD, FILTER, CONVERT, EXTRACT, and CONSTRUCT operations.
LOAD. This is the simplest operation: it simply loads data records from a source to a target element. For such a direct data flow to be valid, one of the following conditions must apply: either a) the source element must correspond to a concept that is the same with that of the target element, or b) the source element must correspond to a concept that is subsumed (i.e., has an isa link) by that of the target element. In the former case the rule pattern searches for a pair of source and target nodes that point to the same OntNode, as shown in Figure 2 . If a match is found, the rule is triggered and a LOAD operation is inserted.
In the latter case the pattern searches for a SrcNode that is annotated by an OntNode which has an isa relationship to another OntNode annotating a TrgNode (Figure 3. ) Again, the transformation performed by the rule is to insert an Operation node of type LOAD, connecting the source and target nodes. Additionally, in the second case, it is also useful to have data flow to (or from) an intermediate node, which will then be further transformed to meet the target node specifications (or respectively that has resulted from previous transformations). Thus, for this latter case we have four individual rules corresponding to FILTER. This operation applies a filtering, such as arithmetic comparisons or regular expressions on strings, on data records flowing from the source to the target data store. The LHS of this rule searches for a target node pointing to a concept that is a subconcept (i.e., more restricted) of a concept corresponding to a source node. Whenever a match is found, the rule is triggered and it inserts a FILTER operation between the source and target nodes. Analogously to the previous case, three other "versions" of this rule are also considered, dealing with the cases of intermediate nodes. The rules for the cases source-to-target and intermediate-to-intermediate are illustrated in Figure 4 . Notice the additional NACs used again in the latter case. The necessity of these NACs (and of those used previously in the corresponding rule for LOAD operations) becomes evident if we consider the following situation. Assume two ontology concepts C and D related via an isa link, isa(C,D), and an intermediate node V pointing at (i.e., annotated by) C. Then, rule iii of Figure 3 (b) will fire, inserting a LOAD operation leading to a new intermediate node U. Subsequently, in the absence of the aforementioned NACs, the rule ii of Figure 4 will fire, inserting a FILTER operation leading back to node V.
CONVERT. This operation represents conceptually the application of arbitrary functions used to transform data records, such as arithmetic operations or operations for string manipulation. It can be thought of as transforming the data between different representation formats. In the ontology this knowledge is captured by means of concepts related to a common concept via typeOf links. Thus, the LHS for this rule is as shown in Figure 5 , while the RHS inserts, as expected, a CONVERT operation between the matched nodes. Due to space considerations, only the transition between intermediate nodes is shown. The derivation of the corresponding rules involving source or target nodes is straightforward. Notice the additional NACs used here. This is to prevent loops converting repeatedly among the same types. For instance, consider the case of three concepts C 1 , C 2 and C 3 , which are all "type of" C. In the absence of these NACs, this would lead to a series of conversions starting, e.g., from C 1 , going to C 2 , then to C 3 , and then back to either C 1 or C 2 , and so on. Instead, this is prevented by the two NACs checking whether the considered intermediate node is itself a product of another CONVERT operation.
EXTRACT. This operation corresponds to the case of extracting a piece of information from a data record (e.g., a substring from a string). In this case we search for a pair of source and target nodes, where the latter corresponds to an ontology concept that is related via a partOf link to that of the former. When a match is found, the RHS of the rule inserts an EXTRACT operation. Three similar rules are constructed again to handle intermediate nodes. Figure 6 depicts the rule for the case of transition between intermediate nodes. As described before for the rules LOAD and FILTER, appropriate NACs are introduced to prevent loops that may occur in combination with CONSTRUCT operations (see below). CONSTRUCT. This operation corresponds to the case that a larger piece of information needs to be constructed given a data record (typically by filling in the missing part(s) with default values). This is represented by a pair of source and target nodes, where the corresponding source OntNode is partOf the corresponding target OntNode. When triggered, the rule inserts a CONSTRUCT operation. Rules for dealing with intermediate nodes operate similarly. In this case, care needs to be taken to avoid loops created by transitions back and forth a pair of OntNodes linked with a partOf edge, i.e., interchanging EXTRACT and CONSTRUCT operations. The rule referring to a pair of intermediate nodes is depicted in Figure 7 . Rules for composite operations. Our approach is generic and extensible. It is possible to combine simple operations in order to construct composite ones. We present two transformation rules, dealing with such operations, namely the SPLIT and MERGE operations; this allows to demonstrate the extensibility of the proposed framework.
SPLIT. This operation can be used in the place of multiple EXTRACT operations, when multiple pieces of information need to be extracted from a data record in order to populate different elements in the target data store. However, since the number of resulting elements is not fixed, it is not possible to construct a rule that directly inserts SPLIT operations in the ETL flow (unless some appropriate pre-processing on the domain ontology and the data store schemata is performed). Therefore, we insert such operations indirectly, by first applying temporary EXTRACT operations, and then replacing multiple EXTRACT operations originating from the same node with a SPLIT operation. Notice that having in these cases a single SPLIT operation instead of multiple related EXTRACT operations, apart from reflecting more closely the human perception regarding the intended transformation, also has the benefit that results in more compact ETL flows. Hence, the LHS of the rule for inserting SPLIT operations searches for two EXTRACT operations originating from the same source node, and replaces them with a SPLIT operation. Observe however that in the case that more than two EXTRACT operations existed, this rule would only merge two of them. Still, the others also need to be merged with the substituting SPLIT operation. For this purpose, an additional rule is required, that merges an EXTRACT operation to a SPLIT operation. This rule is executed iteratively, until all EXTRACT operations have been "absorbed" by the SPLIT operation. However, since the execution order of rules is non-deterministic, if more than three EXTRACT operations exist, originating from the same node, it is possible to end up with multiple SPLIT operations. Thus, a third rule that combines two SPLIT operations in a single one is employed. The aforementioned rules are presented in Figure 8 . Similar rules are devised to apply this process for cases involving intermediate nodes. 
MERGE.
As mentioned earlier, in CONSTRUCT operations some external information needs to be provided to construct from a given data item the required data to populate a target element. In this case the missing data is provided by other source elements. That is, two or more source elements complement each other in producing the data records for populating a given target element. As with the case of SPLIT mentioned above, since the number of cooperating source nodes is not fixed, this operation is also handled indirectly, in a similar manner. In particular, the rules for MERGE search for two CONSTRUCT operations or for a MERGE and a CONSTRUCT operation or for two previously inserted MERGE operations, and incorporate them in a single MERGE operation. As previously, multiple CONSTRUCT operations are iteratively absorbed into a single MERGE operation by consecutive executions of the corresponding rules. The corresponding rules are shown in Figure 9 .
Additional rules. As it may have become clear from the description of the transformation rules previously presented, when there is not a one-step transformation between a source and a target node, the graph transformation engine will simulate a (random) search for creating paths of operations that may lead from the source node to the target. (The randomness is due to the two kinds of non-determinism mentioned in Section 3.1.) It is most likely that for most (or even all) of these paths after a few transformation steps no more rules can be 
Creation of the ETL design
In this section, we discuss ordering issues in the execution of the transformation rules. It is evident from the description of the functionality of the introduced rules that some of the rules should be considered before or after other ones have been applied. In particular, we consider the following requirements:
-Rules referring to one-step transformations, i.e., involving source and target nodes, should be considered before rules involving intermediate nodes.
-The rule "clean-up" should be performed only after the examination of any rules adding new operations has been completed.
-Rules regarding composite operations (e.g., SPLIT and MERGE) should be considered after all the rules for the corresponding simple operations (e.g., EXTRACT and CONSTRUCT) have been triggered.
Ensuring that this ordering is respected is both a necessary condition for the method to produce the desired results and a matter of improving performance. For instance, allowing clean-up operations to be performed before rules inserting new operations have been completed, it may result in an infinite loop, i.e., repeatedly adding and removing the same operation(s). On the other hand, checking for the applicability of rules regarding SPLIT or MERGE operations before all EXTRACT or CONSTRUCT operations have been identified, leads to redundant matching tests. Consequently, we organize the rules described above into 4 layers, as follows:
-The first layer comprises those rules inserting ETL operations that directly connect a source node to a target node. -The second layer comprises rules inserting operations from or to intermediate nodes.
-The third layer contains the clean-up rule.
-Finally, the last, fourth, layer comprises the rules for composite operations (i.e., SPLIT and MERGE).
These layers are executed in the above order, starting from the first layer. The execution of rules from a layer i starts only if no more rules from the layer i − 1 can be applied. The whole process terminates when no rules from the last layer can be applied. Within the same layer, the order in which the rules are triggered is non-deterministic.
Hence, given the presented set of rules, organized appropriately in the aforementioned layers, and the problem instance, comprising the source graph, the target graph, the ontology and the annotations, the creation of the ETL design proceeds as follows:
-Step 1: Identify single operations that can connect a source node to a target node. This is accomplished by the graph transformation engine applying the rules of the first layer.
-Step 2: This step accomplishes the rules of the second layer and it comprises two tasks, which may be executed interchangeably:
• Starting from source nodes, introduce ETL operations that transform data leading to an intermediate node.
• Starting from the created intermediate nodes, continue introducing additional transformations, until either the target nodes are reached or no more rules can be applied.
-Step 3: Remove paths of ETL operations and intermediate nodes that have not reached a target node. This is performed by the rule in layer 3.
-Step 4: Search for groups of EXTRACT or CONSTRUCT operations that can be substituted by SPLIT or MERGE operations, respectively.
Correctness of the produced flow. Within a flow of ETL operations, the execution order of the operations is significant, as different orderings may produce semantically very different results. In [20] , the issue of correctness of the execution order of operations in an ETL workflow has been introduced, and formal rules have been presented that ensure such correctness. In the same spirit, we work in the approach presented in this work. For instance, assume two pairs of operations. The first one involves a function that converts Euro values to Dollar values for an hypothetical attribute Cost, and a filter that allows only cost values over 100 Dollars; i.e., c : E → $ and f : $ > 100. In that case, it is necessary to have the function c, represented as a CONVERT operation in our approach, before the filter operation f . The second pair involves, let's say, the same function c : E → $ and another one that transforms dates from European to American format; i.e., c : EDate → ADate. In that case, both orderings either {c, c } or {c , c} are correct, since the two operations are applied to different attributes (see [20] for more details). Our method captures both cases, as the desired ordering is determined by the (relative) position in the ontology graph of the ontology nodes annotating the transformed data records.
An illustrative example
In this section, we demonstrate the presented method by means of an example. The source and target schemata used for this example have been chosen appropriately from the TPC-H 4 schema to resemble typical real-world scenaria. We keep the example concise, tailoring the source and target graphs so that a small number of schema elements will suffice for demonstrating the main aspects of our framework.
sources s customers { cid, name, country, city, street } s orders { oid, cid, date, amount, price } targets t customers { cid, firstName, lastName, address } t orders { oid, cid, date, amount, price } Table 1 . Source and target schemata for the example
We assume two main entities, namely customers and orders, while the whole setting is represented in Table 1 . A customer has a name, comprising his/her first and last name, and an address, which consists of his/her country, city and street. An order is placed in a particular date, which can be recorded in either the "DD/MM/YY" or the "MM/DD/YY" format. It also refers to an amount of items. This amount can be categorized as "retail" or "wholesale", according to whether it exceeds a specific threshold. Finally, the price of the order can be recorded in either USD or EUR. We also assume the existence of special offers and discounts, and suppose that the currency for the former is EUR, while for the latter it is USD. This information is reflected in the sample ontology shown in Figure 11 , where ontology concepts are represented by round rectangles. The figure also illustrates a source and a target schemas (nodes prefixed with "s" and "t", respectively), with their elements being annotated by elements of the ontology (dotted lines). Notice, for example, the structural differences in representing the customer's name and address, as well as the different formats and currencies used in the two data stores for an order's date and price. This graph constitutes the starting point for the graph transformation process. The annotations make explicit the semantics of the data in the corresponding elements, and are obtained either manually or semi-automatically (e.g., through automatic schema matching techniques [11, 12] ) by the administrator through processes ranging from oral communication with the administrators of the corresponding data stores to study of the elements' comments and/or accompanying documentation. Note that due to the size of the involved schemata, such graphs can be quite large. This is not a disadvantage of our proposed approach, but an inherent difficulty of the ETL design task. Nevertheless, we can tackle this issue either by exploiting existing advanced techniques for visualization of large graphs (e.g., [21] ) or by using simple zoom-in/out techniques for exploring certain interesting parts of the graph [22] .
Next, the ETL flow is computed by the graph transformation engine, starting from the above input graph and applying the rules presented in Section 3.2. To better illustrate the process, we separately display the result produced by the execution of each layer of rules. The result of the first layer is depicted in Figure 12 . For brevity, we omit the ontology nodes. Recall that the first layer is responsible for one-step transformations. Hence, no data flow between the elements s:Price and t:Price has been determined, as no single operation is sufficient to meet the required target specification.
Afterward, the rules involving intermediate nodes are executed. The corresponding output is shown in Figure 13 (a). Notice the data flow that has now been created between the elements s:Price and t:Price, comprising one CONVERT and one FILTER operation. On the way, some intermediate nodes not leading to a target node, have been introduced. These are removed after the execution of layer 3 ( Figure 13(b) .) Finally, the EXTRACT and CONSTRUCT operations are incorporated into SPLIT and MERGE operations, respectively, during the execution of layer 4. The final result is presented in Figure 13 (c).
Evaluation
In this section, we study the applicability of our approach in different ETL scenaria. Our experimental method involves a set of artificially created ETL scenaria containing a varying number of source and target data stores, along with a varying number of respective attributes per data store, and a varying number of ETL operations of different types. The scenaria are built on top of the TPC-H schema.
In our implementation, for the creation of the ETL design and the interpretation of the transformation rules per each scenario, we used the Attributed Graph Grammar (AGG) software system [23] . AGG follows an algebraic approach to graph transformation and it is implemented in JAVA. Our goal is not to focus on the exact values of the experimental findings with respect to the efficiency, since by using a different interpretation engine we may get different results; rather we aim at a proof of concept that will demonstrate the applicability of our proposal in real-world settings.
In our experiments, we have considered three categories of ETL scenaria containing a varying average number of ETL nodes (data stores and transformations): small scenaria (less than 50 nodes), medium scenaria (between 50 and 140 nodes), and large scenaria (more than 140). In addition, for each category we varied two measures: the number of source and target data stores and the number of transformations. (We have assumed a uniform distribution of the Table 2 .
Our experimental findings with respect to the execution time are depicted in Figure 14 . The axes x, y, and z represent the number of data store nodes (both source and target), the execution time in seconds, and the number of transformation nodes, respectively. Observe that as the number of ETL nodes increases, i.e., as the ETL scenario becomes more complex, the time needed for the production of ETL designs increases as well. However, the rate of increase differs depending on the type of ETL nodes whose number changes. More specifically, the increase of the production time is relatively small when we keep the number of transformations stable and modify only the number of data stores; and thus, the size of the input graph. On the other hand, when we keep the number of data stores stable and modify only the number of transformations, then the time needed for the creation of an ETL design is relatively bigger than the previous attempt. (Again, we stress that the trend is what is important here, since the actual numbers may differ if we use a different interpretation engine.)
One would expect that when the input graph becomes bigger then we would need more processing time. However, the latter case involving the addition of further transformations is proved much more complicated, especially due to the fact that several ETL operations cannot be produced before other ETL operations have been created. Recall the example discussed in Section 3.4, where the operation f : $ > 100 can be produced only after the c : E → $ has been created.
An additional finding is that it does not make any significant difference if the modified (increased/decreased) number of data stores involves either the source or target data stores. Also, observe that for the case containing 60 data store nodes and 212 ETL operations, the creation of the respective ETL design lasted less than 10 minutes, which we consider being a very reasonable time for data warehouse settings. Clearly, our approach resembles a lot an exhaustive method that tests all possible applications of rules during the construction of the ETL design. We consider as a very challenging and interesting future work the usage of heuristic techniques for reducing the search space. Finally, it is worthwhile to mention that the number of ontology nodes used is rather stable, independently of the type of the ETL scenario considered, since all the scenaria that have been tested belong to the same application domain. (Recall that they are based on the TPC-H schema.) Figure 15 depicts the variation of the ontology nodes used (min, max, and avg values) for different types of ETL scenaria. That is an additional benefit obtained by the use of an ontology, as the use of the same ontology nodes significantly decreases the burden of the mapping; from a designer's point of view, it is more productive and less errorprone to handle a relative stable subset of the ontology for the majority of ETL scenaria.
After the production of the ETL designs, we manually checked for their correctness. That is that we checked whether there is any ETL operation that violates the properties of the type graph presented in Section 3.2 and if the placement of the ETL operations are correct with respect to the concepts presented in Section 3.4. In all cases, the ETL designs produced were correct, as it was expected due to the way the ontology is used, as explained in Section 3.4.
Related work
In this section, we discuss the related work for the different aspects of our approach, such as ETL processes, semantic web technology and data warehouses, mashups applications, service composition, publish/subscribe systems, and schema matching.
Even though the design and maintenance of ETL processes constitutes a key factor for the success of a DW project, there is a relatively small amount of research literature concerning techniques for facilitating the specification of such processes. The conceptual modeling of ETL scenaria has been studied in [1] . ETL processes are modeled as graphs composed of transformations, treating attributes as first-class modeling elements, and capturing the data flow between the sources and the targets. In another effort, ETL processes are modelled by means of UML class diagrams [3] . A UML note can be attached to each ETL operation to indicate its functionality in a higher level of detail. The main advantage of this approach is its use of UML, which is a widespread, standard modeling language. In a subsequent work, the above approaches have converged, so as to provide a framework that combines both their advantages, namely the ability to model relationships between sources and targets at a sufficiently high level of granularity (i.e., at the attribute level), as well as a widely accepted modeling formalism (i.e., UML) [2] . However, even though these approaches provide a formalism for representing an ETL scenario, they do not deal with the issue of how to exploit the available domain knowledge in order to derive (semi-)automatically such a design, which is the focus of our work. Instead, this task is performed completely manually by the ETL designer.
More recent work has focused on the aspect of optimization of ETL processes, providing algorithms to minimize the execution cost of an ETL workflow with respect to a provided cost model [20] . Still, it is assumed that an initial ETL workflow is given, and the problem of how to derive it is not addressed. Nevertheless, in this work we adopt the correctness analysis presented in [20] and we build upon that. In another line of research, the problem of ETL evolution has been studied [24] . Although, in that work a novel graph model for representing ETL processes has been presented, still, it cannot be used in our framework, since (a) it is not suitable for incorporating our ontology-based design, and (b) it deals more with physical aspects of ETL, rather than the conceptual entities we consider in this work.
The use of semantic web technology in data warehouses and related areas has already produced some first research results, as the use of ontologies in data warehouse conceptual design [25] and in On-Line analytical Processing [26] . In addition, a semi-automated method exploiting ontologies for the design of multidimensional data warehouses is presented in [27] . Our work is complementary to these efforts, as in our case, the ontology is used specifically for the design of the ETL process. Ontologies have been used also for data cleaning purposes, e.g., in [28] , and in web data extraction [29] . Another similar line of research concerns the application of Model-Driven Architecture (MDA) to the automatic generation of logical schemata from conceptual schemata for the data warehouse development; e.g., [30] .
However, to the best of our knowledge, the approaches presented in [10, 18] were the first to explore the application of ontologies to the conceptual design of ETL processes. In these works, the schemata of the source and target data stores are annotated by complex expressions built from concepts of a corresponding domain ontology. Then, a reasoner is used to infer the semantic relationships between these expressions, and the ETL design is derived based on the results of the reasoner. In this paper, we follow a different direction to the problem, based on the theory and tools for graph transformations. This allows for two main advantages. First, in the former approaches, customization and extensibility, although possible, are not very easy to accomplish, as the process for deriving the ETL transformations is tightly coupled to the ontology reasoner. Instead, in the current approach there is a clear separation between the graph transformation rules, which are responsible for creating the ETL design, and the graph transformation engine. Second, in the former approaches, the whole ETL flow between a given pair of source and target node sets is produced in a single run. On the contrary, the current approach provides, in addition to that, the ability to proceed with the ETL design in an interactive, step-by-step mode, e.g., the designer can select a set of source nodes to begin with, select a set of rules and execute them for a number of steps, observe and possibly modify the result, and continue the execution; this exploratory behavior is very often required, since the design of an ETL process is a semi-automatic task.
Notice that even though we have adopted in this work the algebraic graph transformation approach supported by AGG [23] , other related approaches for graph transformation, as well as the Query/View/Transformation (QVT) language, which is an OMG standard for model transformations [31] , can be used. For a detailed comparison and description of the correspondences between such techniques we refer to [32] . In a similar sense, the graph edit operations that are widely used in several applications, such as Pattern Recognition [33] [34] [35] , are not appropriate for the problem at hand. These operations typically include node/edge insertion, node/edge deletion, and node/edge relabeling. Consequently, they are generic, powerful, low-level operations that can transform any given source graph to any given target graph. Instead, for our purposes, (a) we need a set of operations suitable for the ETL case, and (b) we need to control the applicability of each operation; that is, the applicability of each operation should be dependent on (and driven by) the "context", where context here refers to the semantic annotations of the nodes involved in these operations.
Mashups constitute a new paradigm of data integration becoming popular in the emerging trend of Web 2.0. Their different characteristics and requirements compared to ETL processes are mainly the facts that the latter are typically offline procedures, designed and maintained by database experts, while the former are online processes, targeted largely for end users. However, both activities share a common goal: to extract data from heterogeneous sources, and to transform and combine them to provide added value services. Recently deployed mashups editors, such as Yahoo! Pipes [36] , Microsoft Popfly [37], and the Google Mashup Editor [38] , as well as recent research efforts [39] , aim at providing an intuitive and friendly graphical user interface for combining and manipulating content from different Web sources, based mainly on the "dragging and dropping" and parametrization of pre-defined template operations. The process is procedural rather than declarative and does not support the use of metadata to facilitate and automate the task. Hence, our proposed formalism and method can be beneficial in this direction. In fact, our approach is likely even more readily applicable in such context, in the sense that often the semantic annotation of the sources may already be in place.
An approach for automatically composing data processing workflows is presented in [40] . Data and services are described using a common ontology to resolve the semantic heterogeneity. The workflow components are described as semantic web services, using relational descriptions for their inputs and outputs. Then a planner uses relational subsumption to connect the output of a service with the input of another. To bridge the differences between the inputs and outputs of services, the planner can introduce adaptor services, which may be either pre-defined, domain-independent relational operations (i.e., selection, projection, join, and union) or domain-dependent operations. In contrast to this work, which assumes a relational model and addresses the problem as a planning problem, focusing on the specificities of the planning algorithm, we follow a generic framework, based on graph transformations, and derive the ETL design by the application of appropriate graph transformation rules.
The publish/subscribe system described in [41] considers publications and subscriptions represented by RDF graphs, which is close to our graph-based modeling of the source and target data stores. However, the problem in that case is one of graph matching, namely checking whether a given subscription, represented as a subgraph of the graph containing all subscriptions, matches a subgraph of a given publication graph. Instead, in our case the problem is one of transforming a subgraph of the source graph to a subgraph of the target graph.
Our approach has some commonalities with approaches for semantic schema matching [12, 42] , which take as input two graph-like structures and produce a mapping between the nodes of these graphs that correspond semantically to each other. First, in a pre-processing phase, the labels at the graph nodes, which are initially written in natural language, are translated into propositional formulas to explicitly and formally codify the label's intended meaning. Then, the matching problem is treated as a propositional unsatisfiability problem, which can be solved using existing SAT solvers. Due to this formalism, the following semantic relations between source and target concepts can be discovered: equivalence, more general, less general, and disjointness. Instead, our approach can handle a larger variety of correspondences, such as convert, extract or merge, which can be further extended to support application-specific needs.
Conclusions
In this paper, we have explored the use of an ontology to the conceptual design of ETL processes. We have exploited the graph-based nature of ETL processes and we have considered their design as a series of conditional graph transformations. In doing so, we have proposed a formal means for deriving a conceptual ETL design by creating a customizable and extensible set of graph transformation rules, which drive the construction of the ETL process, in conjunction with the semantic information conveyed by the associated ontology. Finally, we have evaluated our approach and we have proved its applicability in real-world settings.
Our future plans include the optimization of the approach and especially, of the transformation rules interpretation engine. Of a great interest is the direction to study the problem under the prism of other related approaches for graph transformation, e.g., the QVT language.
