Introduction
In [25] , we had given a new proof of the Ito formula in dimension d > 1 for arbitrary semi-martingales, starting from Tanaka's formula. The idea was to use a multi-dimensional variant of the well known technique of proving Ito ( Xt-a ) += ( Xo-a ) ++ 10 a ) For fixed t, as a function of a , each term represents a tempered distribution, almost surely. It is natural to ask then if (Xt-.)+ , as an S' valued process, is an S'-valued semi-martingale and if so whether the above expansion for (Xt -.)+ is true as a semi-martingale equation in S'. Here S' is the space of tempered distributions. In this paper, using a countable Hilbert space structure on S' , we answer the above question in the affirmative. We prove in fact a stronger result in section 2. We show that if § E ~S'' , and (Xt) is a continuous d dimensional semi-martingale, then (~) is a Hilbert space valued semi-martingale where the Hilbert space comes from the countable Hilbertian structure of S'. Here : S' ~ S' , x E IRd are the translation operators. We also give an explicit decomposition of this semi-martingale (see Theorem 2.3) . Taking (~ the dirac distribution concentrated at zero, we recover the finite dimensional Ito's formula from the equality , f (Xt ) _ f , /, , > , f e S. Here .,. > denotes the duality between S and S'. We give two proofs of the fact that (T Xt (03C6)) is a semi-martingale.
One uses the Ito formula for Hilbert space valued semi-martingales as found in [18] .
The other is centered around tensorial integration by parts of Hilbert space valued semi-martingales [18] and duality, and is a natural continuation of ideas used in [25] . This latter proof gives increased regularity ( see Remark 2.4 ). Relatively simple formulae (involving tensor products of distributions) govern these transformations. These are consistent with similar formulae derived for point local times in [24] , [26] . Here the fact that local times, as distributions, have compact support, plays a crucial role. Proposition [3.8] and the example that follows relate to intersection local times. These have been studied extensively via renormalisation and other techniques (see [15] , [17] , [31] [6] , [8] , [10] , [12] , [13] , [16] , [23] , [27] , [32] , [33] , [35] , [36] , [37] , [38] , [39] , [40] , and [41] .
As random tempered distributions, local times have been studied by a number of authors. See [1] , [2] , [3] , [4] , [15] , [20] , [22] , [34] . [7] , [14] , [21] , [24] . We We also have the occupation density formula : V f > 0 measurable, a.s.,
We refer to [26] for these and other facts relating to the local times of semi-martingales. is the L2(lRd) norm. Using the recurrence relations (see [10] , appendix )
and the definition of .~~p , the existence of m and C are easily established. 
where f , g > denotes the inner product in L2 ( If~) between f and g . Note that the last equality holds in S_Q . 
Now the proof is completed using duality :
This proves the first equality. The second is proved similarly. The uniform continuity of g" follows from that of Tx. To prove inequalities (1) and (2) it is sufficient to show that given m ~ n > m such that (1) and (2) We consider the Borel sigma field on E generated by the weak topology. Local times and the occupation density formula Let (Xt) ) be a continuous semi-martingale, (L(t, x) )tO its local time process at x E JR. (Lt )tO will denote the S'-valued induced local time process obtained in Lemma 2.1. In this section, we show how various transformations on the process (Xt) can be expressed at the level of local times, by simple formulae using the occupation density formula, rephrased in the language of tensor products of distributions. [30] .
In effect, the element of S'( IRd+1) viz. We next take up intersection local times. As mentioned in the introduction, this has been studied by a number of authors. Using proposition 3.8, we show in the example that follows that at the level of distributions, the double intersection local time of two dimensional Brownian motion is an explicit functional (involving tensor proclucts) of the local times of the marginal processes.
In the following we will write an element of IR4 as (x, x', y, y'). Let a : IR4 -3 IR2 be the map a(x, ~', y, y') _ (x -y, ~' -y'). 
