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SVM による 2 次元コードの識別へのデータ拡張の適用 
A Utilization of Data Augmentation to the  





SVM による 2 次元コードの識別にデータ拡張の適用を試みた。処理対象である 2 次元コード画
像の特徴を考慮して 7 種類のデータ拡張の手法を採用し、複数種類のデータセットを用意して SVM
による識別を行った。k 分割交差検証によってデータ拡張の適用の有無の比較を行い、異なるコー
ドサイズのサンプル画像への適用を行った。 









た微小 2 次元コード識別を行ってきた 4）5）6）。また、機械学習の手法を使用し、サポートベクター
マシン（Support Vector Machine、以下は SVM と表す）による 2 次元コードの識別を行った 7）。本
稿では、SVM による 2 次元コードの識別へデータ拡張の手法の適用を試みる。 
 
Ⅱ．2 次元コードと SVM による識別 
 我々が考案した新 2 次元コードは、金属などの材質に直接刻印でき、かつ 1mm×1mm や 2mm
×2mm 程度の微小領域に表現できるように、図 1 に示すような、“田”の字を構成する各直線分
の組み合わせでコード要素パターンを作成した。計 63 種類あるコード要素パターンを 2×2、3×
3、4×4、5×5 などの形に複数配置することによってコードを構成し、位置決めマークと枠線を













た微小な 2 次元コードの識別を行った 5）。5mm、4mm、3mm、2mm 及び 1mm の異なるサイズの


















と呼ばれる基準で 2 クラスの識別を行う手法である。トレーニングデータを超平面と呼ばれる n
次元平面で 2 つに分離し、超平面に最も近い両クラスに属するトレーニングデータと超平面との
間の距離をマージンと呼び、これを最大化することによって識別を行う。超平面に最も近いトレー
ニングデータのことをサポートベクターと呼ぶ。SVM は 2 クラスを識別するための識別器を作る
ための学習法であるが、複数の SVM を組み合わせることによって多クラスの識別器を構成する
ことができる。 
従来研究 7）においては、例えば図 3 のようなコードパターン画像から、SVM による識別のため
のトレーニングとテスト用のデータセットを作成した。 
 
     
図 3． 63 枚のコードパターンを刻印・撮影した画像の例 
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セット A：レーザースピード 50mm/s で刻印したもの。 
セット B：レーザースピード 30mm/s で刻印したもの。 
セット C：レーザースピード 200mm/s で刻印したもの。 
セット D：レーザースピード 500mm/s で刻印したもの。 









 10×10 のブラーフィルタ（単純平均）による平滑化。 
２）ガウシアン 








 ガンマ値が 0.5 であるガンマ補正（暗くする）。 
７）ガンマ 2.0 
 ガンマ値が 2.0 であるガンマ補正（明るくする）。 
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示す。データセットの数が 5 であり、各データセットがそれぞれ 63 枚の画像を含み、データ拡張












は元のデータセットを k 個に分割し、そのうちの k-1 個をトレーニングデータセットとして学習
を行い、残りの 1 個をテストデータセットとして性能を評価する。この手順を k 回繰り返すこと
によって、k 個の性能評価を取得し、総合的に判断して識別器の平均性能を評価する。この方法
では処理回数が相当増えるが、より良い性能評価を得ることができる。 
本稿では、セット A～E の 5 種類のデータセットを使って、データ拡張の適用ありと適用なし
の場合の k=5 の k 分割交差検証を行った。その結果を表 1 に示す。 
 



























A 0.73 0.65 1.0 0.63 0.56 1.0
B 0.98 0.97 1.0 0.97 0.94 1.0
C 0.81 0.79 1.0 0.76 0.67 1.0
D 0.84 0.87 1.0 0.76 0.86 1.0


















さらに、従来研究 7）と同じように、図 6 に示すような異なるサイズで刻印したサンプルコード
に対して、データ拡張の適用ありと適用なしの場合のそれぞれについて、セット A～セット E を
トレーニングデータとして学習を行った識別器で識別を行った。 
 
   
（a）1mm             （b）2mm            （c）3mm 
   
（d）4mm             （e）5mm            （f）6mm 
図 6．異なるサイズで刻印したサンプルコード 
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（a）1mm              （b）2mm             （c）3mm 
     




























1 0.27 0.20 1.0 0.20 0.27 1.0
2 0.60 0.80 1.0 0.73 0.73 1.0
3 0.80 0.73 1.0 0.93 0.73 1.0
4 0.80 0.67 1.0 0.87 0.80 1.0
5 0.80 0.80 1.0 0.87 0.73 1.0






















QR コードなどに代替する、金属などに直接刻印できる微小な 2 次元コードを考案し、その実用
化を目指している。本稿では、SVM による 2 次元コードの識別にデータ拡張の適用を試みた。処
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