Abstract. This paper investigates the existence and properties of a BernsteinSato functional equation in nonregular settings. In particular, we construct D-modules in which such formal equations can be studied. The existence of the Bernstein-Sato polynomial for a direct summand of a polynomial over a field is proved in this context. It is observed that this polynomial can have zero as a root, or even positive roots. Moreover, a theory of V -filtrations is introduced for nonregular rings, and the existence of these objects is established for what we call differentially extensible summands. This family of rings includes toric, determinantal, and other invariant rings. This new theory is applied to the study of multiplier ideals of singular varieties. Finally, we extend known relations among the objects of interest in the smooth case to the setting of singular direct summands of polynomial rings.
The theory of D-modules-modules over rings of differential operators-on a smooth analytic or complex algebraic variety has been an active research area over the last forty years. It serves as a powerful tool in solving problems arising in a wide range of mathematical disciplines, from analysis to algebraic geometry, the topology of varieties, representation theory, and commutative algebra. This paper centers around two major fundamental constructions in D-module theory: Bernstein-Sato polynomials and V -filtrations.
The Bernstein-Sato polynomial of a holomorphic or regular function f over C is the monic polynomial b(s) in C[s] of least degree for which there exists a polynomial differential operator δ(s) in the indeterminate s that satisfies the functional equation
This object originated in independent constructions by Bernstein [Ber72] , to establish meromorphic extensions of distributions, and by Sato, as the b-function in the theory of prehomogeneous vector spaces [SKKO81, Sat90] .
The existence of a nonzero polynomial satisfying the functional equation above was proved by Bernstein over polynomial rings, and extended by Björk [Bjö74, Bjö79] to power series rings. Kashiwara [Kas77] proved that the roots of the Bernstein-Sato polynomial for holomorphic functions are negative rational numbers, extending a result of Malgrange [Mal74, Mal75] for functions with isolated singularities. Indeed, Malgrange exhibited a relation between these roots and the eigenvalues of the monodromy of the Milnor fiber, and the rationality of the roots means that the monodromy is quasi-unipotent.
Since its inception, the Bernstein-Sato polynomial has found broad applications in the study of singularities. For instance, the roots of the Bernstein-Sato polynomial are related to the jumping numbers of multiplier ideals [Kol97, ELSV04, BS05] , to spectral numbers [Sai93, Bud03, Sai07, GaH07] , and to poles of zeta functions [DL92] . The Bernstein-Sato polynomial also plays a key role in understanding algorithmic aspects of local cohomology modules and de Rham cohomology [Oak97, Wal99, Wal00, OTW00, OT01].
Bernstein-Sato polynomials are closely related to the notion of a V -filtration on a D-module along an element f , first introduced by Malgrange and Kashiwara [Mal83, Kas83] . This is a decreasing filtration on a D-module indexed by the rational numbers, and satisfying several conditions; see Definitions 4.1 and 4.3. In fact, a V -filtration can be described using a relative version of the Bernstein-Sato polynomial [Sab87, Meb89] . These filtrations were originally introduced to relate Deligne's nearby and vanishing cycles [SGA73] to their corresponding D-modules via the Riemann-Hilbert correspondence.
In the most general form, V -filtrations are known to exist for regular holonomic D-modules with quasi-unipotent monodromy. This condition is satisfied, for example, by the coordinate ring of a smooth variety. Quite nicely, the D-module-theoretic notion of V -filtration in this case is essentially equivalent to the algebro-geometric notion of multiplier ideals [BS05] .
Both the notion of the Bernstein-Sato polynomial and the V -filtration have been generalized to the setting of nonprincipal ideals by Budur, Mustaţă, and Saito [BMS06] . The roots of the Bernstein-Sato polynomial in this context are still negative rational numbers, and the V -filtration of the coordinate ring along the ideal essentially coincides with the filtration of multiplier ideals of the ideal.
On varieties that are not smooth, there is a natural notion of a ring of differential operators, as defined by Grothendieck [Gro67] , but does not necessarily have the same favorable ring-theoretic properties. To start with, they are generally not generated by homotheties (maps of the form s → rs for fixed r) and derivations, and a full description of these rings is only known in special cases. Moreover, rings of differential operators are in general neither left-nor right-Noetherian [BGG72] , and a theory of holonomic D-modules is no longer available in this case. For many applications, the theory of D-modules over singular varieties can be approached by Kashiwara's equivalence, in which a singular variety is embedded into a smooth one [Kas71] , so that one can consider the subcategory of D-modules over the smooth variety supported on the singular subvariety. However, this approach is not always satisfactory, as the coordinate ring of the singular variety is not a D-module here.
Nonetheless, multiplier ideals make sense for all normal varieties [dFH09] , and one might hope to develop appropriate Bernstein-Sato and V -filtration theories compatible with the multiplier ideal theory, in a way analogous to the smooth case, at least for a reasonable class of singularities.
The first major advance in this direction was due to Huneke and the first and fourth authors [ÀHN17] . They proved that every element f (or more generally, ideal) in a direct summand of a polynomial or formal power series ring admits a Bernstein-Sato polynomial in a weaker sense, in which the functional equation
is satisfied for all integer values t. Moreover, they showed that the Bernstein-Sato polynomial of f considered as an element of the direct summand divides the Bernstein-Sato polynomial of f considered as an element of the polynomial ring, but that they are not equal in general. In fact, under the extra condition that every differential operator of the direct summand extends to the polynomial ring, equality always holds [BJN18, Theorem 6.11].
In the pursuit of a theory of Bernstein-Sato polynomials in nonregular rings, the results in [ÀHN17] are not fully satisfactory, in the sense that they do not realize the functional equation as a formal equality in an appropriate D-module. Moreover, the lack of a theory of V -filtrations obstructs our understanding of the relationship between Bernstein-Sato polynomials and multiplier ideals in nonregular contexts. This paper develops a full theory of Bernstein-Sato polynomials and V -filtrations for a large class of direct summands of polynomial rings. Namely, we concentrate on direct summands satisfying the aforementioned condition on the extensibility of differential operators, a class of rings that includes rings of invariants of finite groups, toric rings, and determinantal rings.
Section 2 builds the foundation for a full theory of Bernstein-Sato polynomials in nonregular rings. Given a field K of characteristic zero, consider a K-algebra A, and its ring of K-linear differential operators D A|K . For simplicity, we highlight our main results for Bernstein-Sato polynomials of a single element f ∈ A here, but all results extend to those associated to a sequence of elementsf = f 1 , . . . , f ℓ ∈ A, and to the relative version of the Bernstein-Sato polynomial. With this structure in hand, Proposition 2.14 (see also Corollary 2.16) establishes that the formal and the specialized versions of the Bernstein-Sato polynomial coincide. That is, the equality δ(s) • 
In particular, one deduces the existence of a formal Bernstein-Sato functional equation for direct summands of polynomial rings (see Theorem 2.17).
Theorem 2.12 opens the door to the study of the Bernstein-Sato polynomial for a large class of K-algebras. To this purpose, necessary and sufficient conditions for its existence are presented in Proposition 2.18, and examples are presented in which the roots of the Bernstein-Sato polynomial include zero, or even positive rational numbers.
Section 3 introduces the class of rings for which we can develop the theory of V -filtrations. When A is a direct summand of a ring T , any differential operator on T yields a differential operator on A after composing with the splitting. On the other hand, we have the notion of differentially extensible rings [BJN18] in which we are provided an "opposite" process, since in these rings, every differential operator on A can be extended to a differential operator on T . This work combines both properties in the class of direct summands of polynomial rings that are differentially extensible, which contains many rings of interest, including:
• many cases of rings of invariants of finite groups (see Example 3.3), • toric rings (see Example 3.4, Lemma 3.5, and Remark 3.6), and • determinantal rings (see Example 3.7).
When we turn our attention to modules, we consider a slight generalization of the category of differential direct summands [ÀHN17] 
and it is also a differentially extensible summand (Theorem 3.22).
This fact yields a direct proof of the existence of the formal Bernstein-Sato polynomial for direct summands of a polynomial ring. More importantly, through a slight generalization of a recent result of Mustaţă [Mus19] , we see that the Bernstein-Sato polynomial of a sequence of elements only depends on the ideal generated by these elements, thus extending the results of [BMS06] to this nonregular context.
In Section 4, we develop the theory of V -filtrations for nonregular rings. We follow the same ideas used in the smooth case, to axiomatically define the notion of a V -filtration along an ideal of a Noetherian K-algebra. As in the smooth case, we begin by assuming that the ideal defines a smooth subvariety, and it is generated by a collection of variables (see Definitions 4.1 and 4.3 for details).
A main result of this paper is the existence of V -filtrations for differentially extensible summands.
Theorem B.
(Corollary 4.12) Let R be a polynomial ring over a field K of characteristic zero. Let A be a K-subalgebra of R such that A is a direct summand of R, and for which the inclusion A ⊆ R is differentially extensible. Let I be an ideal of A, and M a D A|K -module that is a differentially extensible summand of a regular holonomic D R|K -module N that has quasi-unipotent monodromy. Then M admits a V -filtration along I.
This result applies, in particular, when M is A itself, or any local cohomology module of A.
We use this new theory of V -filtrations in Section 5 to study multiplier ideals in differentially extensible summands. In particular, we extend results previously obtained only for smooth varieties [BS05, BMS06] . Theorem C. (Theorem 5.3) Let R be a polynomial ring over K, and let A ⊆ R be a differentially extensible inclusion of finitely generated K-algebras, such that A is a direct summand of R. For every ideal I of A, and real number λ 0, the following ideals coincide:
where the V -filtration is taken along I, and 3. {g ∈ A : γ > λ if b
We study whether the equality J A (I λ ) = J R ((IR) λ ) ∩ A holds, and appeal to positive characteristic methods to address this question. It is known that via reduction to positive characteristic, multiplier ideals reduce to test ideals when A has KLT singularities [CEMS18] . We replace the notion of differential extensibility with the parallel notion of Cartier extensibility (see Definition 5.7) for rings of positive characteristic, and obtain the following comparison results.
Theorem D. (Proposition 5.9, Theorem 5.15) 1. Let A ⊆ R be an extension of rings of positive characteristic, such that R is a regular F -finite domain and A is a Cartier extensible direct summand of R. Then for every ideal I of A, and every real number λ 0,
2. Let R be a polynomial ring over a field K of characteristic zero, and let A ⊆ R be a differentially extensible inclusion, such that A is a direct summand of R and that A is finitely generated over K with KLT singularities. Suppose that the reduction modulo p is also Cartier extensible for each prime p ≫ 0. Then for every ideal I of A and every real number λ 0,
3. Under the hypotheses of part 2 above, one has equalities
where the V -filtration is taken along I. The hypothesis of Cartier extensibility after reduction modulo a prime may not be necessary, as Example 5.16 shows. Finally, we point out that a similar comparison result [DMST06, Theorem 1.1] was shown for V -filtrations and multiplier ideals in the case of an inclusion of a smooth divisor in a smooth variety. There are also analogous results to Proposition 5.9 for test ideals in special cases [BS02, ST14] . Setup 1.1. Throughout the paper, we generally use the following notation.
• K is a field, • A and T denote Noetherian commutative rings containing K, and • R is a polynomial ring over K in indeterminates x 1 , . . . , x d .
For the most part, the statements of lemmas, propositions, and theorems are selfcontained, and do not rely on the conventions above, besides the fact that K always denotes a field.
The Bernstein-Sato functional equation
2.1. Rings of differential operators. We start this section recalling some notions from the theory of rings of differential operators, as introduced by Grothendieck [Gro67, §16.8].
A differential operator of order zero on a ring T is defined by the multiplication by an element s ∈ T . Given an integer m 1, a differential operator of order at most m is an additive map δ ∈ Hom Z (T, T ) such that the commutator [δ, s] = δs − sδ is a differential operator of order at most m − 1 for each s ∈ T . The set consisting of all differential operators of order at most m is denoted by D m T . Sums and compositions of differential operators are themselves differential operators, hence the differential operators form a subring D T of Hom Z (T, T ) that admits a filtration
We also consider the subring
For a polynomial or power series ring R in the variables x 1 , . . . , x d over a field K, one has equalities [Gro67, §16.11.2]
where the operator
If K has characteristic zero, this agrees with the familiar description
where
ai! is the usual iterated partial derivative operator. Let R be a polynomial ring over a field K, and A = R/I for some ideal I of R. The ring of K-linear differential operators of A has been described in terms of the K-linear differentials operators in R [MR87, Theorem 15.5.13] (see also [Mil86, MM18] ). Namely, we have
where D R|K (− log I) := {δ ∈ D R|K : δ • I ⊆ I} and the map in the "left" direction corresponds to restriction. The same results also hold when R is a formal power series ring. We point out that the order of the differential operators is preserved; that is, if
When K has characteristic p > 0, every additive map is Z/pZ-linear, and thus T := Hom T p e (T, T ). In this case,
We have D T |K = D T whenever K is a perfect field. On the other hand
T when T is F -finite, that is, when T is finitely generated as a T The ring structure and module theory of rings of differential operators is well understood when T is either a polynomial ring or a formal power series ring over a field, but much less is known when T is not a regular ring. As usual, a module over a ring of differential operators will mean a left module. 
We note that this equation can be interpreted in two different senses. First, we may view it as a family of equations inside the module R f , indexed by s ∈ Z; that is, one has δ(t) • 
We temporarily say that the polynomial b(s) satisfies the specialized functional equation in this case. Later on, in Corollary 2.16, we prove that this interpretation is equivalent to the a priori stronger interpretation of (2.3) as an equality in a D-module 
, in the case that R is either a polynomial ring or a ring of convergent power series. This was proved by Malgrange for elements f such that R/f R has an isolated singularity [Mal74, Mal75] , and by Kashiwara in general [Kas77] .
Budur, Mustaţă, and Saito have extended the notion of a Bernstein-Sato polynomial to be associated to an ideal in a polynomial ring R [BMS06] , and we work in this more general framework. We point out that recent work of Mustaţă [Mus19] implies that this construction is also valid for formal power series rings. 
Since 
Indeed, the verification of this equality reduces to the case of δ = ∂ xr , in which case it follows from (2.4). 
Definition 2.3 (Bernstein-Sato functional equation for polynomial rings). Fix
Using the methods from
The following generalization of Definition 2.4 is useful for applications to birational geometry. 
The Bernstein-Sato functional equation for nonregular rings.
We now proceed to define a module analogous to the one considered in Definition 2.1 and functional equations as considered in Definition 2.4 for more general rings. Again, we may consider functional equations either in the specialized or formal sense, as in the previous subsection. The papers [ÀHN17] and [HM18] study BernsteinSato polynomials in the specialized sense; that is, the monic polynomial of smallest degree among those polynomials b(s) for which there exists
Here, we develop a framework for formal BernsteinSato polynomials. The following object plays a central role in this theory. In general, this allows for at most one such structure, as Theorem 2.12 shows. The following lemma is a key observation in establishing this. Although this is likely a well-known result, we include its simple proof, for its centrality in our constructions, and for lack of an appropriate reference. 
Definition 2.8 (M
. . , n, and h n = 0. By our induction hypothesis, there exist a 1 , . . . , a ℓ−1 ∈ {0, . . . , m} such that h n (a 1 , . . . , a ℓ−1 ) = 0. Thus, h(a 1 , . . . , a ℓ−1 , s ℓ ) is a nonzero polynomial, and there exists a ℓ ∈ {0, . . . , m} such that h(a 1 , . . . , a ℓ−1 , a ℓ ) = 0.
Corollary 2.10. Under the assumptions of Lemma 2.9, the polynomial h has coefficients in
Proof. This follows from the identity
which is obtained by applying Lemma 2.9 to the difference between the left-and right-hand sides.
Our next technical lemma deals with the behaviour of differential operators with respect to localization. We remark that, given δ ∈ D T |K and g ∈ T , there is a unique δ g ∈ D Tg |K that extends δ [Mas91, Theorem 2.2.10].
Lemma 2.11. Given a K-algebra T , fix g ∈ T and an ideal I of T . Then every element of D T |K (− log I), when considered as an element of D
Tg |K by localization, is in D Tg |K (− log IT g ).
Proof. First observe that if h ∈ T and δ
For elements of D T |K (− log I) of order zero, the statement clearly holds. Proceeding by induction on the order of a differential operator, fix n 1 and δ ∈ D n T |K (− log I), and suppose that the claim holds for all operators in D n−1
it follows that for a ∈ I and t 0,
T |K (− log I) by our initial observation, so that it is also in D Tg|K (− log IT g ) by the inductive hypothesis. Finally, since δ • a ∈ I by our choice of δ, we conclude that δ • a g t ∈ IT g . Theorem 2.12. Let A be an algebra over a field K of characteristic zero. Suppose that either A is finitely generated over K, or that A is complete. Given
Proof. First write A = R/I for some polynomial or power series ring R over K, and
, consider the image of b in the polynomial ring over the K-algebra A f1···f ℓ = (R/I) f1···f ℓ . As a polynomial over this ring, our work thus far shows that b takes the value zero for all t ∈ Z ℓ , and hence is the zero polynomial by Lemma 2.9. That is, δ • afs ∈ IR f1···f ℓ [s]fs, proving (2.7).
Note also that if
that is compatible with the specialization maps.
To see the uniqueness of this structure, let ♣ and ♠ denote two D A|K [s]-actions that satisfy the given property. Fix v and δ as in the statement, and then fix a, b ∈ A f1···f ℓ [s] for which
Since, by our hypothesis,
Lemma 2.9 then allows us to conclude that a = b, and the claim follows. From Theorem 2.12, we obtain a suitable D-module in which to judge the existence of a Bernstein-Sato polynomial in the formal sense. We show now that the notions of formal and specialized Bernstein-Sato polynomials are equivalent.
Proposition 2.14. Let A be an algebra over a field K of characteristic zero. Suppose that A is either finitely generated over K, or that A is complete. Then for f ∈ A, the equality
, we can apply the map ϕ t to both sides to obtain δ(t) • 
An analogous (omitted) proof also holds for the general case we present next.
Proposition 2.15. Let A be an algebra over a field K of characteristic zero. Suppose that A is either finitely generated over 
The question whether the Bernstein-Sato polynomial b Ā f (s) only depends on the ideal generated byf was not considered in the initial work on direct summands [ÀHN17] . We address this issue in Section 3.3.
Some existence results and examples of Bernstein-Sato polynomials. A sufficient condition for the existence of Bernstein-Sato polynomials in the polynomial ring case is the fact that
is a D-module of finite length. This result was extended to the case of differentiably admissible K-algebras [MNM91, Nn13] . In general, for the case of K-algebras, we provide necessary and sufficient conditions for the existence of Bernstein-Sato polynomials.
Proposition 2.18. Let A be an algebra over a field K of characteristic zero. Suppose that A is either finitely generated over K, or that A is complete. Fix an element f ∈ A. Then, the following are equivalent:
Proof. We observe first that for δ(s) ∈ D A|K [s] and b(s) ∈ K[s] and for any integer
this is a straightforward application of Lemma 2.9, as in the results of the previous subsection.
, and take generators a 1 f j1 f s , . . . , a n f jn f s with a i ∈ A and j i ∈ Z. We can replace each j i by j = min{j i }. Then, there exist operators δ 1 , . . . , δ n ∈ D A|K (s) such that
. By our observation above, there exists a Bernstein-Sato polynomial for f .
On the other hand, if there exists a Bernstein-Sato polynomial
, and by the observation above, δ(s +
Next we show that for nonregular rings we have examples where the roots of the Bernstein-Sato polynomial may be zero or positive rational numbers. . Consider the endomorphism of A given by
is the inverse function of x∂ x − 1 on A (i.e., the linear operator sending
holds for all nonnegative integers t ∈ N, and thus, by Proposition 2.14, the functional equation [Smi81, SS88] , every differential operator of degree −2 on A can be written as
is a graded module we can decompose the functional equation as a sum of homogeneous pieces, and thus there exists a functional equation of the form
is the Bernstein-Sato polynomial, and P (s) is a polynomial expression in s with coefficients consisting of differentials operator of degree −2 on A. Using the description of such operators given above, it is clear that s = 3. Differential direct summands and differential extensibility 3.1. Differential extensibility. In this section we introduce the class of rings at the focal point of this paper, the differentially extensible subrings of polynomial rings. This notion was formalized to study differential signature [BJN18] , but was implicitly used earlier by Levasseur and Stafford [LS89] and Schwarz [Sch95] .
i.e., the following diagram commutes. Let A be a pointed normal affine semigroup ring over a field K of characteristic zero. Then there is an embedding of A into a polynomial ring R as a monomial subalgebra, such that A is a direct summand of R, and for which the embedding is order-differentially extensible. 
Proof. We briefly describe our plan: First, we show that
are each level-differentially extensible inclusions. From here, it follows that the composition is also level-differentially extensible.
It can be shown that the inclusion
is the inclusion of a ring of invariants of a finite diagonal abelian group. Any diagonal element g that fixes a hyperplane in the space of one-forms must fix every variable except one, say x 1 , and multiply that element by a t-th root of unity. The invariants of g must then be contained in the subring
Remark 3.6. An embedding defined by Hsiao and Matusevich [HM18, Notation 1.2] satisfies the hypotheses of the previous lemma for all but finitely many characteristics p, and as a consequence, every normal affine semigroup ring of characteristic zero can be realized as a direct summand of a polynomial ring by a map that is order-differentially extensible, and such that the reduction modulo p of this map for all but finitely many p is level-differentially extensible (see Section 5 for details).
Example 3.7 ([LS89]
). Suppose that K has characteristic zero. The generic determinantal, symmetric determinantal, and skew-symmetric determinantal rings are order-differentially extensible summands of polynomial rings.
In the lemmas that follow, we focus on studying whether a differential operator can be extended to the ring of differential operators of a localization. 
Proof. We proceed by induction on the order, n, of δ. If n = 0, then δ is given by multiplication by an element of A, and an extension is given by multiplication by the same element.
Assume the claim for operators with order less than n, and consider δ ∈ D A|K with order n. For a nonnegative integer t, set ρ = [δ, f t ] ∈ D A|K , and note that its order is strictly less than n. Let ρ = [ δ, f t ] ∈ D T |K , which by Lemma 3.10 is an extension of ρ. Then for any h ∈ A, it is straightforward to check that
By our inductive hypothesis,
Applying Lemma 3.11 to the zero differential operator, we obtain the following.
Differential direct summands and differentially extensible summands.
Let A ⊆ T be an extension of Noetherian K-algebras such that A is a direct summand of T , with A-linear splitting β : T → A. A theory of differential direct summands was previously developed to study the structure of D-modules over A [ÀHN17] . The definition that we give here is slightly more general than the original, since we also consider D A|K [s]-modules, though the idea is the same. M 2 ) , and the following diagram commutes:
For simplicity of notation, we often write φ instead of φ| M1 .
, and each differential is a morphism of differential direct summands.
Remark 3.15. It is known that the property of being a differential direct summand is preserved under localization, taking kernels, and taking cokernels [ÀHN17, Proposition 3.6, Lemma 3.7].
We now move on to develop the notion of differential extension in this context, which is an essential ingredient in the study of V -filtrations and multiplier ideals in later sections. Now we study the properties of differentially extensible summands. In particular, we see that the operations of localization, taking kernels, and taking cokernels all preserve the property of being a differentially extensible summand. This is important, due to our desire to work with local cohomology, which we use to investigate V -filtrations.
Lemma 3.17. Let A ⊆ T be a differentially extensible inclusion of K-algebras, with A a direct summand of T . If a D A|K -module M is a differentially extensible summand of a D T |K -module N , then for any f ∈ A, the localization M f is a differentially extensible summand of N f . Furthermore, the localization map is a morphism of differential direct summands.
Proof. It has already been established that M f is a differential direct summand of
, and all integers t 0, by an argument directly analogous to the proof of Lemma 3.11, but with v ∈ M replacing h ∈ A. Proof. Fix generatorsf = f 1 , . . . , f ℓ ∈ A for I. The Čech-like complexČ
• (f ; M ) defining the local cohomology modules of M with support in I is a differentially extensible summand of the complexČ
• (f ; N ) defining the local cohomology of N with support in IT : It is apparent thatČ j (f ; M ) ⊆Č j (f ; N ) for all integers j, and each is a differentially extensible summand by Lemma 3.17; moreover, the fact that each differential is a morphism of differentially extensible summand holds by this same lemma, since each localization is such a morphism. Therefore, by Lemma 3.18, the inclusion of cokernels
We now study the notions of differentiable direct summands and differentially extensible summands in the context of the modules M A [fs] introduced in Section 2.3.
Setup 3.20. In the remainder of this subsection, K is a field of characteristic zero, and A ⊆ T are Noetherian K-algebras such that A is a direct summand of T . We fix elementsf = f 1 , . . . , f ℓ ∈ A, and assume that M A [fs] and M T [fs] have D-module structures compatible with specialization, as in Theorem 2.12. Recall that such a structure, if it exists, is unique, by the argument used in the proof of Theorem 2.12; moreover, that structure does exist for K-algebras that are either finitely generated or complete.
Theorem 3.21. In the context of Setup 3.20, if β : T → A is an A-linear splitting, the D A|K [s]-module M A [fs] is a differential direct summand of the D T |K [s]-module M T [fs], with differential splitting
. Indeed, for each such t we have
where we have used, in turn, the definition of Θ, the fact that A f1···f ℓ is a differential direct summand of T f1···f ℓ with differential splitting β f1···f ℓ [ÀHN17, Proposition 3.6] and the definition of δ. 
where the central equality follows from Lemma 3.11. This shows that g(t) = h(t), for all t ∈ Z ℓ , so g = h by Lemma 2.9, and
3.3. Bernstein-Sato functional equation for direct summands. As we have done in Theorem 2.17, the existence of the formal Bernstein-Sato polynomial for direct summands can be proved by invoking the existence of the specialized version [ÀHN17] . However we can provide a direct proof using the D-module structure of the module M A [fs] described in Theorem 2.12 and following the ideas used for the specialized version [ÀHN17] . For completeness we work out the details in this section in full generality. Moreover, we address the issue of whether the BernsteinSato polynomial associated to a sequence of elements only depends on the ideal generated by these elements.
From now on we consider the following setup but we point out that all the results also hold for direct summands of formal power series rings. Setup 3.23. In the remainder of this section, K is a field of characteristic zero, R is a polynomial ring over K, and A is a K-subalgebra of R, such that A is a direct summand of R and that A is finitely generated over K. Moreover, following Convention 2.13, givenf = f 1 , . . . , f ℓ ∈ A, when referring to the D A|K [s]-module structure on M A [fs], we use the structure described in Theorem 2.12.
For the sake of clarity, we first present the more familiar case of principal ideals.
Theorem 3.24. Under Setup 3.23, given f, g ∈ A, there exists δ ∈ D A|K [s], and a nonzero polynomial b(s) ∈ Q[s], such that the functional equation
Proof. 
, we obtain the desired equation. . Observe that the image of A under f is the ring of polynomials invariant under the action of the cyclic group G generated by g, where g(x) = e 2πi/3 x and g(y) = e −2πi/3 y. Since g does not fix any one-forms in R, the inclusion map f is differentially extensible by Example 3.3. From here we find a functional equation for f (uv) = x 4 y in R, namely
The existence of such an operator comes from the standard theory of BernsteinSato polynomials. We then observe that the differential operator 
where c = (c 1 , . . . , c ℓ ) runs over the elements of Z ℓ such that |c| = 1. Now, applying the splitting Θ :
, we obtain that
As in the case of a single element f , we have justified the following definition in the case of a direct summand of a polynomial ring over a field of characteristic zero. It follows from the proof of Theorem 3.27 that, for a direct summand A ⊆ R, [ÀHN17, Theorem 3 .14] for the specialized version). Under the extra condition that A ⊆ R is differentially extensible, these two polynomials coincide as it was shown for the specialized version [BJN18, Theorem 6.11].
Theorem 3.29. Consider Setup 3.23 under the extra condition that the inclusion
Proof. From the proof of Theorem 3.27, we obtain that b .
only depends on the ideal generated byf .
The proof of this result is essentially the same as the one presented in work previously mentioned [Mus19,  (s) , and that (s + 1) is a factor of this polynomial, since h involves some variables that g does not.
Theorems 3.27 and 3.30 allow us to define the (relative) Bernstein-Sato polynomial of an ideal in a direct summand of a polynomial ring.
Definition 3.31 (Relative Bernstein-Sato polynomial in a direct summand of a polynomial ring). Let A be an algebra over a field K of characteristic zero that is finitely generated over K. Assume that A is a direct summand of a polynomial ring over K. Let I and g be an ideal and an element of A. Given generatorsf = f 1 , . . . , f ℓ for I, we call the polynomial b 
V -filtrations
The theory of the V -filtration, originally defined by Malgrange [Mal83] and Kashiwara [Kas83] , is a central object in the study of D-modules over a smooth variety. Our goal in this section is to extend this theory to the setting of a differentially extensible summand of a polynomial ring. In the next section, we apply this newlydeveloped theory to the study of multiplier ideals.
] be a polynomial ring over K and set X = Spec(R). Let I ⊆ R be an ideal generated bȳ f = f 1 , . . . , f ℓ ∈ R. We may assume that I defines a smooth subvariety, by considering the graph embedding if : 
. . , ∂ t ℓ ], which is a D R[t]|K -module isomorphic to the local cohomology module
If N is a regular holonomic D R|K -module with quasi-unipotent monodromy, then there exists a Vfiltration along t on if * (N ), which is a decreasing filtration V α t if * (N ) indexed over the rational numbers satisfying certain conditions (see Definition 4.3). The existence of such a filtration is a result of Malgrange [Mal83] and Kashiwara [Kas83] , and is essentially equivalent to the existence of relative Bernstein-Sato polynomials in a generalized sense. We do not go into detail on the definition of regular holonomic modules with quasi-unipotent monodromy, so we encourage the interested reader to take a look at loc. cit.; we only point out that the ring R itself, and the local cohomology modules of the form H i I (R), satisfy this property. Finally, one defines the V -filtration alongf of the D R|K -module N as
It is known that the V -filtration only depends on the ideal generated byf , and not on the choice of generators [BMS06, Proposition 2.6].
4.1. V -filtrations for nonregular rings. In order to develop a theory of Vfiltrations for a not-necessarily-regular ring, we follow the same ideas as in the smooth case and define them using a set of axioms. 
. , t ℓ on the ring of differential operators D T [t]|K is the filtration indexed by integers
where we use the convention that t j = T [t] for integers j 0.
Remark 4.2. As a graded D T |K -module, we have the following description:
The V -filtration along the ideal t = t 1 , . . . , t ℓ on a D T [t]|K -module M is defined axiomatically as follows.
Definition 4.3 (V -filtration on a D T [t]|K -module along indeterminates). Let
M for all α, and the set J consisting of all α ∈ Q for which V
4. For all α ∈ Q and all 1 i ℓ,
i.e., the filtration is compatible with the V -filtration on D T [t]|K .
For all
Remark 4.4. Let J be the set introduced in Condition (3) above. It follows easily from Condition (5) that for α ≫ 0, α + 1 ∈ J implies that α ∈ J. By Condition (1), the set J is bounded below. Thus, given the fact that these two conditions hold, Condition (3) is equivalent to the existence of some m ∈ N such that for every n ∈ Z and all α ∈
As in the case of polynomial rings, the V -filtration is unique in this broader context, provided it exists. The proof of this fact is analogous to that of the original result in the case that T is a polynomial ring over K (see [Bud05, Proposition 1.3]), so we omit it.
Proposition 4.5. Let M be a finitely generated D T [t]|K -module. If a V -filtration on M along t exists, then it is unique.
Our goal is to prove the existence of the V -filtration for differentially extensible summands of polynomial rings. For this reason, we introduce certain auxiliary Rees algebras that lead to an equivalent way of defining V -filtrations. Definition 4.6. Suppose that K has characteristic zero. Let T be a Noetherian commutative K-algebra, and let T [t] = T [t 1 , . . . , t ℓ ] be a polynomial ring over T . Given an auxiliary indeterminate w, we define the following Rees algebras:
In the polynomial ring case, these algebras are Noetherian.
Lemma 4.7. Suppose that K has characteristic zero. Let
and consider the polynomial ring
Proof. We aim to show that each ring admits a filtration for which the associated graded ring is commutative and Noetherian. Let F denote the order filtration on whereȳ = y 1 , . . . , y d andū = u 1 , . . . , u ℓ correspond to the images of the partial
Set a = (a 1 , . . . , a ℓ ) and b = (b 1 , . . . , b ℓ ). We have that
which is a finitely generated K-algebra, and so, a Noetherian ring. We conclude that V 
Now, consider the subring
, which is Z-graded as a polynomial ring in w. We refine this to a Z × N grading by taking the filtration
We obtain an inclusion ϕ :
With the same coordinates that we used for gr
which is again a finitely generated K-algebra, and hence Noetherian. We conclude that
|K is left-and right-Noetherian.
. We have that
and by the same argument above, we are done.
Using the algebras introduced in Definition 4.6, we can give another characterization of the stabilization conditions appearing in the definition of the V -filtration.
Lemma 4.8. Suppose that K has characteristic zero. Let T be a commutative Noetherian K-algebra, and let
Proof. We first show that (a) implies (1). Let
there exists an integer a such that for every j > a, we have V
We now show that (a) implies (5). Let
. . , d s }, using the previous equation, we obtain that 
Proof. We show that W 
Toward verifying Condition (4), we first show that
, and the sum is taken over finitely
To conclude that Condition (4) holds, it suffices to show that
M , but this follows from the string of containments
From the definition, it is clear that Condition (6) holds, since
and r i=1 ∂ ti t i − α acts nilpotently on the module on the right-hand side. Finally, to verify that Condition (a) holds, we show that the following stronger condition holds: there exists ξ 1 , . . . , ξ s ∈ D T |K and w 1 , . . . , w s ∈ M 2 such that w = ξ 1 • w 1 + · · · + ξ s • w s . We apply Θ to both sides to obtain
where the last equality follows from the fact that Θ is a differential splitting compatible with β. Thus, 
) as a differential direct summand by Proposition 3.19, and we use this fact in defining our desired V -filtration. In Corollary 4.12, we show that the V -filtration depends on the ideal generated byf , but not on the particular choice of its generators. 
, and identify M with the isomorphic module 0 :
Using the proof of the previous theorem, we show that a V -filtration over A alonḡ f only depends on the ideal I = f 1 , . . . , f ℓ and not on the generators chosen. 
Multiplier ideals
Given a field K of characteristic zero, let R be a polynomial ring over K and X = Spec(R). To any ideal I ⊆ R, we associate a family of multiplier ideals J R (I λ ) parameterized by nonnegative real numbers λ. There exists a discrete sequence of rational numbers 0 = λ 0 < λ 1 < λ 2 < · · · called the jumping numbers of I, for which J R (I λ ) is constant for λ i λ < λ i+1 , and
The first nonzero jumping number, λ 1 , is known as the log canonical threshold of I, denoted lct R (I).
We begin this section by recalling the definition of the multiplier ideals in this setting, and we refer to [Laz04] for details, and any unexplained terminology. 
In our setting, there is a characterization of multiplier ideals in terms of the Vfiltration that, roughly speaking, says that the chain of multiplier ideals is essentially the V -filtration of R along the ideal I [BS05, BMS06] . In fact, this relation has been used to develop algorithms to compute multiplier ideals, based on existent algorithms for computing the Bernstein-Sato polynomial that use Gröbner bases over the ring of differential operators [BL10, Shi11] . The definition of the multiplier ideals can be easily extended to the case that X is Q-Gorenstein, where it is possible to construct the relative canonical divisor. A version of multiplier ideals in normal varieties was defined by de Fernex and Hacon [dFH09] , and later extended by Chiecchio, Enescu, Miller, and Schwede, to include a boundary divisor term [CEMS18] .
Our aim in this section is to study multiplier ideals for direct summands of coordinate rings of smooth varieties, and to extend Theorem 5.2 to this setting. Our most general result in this direction is the following.
Theorem 5.3. Let R be a polynomial ring over a field K of characteristic zero, and let A ⊆ R be a differentially extensible inclusion of finitely generated K-algebras, such that A is a direct summand of R. Then for every ideal I of A, and every real number λ 0, the following ideals coincide: 
Proof. From the equality b
We say that T is F -finite if F e * T is a finitely generated T -module for some (equivalently, all) e > 0.
The iterated Frobenius endomorphism can be used to classify singularities.
Definition 5.4. Let T be an F -finite Noetherian domain of prime characteristic.
1. We call T F -pure if the inclusion map T → F e * T splits for some (equivalently, all) e > 0. 2. We call T strongly F -regular if for every r ∈ T , there exists e ∈ N such that the T -linear map T → F e * T sending 1 to F e * r splits. A regular ring is strongly F -regular, and a direct summand of a strongly Fregular ring is itself strongly F -regular [HH89, Theorem 3.1]. λ ), where I is an ideal of a regular ring T , and λ is a nonnegative real parameter [HY03] . A tight closure-free version of test ideals was developed by Blickle, Mustaţă, and Smith, using Cartier operators over regular rings [BMS08, BMS09] . This new approach was extended to nonregular rings [Sch11, Bli13, BB11] . For strongly F -regular rings, we have the following description (see [TT08] ).
Definition 5.6. Let T be an F -finite Noetherian domain of prime characteristic p that is strongly F -regular. The test ideal of an ideal I of T with respect to a real parameter λ 0 is defined by
Cartier operators are closely related to differential operators, so it is natural to consider our condition of differentiable extensibility in this context, as well. Before explaining the result in loc. cit., we recall the basics on reduction to prime characteristic. For more details, we refer to Hochster and Huneke's notes on tight closure in characteristic zero [HH99] .
Definition 5.10 (Model for an ideal in a finitely generated K-algebra). Suppose that A is a finitely generated K-algebra, where K has characteristic zero, and fix an ideal I of A. If, additionally, R is another finitely generated K-algebra, and ϕ : A → R is a K-algebra homomorphism, then we say that (B, A B , I Remark 5.11. Note that if A is a subalgebra of a polynomial ring R over a field K of characteristic zero, and A is generated by polynomials with integer coefficients, then one can take B = Z in a model for A, and A Z the Z-algebra with the same generators. In this case, a condition on A s , for all s in a dense open subset of Spec(Z) is equivalent to this condition on A Z /pA Z , for all p ≫ 0. We write A p to denote A Z /pA Z in this case.
Definition 5.12 (Anticanonical cover). Let A be a normal ring that is either complete and local, or N-graded and finitely generated over its zeroth graded component. By recent results in the minimal model program [BCHM10, Corollary 1.1.9], we know that for varieties with KLT singularities, R(−ω A ) is finitely generated.
Theorem 5.13 ([CEMS18, Theorem D]).
Suppose that A is a finitely generated K-algebra over an algebraically closed field of characteristic zero such that the anticanonical cover R(−ω A ) is finitely generated. Let I be an ideal of A, and fix λ ∈ R 0 . Let (B, A B , I B ) be a model for (K, A, I ). Then Consider the following setup.
Setup 5.14. Let R be a polynomial ring with coefficients in an algebraically closed field K of characteristic zero. Suppose that A ⊆ R is differentially extensible, that the inclusion map ϕ makes A a direct summand of R, and that A is finitely generated over K with KLT singularities. Moreover, let I be an ideal of A, and let In this setting, we fully understand the relationship between the multiplier ideals J A (I λ ) and J R ((IR).
Theorem 5.15. In the context of Setup 5.14, for every real number λ 0,
Proof. The following example indicates that the assumption in Theorem 5.15 that, after reduction to prime characteristic, A p ⊆ R p is a direct summand that is also Cartier extensible for p ≫ 0, might not be necessary. However, for p prime, the inclusion A p ⊆ R p is not a direct summand. Indeed, suppose it were. Then there would be an injection H 
The following is an extension to our setting of results for smooth varieties that relate the jumping numbers of multiplier ideals with the roots of Bernstein-Sato polynomials [ELSV04, BMS06] . The above results apply to pointed normal affine toric varieties. Recall that by Example 3.4, Lemma 3.5, and Remark 3.6, there is an embedding of A into a polynomial ring R over K such that, A ⊆ R is order-differentially extensible, and A p ⊆ R p is level-differentially extensible for p ≫ 0. The ring R in the following theorem is chosen in this way. 
