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Topology optimization is a powerful design tool, benefiting from a broadened design space
that can be efficiently navigated with gradient-based optimization algorithms. This is espe-
cially useful when considering coupled multiphysics design problems, where the optimal
design becomes less intuitive to human designers - potentially enabling next-generation
aviation concepts, including all-electric aircraft. However, generating useful designs relies
on accurately modeling the physics relevant to the structure. Furthermore, the structure’s
design stress should be considered in every case in order to obtain feasible designs. Cur-
rent topology optimization approaches have used narrowly-scoped physics models, neglect
stress-constraints, or both. This thesis enhances multiphysics topology optimization by ap-
plying stress-based topology optimization to both problems with frequency analysis, and
problems with transient heating considerations. The results demonstrated here achieve
highly detailed designs at a scalable computational cost through the use of a novel adaptive
mesh refinement approach.
Broadly speaking, topology optimization (first developed by Bendsøe and Kikuchi [2])
is a design process which optimizes a structure’s shape to improve it’s performance. This
process depends on what the structure is being required to do, and any design constraints
needed for the structure. Forces, boundary conditions, and material properties all need
to be defined as well. Figure 1.1a shows an example problem domain with forces and
boundary conditions. Next, this domain is discretized - or meshed - into many elements
(Figure 1.1b). The topology optimization problem then seeks to determine whether mate-
rial should be present (or not) in each of these elements, which determines the optimized
1
design1 (Figure 1.1c). The final design depends on the problem formulation chosen, which
takes a form similar to Equation 1.1. The problem formulation starts with an objective
function that we want to minimize - such as “minimize the mass of the structure”. The
next step of the optimization problem formulation is to define constraints, for example:
“constrain the maximum stress in the design to be less than the material’s yield stress” to
prevent material failure. Finally, this is all governed by the solution of the finite element
equations, because the objective and constraint values of the problem depend on the physics
being modeled. The optimization problem is stated with respect to the design variables (x),
which describe whether there is material or not in each discretized element, determining
the layout of the final design (for example, a design variable value xi = 1 indicates that the
ith element contains material, whereas a design variable value xi = 0 indicates that the ith
element is void). Figure 1.1c shows the final design for this example problem, where the
final design is shown in blue and green (representing two different materials in this case),
and the void region is shown in grey.
min objective function
with respect to 0 < x ≤ 1
subject to constraints
governed by finite element solution
(1.1)
Topology optimization has already demonstrated its potential for significant weight re-
duction. Applications of topology optimization within the aerospace industry have enabled
weight reduction of critical aircraft components. For example, using topology optimiza-
tion, Airbus achieved a weight reduction of 1,000 kilograms per aircraft on components
of the A380 [4, 5], while Bombardier reduced the weight of their passenger jet wingbox
ribs by 10% [6]. However, these designs relied solely on mechanical analysis with no
1This is the case for what is used in this work, which is known as “density-based” topology optimization,
which differs from the other primary approach known as the “level-set method”[3]
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(a) Problem (b) Discretization (c) Design
Figure 1.1: Example topology optimization problem
consideration of stress-constraints.
Topology optimization can be especially beneficial for problems involving complex
physics, such as thermoelasticity, where the coupled nature of the problem makes the opti-
mal design less intuitive for the human designer. From a design standpoint, these thermal
structures have several design requirements to consider. First, thermal structures must avoid
material stress limits to ensure safe operation. Second, thermal structures must effectively
conduct heat away from temperature-sensitive components so that temperature limits are
avoided. Finally, weight should be minimized to improve overall vehicle performance.
One particular application that can benefit from thermoelastic topology optimization
is electric aircraft. Fully electric aircraft offer the potential of improvements in operat-
ing costs, community noise, emissions, energy efficiency, and reliability over conventional
vehicles that rely on internal combustion engines [7]. Two key challenges for electric air-
craft are energy storage weight and thermal management. Combustion engines offer the
advantages that the weight of the aircraft decreases throughout the flight as fuel is burned,
and that waste heat is partially rejected through the exhaust into the atmosphere. However,
for battery electric aircraft, the battery weight remains constant throughout the flight and
methods available to dissipate heat generated by electric motors, power electronics, and
batteries are more limited. As a result, both weight and thermal management are criti-
cal considerations in the design of electric aircraft. However, the correct physics must be
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modeled to achieve meaningful designs. Structures are often exposed to transient thermal
environments that cannot be modeled accurately using steady-state analysis. Following the
example of electric aircraft, the heat generated by the electric motors will be at its greatest
during takeoff and climb, while the convective cooling is at its least. During cruise, the
heat generated will be less than takeoff and climb due to a lower required thrust, while con-
vective cooling will be at its greatest magnitude. In this example, the rate of heat into and
out of the structure change frequently throughout the flight. This indicates that the struc-
ture is in a predominantly transient thermal state. Using steady-state analysis to design
this structure not only risks underestimating the maximum temperature, but can also lead
to misidentifying the load case causing the worst-case thermal state. Using steady-state
analysis for problems with transient thermal behavior also misrepresents the spatial tem-
perature distribution, leading to significant design differences when topology optimization
is used. This is just one particular example to illustrate the importance of using transient
analysis for thermal-structural design problems; transient heat transfer is important to con-
sider for a wide-range of problems, including electric vehicles, as well as MEMS devices,
integrated circuits [8], turbomachinery, combustion engines, space launch vehicles, atmo-
sphere re-entry, and more.
1.1.1 Thermoelastic topology optimization
Topology optimization has been used in a wide range of applications to produce novel,
lightweight designs. Topology optimization is an ideal design tool for problems requiring
both thermal and mechanical design considerations because it can be used to design high-
performance structures while considering the thermomechanical coupling of the physics of
the problem, while also considering time-dependent design effects. Thermoelastic topol-
ogy optimization was first studied by Rodrigues and Fernandes [9]. Since then, thermoe-
lastic topology optimization has been used in a wide range of applications, including mi-
crostructure design for maximizing thermal expansion [10], improving thermal transport
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properties [11], thermal buckling [12], thermoelectric energy conversion [13], compliance
minimization [14, 15, 16, 17], and stress minimization [17, 18]. The consideration of stress-
constraints [19, 20, 21], displacement-constraints [22, 23], and temperature-constraints [17,
24] have all also been studied. Many authors have applied topology optimization to heat
conduction problems to produce optimal designs for heat sinks [25, 26, 27, 28, 29, 30,
31], and others have included design-dependent thermal loads as well, using various ap-
proaches [32, 33, 34, 35, 36, 37]. Other authors have explored topology optimization for
combined convection and conduction problems [38, 39, 40, 41], including natural con-
vection problems [42, 43, 44, 45, 46], and heat exchanger design [47, 48, 49, 50, 51,
52]. Kambampati, Jauregui, Museth, and Kim [53] also considered mechanical perfor-
mance with convective cooling by applying topology optimization to load carrying heat
exchangers, by minimizing compliance of the structure subject to mass and temperature
constraints. Thermal design problems are especially well-suited for multimaterial design.
Multi-material design problems have been studied for both compliance-minimization prob-
lems [54, 55], and stress-constrained problems [56]. Kang and James [57] formulated ther-
moelastic topology optimization problems with temperature-constrained boundaries, and
also investigated multi-material designs with material-specific temperature constraints.
Topology optimization in general can be sensitive to the problem formulation. It was
found by Pedersen and Pedersen [58, 59] that mechanical compliance is a poor objective
function for thermoelastic topology optimization problems, leading to volume constraints
which may not be active. Lohan, Dede, and Allison [60] compared four different tem-
perature objectives for topology optimization of heat conducting structures, and found
that the results varied greatly depending on the choice of objective. Design-dependent
temperature constraints and asymmetric loading were also studied. While compliance is
a popular objective function for topology optimization, this work emphasizes the use of
stress-constraints throughout. All structures need to be designed so that the expected maxi-
mum stress will be lower than the allowable design stress, and given that different topology
5
optimization problem formulations yield different designs, there seems to be no reason
not to include stress in the problem formulation. Minimizing compliance is equivalent to
maximizing stiffness. One reason why a stiffer structure might be desirable is to reduce
displacement if clearance is a concern, but this concern could be addressed with a dis-
placement constraint if needed. The primary reason why stress-based problems are less
popular than compliance-based problems is that stress is a challenging function to con-
sider for topology optimization. A number of issues arise with stress-based topology op-
timization problems. The first is an issue of imposing a global constraint on a point-wise
quantity [61]. The second issue is the stress-singularity issue that affects stress constraints
in areas of vanishing density [62, 63, 64]. Solutions to these problems are widely known
now and the approach taken in this work is presented in chapter 4. The third issue is that
stress-based problems have a high degree of nonlinearity compared to compliance-based
problems, making the optimization problem more difficult to solve. This nonlinearity arises
because local stresses are highly sensitive to density changes in neighboring regions. This
requires a robust optimization algorithm to reliably solve these types of problems. Stress-
based topology optimization problems are also known to be more computationally expen-
sive than compliance-based topology optimization problems [64, 65].
Selecting the right problem formulation only matters if we are modeling the physics of
the problem accurately to begin with, and many thermal design problems are predominantly
transient in nature. There are a number of reasons that steady-state analysis would not
be suitable for certain thermoelastic topology optimization problems. First, the boundary
conditions are often heavily dependent on time, which makes determining the worst-case
loads challenging. Second, the distribution of temperature, and therefore also stress, will
differ with transient physics, which would lead to different designs. Third, the steady-state
heat transfer problem cannot be solved without fixed-temperature boundary conditions that
are physically unrealistic in most instances. Finally, time-dependent analysis allows for
the optimization to account for the fact the physics is both path-dependent and design-
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dependent. The path-dependence arises because the maximum temperature depends on
the temperature at all previous time-steps and the design dependence arises because the
maximum temperature for one design would not necessarily occur at the same time-step
for a different design.
Several authors have performed transient thermal topology optimization, considering
conduction [66, 67, 68, 69, 70, 71, 72] as well as combined conduction and convection [73].
Zeng, Wang, Yang, and Alexandersen [8] used topology optimization with transient con-
vective heat transfer to design efficient heat sinks for microchips. Designs generated using
transient physics were compared to designs generated using steady-state physics, demon-
strating that designs generated using transient analysis performed better in transient thermal
environments than designs generated using steady-state analysis. Some work has also been
done on solving topology optimization with transient thermoelastic physics. Li, Steven, and
Xie [74] solved transient thermoelastic topology optimization with evolutionary structural
optimization (ESO) using 1,749 total elements to minimize either the maximum stress or
the time-averaged stress. Deng, Yan, and Cheng [75] performed concurrent multi-objective
topology optimization of porous material, minimizing compliance due to mechanical loads,
and minimizing thermal expansion due to thermal loads. Zhuang and Xiong [69] solved
topology optimization with transient thermal loads using equivalent static thermal loads.
Kang and James [76] used topology optimization to design shape memory alloys, requiring
the use of transient thermal analysis, and Mello, Salas, and Silva [77] designed electrother-
momechanical actuated compliant mechanisms with the objective of maximizing the dis-
placement integral over time. To date, most transient topology optimization problems focus
on the thermal aspect of the design only, and of the authors who have solved thermoelastic
topology optimization problems, none have incorporated stress-constraints, and much of
the existing work relies on using approximation techniques to reduce computational cost.
The results presented in chapter 6 are the first demonstration of stress-constrained transient
thermoelastic topology optimization.
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One of the main roadblocks in implementing time-dependent topology optimization of
any kind is the high computational cost. A conventional thermoelastic topology optimiza-
tion problem with steady-state physics typically requires the solution of two linear systems
per optimization iteration, one for forward analysis and another to compute the gradient.
On the other hand, the computational cost per iteration is much higher for time-dependent
thermoelastic topology optimization, which requires the solution of at least two linear sys-
tems for each time step - increasing the computation cost by by 10 to 100 times, if not
more. For this reason, much of the previous work on time-dependent thermal topology
optimization utilizes strategies to reduce computation time. In this work, I show that the
computational cost is manageable without utilizing these strategies due to the computa-
tional efficiency of the analysis and optimization tools, allowing higher-fidelity analysis to
be used directly for optimization, and also resulting in more detailed designs. This work
will solve much larger problems than have been previously performed in the literature, with
O(105) elements, without using any approximate solution techniques. These results have
a higher resolution than this element count would imply, too, thanks to the novel adaptive
mesh refinement approach described in chapter 3.
1.1.2 Natural frequency constrained topology optimization
The reason for emphasizing stress-constrained transient thermoelastic topology optimiza-
tion is to properly represent the underlying physics of the problem and use meaningful
constraints for the design. The choice of constraints depends heavily on the structure’s en-
vironment, and many structures operate in highly vibratory environments. For that reason,
many design problems require consideration of natural frequencies to prevent dynamic in-
stability. For aerospace structures operating in high-vibration environments, it is important
to require that the structure’s fundamental frequency be greater than a critical threshold to
avoid an unwanted frequency response. Imposing a lower bound on a structure’s natural
frequencies results in a stiffer design, so for these problems especially, it is critical that
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stress constraints are used to ensure that material stress limits are satisfied.
Applying natural frequency constraints to topology optimization presents a number of
challenges. Grandhi [78] notes that mode switching during the optimization problem can
be one of the most difficult challenges to address. Mode switching occurs during topology
optimization because as the design changes, the lowest eigenvalue is increased, but this can
cause a new mode shape to become the lowest eigenvalue. Another challenge associated
with natural frequency constraints is that an eigenvalue problem needs to be solved at every
optimization iteration which is very computationally expensive, especially for large prob-
lems. Because of this, previous work on topology optimization with frequency constraints
has been limited to smaller problems. Grandhi and Venkayya [79] performed frequency
constrained mass minimization using both equality and inequality constraints for truss
problems with up to 489 design variables. Xu, Jiang, Tong, and Wu [80] performed struc-
tural optimization on ground truss structures with natural frequency, stress, displacement,
and buckling constraints on problems with on the order of ten degrees of freedom. Pedersen
[81] used topology optimization to maximize the eigenvalues of different plate problems
with between 6,000 and 10,000 elements, and Shu, Wang, Fang, Ma, and Wei [82] sought
to minimize the frequency response of a bi-clamped beam subject to harmonic forcing us-
ing the level set method for 2- and 3D problems. Ferrari, Lazarov, and Sigmund [83] took
a different approach to the problem of maximizing the fundamental frequency by replacing
the eigenvalue problem with a frequency response problem, and found that this was an effi-
cient approach allowing them to solve problems withO(106) degrees of freedom. However,
the frequency response function is not compatible as an optimization constraint. Dunning,
Ovtchinnikov, Scott, and Kim [84] found success implementing a block Jacobi Conjugate
Gradient method to solve the buckling eigenvalue problem. To apply frequency constraints,
an efficient eigensolver is needed to robustly and accurately evaluate the eigenvalues and
eigenvectors of interest. Within the structural finite-element community it is common to
solve generalized eigenvalue problems using the Lanczos method [85]. Sleijpen and Vorst
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[86] present an efficient Jacobi–Davidson method solver for linear eigenvalue problems.
Other authors have since continued to study the Jacobi–Davidson method to solve gen-
eralized eigenvalue problems [87, 88, 89]. The Jacobi–Davidson method is preferable to
Lanczos because it can evaluate eigenvalues accurately while using less expensive inexact





NASA’s Maxwell X-57 aircraft is being developed under the Scalable Convergent Electric
Propulsion Technology and Operations Research (SCEPTOR) program, which is convert-
ing a general aviation class aircraft, the Tecnam P2006T, from using combustion engines
to being fully electric powered. The final version of the X-57, referred to as the Mod IV, is
estimated to reduce the overall energy requirement by 4.8 times compared to the baseline
aircraft [90]. A key modification that allows for such a significant increase in efficiency is
the use of 12 high-lift motors distributed across both wings. These high-lift motors increase
the dynamic pressure across the wings at low speeds, allowing the wings to be sized for
cruise rather than takeoff and landing [91]. This reduces the wing area by a factor of 2.5,
decreasing both cruise drag and structural weight [90].
Electric aircraft generate excess heat from batteries, motors, and power electronics with
limited mechanisms to efficiently dissipate it. As a result, it can be beneficial to design
electric aircraft structures to both sustain structural loads, while also conducting excess
heat to an exposed aerodynamic surface where it can be convected away from the vehicle.
These challenges could be addressed with topology optimization, but first, the design ther-
mal load case needs to be determined. This chapter presents a simplified zero-dimensional
thermal model of the structure enclosing one of the electric high-lift motors on NASA’s
X-57 aircraft, using specific mission performance requirements [19]. The thermal model
presented here demonstrates that due to the constantly changing heat flux boundary bound-
ary conditions, steady-state thermal equilibrium is never achieved throughout a simulated
flight. Initially, the work presented in this chapter was an attempt to determine proper ther-
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(a) High-lift motor geometry (b) High-lift motor
housing
(c) Simplified geome-
try used for topology
optimization
Figure 2.1: From left to right: High-lift motor geometry with motor housing highlighted,
high-lift motor housing geometry shown isolated, and simplified geometry used for topol-
ogy optimization
mal boundary conditions to design this structure using steady-state thermoelastic topology
optimization; instead, it turned into the motivating rationale for the rest of this thesis –
highlighting the need for transient thermal analysis for design scenarios like this one.
The X-57 high-lift motor geometry is shown in Figure 2.1a, with the motor housing
structure highlighted in green, and shown on its own in Figure 2.1b. The simplified geom-
etry, shown in Figure 2.1c, was created by choosing the greatest volume available to allow
the largest possible design space for optimization, while still ensuring that mating con-
ditions with other components, or other relevant clearances, would not be affected. This
simplified model is also the basis for the trajectory-based heat transfer analysis presented
in this chapter.
2.2 Trajectory-based transient thermal analysis
To obtain worst-case estimates of the thermal conditions, various trajectory profiles are
considered to estimate the maximum transient thermal load in the motor housing compo-
nents. The rate of heat generated by the motor is obtained through the power consumed by
the motor and its thermal efficiency, given by















Figure 2.2: Lumped-mass heat transfer model for transient thermal analysis
Any of this heat dissipated to other neighboring structures (for example, the shaft) is not
considered, providing a conservative estimate. The outer surface of the shell is exposed
to the free stream, so this surface dissipates heat through convection at a rate Q̇conv. The
aft surface of the plate is exposed to stagnant air within the nacelle, so this surface will be
cooled through unforced convection to air within the nacelle at a rate Q̇conv,free. The remain-
ing surfaces are adjacent to other structural components and are assumed to be insulated,
so Q̇ = 0 is used as the thermal boundary condition for these other regions.
Since the high-lift motors are designed to operate for a short duration of time and in
a range of operating conditions, a transient thermal analysis is required to compute the
relevant thermal loads. A simplified thermal model based on the heat transfer analogy to
electrical circuits is used to perform this transient analysis. A diagram of the simplified
model is shown in Figure 2.2. The motor generates heat at a rate defined by Equation 2.1.
The heat generated by the motor heats up the motor itself, which conducts heat to the
adjacent surfaces on the motor’s structural housing. For modeling purposes, the structure
of the motor housing is decomposed into two segments: the shell, which is the portion
encasing the motor radially, and the plate, which connects to the aft portion of the motor.
The interface between the shell and the plate is neglected for heat transfer analysis. The
heat from the motor conducts to these two surfaces in parallel. This decomposition is
important because the shell convects to the free-stream, while the plate convects to a cavity
of air withing the nacelle aft of the plate. The air inside the nacelle is modeled as a fixed
mass of air which is insulated.
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Based on the model illustrated in Figure 2.2, heat is conducted from the motor block to










The heat from the plate is dissipated to the cavity of air aft of it within the nacelle through
free convection at a rate of
Q̇conv,free = Aplatehplate(Tplate − Tair), (2.4)
where Aplate is the area of one of the faces of the plate, hplate is the convective heat transfer
coefficient from the plate to the air within the nacelle, Ashell is the outer surface of the shell
exposed to the free-stream, and hshell is the convective heat transfer coefficient from the
shell to the free-stream. The heat from the shell is dissipated through convection to the
atmosphere at a rate of
Q̇conv = Ashellhshell(Tshell − T∞). (2.5)













(Q̇plate − Q̇conv,free), (2.7)
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Table 2.1: Nominal trajectory profile for the analysis of thermal loads on high-lift motors
Phase duration (s) HLP Power (%) Velocity (kts) Altitude (m)
HLP run-up 30 100 0 0
go/no-go 30 0 0 0
ground roll 10 100 0 – 64 0
climb to 1500’ 90 75 64 – 105 0 – 457
cruise climb 540 0 105 – 135 457 – 1744
cruise 300 0 135 1744
descent to 1500’ 450 0 135 – 105 1744 – 457
final approach 180 75 105 – 64 457
go around to 1500’ 90 75 105 457
approach pattern 90 0 105 457













The efficiency losses of the motor heat up the motor block at a rate of Q̇in, which is cooled
through conduction to the plate and the shell at rates Q̇plate, and Q̇shell, respectively. The
plate temperature increases at a rate proportional to the difference between the heat it takes
on from the motor Q̇plate and the rate that it cools via free convection, Q̇conv,free. The
temperature of the shell increases at a rate proportional to the difference in the rate of heat
it takes from the motor, Q̇shell, and the rate it cools through convection to the free-stream,
Q̇conv. Finally, the temperature of the air in the nacelle changes proportionally to the heat
it takes from the plate through free convection at a rate of Q̇conv,free. Equation 2.6 through
Equation 2.9 can be used to find the temperature history by integrating them over various
trajectory profiles.
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Figure 2.3: Nominal trajectory velocity and altitude profiles
2.2.1 Trajectory profiles
The high-lift motors are designed only to be used during the ascent and descent portions
of the flight. Chin, Schnulo, and Smith [92] studied the transient temperature response of
passive systems on the X-57 Maxwell. The work in this chapter uses the same parameters
for the trajectory profile as Chin, Schnulo, and Smith, who defined a nominal trajectory for
the X-57 Mod II aircraft. Additionally, the velocity and altitude time histories are based on
the ranges of values provided by Schnulo, Chin, Falck, Gray, Papathakis, Clarke, Reid, and
Borer [93], and constant accelerations are assumed for each segment. Table 2.1 provides
a summary of the nominal trajectory profile used for computing the approximate thermal
loads, and Figure 2.3 provides a graphical representation of the flight velocity and altitude
(above ground level) values used for this analysis.
Figure 2.4 shows the thermal profile of the nominal trajectory, with the structural tem-
perature change shown on top, and the total heat flux in and out of the structure shown on
the bottom. While the model computes the temperature of each of the components sepa-
rately, the difference in temperature between components is less than 1%. For this reason,
the labels in the legend are collapsed for clarity in Figure 2.4. To illustrate the heat flux
over time, the values are combined into either Q̇in, or Q̇out, to more clearly show the total
heating and cooling of the structure over the course of the flight. Q̇in is still simply the heat
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Figure 2.4: Nominal trajectory thermal profile. The temperature of the structure over the
course of the simulated trajectory is shown on the top, and the total heat flux in and out of
the structure is shown on the bottom.
generated by the motor, while Q̇out is the sum of Q̇conv and Q̇conv,free.
The transient thermal behavior for two other possible scenarios was also investigated:
a round-trip trajectory, where the nominal trajectory is flown, followed by a 10 minute
cool-down, followed by a repeat of the nominal trajectory; and an off-nominal “diverted”
scenario, where the takeoff and climb segments are completed, but the aircraft makes an
immediate descent, resulting in the motor being required to operate continuously, without
the benefit of cooling off during cruise.
The trajectory profile for the round-trip trajectory is shown in Figure 2.5, with the time-
histories of the temperature change and heat flux in and out of the structure shown at the
top and bottom of Figure 2.6, respectively. The trajectory profile for the diverted trajectory
is shown in Figure 2.7, and the time history of the temperature change and the input and
output heat flux values are shown at the top and bottom of Figure 2.8, respectively.
These results use a ground level-elevation of 694 m, representative of Edwards Air
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Figure 2.5: Round-trip trajectory velocity and altitude profiles
Figure 2.6: Round-trip trajectory thermal profile. The temperature of the structure over the
course of the simulated trajectory is shown on the top, and the total heat flux in and out of
the structure is shown on the bottom.
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Figure 2.7: Diverted trajectory velocity and altitude profiles
Figure 2.8: Diverted trajectory thermal profile. The temperature of the structure over the
course of the simulated trajectory is shown on the top, and the total heat flux in and out of
the structure is shown on the bottom.
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Force Base, and are performed assuming a 35 ◦C day. A limitation of this model is the
lumped-mass assumption. This is a reasonable assumption for the structure, because the
walls are thin, but the heat transfer analysis of the motor would benefit from a more com-
plex analysis. The motor is made of several materials and includes many different compo-
nents that have different thermal properties, so a finer level of detail would resolve these
differences. Despite the number of assumptions that were required, this type of lower-
dimensional heat transfer analysis provides reasonable insight into the thermal require-
ments for structural design. In each of the full-flight trajectories presented here, the motor’s
enclosing structure is in a transient thermal state, due to the heat flux values which change
frequently over the duration of the flight, necessitated by the operating requirements of the
motor.
2.3 Conclusion
This chapter presented a simplified transient thermal model of the X-57 high-lift motor
based on mission performance requirements, for three different scenarios. The rate of heat
transferred into and out of the structure changes constantly over time, based on the vary-
ing power output required of the motor, as well as the fluctuating operating environment.
Because of these constantly changing heat flux boundary conditions, the thermal state of
the motor’s housing structure never reaches a steady-state for any of the envisioned sce-
narios. These transient thermal loads can not be properly approximated by steady-state
analysis. If maximum temperature were to be matched between steady-state and transient
thermal analyses, the distribution of temperature would look completely different, leading
to different optimized structural designs. The thermal analysis in this chapter demonstrates
that steady-state thermal analysis is not sufficient for applications similar to this one which




3.1 Topology optimization background
Generally speaking, the topology optimization process begins by defining a geometry or do-
main, and the forces and boundary conditions that are applied to the domain (Figure 1.1a).
Next, this domain is discretized, or meshed, into many elements (Figure 1.1b). The topol-
ogy optimization problem then seeks to determine whether material should be present (or
not) in each of these elements, which determines the optimized design (Figure 1.1c). The
final design depends on the problem formulation chosen, with the general form of Equa-
tion 1.1. The problem formulation minimizes some objective function (for example: min-
imize the mass, or minimize the maximum stress) subject to constraints on the design (for
example: an upper bound on the mass or volume fraction, or a limit on maximum stress
being below the yield stress), using the design variables1 xi ∈ (0, 1] which define whether
an element is “void” (xi = 0) or “solid” (xi = 1). Finally, the optimization problem is gov-
erned by the finite element equations because the objective and constraint values depend
on the physics of the problem.
The design variables in this work are defined at the node locations and then interpolated
from the nodes to the elements on the forest of a quadtree data structure. This interpolation
can be expressed as
ξ = Fx (3.1)
where x ∈ [ε0, 1]nn are the nn nodal design variables with a lower bound of ε0 = 10−6,
ξ ∈ Rne are the ne interpolated element density values, and F ∈ Rne×nn is the inter-
polation matrix from the nodal design variables to the element densities. The matrix F
1In practice, a small, finite lower bound ε0 is used on the design variables to avoid matrix-conditioning
issues for the finite element problem.
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varies depending on the type of design variable filter used. For the examples in chapter 4, a
Lagrange filter is used, which uses a trilinear interpolation scheme to compute element den-
sities from nodal design variables. Using this approach, the interpolation matrix F satisfies
the partition of unity property.
For the examples in chapter 5 and chapter 6, the matrix F is an explicit filter matrix
which approximates a Helmholtz partial differential equation (PDE) filter. The Helmholtz
PDE is ideal for the basis of a implicit filter, since it introduces a length-scale and produces
mesh-independent designs. However, two complications arise when using a Helmholtz
PDE filter: first, a straightforward finite-element discretization of the Helmholtz PDE will
not satisfy the discrete maximum principle and will therefore violate the positivity property
on some meshes, and second, the linear system of equations must be solved to sufficient
precision to obtain accurate and consistent gradient information.
An explicit filter matrix F that approximates the Helmholtz PDE filter and is also a
partition-of-unity filter can be constructed as follows. This construction of the filter matrix
ensures the discrete partition-of-unity property and can be used to obtain exact gradients
without approximation.
A filter matrix of the form in (Equation 3.1) is a partition-of-unity filter if F satisfies
two properties:
1. Non-negativity: The entries of F should be component-wise non-negative so that
Fij ≥ 0.
2. Sum-to-unity: The rows of F should sum to unity such that Fe = e where e ∈ Rnn
is a vector of ones.
The partition of unity property is valuable since a constraint that the design variables lie on
the unit interval x ∈ [0, 1]nn results in a density field lying on the unit interval, ξ ∈ [0, 1]ne .
Consider the following implicit expression for the filter matrix
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(D−B)ξ = x
Here, D ∈ Rnn×ne is a diagonal matrix with positive entries on the diagonal Dii > 0,
and B ∈ Rnn×ne is a matrix of non-negative entries Bij ≥ 0. This non-negative require-
ment is imposed to ensure that the entries of the filter are positive.
Provided that the spectral radius of the matrix D−1B is strictly less than one, such
that maxk |λk(D−1B)| < 1, the implicit filter can be computed using the Neumann series
inverse




This series may be truncated to contain N + 1 terms, to give the following explicit














With these definitions, the filter matrix F has all positive entries and retains the sum-
to-unity property. As a result, the filter (Equation 3.2) is a discrete partition-of-unity filter.
The design variables x are represented as continuous variables in order to avoid solving
a large combinatorial optimization problem. However, we desire discrete designs - with
either solid or void elements - because intermediate design variables are not physically
realizable. To do this, intermediate design variables are penalized. This is typically done
through SIMP [2] or RAMP [94] penalization. With either approach, the element density
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is determined by multiplying the material density with the element’s design variable,
ρi = xiρ, (3.3)
and the Young’s modulus of the element is evaluated by multiplying an elemental weighting
factor wi by the Young’s modulus of the material,
Ei = w(xi)E. (3.4)








1 + q(1− xi)
, (3.6)
where q is the RAMP penalization value. The effect of RAMP penalization is shown in
Figure 3.1 with a RAMP penalization value of q = 8. The stiffness-to-mass ratios are
penalized for x < 1 so that intermediate materials are less desirable, ideally leading the
optimizer to select values which are mostly either ∼ 0 or ∼ 1. RAMP penalization is used
throughout this work.
3.2 Description of computational tools
All computational tools used for this work that are described in this section are open
source2. Figure 3.2 illustrates the interaction between each of the computational tools
used for topology optimization. First, the geometry used for topology optimization is cre-
ated using EGADS [95] through the ‘egads4py‘ interface. This geometry is imported into
2https://github.com/smdogroup
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Figure 3.1: Effect of RAMP penalization. Normalized stiffness as a function of design vari-
able value (left), and stiffness-to-mass ratio as a function of design variable value (right).
TMR [96], a parallel adaptive mesh generation tool, which meshes the geometry using a
semi-structured quadtree or octree method. TMR is also used to define material properties,
loads, and boundary conditions for the topology optimization problem. The mesh, material
properties, loads and boundary conditions are then passed to TACS [97], an open-source
parallel finite-element solver. In addition to solving the finite element system of equations,
TACS computes the functions used for the objective and constraint values, and their gra-












The implicit component of the total derivative can be more easily obtained by differentiat-
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Figure 3.2: Diagram of computational tools during the topology optimization process



















where ψ is the adjoint vector. Using this adjoint approach results in an efficient solution of
the total derivative, requiring only a single linear system solve for each function of interest
- which in the context of structural optimization, are much fewer than the number of design
variables.
The objective and constraint values and their corresponding gradients are then passed to
ParOpt [96] for optimization. ParOpt solves for the update to the design variables, which
are then passed back to TACS where the new objective, constraint, and gradient values
are computed. This optimization loop iterates until a solution tolerance is satisfied or a
maximum number of iterations is reached. After a fixed number of iterations, a new mesh
will be generated by TMR using adaptive mesh refinement. TMR balances and repartitions
the new mesh and the optimization loop resumes.
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3.2.1 Mesh generation: TMR
TMR is a parallel adaptive mesh generation tool that is capable of efficiently meshing
complex geometries with hundreds of millions of hexahedral elements using a semistruc-
tured octree method. These high-resolution meshes are created by first generating an initial
coarse hexahedral mesh and subsequently refining the mesh using an octree on each coarse
element [98, 99]. The initial coarse hexahedral volume mesh can be either generated in
TMR using a swept-mesh method or taken as input from external hexahedral meshing tools.
The swept-mesh technique results in a hexahedral mesh that is unstructured on the source
and target faces, but structured in the swept direction [100]. The source quadrilateral mesh
is generated using the Blossom-Quad algorithm [101]. This algorithm generates an even
number of triangular elements, and then recombines triangles into quadrilaterals by com-
puting an optimal pairing [102] based on a quality function for each possible quadrilateral.
TMR uses the Blossom V implementation of the Blossom algorithm [103].
To demonstrate the capability of the mesh generation techniques in TMR, the hexahe-
dron shape metric (first proposed by Knupp [104]) is plotted to evaluate the mesh quality.
The shape metric is a scale-invariant value and ranges from 0 to 1, with the value 1 de-
noting a cube element and 0 denoting a degenerate element. Based on CUBIT [105], an
automated mesh generation toolkit used in Sandia National Laboratories, elements with a
shape metric value between 0.3 and 1 are considered to be good quality. Figure 3.3 shows
the mesh quality metric for the orthogonal bracket presented subsection 4.3.2. The shape
metric varies between 0.68 and 1, indicating that all the elements in the mesh are of good
quality.
In order to mesh more complex geometries, I added the capability to TMR to import
multiple coincident step files and combine the final meshes. Figure 3.4 illustrates this
process. The left image of this figure shows a geometry decomposed into mesh-able bodies,
with the final combined mesh shown in the center. The image on the right of this figure
shows a battery housing geometry meshed using this approach, with a cutaway to show the
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Figure 3.3: Mesh quality for the orthogonal bracket geometry
Figure 3.4: Geometry decomposition to mesh complex domains
internal elements.
A key benefit of using the quad/octree structure is the ability to adaptively refine the
mesh as the design evolves during the topology optimization process. The optimization
begins with a uniformly sized mesh, and as the design emerges, the mesh can be updated
to improve the resolution of the design at a lower computational cost. In the literature
there are several adaptive mesh refinement indicators that have been employed for topol-
ogy optimization, such as feature-based methods [106], solution-based methods [107], and
functional output-based methods [108]. The results in chapter 4 utilize a feature-based
heuristic. With the feature-based adaptive refinement approach, elements are refined or
coarsened based on the optimized material distribution.
For feature-based refinement, a simple heuristic is used which refines the mesh where
the optimizer has placed material, and coarsens the mesh where the optimizer has allocated
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Figure 3.5: Example of adaptive mesh refinement
void. The parameter xrl defines an upper limit on the void material, below which elements
with nearly zero density are coarsened whenever ρi ≤ xrl. For the examples in chapter 4,
a value of xrl = 0.05 is used, so that elements which are nearly void are coarsened. The
parameter xru defines a lower limit on the density, above which elements are refined. The
examples in chapter 4 use a value of xru = 0.25, which refines the mesh in areas where
there is either intermediate or converged solid material. After the mesh adaptation step is
invoked, the design on the new mesh is interpolated from the previously optimized design
using TMR. After the mesh is refined, the resulting meshes must be balanced, meaning that
there is no more than one level of difference in refinement across edges or faces. The overall
feature-based adaptive refinement heuristics used in this work is outlined in Algorithm 1.
Figure 3.5 shows an example mesh after one step of adaptive mesh refinement.
Results in chapter 5 and chapter 6 use a different approach, where the mesh is refined
along the solid-void boundary, which is computed through the solution of a Helmholtz
equation. The mesh is correspondingly coarsened in regions which are completely void
or completely solid, away from the solid-void interface. Elements which are completely
solid don’t need to be refined in order to improve the resolution of the design, so this
Helmholtz-based approach allows a further reduction in computational cost compared to
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Algorithm 1 Topology optimization with adaptive mesh refinement
1: Input: CAD geometry; initial mesh spacing
2: Generate initial analysis and design meshes in TMR
3: Optimize to obtain initial topology
4: while Termination criterion not satisfied do
5: Identify elements to coarsen with filtered density ρi ≤ xrl
6: Identify elements to refine with filtered density ρi ≥ xru
7: Regenerate the mesh in TMR based on updated refinement
8: Interpolate design variables onto the new mesh
9: Restart the topology optimization
10: end while
the feature-based approach.
3.2.2 Finite element analysis: TACS
The finite-element solver used in the topology optimization framework is TACS [97]. In
this application, TACS uses a parallel geometric multigrid preconditioner with a Krylov
subspace method to solve the structural governing equations. This approach is well suited
to the elliptic governing equations [109]. Within the multigrid preconditioner, parallel
block Gauss–Seidel relaxation is applied on each mesh level generated by TMR, while the
linear system on the coarsest mesh is solved using a parallel direct solution method [97].
This preconditioner is similar to the method developed by Aage, Andreassen, and Lazarov
[110] and Aage, Andreassen, Lazarov, and Sigmund [111], in that geometric multigrid is
applied to the finest meshes, but differs in the application of a direct solution algorithm on
the coarsest mesh. TACS is also used to evaluate quantities of interest, such as the structural
mass, compliance or aggregated stress, and their derivatives using the adjoint method.
3.2.3 Optimization: ParOpt
ParOpt is a parallel optimizer that is designed for the large-scale optimization problems that
arise in high-resolution topology optimization applications with O(108) design variables.
ParOpt is implemented to handle the distributed design vectors that are encountered in
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parallel topology optimization applications. ParOpt contains a number of optimization al-
gorithms, including an interior-point method [112] and an S`1QP method with an `∞ trust-
region globalization strategy [113]. In this work, the trust-region optimizer is used. The
S`1QP method appends the inequality constraints as an `1 penalty function, using a smooth
elastic-programming technique. The `∞ trust region constraint is enforced through bound
constraints on the design variables. This quadratic optimization subproblem is solved using
the interior-point method in ParOpt. Each iteration of the S`1QP method requires one eval-
uation of the objective and constraints and one evaluation of the objective and constraint
gradients.
For topology optimization, an S`1QP Trust Region method is used, which is formulated
to minimize the sum of a quadratic approximation and an `1 penalization of the constraint
violation. This sub-optimization problem is subject to a trust region radius constraint on









pTBkp + γk [c(xk) + Akp]1
such that ‖p‖∞ ≤ ∆k
xk + p ≥ 0
(3.11)
The performance of this trust-region problem is sensitive to the penalty parameter γk;
it must be larger than the Lagrange multiplier of the constraint (γ > λ) (which is generally
not known prior to optimization), but a value too large would prohibit progress toward the
solution. To alleviate this issue, this parameter can be updated adaptively with ParOpt.
First, the subproblem is solved with a large γ (106), which provides a prediction of the
greatest infeasibility reduction available. Next, a heuristic is used to increase or decrease γ
based on feasibility and Lagrange multipliers. If the current point is feasible, and γ > 2λ,
then γ is decreased using the damped scheme: γ = 1
2
(γ + λ). If the current point is
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infeasible, and the actual infeasibility reduction is less than 99.5% of the best infeasibility
reduction available, then γ is increased by a factor of 1.5. The S`1QP trust region algorithm
is outlined in detail in Algorithm 2.
Algorithm 2 S`1QP method with trust region globalization
1: Input: Initial design point x1 and initial trust region radius ∆1
2: Set k = 1
3: while Optimality criteria not satisfied do
4: Compute the candidate step pk by solving Equation 3.11
5: Evaluate the ratio ρ̂k using Equation 3.13
6: if ρ̂k ≥ η then
7: Accept step pk and set xk+1 = xk + pk
8: end if
9: if ρ̂k < ρ̂l then
10: Set ∆k = max(∆k/4,∆min) . Shrink the trust region
11: else if ρ̂k > ρ̂u then
12: Set ∆k = min(2∆k,∆max) . Expand the trust region
13: else
14: Set ∆k+1 = ∆k . Keep the same trust region
15: end if
16: Update quasi-Newton Hessian approximation
17: k ← k + 1
18: end while
Once a candidate step, pk, is computed as a solution of the quadratic optimization
problem (Equation 3.11), its acceptance is based on the merit function
φ1(x; γk) = f(x) + γk [c(x)]1 , (3.12)
and conventional trust region acceptance criteria [114]. The trust region update criteria are
based on the ratio of the actual improvement in the merit function (Equation 3.12), to the
improvement predicted by the model. This ratio, denoted ρ̂k, is defined as follows
ρ̂k =
φ1(xk, γk)− φ1(xk + pk, γk)
φ1(xk, γk)− hk(pk)
. (3.13)
Based on the value of ρ̂k, a candidate step is either accepted or rejected and the model
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function hk is improved through a quasi-Newton update procedure. The overall S`1QP
trust region algorithm is shown in Algorithm 2. The acceptance of the step is governed by
the criteria that it must make sufficient improvement such that ρ̂k ≥ η where the parameter
takes a value of η = 1/4. The trust region radius is updated also based on the ratio ρ̂k
such that values below ρ̂l = 1/4 result in a decrease of the trust region radius, while values




STRESS- AND FREQUENCY-CONSTRAINED TOPOLOGY OPTIMIZATION
4.1 Stress constraints
There are several factors which make maximum stress a challenging function to include in
a topology optimization problem. First, there is a well-known stress-singularity issue that
affects stress constraints in areas of vanishing density [62, 63, 64]. Throughout this work,
the standard ε-relaxation approach [63, 64] is utilized to alleviate this issue. A local relaxed







where ρi is the interpolated element density, σi is the von Mises stress in element i com-
puted from the finite-element solution, σy is yield stress of the material, and ε is the stress
relaxation parameter. A stress relaxation factor of ε = 0.1 was used for all cases shown in
this chapter. By construction, the relaxed stress ratio (Equation 4.1) vanishes as the local
interpolated density vanishes, ρi → 0, but achieves the full stress ratio at an interpolated
density value of ρi = 1. Note that the relaxed stress ratio is a function of both the design
variables and the finite-element state vector.
The second issue has to do with constraining a point-wise quantity. We want the max-
imum stress anywhere to be less than the yield stress, which if taken literally, would add
one constraint per element to the optimization problem. This would be too computation-
ally burdensome, so another approach is needed. Simply using a maximum function would
not work either, because it is a non-differentiable function. Constraint aggregation alle-
viates both of these issues, by computing an approximate maximum of the function over
the domain in a differentiable manner with only a single or a small number of constraints.
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There are a few different approaches for constraint aggregation, including p-norm aggrega-
tion [20, 61, 64, 115], Kreisselmeier—Steinhauser (KS) aggregation [116, 117, 118], and
Induced Exponential (IE) aggregation [117, 118, 119].
To bound the stress everywhere within the structure, we aggregate the relaxed stress
ratio using a single KS aggregation functional [117, 120]. The aggregated stress constraint
is formulated as













where cKS(x,u; ρKS) is the KS functional, smaxr is the maximum relaxed stress ratio in the
domain Ω, and ρKS is the KS parameter. The constraint (Equation 4.2) provides a smooth
approximation of the maximum stress in the domain. The KS functional is used here,
rather than the discrete KS function, which is non-conservative but exhibits mesh indepen-
dence [117]. The use of the KS functional, instead of a discrete aggregate, ensures that the
design problem formulation is consistent between meshes. The parameter β is chosen to
be less than unity, due to the use of the non-conservative form of the KS functional, so that
the resulting maximum stress is approximately equal to the yield stress. Typical values for
β are between 0.5 to 0.7, depending on the value of the aggregation parameter, ρKS.
Stress-constrained topology optimization designs often exhibit mesh-sensitivity. This
issue is more severe in stress-constrained problems compared to compliance design prob-
lems, since the local stress is predicted less accurately than the compliance. To address this
challenge, the local stress is evaluated using an element-wise reconstruction. The advan-
tage of the reconstruction technique is that it achieves a less mesh-sensitive estimate of the
true value of the stress aggregate (Equation 4.2) than without reconstruction. While differ-
ent reconstruction methods have been utilized by other authors [121, 122], in this work, the
local element strain, and subsequently the stress, are evaluated based on a reconstruction
of the displacement field within each element. This approach is designed to be simple to
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implement and increases the smoothness of the constraint gradient. However, the proposed
approach does not improve the asymptotic order of convergence of the stress aggregate
itself. This deficiency, in most cases, is moot since the presence of stress singularities in
the problem limits asymptotic accuracy. Although not addressed here, alternative schemes
could be developed to preserve the invariance of the strain using C1 elements [123].
The reconstruction technique proceeds by adding enrichment basis functions to fit the
average displacement derivatives at the element nodes. This process is performed indepen-
dently for each element, for each displacement component. For the x-component of the
displacement, the enriched displacement field is interpolated as follows
u(η) = N(η)Tue + N̄(η)
T ūe, (4.3)
where u(η) ∈ R is the interpolated displacement along the x-direction, η ∈ [−1, 1]3 are
the coordinates in the computational domain, N(η) ∈ R8 are the element shape functions,
ue ∈ R8 are the x-component of the displacement at each element node, and ūe ∈ R9, are
the enriched displacements. The enrichment basis functions, N̄(η), are zero at the element
nodes so that the nodal displacement values are not modified. For a trilinear hexahedral
element, 9 enrichment functions are utilized for the displacement along each coordinate
direction, as described in Appendix section 8.1.
The process to obtain the element-wise enriched displacements requires two steps.
First, the approximate spatial derivatives of the displacements at each node in the mesh
are obtained by averaging the derivatives from all elements that touch that node. Next,
on an element-by-element basis, the enriched displacements, ūe, are obtained by solving a
least-squares problem which minimizes the `2 norm of the difference between the averaged
derivatives at the nodes of each element, ue,x ∈ R24, and the derivatives obtained from
the element-wise displacement (Equation 4.3). This least-squares problem can be written






















































Figure 4.1: Reconstruction process
the displacement u(η) along each coordinate direction at the nodes. These matrices are




||ue,x −Axu− Āxūe||2. (4.4)




−1ĀTx (ue,x −Axue). (4.5)
Note that the matrices, Āx and Ax, are independent of the displacement solution and only
depend on the shape functions, the enrichment basis, and the geometry of the element.
Figure 4.1 illustrates the reconstruction process in two dimensions. Figure 4.1a shows a
structured mesh in black and an associated displacement field in brown. The displacement
derivatives at each node are denoted, u+/−i,x/y, with the subscripts indicating the node number
and the direction of the derivative, and the superscript indicating whether the derivative
is being taken from the positive or negative coordinate direction. Derivatives in the x-
direction are shown in blue and derivatives in the y-direction are shown in red to indicate
that the reconstruction process occurs simultaneously and independently in each direction.
Figure 4.1b shows the averaged nodal displacement derivatives, ui,x/y. These averaged
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nodal derivatives are then used to compute the reconstructed displacement field shown in
Figure 4.1c.
With the reconstruction, the derivative of the KS functional (Equation 4.3) with respect
to element displacement involves the original nodal displacement values and contributions























where εij is the element strain. The two terms in (Equation 4.6) involving the enriched dis-
placement components ūe are functions of the terms from the least-squares reconstruction
process and are computed as
∂ūe
∂ue





The derivative of the KS functional with respect to the finite-element solution vector is
assembled from the contributions from each elements in the mesh.
4.1.1 Reconstruction demonstration and verification
To demonstrate the effect of this element-wise reconstruction, Figure 4.2 shows the von
Mises stress field for a 3D crank problem using 8-node trilinear elements, with polynomial
degree p = 1, and 27-node triquadratic elements, with polynomial degree p = 2, with and
without computing the reconstruction. The von Mises stress obtained with reconstruction,
p = 1+, is significantly smoother and exhibits better symmetry than the solution using
trilinear shape functions with the standard approach, p = 1. The difference for the elements
using triquadratic shape functions, p = 2 and p = 2+, is less significant but can still be
observed near the areas of highest stress.
As a further verification of the stress constraint, Figure 4.3 shows the design obtained
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(a) Mesh (b) p = 1 (c) p = 1+ (d) p = 2 (e) p = 2+
Figure 4.2: Stress field comparison between solutions with and without reconstruction
(a) Result from Le, Norato,
Bruns, Ha, and Tortorelli [64]
(b) Solution using reconstruction
Figure 4.3: Validation against the 2D L-bracket problem
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from the solution of a stress-constrained mass minimization problem using a 3D analogue
of the 2D L-bracket problem presented by Le, Norato, Bruns, Ha, and Tortorelli [64]. While
Le, Norato, Bruns, Ha, and Tortorelli obtained results using 2D plane stress elements, the
results shown here utilize the proposed 3D reconstruction process. The domain of the
3D problem consists of the same in-plane dimensions as the 2D problem, while the out-
of-plane thickness is increased from 1 mm in the original problem, to 10 mm in the 3D
problem, to allow through-thickness topology to be resolved. To account for the increased
depth of the domain, a 18 N load is applied over the upper 5 mm of the top corner of
the horizontal member to produce the same force per unit depth as the original problem.
To emulate the formulation of Le, Norato, Bruns, Ha, and Tortorelli [64], these results
employ SIMP penalization with P = 3, but use the proposed KS aggregation with ρKS =
30. Figure 4.3a shows the result from Le, Norato, Bruns, Ha, and Tortorelli [64], and
Figure 4.3b shows the present result from two different views. Both the 2D and 3D designs
share similarities with a deep rounded corner that avoids the re-entrant corner in the initial
domain. However, the 3D topology has significant differences due to the ability to vary
member dimensions in the through-thickness direction.
4.2 Frequency constraints
Finding the natural frequencies of vibration requires the solution of the generalized eigen-
value problem
K(x)ui = λiM(x)ui, (4.9)
where λi is the eigenvalue and ui is the corresponding eigenvector. Throughout the re-
mainder of this section, the design vector arguments to the mass and stiffness matrices are
omitted for simplicity.
In this work, the goal of natural frequency constraints is to bound the fundamental nat-
ural frequency from below by a specified value, so that all natural frequencies are greater
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than or equal to a prescribed value ω0. There are two primary challenges when imposing
this type of frequency constraint within the context of a topology optimization problem:
first, the mathematical issue of mode switching, which makes the eigenvalues locally non-
differentiable [124], and second, the algorithmic issue of developing efficient and scalable
eigenvalue solution procedures for large-scale problems. Mode switching occurs when
the eigenmode associated with the lowest eigenvalue switches as the design evolves. At
the cross-over point, the minimum eigenvalue is not differentiable [124]. Authors have ad-
dressed this issue using the bound formulation with modal assurance techniques [125, 126],
or using p-norm or KS aggregation strategies [127]. In this work, the r-lowest eigenvalues,
λ1 ≤ λ2 ≤ . . . ≤ λr, are KS-aggregated resulting in the following constraint










where ρKSλ = 50. This way, as long as the lowest eigenvalue is at all times due to one of
the r-lowest modes, then KS-aggregation will identify the approximate lowest eigenvalue,
and therefore eigenmode tracking is not required.
Evaluating the eigenvalue aggregate (Equation 4.10) requires the solution of a large-
scale generalized eigenvalue problem. Many eigenvalue solution methods utilize direct
factorization techniques, making them too computationally expensive for high-resolution
topology optimization problems. In this work, a Jacobi–Davidson method [86] was devel-
oped to compute the eigenvalues of the natural frequency problem (Equation 4.9). This
method leverages the scalable geometric multigrid preconditioner used in the Krylov so-
lution method for the finite-element governing equations. To accelerate the eigenvalue
solution procedure, two eigenvector recycling strategies are proposed, which utilize eigen-
vectors from the eigenproblem at the previous design iteration to provide an initial sub-
space. Eigenvector recycling has been used in the context of nonlinear eigenvalue prob-
lems [128], but have not been investigated in the context of topology optimization. Re-
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cycling methods for the solution of linear systems have been demonstrated for topology
optimization in the context of mass-constrained compliance minimization [129, 130], but
not for eigenvalue problems. To compare the performance of the proposed method,the
eigenproblem (Equation 4.9) is also solved using a conventional shift-and-invert Lanczos
method [85].
4.2.1 Shift-and-invert Lanczos method
Shift-and-invert Lanczos techniques are commonly used in finite-element frequency and
buckling analysis [85]. The shift-and-invert strategy preconditions the spectral properties
of the eigenproblem (Equation 4.9) to promote separation of the eigenvalues close to a
desired value, thereby accelerating the convergence of the Lanczos method. With a shift-
and-invert strategy, the natural frequency eigenproblem (Equation 4.9) becomes
M(K− σM)−1Mui = µiMui, (4.11)
where the transformed eigenvalues are µi = 1/(λi − σ) and the original eigenvalues that
are close to the shift value σ become the extreme eigenvalues of the transformed eigenprob-
lem. Shift-and-invert Lanczos methods have proven to be very effective when a full fac-
torization of the matrix K− σM is available. However, for large-scale applications, a full
factorization is not computationally feasible, and iterative solution methods are required
instead. Unfortunately, shift-and-invert strategies require a tightly-converged solution for
every application of the operator (K − σM)−1, making them expensive when combined
with iterative methods. In contrast, the Jacobi–Davidson method can be used with inexact
solutions of a linear system without sacrificing the accuracy of the method.
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4.2.2 Jacobi–Davidson method
The goal of the Jacobi–Davidson method is to find approximate solutions of the gener-
alized eigenproblem (Equation 4.9) through an iterative technique that uses the Davidson
approach of constructing an approximation to the eigenvector using an M-orthogonal sub-
space, while using Jacobi’s method to search for new vectors to add to this subspace [86].
A detailed description of the algorithm is shown in Appendix section 8.2 in Algorithm 3.
At iteration k, the Jacobi–Davidson method uses an M-orthogonal subspace of dimen-
sion k, denoted Vk ∈ Rn×k that satisfies the property
VTkMVk = I.
The approximate eigenvalues and eigenvectors, called the Ritz values and Ritz vectors, are
written as λi ≈ θi, and ui ≈ Vkyi. The Ritz values and vectors are obtained by enforcing




Introducing the matrix Ak , VTkKVk ∈ Rk×k, and applying the M-orthogonality prop-
erty, this problem can be simplified as
Akyi = θiyi. (4.12)
Since the dimension of the subspace is small, such that k  n, a solution method for small
dense eigenproblems can be used to solve (Equation 4.12). The Ritz value and vector are
approximations, so the residual ri = (K − θiM)Vkyi is non-zero and an indicator of the
accuracy of the approximation.
In the implementation of the Jacobi–Davidson method, for the first s iterations, we build
Vk using recycled eigenvectors from previous eigenproblems. After this initial recycling
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phase, the subspace Vk is built using vectors generated from an inexact Newton solution.
To motivate the update scheme, consider the following Newton-step on the residuals of the














which gives the update (t,∆λ) to the Ritz pair. Note that by construction the Ritz vector
is in the span of the basis, ui ∈ span {Vk}, and the residual is orthogonal to the basis such
that rTi Vk = 0. As a result, the approximate eigenvector ui satisfies
uTi ri = 0.
As a consequence of this identity (I−MuiuTi )ri = ri. The second condition in the linear
system (Equation 4.13) imposes uTi Mt = 0 such that t = (I − uiuTi M)t. Combining
these two results, the Newton update (Equation 4.13) can be written as
(I−MuiuTi )(K− θiM)(I− uiuTi M)t = −ri. (4.14)
Instead of solving the update (Equation 4.14) to a tight tolerance, it can be beneficial
to use a loose tolerance that requires fewer iterations. FGMRES(m) is used to loosely
solve (Equation 4.14) (with m = 10), where the geometric multigrid preconditioner is the
same preconditioner used for the linear finite element solver.
4.2.3 Recycling methods for Jacobi–Davidson method
Since the proposed Jacobi–Davidson method is used in a design optimization process, it
will be repeatedly applied to a sequence of related eigenproblems. In particular, the eigen-







Figure 4.4: 3D cantilever beam with point loads
ence in the eigenvalues between iterations will converge to zero as the design converges.
To take advantage of this property, the eigenvectors computed at the previous iterations can
be recycled to accelerate the convergence of the next eigenproblem. The Jacobi–Davidson
method is well suited to a variety of recycling strategies since the subspace vectors, Vk,
only need to be M-orthogonal. An M-orthogonal set of vectors can easily be obtained
from any set of vectors by applying the modified Gram–Schmidt algorithm [131].
The recycling technique starts by constructing a set of an initial set of s vectors, stored
as columns in Rs ∈ Rn×s that are computed from the eigenvectors obtained in the previous
iteration. The following two strategies are examined: (1) one recycled vector, s = 1, that
is an equally-weighted linear combination of the eigenvectors from the previous solution,
and (2) a number of recycled eigenvectors, s ≤ r, that are associated with the lowest eigen-
values from the previous solution. The first step in the recycling algorithm is to perform
modified Gram–Schmidt to re-orthogonalize the set of recycled vectors and store them in
the first s-columns of the basis Vk ∈ Rn×k, with k = s. Next, the algorithm forms the
portion of the Ak ∈ Rk×k matrix formed by Ak = VTkKVk. Finally, the regular Jacobi–
Davidson method is started from iteration k = s.
4.2.4 Performance of shift-and-invert Lanczos and Jacobi–Davidson
To quantify the benefits of the Jacobi–Davidson method over shift-and-invert Lanczos, a
compliance-minimization study with mass and frequency constraints for a 3D beam prob-
lem is performed, with the results shown in Figure 4.4. The beam domain is 5×1×1 and is
discretized using two different mesh sizes, one having 32×32×160 elements with 525, 987
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(a) Design obtained using 24 processors for
mesh with 525, 987 degrees of freedom
(b) Design obtained using 48 processors for
mesh with 4 million degrees of freedom

























(c) Cumulative wall time using 24 processors
for mesh with 525, 987 degrees of freedom
























(d) Cumulative wall time using 48 processors
for mesh with 4 million degrees of freedom
Figure 4.5: Design and wall time for the different methods on different mesh sizes
degrees of freedom and the other having 64 × 64 × 320 elements with over 4 million de-
grees of freedom. The frequency constraint is evaluated by the shift-and-invert Lanczos
or Jacobi–Davidson with different recycling strategies. The mass is constrained such that
only 10% of the domain volume is occupied by material. The smaller mesh case was run
on 24 processors, while the larger mesh case was run on 48 processors.
Figure 4.5 shows a summary of the topologies and computational times from this study.
Figure 4.5c and Figure 4.5d show a comparison between between the total computational
time using Lanczos and different variants of the Jacobi–Davidson for the small and large
cases, respectively. For the smaller problem, the Jacobi–Davidson method required be-
tween 56 to 70% less computational time than the shift-and-invert Lanczos method. The
larger problem exhibits similar time savings, with between 60 and 73% less computa-
tional time depending on the recycling strategy used for the Jacobi–Davidson method. The
Jacobi–Davidson methods on both mesh sizes lie within the same performance range even
as the design evolves. Without using recycling schemes, Jacobi–Davidson, denoted by JD,
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does not perform as well as the JD variants that use recycling. This is expected since the
method without recycling discards information about eigenvectors from the solution at the
previous optimization iteration. The Jacobi–Davidson method that uses one recycled vec-
tor that is an equally-weighted linear combination of the eigenvectors from the previous
solution, denoted by JD-sum, only outperformed the Jacobi–Davidson method without any
recycling. Lastly, JD-s, where s is the lowest s eigenvectors recycled from the previous
solution, demonstrated better performance as the number of eigenvectors recycled from the
previous solution increases. In this example, s = 3, 5, and 7 eigenvectors were recycled out
of 10 total eigenvectors. Recycling 7 eigenvectors performed the best, and resulted in a 28
to 33% reduction in computational time when compared to the Jacobi–Davidson method
without any recycling. From this example, the benefits of the Jacobi–Davidson method
with eigenvector recycling are clear, especially with high-resolution 3D structures.
4.3 Results
4.3.1 Problem formulations
In this section, three different topology optimization problem formulations are presented:
(1) mass-constrained compliance minimization, (2) stress-constrained mass minimization,
and (3) stress- and frequency-constrained mass minimization.
Mass-constrained compliance minimization
The mass-constrained compliance minimization problem is formulated as:
min c(x) = fTK(x)−1f
with respect to ε0 ≤ x ≤ 1
such that mfixed −m(x) ≥ 0
governed by K(x)u = f
(4.15)
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where c(x) is the compliance of the structure, and m(x) is the mass of the structure. The
fixed mass value mfixed is given by:
mfixed = fvV ρ (4.16)
where fv is the prescribed volume fraction, V is the total volume of the domain, and ρ is
the density of the solid material.
Stress-constrained mass minimization
The mass minimization problem with stress constraints is formulated as:
min m(x)
with respect to ε0 ≤ x ≤ 1
such that cKS (x,u) ≤ β
governed by K(x)u = f
(4.17)
where β is a value chosen to be less than or equal to 1 to account for the non-conservative
nature of the continuous KS functional.
Stress- and frequency-constrained mass minimization
The mass minimization problem with stress and frequency constraints is formulated as:
min m(x)
with respect to ε0 ≤ x ≤ 1
such that cKS (x,u) ≤ β
cKSλ (λ1, . . . , λr) ≥ ω20
























(b) Orthogonal bracket problem domain
Figure 4.6: Problem domains
The minimum allowable natural frequency, ω0, is specified based on the problem domain.
4.3.2 Problem domains
Two problem domains (shown in Figure 4.6) are used to demonstrate the proposed stress-
and frequency-constrained topology optimization methods. These problem domains consist
of a cantilever beam and an orthogonal bracket. For all cases, aluminum is used as the
design material with a density value of ρ = 2, 600 kg/m3, a Young’s modulus value of
E = 70 GPa, a Poisson’s ratio of ν = 0.3, and a yield stress value of σy = 276 MPa.
Cantilever beam problem
Figure 4.6a shows a cantilevered beam with a hole cut out near the free end, with a down-
ward traction applied throughout the hole. The geometry is nondimensional with values
of `/L = 0.85, h/L = 0.25, and r/L = 0.05. We also define nondimensional load and
frequencies so that these results can be replicated independent of scale.
For the cantilever beam problem, the maximum stress in the beam based on Euler–






Substituting the material yield stress σy for σmax and rearranging, a normalized load, F̄ ,









For the cantilever beam problem, F̄ = 0.54 and ω̄0 = 0.3 are the nondimensionalized load
and frequency values used in the following cantilever beam examples.
Orthogonal bracket problem
Figure 4.6b shows the orthogonal bracket domain, with three beam members orthogonal
to each other with holes cut near the free ends of each member. The holes are each cut
in different orientations. Hole A at the top of the vertical member is completely clamped,
while traction loads of equal magnitude are applied to holes B and C. This has the effect of
creating a bending moment in each of the horizontal members, and a combined bending,
torsional, and axial load in the vertical member. Here, nondimensional length ratios shown
in the diagram below are `/L = 0.85, h/L = 0.25, and r/L = 0.05.
In order to scale the loads for the orthogonal bracket, we compute the maximum von
Mises stress in the beam and compare this value to the material yield stress. Because both
loads act at a distance on the vertical member, the maximum stress will occur near the
cutout in the vertical member. The loads on the horizontal members result in equivalent
moments Mx and Mz, and equivalent point loads Fy and Fx. The axial stress σ11(y, z) is

















Computing the shear stresses in the beam from torsion is challenging due to warping
caused by the square cross section. To do this, we use the closed-form approximation














































































The nondimensional expression for the frequency (Equation 4.21) from the cantilever beam
case is applied again here. For the orthogonal bracket problem, F̄ = 1.0 and ω̄0 = 0.18 are
the nondimensionalized load and frequency values used in the following orthogonal beam
examples.
4.3.3 Topology optimization results
Reconstruction and stress constraint comparison
Before examining the full set of results, we first study the effect of the reconstruction tech-
nique presented in section 4.1 on the optimized designs. For this study, the cantilever
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(a) Non-symmetric mesh (b) Symmetric mesh
(c) Non-symmetric mesh with reconstruction (d) Symmetric mesh with reconstruction
(e) Non-symmetric mesh continuous KS (f) Symmetric mesh continuous KS
(g) Non-symmetric mesh discrete KS (h) Symmetric mesh discrete KS
Figure 4.7: Stress constrained topology optimization results using different techniques to
evaluate the stress constraint. The left column shows results generated on a non-symmetric
mesh, while the right column shows results using a symmetric mesh. The top row shows
each mesh, the second row uses stress reconstruction with the continuous KS functional,
the third row uses the KS functional without stress reconstruction, and the bottom row uses
the discrete KS function without stress reconstruction.
Table 4.1: Problem data for the cantilever beam stress constraint comparison
Problem/mesh type Elements DOF q
Reconstruction/symm. 8,101,863 23,722,908 5
Continuous KS/symm. 8,056,188 23,586,873 5
Discrete KS/symm. 8,072,498 23,631,708 5
Reconstruction/non-symm. 9,330,720 27,328,236 5
Continuous KS/non-symm. 9,171,624 26,872,533 5
Discrete KS/non-symm. 9,155,328 26,824,899 5
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Table 4.2: Optimization result data from the cantilever beam stress constraint comparison
Problem/mesh type m% infeas. `∞ Time (h)
Reconstruction/symm. 34.95% 2.6× 10−5 7.3× 10−3 8.5
Continuous KS/symm. 35.15% 1.4× 10−6 2.0× 10−3 7.7
Discrete KS/symm. 34.87% 1.9× 10−5 4.3× 10−3 7.6
Reconstruction/non-symm. 35.19% 2.1× 10−5 2.7× 10−3 9.5
Continuous KS/non-symm. 34.90% 2.2× 10−5 4.6× 10−3 10.1
Discrete KS/non-symm. 34.37% 6.2× 10−7 2.2× 10−3 10.2

















(a) Infeasibility for non-symmetric meshes

















(b) Infeasibility for symmetric meshes
Figure 4.8: Infeasibility history for stress constrained topology using different techniques to
evaluate the stress constraint. The left column shows results generated on a non-symmetric
mesh, while the right column shows results using a symmetric mesh.
domain is used to compare designs obtained from stress-constrained mass minimization
using the reconstruction with designs obtained without reconstruction, using both the KS
functional and the discrete KS function. Additionally, the effect of using a non-symmetric
or symmetric mesh are shown in Figure 4.7a and Figure 4.7b, respectively. Note that twice
uniformly coarsened versions of the full finite-element meshes are shown for clarity.
In each case, the optimization utilizes one cycle of adaptive mesh refinement, with 150
optimization iterations on the initial mesh, and 150 iterations on the refined mesh. Each
case was run on 72 processor cores. Table 4.1 provides the final mesh sizes and penalty
values used for each problem, and Table 4.2 summarizes the results for each optimization,
including optimized mass, optimization convergence, and computation cost. Note that in
all cases, the final volume fraction of structure is within 1% while the symmetric and non-
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symmetric cases with reconstruction are within 0.25%. Figure 4.8 shows the history of the
infeasibility for each problem on a log-scale, where the non-symmetric results are shown in
Figure 4.8a, and the symmetric results are shown in Figure 4.8b. All convergence histories
share similar infeasibility behavior, with a large jump in the infeasibility after the adaptive
refinement step. Figure 4.7 shows the optimized designs for each case, where Figure 4.7c,
Figure 4.7e, and Figure 4.7g show the non-symmetric results, and Figure 4.7d, Figure 4.7f,
and Figure 4.7h show the symmetric results. Figure 4.7c and Figure 4.7d show the so-
lutions when stress reconstruction is used, Figure 4.7e and Figure 4.7f shows the cases
where no reconstruction is used and the stress constraint is evaluated using the KS func-
tional, and Figure 4.7g and Figure 4.7h show the solutions without reconstruction, where
the discrete KS function is used to evaluate the stress constraints. Overall the designs share
many similarities with a top and bottom flange and web-like structure which transitions to
an open truss at the load application point. The designs that employ reconstruction have
a more consolidated geometry with fewer, thicker members, while the designs without re-
construction have more numerous slender members. These differences can be attributed
to the reconstruction technique predicting higher stress in slender elements represented by
fewer finite-elements. The primary difference between the symmetric and non-symmetric
designs with reconstruction in Figure 4.7d and Figure 4.7c, respectively, is the additional
attachment point between the lower flange and web structure at about 70% of the length
from the root in the non-symmetric result. Unlike the other web attachment points, this
additional feature does not span the entire width of the web but is attached symmetrically
on either side about the width. The single side view of the topology over-emphasizes the
asymmetry in this case.
Cantilever beam results
Figure 4.9, Figure 4.10, and Figure 4.11 show the results for the compliance, stress-constrained,
and stress- and frequency-constrained problems, respectively for the cantilever beam do-
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main. For each problem, a top view, a side view, and a rear view from the cantilevered end
are provided. Each of these problems uses one cycle of adaptive mesh refinement, resulting
in a mesh size between 13.4 and 14.3 million elements, and between 40.1 and 42.7 million
degrees of freedom (DOF), depending on the problem. Each problem is solved on the same
initial mesh for a fixed 500 iterations, and then adaptive mesh refinement is performed,
and then the optimization proceeds for another fixed 500 iterations. The adaptation step
produces a new design mesh and associated design parametrization. The old design point
is interpolated to the new design space and all other optimization parameters are retained.
A fixed number of iterations is used since tight convergence cannot be achieved for these
large-scale design problems within a reasonable computational budget. However, as can
be seen in Table 4.4, each solution finds a feasible point, with the infeasibility less than
4.2 × 10−5 in each case presented. The `∞ norm of the optimality error is in each case is
less than 5.4× 10−3, indicating a converged solution.
As a first step, the stress-constrained mass minimization problem is solved, resulting
in a structure with a mass fraction of 34.9% and a maximum stress of 103% of the yield
stress. This small stress violation is due to the non-conservative nature of the KS functional
itself, not due to a constraint violation in the optimization problem. Next, the conventional
mass-constrained compliance minimization problem is solved with the mass fraction con-
strained to 35%, selected based on the stress-constrained result. Finally, the stress- and
frequency-constrained mass minimization problem is solved with the lowest nondimen-
sionalized natural frequency constrained to be greater than a value of ω̄0 = 0.3. The
resulting structure has a mass fraction of 34.4%, a maximum stress of 102% of the yield
stress, and a nondimensionalized first natural frequency of ω̄1 = 0.46. Interestingly, the
frequency constraint is not active at the final design point. Once the frequency constraint is
satisfied, the optimizer finds a design to minimize the stress that coincidentally has a higher
minimum natural frequency than the constraint value. The frequency constraint still had
a significant impact on the design, without being active at the final optimization iteration.
55
Table 4.3: Problem data for the cantilever beam domain
Problem Elements DOF q
Compliance 14,350,202 42,738,516 10, 10
Stress 14,068,319 41,534,952 8, 10
Stress & freq. 13,401,506 40,108,296 8, 10
Table 4.4: Optimization result data for the cantilever beam domain
Problem m% infeas. `∞ σmax/σy ω̄0 Time (h)
Compliance 35% 0 1.4× 10−4 — — 16.1
Stress 34.9% 1.5× 10−5 3.2× 10−3 1.03 — 63.3
Stress & freq. 34.4% 4.2× 10−5 5.4× 10−3 1.02 0.3 202.2
Table 4.3 provides the problem data for the cantilever beam, including problem size, and
values of the RAMP penalization, and Table 4.4 summarizes the results and computation
cost. Note that the two values of the RAMP penalization indicate the value used on the
initial mesh, followed by the value used on the mesh after adaptive mesh refinement is
performed. Each case is run on 72 processor cores for a total of 1000 iterations.
The stress-constrained result, in Figure 4.10, and the compliance minimization result,
in Figure 4.9, both form structures which resemble I-beams. However, the compliance min-
imization result and the frequency constrained result, shown in Figure 4.11, form closed
boxes. The stress- and frequency-constrained result has features resembling both the com-
pliance based design and the stress based design. This is intuitive since compliance mini-
mization is equivalent to stiffness maximization, and stiffer structures generally have higher
natural frequencies for the same mass. Applying stress and frequency constraints can then
be thought of as increasing the stiffness of the structure while enforcing stress constraints.
Figure 4.9: Top, side, and rear views of the mass-constrained compliance minimization
result for the cantilever beam problem
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Figure 4.10: Top, side, and rear views of the stress-constrained mass minimization result
for the cantilever beam problem
Figure 4.11: Top, side, and rear views of the stress- and frequency-constrained mass mini-
mization result for the cantilever beam problem
Note that the web structures formed in the stress-constrained case and in the compliance
minimization case are hollow inside.
Figure 4.12, Figure 4.13, and Figure 4.14 show the material failure ratio for the com-
pliance, stress-constrained, and stress- and frequency-constrained problems, respectively,
with the topology side-by-side for reference. The stress-constrained mass minimization
result is almost uniformly stressed everywhere. The compliance minimization case shows
high stress concentrations at the top and bottom of the flange of the beam near the root. The
stress- and frequency-constrained mass minimization case shows a region near the root of
the beam along the sides with low stress.
Figure 4.15a shows the history of the stress and frequency constraints during the design.
The constraint ratio is the ratio of the constraint value to the design limit, which for feasible
Figure 4.12: Failure (left) and topology (right) for the mass-constrained compliance mini-
mization case of the cantilever beam problem
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Figure 4.13: Failure (left) and topology (right) for the stress-constrained mass minimization
case of the cantilever beam problem
Figure 4.14: Failure (left) and topology (right) for the stress- and frequency-constrained
mass minimization case of the cantilever beam problem
designs, should be less than or equal to one for stress, and greater than or equal to one for
frequency. The optimizer quickly satisfies both the stress and frequency constraints, but
once the frequency constraint is satisfied, the first eigenvalue continues to increase, and the
optimizer is then only concerned with finding the minimum mass solution which satisfies
the stress constraint. Even though it is inactive during much of the design optimization,
the frequency constraint has the effect of closing off a portion of the design space where
the stress-constrained minimum mass solution existed, resulting in a different topology.
Also note that the sudden change in the constraint values at 500 iterations occurs due to the
application of adaptive mesh refinement at that steps.
Figure 4.15b shows the optimization history of the mass and the infeasibility, with
designs highlighted at 35, 100, 500, and 1000 iterations. The design quickly becomes
feasible at iteration 36. By iteration 100, the design has largely converged, and changes
after this point are relatively minor. The design becomes infeasible again after the adaptive
mesh refinement step, but quickly recovers to a feasible point. Figure 4.16 shows the
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(a) Convergence of stress and frequency
constraints
(b) History of objective and infeasibility
Figure 4.15: Optimization history of cantilever beam problem
history of the first six beam eigenvalues as the design evolved. Initially, the first two natural
frequencies, ω1 and ω2, are repeated, but over the course of the optimization they spread out
and become distinct by the final design. In addition, at the initial design point, ω4 and ω5 are
repeated natural frequencies, while ω3 and ω6 are well-separated. At the final design point
the gap between the frequencies ω3 and ω4 as well as ω5 and ω6 is small. The normalized
natural frequencies at the final design point take values of ω̄1 = 0.46, ω̄2 = 0.49, ω̄3 = 1.12,
ω̄4 = 1.15, ω̄5 = 1.35, and ω̄6 = 1.38, respectively.
Orthogonal bracket results
Figure 4.17, Figure 4.18, and Figure 4.19 show the results for the compliance, stress-
constrained, and stress- and frequency-constrained problems, respectively, for the orthogo-
nal bracket domain. Two views are provided: an isometric view, and a view from the top,
looking down from the perspective of the vertical member. Again, one cycle of adaptive
mesh refinement was used, resulting in meshes with between 4.7 and 5.3 million elements
and between 14.1 and 16 million degrees of freedom.
As a first step, the stress-constrained mass minimization problem is solved, resulting
in a structure with a mass fraction of 37.1% and a maximum stress at 99% of the yield
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Figure 4.16: History of beam natural frequencies
stress. Next, the mass-constrained compliance minimization problem is solved with the
mass fraction constrained to 40% in order for the result to be comparable to the mass
minimization problem. Finally, the stress- and frequency-constrained mass minimization
problem is solved with a minimum normalized first natural frequency value of ω̄0 = 0.18.
The resulting structure has a mass fraction of 41.9%, with a maximum stress of 98% of the
yield stress, and a normalized first natural frequency value of ω̄1 = 0.19. In this case, the
frequency constraint is active at the final design point. Table 4.5 provides the problem data
for the orthogonal bracket, including problem size, and values of the RAMP penalization,
and Table 4.6 summarizes the results, and computation cost. Note that the two values of the
RAMP penalization indicate the value used on the initial mesh, and the value used on the
adaptively refined mesh. Each case is run on 48 processor cores with the same initial mesh
for the first 500 optimization iterations, and then another 500 iterations on the adaptively
refined mesh. Table 4.6 shows that each case achieves an infeasibility less than 3.8× 10−4,
and an `∞ optimality error of less than 1.4× 10−2.
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Figure 4.17: Isometric and top views of the mass-constrained compliance minimization
result for the orthogonal bracket problem
Figure 4.18: Isometric and top views of the stress-constrained mass minimization result for
the orthogonal bracket problem
Comparing the resulting topology of each problem, the stress-constrained case has a
more open-section design, while the compliance minimization case is the most closed-off.
For the case with stress and frequency constraints, there are more closed sections than the
stress-constrained case, but fewer than the compliance minimization case. Again, there
are strong similarities between the stress- and frequency-constrained results and both the
stress-based and the compliance-based results.
Figure 4.20 shows the material failure ratio for each result for the orthogonal bracket
domain. In each case, the maximum stress ratio is achieved at both the hole at the top,
which is fully restrained, and near the reentrant corners of the original domain. The stress-
constrained designs reduce these maximum stresses compared to the compliance minimiza-
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Figure 4.19: Isometric and top views of the stress- and frequency-constrained mass mini-
mization result for the orthogonal bracket problem
Table 4.5: Problem data for the orthogonal bracket domain
Problem Elements DOF q
Compliance 5,045,912 15,005,418 10, 10
Stress 4,758,457 14,078,607 8, 10
Stress & freq. 5,356,033 16,005,678 10, 10
Table 4.6: Optimization result data for the orthogonal bracket domain
Problem m% infeas. `∞ σmax/σy ω̄0 Time (h)
Compliance 40% 0 1.4× 10−3 — — 10.9
Stress 37.1% 3.8× 10−4 1.4× 10−2 0.99 — 24.8
Stress & freq. 41.9% 5.1× 10−6 7.9× 10−3 0.98 0.18 68.4
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tion case. The mass-constrained compliance minimization design has the highest stress
near the reentrant corners and on the boundary of the fixed hole, while the stress ratio is
below the limit in much of the rest of the structure. In the stress-constrained and stress-
and frequency-constrained designs, the material above the fixed hole does not carry much
load while all remaining material is closer to the failure limit than the compliance-based
design. In the stress- and frequency-constrained mass minimization case, there are some
areas which have lower load-carrying utilization, particularly in the walls formed in the
horizontal members, but these features contribute to increasing the fundamental frequency
of the structure.
Figure 4.21a shows the history of the stress and frequency constraints during the design
optimization. The optimizer satisfies both constraints within about 100 iterations. In the
design history, the stress constraint violation spikes at 500 iterations due to the adaptive
mesh refinement step, but quickly recovers feasibility.
Figure 4.21b shows the optimization history of the mass and the infeasibility for the
stress- and frequency-constrained mass minimization problem, with infeasibility shown on
a log scale. Designs are shown at 50, 100, 500, and 1000 iterations. Most of the mass
reduction of the structure happens within the first 100 iterations, with a gradual decrease
after that point. By the 50th iteration, the optimizer has removed much of the material
near the holes where the loads are applied, but by iteration 100, material has started to
re-form in these areas. By iteration 500, the design has largely converged, but more detail
emerges by the final design. Figure 4.22 shows the optimization history of the first six
natural frequencies of the orthogonal bracket. Among these six, there are no repeated
natural frequencies at any point. Each natural frequency quickly increased in the beginning
of the optimization, but there are only gradual changes after the first 150 iterations. At the
final design, the normalized natural frequencies are ω̄1 = 0.19, ω̄2 = 0.22, ω̄3 = 0.27,
ω̄4 = 0.37, ω̄5 = 0.47, and ω̄6 = 0.55, respectively.
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(a) Mass-constrained compliance mini-
mization
(b) Stress-constrained mass minimiza-
tion
(c) Stress- and frequency-constrained
mass minimization
Figure 4.20: Failure for the orthogonal bracket problem results
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(a) Convergence of stress and frequency
constraints
(b) History of objective and infeasibility
Figure 4.21: Optimization history of orthogonal bracket problem
























Figure 4.22: History of orthogonal bracket natural frequencies
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4.4 Conclusions
High-resolution topology optimization has the potential to be a powerful tool to design
structures with strength requirements that operate in high-vibration environments. In order
to solve these complex design problems, this work addressed challenges in applying stress
and frequency constraints to large-scale topology optimization problems. An element-wise
reconstruction of the displacement field enabled the computation of less mesh-sensitive
strain and stress fields, improving the design space for stress-constrained optimization.
This work also demonstrated that the Jacobi–Davidson method with eigenvector recycling
is efficient and robust for solving large-scale natural-frequency problems for topology op-
timization applications. Finally, these capabilities were demonstrated using cantilever and
orthogonal bracket problems, with comparisons for stress-constrained mass minimization,
mass-constrained compliance minimization, and stress- and frequency-constrained mass
minimization for problems with O(107) degrees of freedom.
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CHAPTER 5
STEADY-STATE THERMOELASTIC TOPOLOGY OPTIMIZATION
Many structures must not only withstand mechanical loads, but also operate at high temper-
atures, inducing thermal expansion that must be accounted for during the design process.
This chapter presents thermoelastic topology optimization methodology and results with
steady-state heat transfer analysis. First, the equations governing the steady-state thermoe-
lastic analysis within a density-based topology optimization formulation are presented. The
modeling approach described in this chapter solves for the distribution of temperature in the
domain using the steady-state heat transfer equations, whereas many thermoelastic topol-
ogy optimization methodologies assume a constant temperature change within the domain,
allowing a simple term to be added to the right-hand-side of the linear system. One of
the challenges of solving thermoelastic topology optimization problems is that maximum
stress and maximum temperature can be competing design considerations that are difficult
to trade off. To demonstrate this issue, a Pareto front with 101 optimized designs is pre-
sented, minimizing a weighted combination of maximum stress and maximum temperature
for a range of weights. Finally, steady-state thermoelastic topology optimization results are
presented, including a 2D example which serves as a benchmark for the transient results in
the following chapter, and 3D results for the design of an electric motor structural mount.
5.1 Steady-state thermoelastic analysis
This section presents an overview of the steady-state thermoelastic governing equations,
first in their continuous form, and then in the discretized form that will be solved using
the finite-element tool TACS [97]. The steady-state thermoelastic analysis consists of two
components; the continuous form of the linear elasticity equations which are given in Equa-
tion 5.1, and the continuous form of the steady-state heat-transfer equations which are given
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in Equation 5.2. In the linear elasticity PDE (Equation 5.1), b are the body forces, and ũ
are the displacement boundary conditions. The traction vector is represented by t, and n
defines the surface normal. In the heat transfer PDE (Equation 5.2), θ is the temperature
state variable, κ is the thermal conductivity, Q is the volumetric heat source, θ̃ is the pre-
scribed temperature boundary condition, and q defines the heat flux boundary condition. In
both sets of equations, ∂1Ω is the surface where the Dirichlet boundary conditions are de-
fined, and ∂2Ω is the surface where the Neumann boundary conditions are defined, shown
in Figure 5.1.
∇ · σ + b = 0, on Ω
u = ũ, on ∂1Ω
σ · n = t, on ∂2Ω
(5.1)
∇ · (κ∇θ) +Q = 0, on Ω
θ = θ̃, on ∂1Ω
(κ∇θ) · n = q, on ∂2Ω
(5.2)
The constitutive equation for the elasticity problem is given by Equation 5.3, where D
is the constitutive tensor,∇su is the strain given by∇su = 12(∇u +∇Tu).
σ = D · (∇su−αθ) (5.3)
The weak form version of these two sets of equations are then discretized to form the
finite element linear system of equations, where the mechanical finite element equations are
combined with the heat-conduction finite element equations by adding a one-way coupling
term for the linear thermoelastic response. The coupled thermoelastic system of equations



















Figure 5.1: Domains for the linear elasticity equations (left) and the steady-state heat trans-
fer equations (right)
where K(x) is the design-dependent stiffness matrix, H(x) is the design-dependent thermal
conductivity matrix, and L(x) is the thermoelastic coupling matrix. The vector u are the
displacement state variables, θ are the temperature state variables, f are the mechanical
forces, and q are the heat fluxes specified on the boundary.










where q is the RAMP penalization parameter on the material stiffness. In this work, q = 5
is used.













where Bθ relates the temperature change θ to its spatial gradient, and Hi is the element heat
conduction matrix. The thermal conductivity κ(x) penalized using RAMP penalization
with the penalty parameter qκ, where qκ = 5 is used in this work. A small, finite value
κ0 = 10
−6 is added to avoid poor matrix conditioning. The thermal-mechanical coupling
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where B is the strain-displacement matrix, D is the constitutive matrix, α(x) are the ther-
mal coefficients of expansion, and N are the shape functions. qβ represents the RAMP
penalty parameter on the combined term Dα(x), with a value of qβ = 5 used in this work.
For the thermoelastic problem, the local stress in element i is computed as
σi = D (Bu− αφ (x)Nθ) , (5.8)
where φ is defined as [1 1 0] for 2D problems, and [1 1 1 0 0 0] for 3D problems.
5.2 Pareto front for multi-objective optimization
Minimizing the maximum temperature of the structure while satisfying stress constraints
can be challenging due to the competing nature of these two design considerations. Here,
a Pareto front is presented to better understand the trade-off between stress and thermal
performance. The Pareto front is based on steady-state topology optimization results where
the objective function is a weighted combination of the approximate maximum temperature







with respect to ε0 ≤ x ≤ 1













Table 5.1: Material properties and dimensions used for Pareto front
Variable Value
Height, h 30 cm
Length, l 80 cm
Traction length, ∆h 8 cm
Heat flux length, ∆l 16 cm
Thickness, b 1 cm
Density, ρ 2780 kg/m3
Young’s modulus, E 72.4 GPa
Yield stress, σy 345 MPa
Coefficient of thermal expansion, α 24× 10−6 ◦C−1
Specific heat capacity, c 0.875 kJ/kg ·◦ C
Thermal conductivity, k 151 W/m ·K
where wθ ∈ [0, 1] is the weight on the temperature portion of the objective, and 1 − wθ is
the weight on the stress portion. A weight value of wθ = 0 indicates a maximum stress
minimization problem, and a weight value of wθ = 1 indicates a maximum temperature
minimization problem. The stress value is scaled by the yield stress, and the temperature
value is scaled by a reference temperature change, θref , so that the two components of the
objective are both unitless and of the same order of magnitude.
The problem domain used is shown in Figure 5.2, which is a cantilever beam with a
traction over a portion of the right-hand edge, an input heat flux over a portion of the bottom
surface, and a fixed temperature boundary on the top surface of ∆T = 0. The dimensions
of the geometry and the material properties of the problem are given in Table 5.1, with
the selected material properties based on Aluminum 2024-T6. The mechanical traction is
P/∆h = 15× 106 N/m, and the heat flux is 1250 W/m.
Figures Figure 5.3 and Figure 5.4 below show the results of the Pareto front generated
using 101 topology optimized designs. For both figures, the y-axis shows the value of the
scaled temperature objective, and the x-axis shows the value of the scaled stress objective.
Figure Figure 5.3 shows the Pareto front with topologies for wθ = 0%, 10%, 20%, . . ., and









Figure 5.2: Problem domain and boundary conditions
following discussion.
The design with wθ = 0% shows a structure with prominent truss features and ma-
terial along the top and bottom edges to increase the bending stiffness of the structure.
This maximum stress minimization design is asymmetric, which is expected because of
the temperature gradient between the top and the bottom surfaces. The first five designs
(wθ = 0 through 4%) all look very similar, with the same number of members in generally
the same pattern. As the design evolves to incorporate thermal considerations, the internal
truss structures on the right are being shifted down. At wθ = 5%, a new small truss is added
between the existing members and the location of the heat flux boundary condition. This
small addition results in the first gap down on the plot, improving the thermal performance
significantly. As wθ increases, the internal upper truss member continues to move down to-
ward the location of the heat source. By wθ = 22% the small truss that formed at wθ = 5%
has now been absorbed by the neighboring structure, thickening the region near the heat
source. Note that up to this point, the trend on the Pareto front has been approximately
vertical, indicating that thermal performance can be factored into the design without any
increase in maximum stress, up to a point (for this specific design problem).
At this point, the truss that had been shifting down is now effectively connected between
the heat source on the bottom and the heat sink at the top. There is still a slight bend near the
bottom of this member, which will straighten out as wθ increases further - first noticeable at
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wθ = 38%. This “heat pipe” feature will remain prominent and become gradually thicker
and more vertical to increase the heat-carrying capacity and shorten the heat conduction
distance. Here, the left-most trusses begin to change drastically between designs, with no
clear trend - note the differences between 38%, 41%, and 42%. At wθ = 57%, a gap along
the upper surface emerges and remains until the next major design change at wθ = 70%.
This results in a small discontinuity down from wθ = 69% to wθ = 70%, indicating
that this design change had a significantly favorable effect on the thermal performance.
This improvement is driven by the heat pipe being made fully vertical, and now there are
two angled members connecting the heat pipe to the fixed mechanical boundary condition
on the left end. On the plot around this point, we can see that the trend becomes much
more horizontal, indicating that a small reduction in maximum temperature requires a large
increase in maximum stress. Afterwθ = 70%, the design changes are subtle, predominantly
consisting of a steady increase in thickness of the heat pipe, and thinning the members
connecting the heat pipe to the fixed displacement boundary condition on the left. By
wθ = 99%, the structure is attached to the force on the right by a very thin member with
some intermediate material surrounding it. At wθ = 100%, the final design is simply the
central heat pipe. The points for wθ = 97%, 98%, 99%, and 100% are not shown because
the stress becomes so large that it would have distorted the scale of the figure. Overall the
trend of the Pareto front is very smooth, with certain jumps or breaks in the trend that can
be explained by discrete, significant changes in the design.
5.3 Steady-state thermoelastic topology optimization results
5.3.1 2D steady-state thermoelastic topology optimization results
This section presents a steady-state thermoelastic topology optimization result with the
same domain (Figure 5.2), material properties (Table 5.1), and boundary conditions as were
used in the Pareto front. This steady-state example will serve as a basis for comparison with
the transient thermoelastic topology optimization results in the following chapter.
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Figure 5.3: Pareto front of 100 topology optimization results minimizing a weighted sum
of maximum stress and maximum temperature
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Figure 5.4: Pareto front of 101 topology optimization results minimizing a weighted sum
of maximum stress and maximum temperature with particular topologies shown
For the steady-state thermomechanical topology optimization design problem, we seek
to minimize the maximum temperature subject to a fixed-mass constraint and a constraint
on the maximum stress. The maximum temperature and maximum stress are both com-
puted approximately using KS-aggregation (Equation 4.2). The optimization problem is
stated as:
min cKS(θ(x))
with respect to ε0 ≤ x ≤ 1
such that m(x) ≤ mf












where ε0 is a small, finite lower bound on the design values, mf is the fixed-mass value,
σvM is the von Mises stress, and σy is the material yield stress.
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(a) Steady-state topology optimization result (b) Final mesh
Figure 5.5: Optimized topology with steady-state analysis and final mesh after three cycles
of adaptive mesh refinement
The objective of the topology optimization problem is to minimize the maximum tem-
perature, subject to a stress constraint and a fixed-mass constraint (Equation 5.10). The re-
sult of the steady-state topology optimization is shown in Figure 5.5a, with the final mesh
after three cycles of adaptive mesh refinement shown in Figure 5.5b, refining the mesh
along the solid-void boundary according to a solution of the Helmholtz equation. The re-
sulting design shows truss-like features and material on the top and bottom surfaces to carry
the bending moment, with a prominent vertical member to conduct the heat from the input
heat flux boundary condition on the bottom surface to the fixed temperature constraint at
the top surface.
5.3.2 X-57 high-lift motor thermoelastic topology optimization results
This section presents steady-state thermoelastic topology optimization for a practical 3D
application - specifically, the mounting structure for the high-lift motors on the NASA X-57
Maxwell. Electric aircraft generate excess heat from batteries, motors, and power electron-
ics with limited mechanisms to efficiently dissipate it. As a result, it can be beneficial to
design electric aircraft structures to both sustain structural loads, while also conducting
excess heat to an exposed aerodynamic surface where it can be convected away from the
vehicle. In this section, coupled thermoelastic topology optimization is applied to the de-
sign domain to produce a light-weight structural concept that can sustain both thermal and
mechanical loads. Two choices of mechanical boundary conditions are presented, and the
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effects on the resulting designs are investigated. Additionally, the thermoelastic topology
optimized designs are compared with purely mechanical designs.
The motor (Figure 2.1a) occupies the volume enclosed by the motor housing. The pri-
mary mechanical loads induced on the motor housing structure are a result of the inertia
of the motor during flight maneuvers. To model these loads, a traction is applied to the
inner surfaces of the volume equal to the mass of the motor multiplied by the g-loading re-
quirements of the aircraft. Three motor-containment loads are defined based on the aircraft
handling requirements: a 3.4g upward acceleration, a 2g downward acceleration, and a 3g
forward acceleration. The containment loads are only applied to the surfaces that make in-
tuitive sense for each case, so the upward acceleration results in a traction distributed across
the lower half of the inner shell structure, the downward acceleration results in a traction
distributed across the top half of the inner shell structure, and the forward acceleration cre-
ates a traction across the inner surface of the mounting plate structure. A safety factor nvert
is applied to both the upward and downward motor-containment loads, and a safety factor
of nfwd is applied for the forward motor-containment load. An outward pressure load is
also applied to both the inner and outer surfaces. These loads are combined to form a set
of three load cases depicted in Figure 5.6. Note that the blue arrows indicate the loads
due to the acceleration of the motor contained within the structure, which act purely in the
Cartesian directions they are shown, while the black arrows indicate the pressure loading,
which acts normal to the surface.
The motor drives the propeller through the axial rod, which passes through the center
hole in the base of this geometry. It is inferred that the inner surface of this hole should
be frictionless, so the hole in the base plate is constrained in all radial (x, y) directions,
but unrestricted axially (z). The three smaller holes on the plate are used as connections to
the motor as well as the structure on the other side, so these holes will be fully clamped.
The forward-most surface connects to the nose cap of the high-lift motor, and the outer















(c) Load case 3
Figure 5.6: Load cases defined for topology optimization. Note that blue arrows indicate
loads applied in the Cartesian direction they are shown, while the black arrows indicate













Figure 5.7: Fully-constrained structural boundary conditions, and axially-constrained
structural boundary conditions
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connect to other components which are also elastic, the appropriate choice of boundary
conditions for these faces is somewhat unclear. Two choices are considered: the first, in
which theses surfaces are fully-constrained, and the second, in which these surfaces are
constrained only in the axial (± z) directions. The first choice is overly constrained but
ensures the surfaces will be properly mated. For the second choice, it can be argued that
since this is a thin-walled structure, the resistance to motion will be greatest in the axial
direction, and that because the four holes are all already being constrained radially, that
the radial direction is sufficiently constrained. Figure 5.7a depicts the fully-constrained set
of boundary conditions, while Figure 5.7b depicts the axially-constrained set of boundary
conditions.
The remainder of this section presents thermoelastic topology optimization results us-
ing the boundary conditions and load cases discussed above. The thermomechanical topol-
ogy optimization design problem is stated to minimize the structure’s mass while satisfying
a stress constraint for each one of the three load cases outlined. The problem formulation
can be written as
min m(x)
with respect to ε0 ≤ x ≤ 1












where x are the design variables, and ui and θi are the state variables at each of the three
load cases for fi and qi, with i = 1, 2, 3. Here, ε0 is a small finite value used as a lower
bound on the design variables. Each optimization problem is solved with a RAMP penal-
ization value of q = 8, a stress-relaxation parameter value of ε = 0.2, and a KS parameter
value of ρKS = 25. Each case uses the same mesh with 2,181,120 elements and 9,294,068
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degrees of freedom, resulting in an optimization problem with 2,323,517 design variables,
solved on 72 processors.
Here, topology optimization results are presented for the motor-housing structure using
two sets of boundary conditions which differ in how the forward and aft surfaces that in-
terface with adjacent nacelle structure are treated. The first approach treats these surfaces
as being fully constrained in each direction, while the second approach constrains these
surfaces in only the axial direction. The fully constrained modeling approach assumes
perfectly rigid adjacent structures, resulting in higher thermally-induced stresses but more
support for mechanical loading. The less-constrained modeling approach results in lower
thermally-induced stress, but less rigid structural support. The exact boundary conditions
may lie between the two options presented. These boundary conditions strongly impact the
resulting topology. This is especially true for thermomechanical topology optimization,
because the magnitude of the thermal loads is a direct consequence of the extent to which
thermal expansion is inhibited. For each set of boundary conditions, results from purely
mechanically loaded cases are presented, as well as cases with a uniform temperature in-
crease throughout the domain. The temperature change values used for these results are
incongruent with the thermal analysis in chapter 2, because temperatures higher than those
used here do not allow converged designs due to improper boundary conditions. Instead,
temperature values were used that allowed converged designs in order to consider designs
which consider temperature change. The mechanical boundary conditions may play a role
in the degree to which temperature change can be applied to this problem. However, as
chapter 2 showed, the heat transfer of this structure has not reached steady-state, so be-
cause the steady-state and transient temperature distributions are different, simply matching
the maximum temperature between steady-state and transient analyses would not yield the
same result for a structural optimization problem, resulting in an over-designed structure.
Figure 5.8 shows the results of the fully-constrained case with no temperature in-
crease, and Figure 5.9 shows the fully-constrained case with a uniform temperature in-
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Figure 5.8: Topology optimization results of the fully-constrained case with ∆T = 0 ◦C.
−x, +y, and +z views shown from left to right
Figure 5.9: Topology optimization results of the fully-constrained case with ∆T = 5 ◦C.
−x, +y, and +z views shown from left to right
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Figure 5.10: Topology optimization results of the axially-constrained case with ∆T =
0 ◦C. −x, +y, and +z views shown from left to right
Figure 5.11: Topology optimization results of the axially-constrained case with ∆T =
5 ◦C. −x, +y, and +z views shown from left to right
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Figure 5.12: Topology optimization results of the axially-constrained case with ∆T =
10 ◦C. −x, +y, and +z views shown from left to right
crease of 5 ◦C. Figure 5.10, Figure 5.11, and Figure 5.12 show the results with the axially-
constrained boundary conditions, with temperature increases of 0◦C, 5◦C, and 10◦C, re-
spectively. Table 5.2 provides the load values and temperature change for each case, the
resulting mass fraction for each design, the infeasibility and optimality error measure in
the `∞ norm and the total time required to perform each optimization. A limit of 500 de-
sign iterations is imposed. The infeasibility in each case is less than 6.9 × 10−4. The `∞
norm of the optimality error in each case is less than 6.6× 10−4, indicating well-converged
solutions. The mechanical loads and the temperature increase are different in each case,
but the resulting mass fraction for each design is between 29.4 and 32.8%. The outer shell
must be solid in order to have a smooth nacelle outer mold line. To achieve this, the lower
bound of the design variables is adjusted for elements on the outer surface to require ma-
terial there. In all images, this outer shell is made to be transparent so that it is possible to
see the interior structure.
In the fully-constrained case with no temperature change, shown in Figure 5.8, the final
design removes regions of low stress in the plate, and forms numerous trusses along the top
and bottom (± y) faces, connecting the fully-constrained boundary conditions to the shell
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Table 5.2: Summary of topology optimization results
BCs ∆T (◦C) nvert nfwd Fp (N) m% infeas. `∞ Time (h)
full 0 1200 350 500 32.1 6.6× 10−4 1.5× 10−4 18.7
full 5 850 350 400 29.6 2.4× 10−4 4.4× 10−5 14.4
axial 0 450 250 500 32.0 6.7× 10−4 4.8× 10−4 17.0
axial 5 500 225 200 30.7 6.9× 10−4 1.6× 10−4 21.2
axial 10 300 225 200 32.9 3.7× 10−4 6.1× 10−4 12.5
structure in the directions where the inertial loading is applied. Thin-walls also form along
the inside of the shell to carry the pressure loading. When a uniform temperature increase
∆T = 5 ◦C is applied, shown in Figure 5.9, a similar design emerges, with more numerous
and longer members along the top and bottom of the shell.
In the axially-constrained case with no temperature increase, shown in Figure 5.10,
material is removed from the plate in areas of low stress concentration, with thin shells
forming along the top and bottom (± y) faces and thin shell structure forming along the
inner surface on the sides (± x). With only axially-constrained boundary conditions, the
bending moment through the shell is now much higher due to the inertial loads. This
leads to the shell formation along the outermost surfaces on the top and bottom faces, to
provide the highest bending stiffness possible. When a temperature increase ∆T = 5 ◦C is
applied, as shown in Figure 5.11, a similar design emerges, but now with increased support
through the shell through the utilization of truss-like structures along the −z portion of
the ± y faces. Since the holes are the only radially-constrained surface, this configuration
is similar to a cantilevered beam, so the bending moment is largest on the −z side of
the shell. Finally, when a temperature increase of ∆T = 10◦C is applied, as shown in
Figure 5.12, the optimizer thickens the inner portion of the shell throughout, and numerous
truss-like members form between the inner and outer shell faces, predominantly on the top
and bottom (± y) faces, but some smaller truss members also form on the sides (± x).
Comparing the two different choices of boundary conditions for the cases where no
temperature increase is applied, we can see that the fully-constrained case can withstand
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much larger mechanical loads than the case with only axially-constrained boundary condi-
tions. The highest stress concentrations in both cases occur around the holes in the plate.
The fully-constrained case can handle a higher load factor because the reaction forces
at the holes, and thereby the stress concentrations, are reduced compared to the axially-
constrained case. On the other hand, thermal stresses are induced through the thermal
expansion of the domain being constrained by the boundary conditions. As a result, since
the axially-constrained case is less constrained, it is capable of handling larger tempera-
ture increases. When running the topology optimization cases, it was necessary to reduce
the applied mechanical loads when a larger temperature increase was applied to achieve a
feasible design. Table 5.2 illustrates that the reduction in mechanical loads is less for the
axially-constrained boundary conditions than for the fully constrained case. In the case
with axial boundary conditions, it was possible to apply a temperature increase of 10 ◦C
with mechanical loads comparable to those at lower temperatures and still obtain a feasi-
ble design. On the other hand, it was not possible to obtain a well-defined topology with
a 10 ◦C increase in temperature for the fully-constrained case, even at much more mod-
est mechanical loads. The designs presented in this chapter have very intricate features
which would make manufacturing these designs impractical. Manufacturability has not
been taken into consideration with any of these results. However, many other authors have
studied manufacturability, including Vatanabe, Lippi, Lima, Paulino, and Silva [133] and
Brackett, Ashcroft, and Hague [134]. In addition to manufacturability, other factors must
also be considered before these design concepts can be used in real applications. These fac-
tors depend entirely on the structure’s requirements, but may include considerations such
as fatigue, fracture, dynamic response, or transient thermal behavior.
5.4 Conclusions
This chapter presented steady-state thermoelastic topology optimization methodology and
results. Steady-state thermoelastic topology is not a new area of research; however, I pre-
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sented a Pareto-front using 101 topology optimization results, providing a novel perspective
on the competing nature of mechanical and thermal performance that makes thermoelas-
tic structural design so challenging. I applied stress-constrained thermoelastic topology
optimization to produce novel structural design concepts for the mounting structure of an
electric motor. These designs are, to my knowledge, the largest stress-constrained thermoe-
lastic topology optimization results presented, with 2,181,120 elements, 9,294,068 degrees
of freedom, and 2,323,517 design variables. I presented results using two different choices
of boundary conditions and found that the choice of boundary condition has a large impact
on the resulting design. Additionally, designs generated without thermal loads were also
presented to highlight the effect that the temperature increase has on the resulting design.
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CHAPTER 6
TRANSIENT THERMOELASTIC TOPOLOGY OPTIMIZATION
As chapter 2 showed, many structures with significant mechanical loading and heating
never reach thermal equilibrium. Steady-state heat transfer analysis is insufficient for these
problems for a number of reasons. First, the boundary conditions are often heavily de-
pendent on time, which makes determining the worst-case loads challenging. Second, the
distribution of temperature, and therefore also stress, will differ with transient heat transfer,
which would lead to different designs. Last, the steady-state heat transfer problem cannot
be solved without fixed-temperature boundary conditions that are physically unrealistic in
most instances.
This chapter presents transient thermoelastic topology optimization background and
examples. First, the equations governing the transient heat transfer problem are presented.
Next, the approach used to integrate the governing equations in time is described, followed
by the transient thermoelastic topology optimization problem formulation. This approach
is then validated against an analytic solution. Finally, stress-based transient thermoelastic
topology optimization results are presented and discussed, including a comparison against
a steady-state-based result from the previous chapter.
6.1 Transient thermoelastic analysis
This section presents an overview of the transient heat transfer governing equations, first
in continuous form, followed by the discretized form that need to be integrated in time
numerically. For the transient analysis in this work, only the heat-transfer portion is con-
sidered time-dependent. Because the structural time-scale is much shorter than the thermal
time-scale, the structural inertia contributions are zeroed out so that only the heat-transfer
problem is time-dependent, and the elasticity equations are solved as a quasi-static system.
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Stresses are still time-dependent due to the thermal expansion contribution. Given this, the
only relevant time-dependent partial differential equation then is the heat transfer equation,
given as:
ρcθ̇ = ∇ · (κ∇θ) +Q, on Ω for t ∈ [0, tf ]
θ = θ̃, on ∂1Ω
(κ∇θ) · n = q, on ∂2Ω
θ(t = 0) = θ0
(6.1)
which is similar in form to the steady-state heat transfer PDE (Equation 5.2), only now the
governing equation holds from the initial time, t = 0, to the final time, t = tf , and initial
conditions θ(t = 0) = θ0 need to be defined, where θ0 represents the initial temperature
state in the domain. The domain Ω and boundaries ∂Ω1 and ∂Ω2 refer to the same domain
(Figure 5.1) used for the steady-state heat transfer PDE. The linear elasticity PDE is still
assumed to be steady-state, so Equation 5.1 still holds. The discretized form of the transient















 , k = 0, 1, . . . , N (6.2)
where C(x) is the design-dependent heat capacity matrix, and N indicates the number of
time steps so that tk=0 = 0 and tk=N = tf , resulting in a time-step size of ∆t = tf/N . The








where Ci is the element heat capacity matrix. Both density ρ(x) and specific heat capacity
c(x) are evaluated linearly to the interpolated density ξ, leading to the ξ2 term.
This linear system of equations must then be integrated in time numerically to obtain
the time-dependent solution of the state variables u(t) and θ(t). Note that even while the
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structural inertia term is zeroed-out, the mechanical displacements u are still a function
of time, due to the thermal expansion component of the mechanical displacement and the
temperature state variables θ being a function of time. These governing equations are in-
tegrated in time using TACS [135]. Here, a second-order backwards difference formula
(BDF) scheme is used. The procedure used for integrating these equations follow, as given
by Boopathy and Kennedy [136]. Since the governing equations for this work only require
first derivatives, any second derivative terms are neglected in the following equations. Us-








where ∆t is the time-step size (which is constant), αi are coefficients of integration, and p
is the order of integration. In this work, p = 2 is used.
After the first time-derivative of the state variables are approximated using Equation 6.4,
the residual of the nonlinear system of equations can be formed as
Rk(q̇k,qk,x, tk) = 0. (6.5)
The exact form of the residual is given by rearranging Equation 6.2, subtracting the right-
hand-side on both sides so that it is equal to zero. This residual is solved iteratively using
Newton’s method. The state variables are updated by ∆qnk at each Newton iteration n, and
the first time-derivative of the state variables are updated by a scaled factor of the state










∆qk = −Rk(q̇k,qk,x, tk) (6.6)
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The transient thermoelastic topology optimization problem is formulated to minimize
the maximum temperature in the domain at the final time step, represented as cKS(θ(x, t =
tf )). The problem is subject to the same mass constraint used for the steady-state results,
and the stress-constraint uses the stress at the final time step, cKS(σvM(x, u, t = tf )).
The equations are now governed by the transient heat-transfer equation (Equation 6.1) in-
tegrated in time from the initial time, t = 0, to the final time, t = tf . The formulation of
the time-dependent thermoelastic topology optimization takes the form
min cKS(θ(x, t = tf ))
with respect to ε0 ≤ x ≤ 1
such that m(x) ≤ mf
















 , k = 1, . . . , N
(6.8)
A key benefit of using time-dependent heat transfer is that the worst-case loads can be used
for design optimization even when the worst case loads are path-dependent, not known
ahead of time, or are design-dependent. For optimization problems in this thesis, the time-
dependent objective and constraint values are evaluated at the final time step. This is valid
only because of the load-cases that are chosen, where we know in advance that the worst-
case temperature (and therefore stress, also) will occur at the final time step. If this were






Figure 6.1: Heat conduction problem for validation
6.1.1 Validation of the numerical integration of the transient thermal problem
This section presents a validation of the numerical integration of the transient thermal prob-
lem. The notation used for this derivation is slightly different than the previous represen-
tations in Equation 6.1, where in this case u represents the temperature state variables.
Figure 6.1 depicts a rectangular beam which is subject to a heat flux boundary condition
on the left side, with a fixed temperature boundary condition u = 0 on the right side. This
problem can be treated as a one-dimensional problem, simplifying the analytic result. First,
I will derive the analytic solution to this problem, and then I will present a comparison of
the solution to this problem computed numerically. The specific PDE which governs this
problem is given by:
ut = αuxx; α =
κ
ρcp
ux(x = 0, t) = −q̇in/κ
u(x = l, t) = 0
u(x, t = 0) = 0, 0 ≤ x ≤ l
(6.9)
The solution to this problem takes the form:
u(x, t) = uE(x) + v(x, t) (6.10)
where uE is the steady-state solution. The ODE governing the steady-state heat conduction
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uE(x = l) = 0
(6.11)




(1− x/l) . (6.12)






















; m = 2n− 1 (6.14)






The derivation which leads to this result is provided in Appendix section 8.3. Sub-














Figure 6.2 shows how the temperature in the domain evolves over time as the heat
conduction trends towards steady-state. The results shown use 100 coefficients for the


















Figure 6.2: Spatial temperature distribution at different time steps
6.1.2 Validation of TACS transient heat transfer solution
Finally, the previous example is used to validate the transient heat transfer solution com-
puted numerically using TACS. To show that TACS computes the solution of the transient
heat transfer problem properly, the spatial maximum of the temperature is compared for the
analytic solution, as well for as the numeric solution using a range of time steps. Figure 6.3
shows the relative error of the TACS transient heat transfer solution over time, for time step
sizes of ∆t = 1 s, ∆t = 2 s, ∆t = 5 s, and ∆t = 10 s. The analytic solution is computed
at 1 second intervals using 100 Fourier coefficients for Equation 6.16. Figure 6.3 indicates
good agreement between the analytic and numeric solutions to the transient heat transfer
problem. The error at t = 0 is not shown because this would lead to a division by zero,
due to the zero initial conditions. The error for each TACS solutions converges to ∼ 0,
at different rates. The errors at the final time step for each TACS solution are provided in
Table 6.1. The table also shows the first time where the relative error becomes less than 1%
for each time step. The results show that the numerical integration is stable and produces
accurate results even with very course time steps. This example uses a heat flux boundary
condition which is constant over time, but if the heat flux were to vary over time, sufficient
temporal resolution should be used to accurately represent the boundary conditions. Using
the coarsest time step of 10 s, the relative error at the final time step is 5.4 × 10−2%. This
indicates that we can confidently use a coarse time step for topology optimization, since a
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t = 1 s
t = 2 s
t = 5 s
t = 10 s
Figure 6.3: Validation of TACS solution to the analytic transient heat transfer example
using a range of time step sizes
Table 6.1: Relative error of the the maximum temperature at the final time step comparing
the analytic and numeric transient heat transfer solutions
∆t (s) Relative error at final time (%) Time when error drops below 1% (s)
1 4.7× 10−4 3.0
2 1.8× 10−3 6.0
5 1.2× 10−2 20.0
10 5.4× 10−2 50.0
high-degree of precision is not needed to produce the design.
6.2 Results
Figure 6.4a through Figure 6.4m show the results of topology optimization with transient
analysis with the same boundary conditions as the steady-state result shown in Figure 6.4o.
The topology optimization problem formulation here is a temperature minimization subject
to stress- and mass-constraints, with the temperature and stress values of interest evaluated
at the final time step of the transient analysis, as shown in the time-dependent topology
optimization formulation (Equation 6.8). In the transient results shown here, the input heat
flux is constant, but tfinal is varied so that the physics is transient to varying degrees. Each
case shown initially starts with a uniform mesh with 15,360 elements. After three cycles
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of adaptive mesh refinement, the final meshes have between 254,211 and 311,577 total
elements. A comparable uniformly refined mesh with the same resolution would have
983,040 total elements, which demonstrates a significant cost savings by using adaptive
mesh refinement.
Figure 6.4a and Figure 6.4c shows the results with tfinal = 5 and 10 seconds, respec-
tively, with a concentration of material forming near the input heat flux. This design feature
absorbs the input heat flux as there is not sufficient time to conduct the heat away via the
top surface. A similar design feature is present for the results shown in Figure 6.4e, and
Figure 6.4g, for the tfinal = 15 and 20 second results, respectively. However, in these de-
signs the members connecting the bottom edge to the top have thickened to conduct heat
away from the heat source, resulting in a tapered vertical member. As the simulation time
increases further, the designs for tfinal = 25, 30, and 60 seconds all show significant resem-
blance. These topologies feature a uniformly thick vertical member to conduct heat from
the heat source to the heat sink, with truss-like members elsewhere to carry the mechani-
cal traction and satisfy the stress constraint. These designs look similar to the steady-state
topology (Figure 6.4o), although the truss-like members are arranged in a slightly different
pattern, and where a secondary heat conduction path was noticeable in the tfinal = 60 de-
sign, this feature has thickened noticeably in the steady-state design. Table 6.2 provides the
optimized maximum temperature objective values of each of the results. Here we see the
objective values converging to the steady-state objective value, confirming that the designs
not only appear similar, but perform similarly as well.
Each of the designs in Figure 6.4 is intended to minimize the maximum temperature
for a given duration of heat flux input, while satisfying a stress constraint. With these
optimized designs, we can now compare the time response of each design - taking each
topology, and applying a constant heat flux to each for 60 seconds. Figure 6.5 shows the
results of this analysis, with the maximum temperature plotted over time for each design.
In addition to the legend, a point on each line is plotted to indicate the final time that each
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(a) tfinal = 5 seconds (b) tfinal = 5 seconds with final mesh
(c) tfinal = 10 seconds (d) tfinal = 10 seconds with final mesh
(e) tfinal = 15 seconds (f) tfinal = 15 seconds with final mesh
(g) tfinal = 20 seconds (h) tfinal = 20 seconds with final mesh
(i) tfinal = 25 seconds (j) tfinal = 25 seconds with final mesh
(k) tfinal = 30 seconds (l) tfinal = 30 seconds with final mesh
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(m) tfinal = 60 seconds (n) tfinal = 60 seconds with final mesh
(o) Steady-state (p) Steady-state with final mesh
Figure 6.4: Optimized topologies using transient analysis with constant heat flux for a
range of tfinal
design was intended for (for the steady-state design, a point is placed at 60 seconds, since
this is the boundary of the plot). One other way to think about this is that the optimization
considers the time history of the transient heat conduction up to the point of each plotted
circle. Note that the lines for tfinal = 25 and tfinal = 30 are indistinguishable in the plot;
the time response the steady-state design and the tfinal = 60 design nearly overlap as well.
It is expected that the steady-state time response and the tfinal = 60 time response match
so closely, but notable that their performance is so similar with fairly different topologies.
One might expect that the circles would be below all the other lines, meaning that when we
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minimize the maximum temperature at a certain time, the optimized temperature should be
lower than other designs at the same time. With the exception of tfinal = 60, this is not
what we see, though they are all close to being the minimum. The case of tfinal = 10 is
the greatest violation; the maximum temperature of the tfinal = 10 design at 10 seconds is
2.03 ◦C, while the temperature of the tfinal = 60 design at 10 seconds is 1.72 ◦C, which is
15.3% lower. The first reason this is not the case is that the stress constraints for each of
these cases are all slightly different. The stress constraint is applied at tfinal for each design,
which makes this an imperfect comparison. Still, we would expect each to be close to the
minimum at their respective times, and we do see that they all nearly meet that criteria. The
second reason is that like we saw in the Pareto front (Figure 5.3), coupled thermoelastic
topology optimizations can have many local minima, and the objective function values can
jump significantly when there are discrete differences in the design like we see here. The
final designs obey intuition - in that smaller values of tfinal have more material close to the
heat source, and higher values have more of a heat conduction path between the heat source
and the heat sink. This ends up being reflected when comparing the temperatures at t = 60.
tfinal = 5 has the highest temperature at t = 60, followed by tfinal = 10, since these two
designs have prioritized short time-scale temperature minimization. The temperatures at
t = 60 for the other topologies are closer to one another, and end up in order of tfinal as
well.
6.3 Conclusions
For structural design problems with combined mechanical and thermal loads, it is important
to choose problem formulations which improve thermal performance while also consider-
ing material stress limits. Thermal loads are often transient, and we have shown here that
the choice of transient or steady-state analysis can have a large impact on the design, de-
pending on the degree to which the thermal loads are transient. Transient thermoelastic
topology optimized designs withO(105) elements were generated for a range of input heat
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Figure 6.5: Time response of each of the optimized designs
flux duration. This was, to my knowledge, the first time that stress-constrained transient
thermoelastic topology optimization has been presented. These designs were compared to a
design generated using steady-state analysis. The expected result was confirmed: transient
results with longer duration heat flux closely resemble designs generated with steady-state




Topology optimization is a powerful design tool, benefiting from a broadened design space
that can be efficiently navigated with gradient-based optimization algorithms. Complex
design problems which often involve multiple, coupled physics may require the use of
gradient-based optimization techniques to satisfy demanding design requirements. In addi-
tion to multiphysics analysis, structural optimization problem formulations must consider
design stresses in order to produce feasible designs. Popular alternative formulations may
produce overly stiff designs which also do not consider areas of stress concentration. Cur-
rent topology optimization methods use physics modeling which is too simplistic for many
design scenarios, and many do not consider design stress within the problem formulation.
Finally, designs generated using topology optimization should be finely refined to achieve
a smooth and detailed design.
This thesis increases the scope of physics modeling available for topology optimiza-
tion, while also considering critical design stress limits. First, due to the high-vibration
environments that are common with aerospace structures, unwanted frequency response
of the structure must be avoided. To address stress- and frequency-constrained problems,
stress constraints are formulated using a reconstruction of the displacement field that pro-
duces a stress field that is less mesh-sensitive and more amenable to stress-constrained
optimization. To address the high computational cost of eigenvalue problems, the natu-
ral frequency problem is solved using a Jacobi–Davidson eigenvalue solution method that
is compatible with iterative solution techniques. Novel eigenvector recycling strategies,
which reuse eigenvector information, are proposed and evaluated. This combination of
iterative eigenvalue solution method and recycling strategy enables the solution of high-
resolution topology optimization problems with frequency constraints.
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Second, many aerospace vehicles require structures to operate at high temperatures
while simultaneously being subjected to mechanical loads. In some important design cases,
these structures never reach thermal equilibrium. For instance, electric vehicles operate at
high power conditions during takeoff, landing or hover, and will not reach thermal steady-
state during these flight phases. In these applications, steady-state thermal analysis may
not accurately capture thermal or mechanical performance. In this thesis, thermoelastic
physics with both steady-state and transient heat transfer analysis is developed for topology
optimization.
Each of these modeling domains require significant computational cost. The work in
this thesis presents a novel adaptive mesh refinement technique where the mesh is refined
adaptively near the solid-void boundary. This provides a substantial savings in compu-
tational cost, while providing highly refined designs, making these modeling approaches
more viable for topology optimization design.
7.1 Contributions
1. Solving stress- and frequency-constrained topology optimization problems using a
Jacobi-Davidson eigenvalue solver
High-resolution topology optimization has the potential to be a powerful tool
to design structures with strength requirements that operate in high-vibration
environments. In order to solve these complex design problems, this work ad-
dressed challenges in applying stress and frequency constraints to large-scale
topology optimization problems. An element-wise reconstruction of the dis-
placement field enabled the computation of less mesh-sensitive strain and stress
fields, improving the design space for stress-constrained optimization. This
work also demonstrated that the Jacobi–Davidson method with eigenvector re-
cycling is efficient and robust for solving large-scale natural-frequency prob-
lems for topology optimization applications. Finally, these capabilities were
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demonstrated using cantilever and orthogonal bracket problems, with compar-
isons for stress-constrained mass minimization, mass-constrained compliance
minimization, and stress- and frequency-constrained mass minimization for
problems with O(107) degrees of freedom.
2. Solving steady-state coupled thermoelastic topology optimization problems
In chapter 5 presented steady-state thermoelastic topology optimization method-
ology and results. Steady-state thermoelastic topology is not a new area of re-
search; however, I presented a Pareto-front using 101 topology optimization re-
sults, providing a novel perspective on the competing nature of mechanical and
thermal performance that makes thermoelastic structural design so challeng-
ing. I applied stress-constrained thermoelastic topology optimization to pro-
duce novel structural design concepts for the mounting structure of an electric
motor. These designs are, to my knowledge, the largest stress-constrained ther-
moelastic topology optimization results presented, with 2,181,120 elements,
9,294,068 degrees of freedom, and 2,323,517 design variables. I presented re-
sults using two different choices of boundary conditions and found that the
choice of boundary condition has a large impact on the resulting design. Addi-
tionally, designs generated without thermal loads were also presented to high-
light the effect that the temperature increase has on the resulting design.
3. Solving stress-constrained transient thermoelastic topology optimization problems
For structural design problems with combined mechanical and thermal loads,
it is important to choose problem formulations which improve thermal perfor-
mance while also considering material stress limits. Thermal loads are often
transient, and I showed that the choice of transient or steady-state analysis can
have a large impact on the design – depending on the degree to which the ther-
mal loads are transient. Transient thermoelastic topology optimized designs
with O(105) elements were generated for a range of input heat flux duration.
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This was, to my knowledge, the first time that stress-constrained transient ther-
moelastic topology optimization has been presented. These designs were com-
pared to a design generated using steady-state analysis. The expected result
was confirmed: transient results with longer duration heat flux closely resem-
ble designs generated with steady-state analysis, but shorter duration designs
varied drastically. This work enables the use of transient thermoelastic physics
for topology optimization problems for a broad scope of applications with tran-
sient heat transfer, including time-varying heat generation and cooling.
7.2 Future work
7.2.1 Trajectory and topology coupled optimization
In many applications where transient heat transfer is relevant, the thermal boundary condi-
tions (both heat generation and cooling) depend on the operating conditions. For example,
in the context of an electric aircraft motor, the heating is determined by the electric power
required over time, and the convective cooling is a function of the aircraft’s speed and
altitude. Two-way coupling exists with this problem because the mission requirements de-
termine thermal loads, but component thermal limits may then restrict the mission. For
this type of problem and others like it, the topology optimization could be coupled to a
trajectory optimization (for example, using Dymos1) to capture the effects of the two-way
coupling inherent in the problem.
7.2.2 Natural and forced convection boundary conditions
Many authors have modeled natural and forced convection heat transfer with topology opti-
mization to improve thermal performance [38, 39, 40, 41], but none have done so for stress-
based coupled thermal-structural problems. Adding natural or forced convection boundary
conditions to this work would enable high-fidelity coupled aero-thermal-structural topol-
1https://github.com/OpenMDAO/dymos
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ogy optimization. Modeling convection enables the consideration of convective cooling for
transient thermal design problems, which are relevant for many applications. This would
greatly improve the modeling for coupled trajectory and topology optimization problems
as well, in cases where the convective heat flux is a function of trajectory.
7.2.3 Topology optimization under uncertainty
This is a less obvious but an important consideration for future research. In the topology op-
timization process, many assumptions are made about material properties, geometry, loads,
and boundary conditions, and as we add more layers of complexity to the analysis (i.e.
thermoelastic governing equations, transient physics, trajectory modeling), the number of
assumptions only increases from there. Additionally, based on the Pareto front shown in
chapter 5, we know that topology optimization designs can experience discontinuous jumps
in performance due to discrete changes in the design. In other words, topology optimiza-
tion is sensitive to input parameters. Applying optimization under uncertainty concepts
to topology optimization can help make these designs more robust to the uncertainty in-





8.1 Enrichment functions for reconstruction
In this work, the regular trilinear finite-element shape functions for 8-noded hexahedral
elements are denoted N(η). The enrichment basis functions are constructed such that their
values are zero at the nodes so that the nodal solution remains unchanged. For the trilinear
case, the enrichment functions are based on the function
r(η1) = (1 + η1)(1− η1),




r(η1) η2r(η1) η3r(η1) r(η2) η1r(η2) η3r(η2) r(η3) η1r(η3) η2r(η3)
]
The matrices Ax ∈ R24×8 and Āx ∈ R24×9 are the three spatial derivatives of N(η) and
N̄(η) evaluated at each of the 8 node locations. Given the parametric node locations ηi,
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Algorithm 3 Jacobi–Davidson method with recycling
Set k = 0
while k ≤ s do . Orthogonalize initial set of recycled vectors
Set vk ← ModifiedGramSchmidt(M,Vk−1,Rsek) . Extract column k from Rs and
orthogonalize it
Set k = k + 1
end while
Compute As = VTsKVs . Compute the initial reduced matrix
Set Ek = ∅ . Set the converged eigenvectors to the empty set
Set k = s
while k ≤ max iterations do
if k > s then . Skip this orthogonalization step when k = s
Set vk ← ModifiedGramSchmidt(M,Ek,vk) . Orthogonalize vk against
converged eigenvectors Ek
Set vk ← ModifiedGramSchmidt(M,Vk−1,vk) . Orthogonalize vk against
Vk−1
Compute w = Kvk
Compute new row/column of Ak where [Ak]jk = w
Tvj and [Ak]kj = w
Tvj
end if
Solve the eigenproblem Aky = θy
Compute for the lowest Ritz vector u1 = Vky1
Compute the residual r = Ku1 − θ1Mu1
if ||r||2 ≤ ε||Ku1||2 then . Check for convergence of this Ritz pair
Add u1 to the converged eigenvectors Ek = Ek−1 ∪ u1
if required eigenvectors converged then
break . All eigenvalues and eigenvectors converged
end if
Compute u2 = Vky2, r = Ku2 − θ2Mu2 . Switch to the next Ritz pair
Set u1 ← u2
else
Set Ek = Ek−1
end if
Set Qk = Ek ∪ u1
Use FGMRES to approximately solve the update equation
(I−MQkQTk )(K− θM)(I−QkQTkM)t = −r
Set vk+1 = t
Set k = k + 1
end while
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8.3 The analytic solution to the transient heat conduction validation problem
This section provides a derivation for the solution to the transient component of the heat
conduction validation problem presented in Section subsection 6.1.1. The PDE governing
the transient component of the solution, v(x, t), is:
vt = αvxx; α =
κ
ρcp
vx(x = 0, t) = −q̇in/κ
v(x = l, t) = 0





The solution to v(x, t) follows.
v(x, t) = X(x)T (t) (8.2)
X(x)Ṫ (t) = αX ′′(x)T (t) (8.3)
X ′′ + λX = 0
Ṫ + λαT = 0
(8.4)





X ′(0) = A
√
λ = 0→ A = 0 (8.6)
X(l) = B cos(
√
















Ṫ = −λαT (8.9)
=⇒ Tn = Cne−λαt (8.10)














































; m = 2n− 1 (8.14)
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