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ABSTRAKT
Tato diplomová práce se zabývá možnostmi zpracování obrazu na mobilních platformách,
především na systému Android a jeho využití jako detektoru únavy řidiče. V úvodu je
rozebrána problematika vlivu únavy na řidiče, především mikrospánku, společně s popisem
již existujících systémů detekce únavy. Práce se dále věnuje popisu možností zpracování
obrazu na mobilních platformách. Důraz je kladen především na systém Android, společně
s knihovnou OpenCV, známou z desktopového prostředí. Následuje porovnání různých
druhů implementace knihovny na mobilní platformu. V části o zpracování obrazu jsou
popsány algoritmy pro detekci objektů v obraze, využitelné pro detekci obličeje, očí a
jejich stavu. V praktické části byly vybrané metody implementovány pro systém Android.
Byla vytvořena referenční aplikace, pro názornou demonstraci těchto metod na reálném
zařízení. Jednotlivé metody jsou porovnávany podle časové náročnosti, chybovosti a
dalších faktorů.
KLÍČOVÁ SLOVA
OpenCV Detekce Oči Únava Řidič Android Mobilní Zařízení
ABSTRACT
This diploma thesis deals with the options of image processing on mobile platforms,
especially on Android operating system, and their use in a driver drowsiness detection
system. The introductory part analyses the influence of drowsiness on drivers, focusing
chiefly on the microsleep, and describes the already existing driver drowsiness detection
systems. The thesis proceeds by the description of possibilities of image processing on
mobile platforms with the emphasis on Android operating system together with the
OpenCV library, known from the desktop interface. This is followed by comparison of
various options of library implementation on a mobile platform. The chapter on image
processing describes the algorithms for the detection of objects in the image, usable for
detection of face, eyes and their posture. The practical part implements the selected
methods for the Android operating system. A referential application was created to
provide an explanatory demonstration of these methods on a real device. The individual
methods are compared on the basis of time consumption, error rate and other factors.
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ÚVOD
Zadáním této práce je prozkoumat možnosti zpracování obrazu na mobilních platfor-
mách a implementovat vhodné algoritmy k detekci únavy řidiče. Zpracování a imple-
mentace systému je zaměřena na mobilní platformu Google Android. Únava řidiče
představuje skrytý faktor zvyšující riziko nehody, který má za následek mnoho váž-
ných dopravních nehod. Oficiální klasifikace nehod zaviněných mikrospánkem však
neexistuje, proto nejsou dostupná žádná přesná data o procentuálním zastoupení
vlivu mikrospánku na celkovou nehodovost. Nebezpečnost mikrospánku zvyšuje ne-
možnost otestovat únavu řidiče jednoduchým testem, například při policejní kont-
role, jako je tomu u alkoholu nebo návykových látek. Výrobci automobilů vytvářejí
různé systémy pro zvýšení bezpečnosti posádky řidiče i chodců. Některé z těchto
systémů jsou navržené i pro zabránění, nebo včasnou detekci únavy řidiče. Tyto
systémy však většinou detekují až následné chování automobilu, po řidičově usnutí.
Vzhledem k rozšíření zastoupení tzv. smartphonů na mobilním trhu a k rychlému
růstu jejich výkonu si tato práce pokládá za cíl ověřit možnosti jejich využití v do-
pravě, jako jednoduchého a snadno použitelného systému pro detekci zavřených očí,
jako akutního příznaku únavy řidiče a včasným varováním.
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1 SYSTÉMY PRO SLEDOVÁNÍ ÚNAVY ŘIDIČE
Posádku automobilu na cestách ohrožují mnohá nebezpečí, jedním z nejzásadnějších
a často nejtragičtějších je únava řidiče. Únava bývá definována jako snížení schop-
nosti vykonávat činnost, které vyplývá z předchozího vynaloženého úsilí, za jízdy
se únava projevuje několika ukazately, jako například pocity ospalosti, zíváním, po-
citem těžkých víček, u některých jedinců i podrážděností. Zhoršuje se zaostřování,
ochabuje svalstvo krku, řidič začne dělat chyby. Z fyziologického hlediska nedokáže
žádný člověk bez změny ve výkonu řídit déle než 3 hodiny [1, 2]. Nebezpečí spočívá
v tom, že únava často přichází plíživě, především na delších cestách, kdy má řidič
narušen pravidelný denní rytmus, často spojený se spánkovým deficitem. Delší neře-
šená únava může přerůst až v mikrospánek, který se projevuje krátkými epizodami
spánku o délce až několika vteřin a ke kterému může dojít bez varovných příznaků
[3, 4].
1.1 Mikrospánek
Mikrospánek je pro řidiče nebezpečný stav mezi bdělostí a spánkem. Nebezpečná je
především monotónnost jízdy, kdy mozek dostává stále stejné vzruchy ze smyslových
orgánů a po čase je začne vyhodnocovat jako klidový stav, kdy snižuje aktivitu
a nastává mikrospánek. Snížení mozkové aktivity provází i snížení napětí kosterního
svalstva a nesymetrické povolování končetin, padání hlavy. Mikrospánek trvá 3 až
15 sekund [5]. Po uplynutí této doby dojde k usnutí, nebo probuzení. Oba tyto stavy
jsou pro řidiče nebezpečné, protože i za tuto krátkou dobu automobil v závisloti na
rychlosti ujede dráhu i několik set metrů. Při stavu probuzení z mikrospánku navíc
řidič často reaguje zmatečně a panicky, čímž se zvyšuje riziko opuštění jízdní dráhy
a nehody.
Typické ukazatele na nehodu způsobenou mikrospánkem [3]:
 Nehoda se stala mezi druhou a šestou hodinou ranní, nebo mezi čtrnáctou
a šestnáctou hodinou (zejména po jídle nebo po konzumaci alkoholického ná-
poje).
 Nehoda je střední, nebo těžká.
 Automobil opustil vozovku.
 Nehoda se stala na dálnici.
 Řidič nesnažil nehodě zabránit.
 Řidič byl ve vozidle sám.
 Řidič spal předcházející noc méně než obvykle.
Rizikové skupiny:
 Mladí muži, především do 26 let.
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 Lidé pracující na směny, nebo lidé pracující více jak 60 hodin týdně.
 Profesionální řidiči a obchodní zástupci.
 Lidé s neléčenými poruchami spánku.
 Lidé užívající léky způsobujících otupělost.
Podle studijí jsou následky únavy exponenciálně rostoucí [5]. To znamená, že
riziko mikrospánku je dvakrát větší po 13 hodinách jízdy, než po 10ti.
1.2 Možnosti sledovacích systémů
Jedním z nejúčinnějších prostředků pro detekci a analýzu očekávaného vývoje stavu
bdělosti a pozornosti lidského činitele je rozbor elektromagnetického pole, vyzařova-
ného celým rozsáhlým souborem nervových drah v mozku. Pro podobný účel existují
i jiné biologické signály, mezi něž patří zejména frekvence mžikání očních víček, vib-
race rukou, elektrický odpor a teplota pokožky, výraz obličeje. Existující systémy
nedokáží tento stav předvídat, pouze detekují stávající stav.
1.3 Existující systémy pro sledování únavy řidiče
V současné době existuje několik komerčních systémů, které analyzují únavu řidiče.
Mnohé z nich jsou vyvíjeny přímo za podpory velkých automobilek např. Volvo,
Ford.
1.3.1 Volvo
Systém sledování bdělosti řidiče (Driver Alert Control)[6] automobilky Volvo, se
spouští při rychlostech nad 65 km/h. Využívá digitální kamery monitorující vozovku
před vozem a dat o otáčení volantu. Systém je schopný rozeznat normální způsob
řízení od neklidného. Kontrolka řidiče informuje o stupni jeho bdělosti a případně
upozorní řidiče zvukovým signálem.
1.3.2 Ford
Systém varování řidiče od automobilky Ford [7] pracuje na základě zjištění, že ři-
dič začínající upadat do mikrospánku zpravidla se vychyluje z požadovaného směru
jízdy, které pak náhle koriguje. Systém rozpozná tyto prudké zásahy do řízení po-
mocí analýzy rychlosti stáčení vozidla okolo podélné osy. Systém sledování bdělosti
sestává z malé kamery, umístěné na zadní straně vnitřního zpětného zrcátka, sledu-
jící vodorovné dopravní značení po obou stranách automobilu. Aktuální směr jízdy
je analyzován vzhledem k čárám vyznačujícím jízdní pruhy. Pokud je detekován
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možný rozpor, systém vydá upozornění a následnou varovnou zprávu. Pokud řidič
zprávu nepotvrdí, lze systém resetovat pouze zastavením vozu a otevřením dveří,
jako signálu přestávky, nebo výměny řidičů.
1.3.3 Volkswagen
Systém od automobilky Volkswagen [8] sleduje úhel natočení volantu, spolu s dal-
šími parametry, jako je ovládání pedálu plynu, příčné zrychlení a rozmanité projevy
ovládacích úkonů řidiče. Při rozpoznání příznaků únavy upozorní systém řidiče sym-
bolem kouřícího šálku kávy s doporučením, aby si řidič udělal přestávku.
1.3.4 Mercedes
Systém[9] zpracovává obraz vozovky a její značení. Spolu se sledováním reakcí ři-
diče, zda je opuštění jízdního pruhu úmyslné. Asistent sledování bdělosti nepřetržitě
vyhodnocuje více než 70 parametrů, podle kterých je detekována únava. Během prv-
ních minut každé jízdy vytváří individuální profil řidiče, který se v elektronické řídicí
jednotce vozidla porovnává s aktuálními daty senzorů a danou jízdní situací.
1.3.5 Mobileye
Mobileye [10] technologie jsou k dnešnímu dni využívány ve vozidlech značek BMW,
Volvo a GM. Stejně jako u ostatních systémů spíše pomáhají a korigují řidičovo
chování. Systém obsahuje následující komponenty:
 Varování při neúmyslném opuštění jízdního pruhu.
 Varování kolize s vozidlem vpředu.
 Sledování délkového odstupu vozidel.
 Detekce chodců.
 Asistent dálkových světel.
 Rozpoznání dopravních značek.
1.3.6 iOnRoad
Zástupcem již existujícího řešení pro mobilní platformy je aplikace iOnRoad [11],
dostupná pro systém Android a iOS. Aplikace funguje na principu snímání vozovky
před autem, vyhledání značení jízních pruhů pro určení vzdálenosti, detekce objektů
(automobilů) v aktuálním jízdním pruhu. Aplikace pak vypočítá čas kolize, spočí-
taný ze vzdálenosti a rychlosti získané z GPS. Řidič je varován akustickým signálem
ve třech vzdálenostech přiblížení k překážce. Pro případ jízdy v koloně, nebo hustém
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městském provozu s malými rozestupy automobilů, se systém automaticky vypíná
při rychlosti nižší než 30 km/h.
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2 ZPRACOVÁNÍ OBRAZUNAMOBILNÍCH PLAT-
FORMÁCH
V posledních letech dochází ke zlevňování a zlepšování kvality snímací techniky. Díky
její široké dostupnosti a minimalizaci je nyní skoro každé mobilní zařízení vybaveno
kamerou. Novější mobilní telefony a tablety obsahují i druhou kameru, určenou pri-
márně pro videohovory. Spojení fotoaparátu, operačního systému a relativně vysoké
výpočetní kapacity dnešních mobilních zařízení umožňuje provádět i složitější ope-
race s obrazovými daty a prvky počítačového vidění. Aplikace fotoaparátu dokáže
detekovat a rozpoznávat obličeje, aplikovat různé transformace a efekty. Často se
využívá rozšířené reality (augmented reality), kdy je obraz skutečného prostředí
z kamery obohacen o uměle přidané prvky. Oblast využití rozšířené reality je velice
rozsáhlá a prochází neustálým vývojem. Existující projekty například přidávají do
obrazu ulice různé vrstvy jako obchody, informační centra a navigační prvky. Určení
pozice přidaných prvků lze provést na základě pozice získané z mobilní sítě, nebo lze
využít i speciálních obrazců (markerů), kdy se pozice markeru nahradí jiným objek-
tem. Rozšířená realita na mobilních zařízeních našla uplatnění i v oblasti kultury,
při pořádání výstav [12].
Na trhu mobilních zařízení je mnoho různých operačních systémů. Jejich procen-
tuální zastoupení na konkrétním trhu závisí na světadílu, konkrétním státu, kupní
síle obyvatel a mnoha dalších faktorech. Proto nejde sestavit absolutní pořadí nej-
používanějších mobilních systémů. Pro výběr vhodného systému pro tuto práci byly
použita následující kritéria:
 Systém se vyvíjí, jsou dostupné aktualizace a je podporován výrobci hardwaru.
 Existuje knihovna pro pokročilou práci s obrazem na daném systému.
 Existující vývojové kity a prostředí pro vývoj.
 Jsou dostupná zařízení s dostatečným výkonem pro zpracování obrazu.
Těmto kriteriím vyhovují dva mobilní operační systémy:
 iOS od společnosti Apple, uzavřený systém, silně vázaný na hardware jediného
typu telefonu a tabletu. Výhodou je silná optimalizace na konkrétní hardware,
téměř nulová softwarová fragmentace a vysoká hardwarová úroveň. Nevýhodou
může být licenční politika, kdy jediný oficiálně podporovaný operační systém
pro vývoj je MacOS a vývojářský účet i nástroje jsou zpoplatněné. Programo-
vání probíhá v jazyce Objective-C a programu XCode. Možnosti zpracování
obrazu na tomto systému jsou velmi rozsáhlé díky početné komunitě vývojářů
a knihovně OpenCV.
 Android open-source systém, vytvořený sdružením firem Open Handset Alli-
ance (OHA), pod které spadá celkem 34 výrobců hardwaru a softwaru a tele-
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komunikačních společností. Aktualizace a další vývoj zajišťuje Android Open
Source Project (AOSP). Programováni probíhá jazyce Java, ale je možné vy-
užít i C++. Pro vývoj lze použít mnoho vývojových prostředí (Eclipse, Net-
Beans) podporujících více operačních systémů, kdy potřebné pluginy, SDK
a NDK, jsou distribuovány zdarma.
Díky vyjmenovaným výhodám se další část této práce bude zabývat pouze zpra-
cováním obrazu na platformě Google Android s pomocí knihovny OpenCV (Open
Source Computer Vision).
2.1 Android
Je otevřený systém s volnou licencí (Apache License), umožňující jeho úpravy i im-
plementaci do různých embedded zařízení. Systém Android běží na široké skále za-
řízení jako mobilní telefony, tablety, televize. Jak už bylo zmíněno, pro vývoj apli-
kací se využívá jazyk Java. Aplikační framework pokrývá část Java SE, nejsou zde
však přítomné knihovny pro grafické uživatelské prostředí jako je například SWING.
Aplikace běží ve speciálním virtuálním stroji - Dalvik Virtual Machine (DVM), silně
optimalizovaným pro nasazení na mobilních zařízeních. Použitím virtuálního stroje
se Android odlišuje od jiných mobilních operačních systémů jako Symbian nebo
iPhone OS, využívající přímé kompilace aplikací do strojového kódu daného pro-
cesoru. Technicky vzato je Dalvik Virtual Machine plně kompatibilní s Javou, ale
používá vlastní bytekód.
Zdrojový kód se překládá standardním překladačem dodávaným s Java SE SDK,
vzniklý bytecode je určen pro virtuální stroj Java VM a není kompatibilní s Dalvik
Virtual Machine. Pomocí nástroje DX se soubory .class a .jar převedou na nové
s příponou .dex, které jsou kompatibilní s Dalvik Virtual Machine.
Instrukční sada Dalvik Virtual Machine je registrově orientovaná, data jsou ma-
pována do většího množství registrů a instrukce pak pracuje s obsahem těchto re-
gistrů, narozdíl od zásobníkově orientovaného principu použitého v Java VM, kde
se data postupně ukládají do zásobníků, instrukce pak nemají žádné operandy (pa-
rametry instrukcí). Tento registrově orientovaný přístup je úspornější na počet in-
strukcí, které jsou však delší, protože obsahují také specifikace registrů. DEX for-
mát zahrnuje také mnohé optimalizace pro použití v mobilních zařízeních, programy
v DEX formátu jsou velice kompaktní a úsporné na paměť. Veškeré třídy jsou slou-
čeny do jediného DEX souboru. Od verze systému 2.0 je do Dalviku implementována
just-in-time (JIT) kompilace instrukcí virtuálního stroje do nativních instrukcí fy-
zického procesoru daného zařízení,kdy tato kompilace probíhá postupně přímo za
běhu programu. To přináší značné zrychlení běhu programu.
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Architektura systému Android:
 Jádro – jádro systému android je postaveno na Linuxu ve verzi 2.6, od verze
Androidu 4, se používá linuxové jádro verze 3.
 Android Application Framework – knihovny psané v nativním C/C++
kódu, pro práci s multimedii, LibWebCore pro prohlížeč, SQLite, OpenGL
a další.
 Android Runtime – obsahuje Dalvik Virtual Machine (DVM) a just-in-time
(JIT) kompilátor.
 Application framework – sada tříd a rozhraní protřebných pro vývoj. Zá-
kladní sada obsahuje:
– Prvky odvozené od třídy View – jsou to prvky uživatelského rozhraní,
použitelné v aplikaci.
– Content providers – umožňují sdílení obsahu mezi aplikacemi.
– Resource manager – poskytuje přístup ke zdrojům uložených přímo
v aplikaci.
– Notification manager – pro správu notifikací ve stavovém řádku a in-
formační liště.
Systém se rychle vyvíjí a proto na trhu existuje současně několik verzí. Jednotlivé
verze jsou označené kódovými názvy vytvořenými z názvů sladkostí. Pro přizpůso-
bení systému na velké rozlišení tabletů se vytvořila vývojová větev označená jako
Android 3 Honeycomb a pro mobilní telefony 2.3 Gingerbread. Systém Android 4 Ice
Cream Sandwich sjednocuje tyto větve a sám se hardwarově i graficky přizpůsobuje
danému zařízení. Pro vyvíjenou aplikaci je důležité API9 (Android 2.3 Gingerbread),
které programově zpřístupňuje přední kameru zařízení.
Vysoká míra fragmentace je i na hardwarové úrovni jednotlivých zařízení. Jako
například velikost displeje, použitý procesor, velikost RAM, použitý grafický čip. Pro
vlastní zpracování obrazu pomocí vytvářené aplikace je důležitý použitý procesor.
OpenCV na systému Android nepodporuje využití grafického procesoru (GPU) pro
urychlení výpočtů, avšak je plánována oficiální podpora GPU pro Tegra zařízení.
Existují i speciální knihovny, podporující urychlení některých instrukcí pomocí GPU
[13].
Architektura procesorů mobilních zařízení:
 ARMv5 rodina XScale – nejstarší, téměř se nepoužívá.
 ARMv6 rodina ARM11 – první iPhone, střední a nizší třída mobilních telefonů.
 ARMv7 rodina Cortex – podpora NEON instrukcí, lepší podpora výpočtů
v plovoucí desetinné čárce, podpora více jader, virtualizace.
 x86 – architektura známá z PC, zatím pouze pro tablety a GoogleTV, pláno-
vány verze pro mobilní telefony.
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Tab. 2.1: Zastoupení jednotlivých verzí API k 2.dubnu 2012 [14]
Platforma Označení API Zastoupení
Android 1.5 Cupcake 3 0.3%
Android 1.6 Donut 4 0.7%
Android 2.1 Eclair 7 6.0%
Android 2.2 Froyo 8 23.1%
Android 2.3 – 2.3.2 Gingerbread 9 0.5%
Android 2.3.3 – 2.3.7 Gingerbread 10 63.2%
Android 3.0 Honeycomb 11 0.1%
Android 3.1 Honeycomb 12 1.0%
Android 3.2 Honeycomb 13 2.2%
Android 4.0 – Android 4.0.2 Ice Cream Sandwich 14 0.5%
Android 4.0.3 Ice Cream Sandwich 15 2.4%
Obr. 2.1: Graf zastoupení jednotlivých verzí
Většina matematických operací v OpenCV používá výpočty v plovoucí desetinné
čárce. Většina levnějších mobilních zařízení má však starší procesory architektury
ARMv6, které mají omezenou hardwarovou podporu výpočtů v plovoucí desetinné
čárce, některým chybí i VFP (Vector Floating Point) jednotka. Pro zrychlení aplikací
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na těchto zařízeních se využívá přepsání některých operací do celočíselné aritmetiky
[15].
2.2 OpenCV
OpenCV je svobodná a otevřená multiplatformní knihovna zaměřená především na
počítačové vidění a zpracování obrazu v reálném čase. Knihovna OpenCV podporuje
Android, Maemo, FreeBSD, OpenBSD, iOS, Linux, Mac OS a Windows. OpenCV
je vyvíjená pod BSD licencí.[16]
Pro použití OpenCV na systému Android existují dva projekty:
 JavaCV poskytuje wrapery zpřístupňující několika knihoven používaných v po-
čítačovém vidění – OpenCV, FFmpeg, libdc1394, PGR FlyCapture, OpenKi-
nect, videoInput a ARToolKitPlus pro použití v jazyce Java. JavaCV používá
starší způsob zápisu pomocí OpenCV API 1.x (C API) JavaCV vyvíjí Samuel
Audet pod GNU General Public License version 2 (GPLv2) [17].
 OpenCV od verze 2.2 oficiálně podporuje Android v nativním kódu a od
2.3.1 beta1 zpřístupňuje některé funkce přímo přes JAVA API. K funkcím
knihovny lze tedy přistupovat pomocí C++ na nativní úrovni a JNI voláním
z aplikace, nebo pomocí JAVA API přímo z aplikace. Od verze 2.0 se používá
nový způsob zápisu OpenCV API 2.x (C++ API) využívající přednosti jazyka
C++. V době dokončování této práce byla vydána betaverze.
Pro ověření různých způsobů použití knihovny OpenCV byly realizovány tři apli-
kace pro systém Android a dvě pro systém Windows. Každá aplikace používala jiný
způsob přístupu ke knihovně OpenCV. Pro porovnání těchto způsobů bylo použito
základní detekce tváře pomocí Haarova klasifikátoru a porovnáváním časové nároč-
nosti, zprůměrované pro 100 detekcí, viz tabulka 2.2. Jednotlivá řešení byla také
porovnávána z mnoha hledisek. Důraz byl kladen na co nejvyšší rychlost zpracování
a rozsah funkcí. Oficiální řešení OpenCV má výhodu v možnosti použití nativní
kamery, která dosahuje vyšší rychlosti snímání, než standardní Android kamera, vý-
hodou je také novější způsob zápisu. Způsob řešení pomocí JavaCV projevil spíše
nevýhody, jako starší způsob zápisu funkcí, nemožnost použít novějších postupů,
větší výsledná velikost aplikace, způsobená nutností kopírovat všechny knihovny
přímo do aplikace.
Zvláštností je dlouhá doba detekce v nativním kódu, která by měla být kratší
než při použití JAVA API, které volá nativní funkci samostatně pro každou ope-
raci, oproti jednomu nativnímu volání pro celý snímek u řešení v nativním kódu.
Byla vyzkoušena kompilace s různou optimalizací kódu – Thumb, Thumb-2, NEON,
avšak bez výrazného zvýšení rychlosti. Možnou příčinou jsou změny v předávání ob-
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Tab. 2.2: Porovnání průměrných časů detekce
Knihovna API Jazyk Zařízení Čas detekce
OpenCV 2.3.1 2.x C++ x86 2x 1,7Ghz, 2GB RAM 327,14 ms
JavaCV 2.3.1 1.x Java x86 2x 1,7Ghz, 2GB RAM 118,52 ms
OpenCV 2.3.1 2.x C++ ARM Cortex-A8 1Ghz, 512MB RAM 3430,20 ms
OpenCV 2.3.1 2.x C++ ARM Cortex-A9 2x 1,2Ghz, 1GB RAM 2880,70 ms
OpenCV 2.3.1 2.x Java ARM Cortex-A8 1Ghz, 512MB RAM 227,46 ms
OpenCV 2.3.1 2.x Java ARM Cortex-A9 2x 1,2Ghz, 1GB RAM 122,63 ms
JavaCV 2.3.1 1.x Java ARM Cortex-A8 1Ghz, 512MB RAM 441,95 ms
JavaCV 2.3.1 1.x Java ARM Cortex-A9 2x 1,2Ghz, 1GB RAM 368,11 ms
razových dat do nativního kódu a s tím spojený vysoce aktivní Garbage Collector.
Velkého rozdílu nebylo zaznamenáno při použití dvoujadrového procesoru. Protože
OpenCV podporuje více jader pouze na desktopu, je výkonostní rozdíl daný spíše
zvýšením frekvence a množství operační paměti.
Pro vývoj aplikace bylo zvoleno řešení OpenCV zpřístupněné pomocí JAVA API.
Mezi výhody zvoleného řešení patří snadné ladění aplikace (ladění nativního kódu
podporuje systém Android až od verze 4.0), možnost využití rychlejšího Local Bi-
nary Patern (LBP) klasifikátoru díky OpenCV API 2.x, nativní přístup ke kameře
dovoluje vyšší rychlosti snímání, oficiální podpora OpenCV projektu a snadnější
údržba aplikace, díky použití pouze jednoho programovacího jazyka.
Základní moduly OpenCV:
 core – kompaktní modul definující základní datové struktury a základní funkce
používané v dalších modulech,
 imgproc – modul pro zpracování obrazu, lineární a nelineární filtraci, geome-
trické transformace, převody mezi barevnými prostory,
 video – modul pro analýzu videa, sledování objektů,
 calib3d – modul pro zpracování 3D obrazových dat,
 features2d – modul pro detekci obrazových rysů,
 objdetect – modul pro detekci objektů předdefinovaných tříd,
 highgui – interface pro zachycování videa, obrazu, jednoduché UI,
 gpu – funkce z ostatních modulů, upravené pro zpracování na GPU.
Aktuální stabilní verze OpenCV 2.3.1 má některá omezení, například inicializaci
nativní kamery na Androidu 2.2 a ICS 4, omezení možností převodu bitmapového ob-
razu, se kterým pracuje systém Android na matici, se kterou pracují OpenCV funkce.
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Tab. 2.3: Moduly OpenCV 2.3.1 přístupné přes JAVA API
Package Pokrytí JAVA API
org.opencv.android 0%
org.opencv.calib3d 12%
org.opencv.core 100%
org.opencv.features2d 25%
org.opencv.highgui 76%
org.opencv.imgproc 56%
org.opencv.ml 8%
org.opencv.objdetect 10%
org.opencv.utils 71%
org.opencv.video 11%
org.opencv (celkem) 42%
Momentálně je podporována pouze konverze ARGB_8888 bitmapy na CV_8UC4
matici a naopak. Některá tato omezení řeší verze OpenCV 2.4, která je momentálně
ve stádiu veřejného betatestu [16].
 ARGB_8888 je způsob uložení bitmapového obrázku, kdy každý pixel je
reprezentován 4 byty, každý kanál R - red G - green B - blue a A - alfa (pro
průhlednost) je vyjádřen s přesností 8 bitů.
 CV_8UC4 je matice, jejíž parametry lze poznat z názvu, jako 8 - osmibitová
hloubka, U - (Unsigned integer) složená z celých čísel bez znaménka, C4 -
(Channels) se čtyřmi kanály.
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3 DETEKCE OBJEKTŮ V OBRAZE
Detekce je procesem získání informace ze signálu, na základě určité znalosti nebo sta-
tistiky. V oboru počítačového vidění je tento signál reprezentován obrazem. Detekce
probíhá pomocí tzv. klasifikačního systému. Klasifikační systém má tři části:
1. získání dat,
2. extrakce příznaků,
3. klasifikace.
Klasifikace je proces, při kterém je obraz, nebo jeho část zařazena do konkrétní
třídy. Počet těchto tříd může být libovolný, od dvou tříd v případě binárních úloh
(nejčastěji hledaný objekt a pozadí), až nekolika stovkami v OCR metodách, kde
každý prvek (písmeno) má svoji třídu. Třída hledaných objektů není omezena a
z principu lze hledat téměř cokoliv. Tento text se zabývá pouze klasifikací tváře a
očí, což jsou časté klasifikační úlohy. Úspěšnost klasifikace takovýchto klasifikátorů
velmi závisí na použitých obrazových příznacích.
3.1 Detekce obličeje
Na detekci tváře mají vliv následující faktory:
 obličejové prvky – přítomnost vousů, knírku a brýlí, které můžou stížit či
znemožnit detekci,
 výrazy ve tváři – nestandardní výrazy v obličeji jako jsou zavřené oči, různé
úšklebky apod. stěžují detekci,
 různorodost pozadí a okolí obličejů – překrývají se obličeje, pozadí s prvky
podobnými tváři,
 pozice obličeje – vzdálenější, nebo do různých úhlů natočené obličeje se hůře
detekují, stejně jako části obličejů,
 podmínky při snímání – osvětlení, parametry snímacího zařízení.
V současnosti existuje řada způsobů jak detekovat obličej v obraze, na základě
přístupu lze metody detekce pro obličeje rozdělit do několika hlavních tříd s několika
možnými metodami [18].
 Příznakově orientované metody – neboli také metody neměnných rysů.
Detekce na základě obecně platných rysů lidské tváře, invariantních vůči změ-
nám osvětlení a rotaci. Výhodou těchto metod je snadná a rychlá implementace
s kvalitními výsledky.
– Obličejové příznaky
– Obličejové textury
– Barva kůže
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 Porovnávání se vzory – hledání na základě korelace obrazu s přednasta-
venými šablonami obličejů nebo jen jejich částí. Tento postup je však velice
pracný a náročný, protože zmíněné šablony musíme obvykle tvořit ručně a musí
být uloženy v paměti počítače.
– Předdefinované vzory
– Deformovatelné vzory
 Znalostní metody – tvář je detekována na základě definovaných pravidel pro
průměrnou tvář, které většinou popisují specifické vztahy mezi částmi obličeje.
Tato pravidla jsou především geometrického charakteru, jako vzdálenosti (na-
příklad očí), symetrie atd. Nutnost přesné extrakce těchto rysů činí tento algo-
ritmus implementačně náročný a náchylný pro chybné vyhodnocení v případě
nestandardního natočení tváře, záběru pouze profilu tváře atd.
 Učící se metody – princip je podobný metodě porovnávání vzorů, šablony
se však vytvářejí na základě učících se algoritmů, operujících nad databází
snímků lidských obličejů. využitelné i rozpoznávání obličejů [19]
– Vlastní plochy (Eigenfaces)
– Skryté Markovovy modely (HMM)
Dále budou podrobněji uvedeny některé často používané metody.
3.1.1 Barva kůže
Jedna z metod invariantních rysů, zabývající se jedním z charakteristických prvků
kůže - její barvou. Barva kůže může mít více odstínů, ale bylo dokázáno, že pro sa-
motnou detekci je důležitější intenzita barvy, než samotná barva kůže. Ke klasifikaci
můžou být použity různé barevné modely jako 𝑅𝐺𝐵, 𝐻𝑆𝑉 , 𝑌 𝐶𝑏𝐶𝑟. Barevný model
𝑅𝐺𝐵 není ke klasifikaci příliš vhodný, vzhledem k vázanosti jasové složky k barev-
ným složkám. Častěji se používá model 𝑌 𝐶𝑏𝐶𝑟, kde 𝑌 představuje světelnost a 𝐶𝑏
a 𝐶𝑟 představují chromizační signály. Invariance vůči světelným podmínkám je do-
sažena vynecháním jasové složky [20]. Na nalezené pixely je ještě potřeba aplikovat
morfologické operace pro jejich sloučení a dále filtrovat podle různých podmínek pro
vyloučení falešné detekce, například zda má oblast tvar elipsy, poměr poloos a její
natočení. Rovnice pro převod z modelu 𝑅𝐺𝐵 do 𝑌 𝐶𝑏𝐶𝑟 [23]
𝑌 = (0.257 *𝑅) + (0.504 *𝐺) + (0.098 *𝐵) + 16, (3.1)
𝐶𝑟 = 𝑉 = (0.439 *𝑅)− (0.368 *𝐺)− (0.071 *𝐵) + 128, (3.2)
𝐶𝑏 = 𝑈 = −(0.148 *𝑅)− (0.291 *𝐺) + (0.439 *𝐵) + 128. (3.3)
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3.1.2 Detektor Viola-Jones
Detektor Viola-Jones [22] je jedním z nejpoužívanějších algoritmů pro detekci ob-
jektů. Od svého publikování v roce 2001 se dočkal řady rozšíření. Vstupem detektoru
je obraz ve stupních šedi. Provede se výpočet integrálního obrazu, extrakce příznaků
podobných Haarově vlnce a klasifikace pomocí algoritmu AdaBoost. Výhodou algo-
ritmu jsou nízké výpočetní nároky, robustnost vzhledem ke změně světelných pod-
mínek a velikosti detekovaného objektu, při zachování dostatečné spolehlivosti. Mezi
nevýhody patří špatná robustnost vzhledem k rotacím objektu.
Algoritmus AdaBoost
Algoritmus AdaBoost (Adaptive Boosting) [22, 21] byl představen v roce 1995. Jeho
hlavním přínosem je schopnost exponenciálně snižovat chybu výsledného klasifiká-
toru. Algoritmus AdaBoost prokazuje velmi malou chybu i při použití velmi jedno-
duchých slabých klasifikátorů, majících výhodu velmi rychlého vyhodnocení. V zá-
kladu vychází z metody boosting, kombinující množinu slabých klasifikátorů tak,
aby výsledná klasifikační funkce byla přesnější než všechny použité klasifikátory.
Podmínkou je aby slabý klasifikátor měl chybu menší než 0,5 což je chyba odhadu.
Výsledkem je silný klasifikátor, který se skládá z několika slabých klasifikátorů. Mezi
vlastnosti algoritmu AdaBost patří stejná délka všech iterací a špatná odolnost proti
šumu.
Haarovy příznaky
Příznaky lze typicky dělit na dvě skupiny – spojité a diskrétní. Spojité příznaky mou-
hou být vytvořeny konvolucí na různé pozici v obraze o různé velikosti např. Haarovy
nebo Gáborovy vlnky. Spojité příznaky mohou nabývat jakékoliv reálné hodnoty.
Diskrétní příznaky nabývají pouze hodnot z oboru přirozených čísel. Ze spojitých
příznaků lez vytvořit jejich diskrétní verze, ale některé diskrétní příznaky nemají
spojitý ekvivalent. Haarovy příznaky jsou typickými příznaky, používanými v me-
todách statistického rozpoznávání se slabými klasifikátory. Je jich velké množství
(180 000 v 24x24), čímž jsou vhodné pro použití s algoritmem AdaBoost, který vy-
žaduje vysoký počet vstupních příznaků pro dosažení kvalitní detekce. Haarovy pří-
znaky jsou definovány pomocí banky frekvenčních filtrů (Haarových bází) a textura
je tedy určena vektorem příznaků, kde jednotlivé prvky vektoru jsou odezvy seg-
mentu na jednotlivé báze. Odezvy těchto filtrů se počítají pomocí následujícího
vztahu
𝑓(𝑥) =
∑︁
𝑤∈𝑊
𝑥(𝑤)−∑︁
𝑏∈𝐵
𝑥(𝑏), (3.4)
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kde 𝑊 je množina pixelů pod bílou částí báze a 𝐵 je množina pixelů pod čer-
nou částí báze, ukázky různých typů bází jsou na obr. 3.1 a obr. 3.2.
Obr. 3.1: Ukázka hranových Haarových příznaků.
Obr. 3.2: Ukázka čárových Haarových příznaků.
Integrální obraz
Výše popsané Haarovy příznaky jsou založeny na sumách pixelů v obdélníkových
oblastech vzorku. Tyto sumy lze počítat klasicky pomocí sčítání pixelů, nebo využít
integrální (sumarní) obraz. Pro jednoduché sčítání pixelů platí, že s velikostí oblasti
roste i doba potřebná pro výpočet sumy, proto je výhodnější použít integrální obraz.
Integrální obraz má stejnou velikost jako originální obraz. V každém svém bodě
udává součet pixelů v obdélníku od aktuálního bodu do levého horního rohu viz
obr. 3.3. Pixel v pravém dolním rohu obrazu tedy reprezentuje součet všech pixelů
v obraze. Díky tomuto uložení obrazu lze získat součet pixelů jakékoliv obdélníkové
oblasti obrazu v konstantním čase, bez ohledu na velikost zpracovávaného obrazu.
Obr. 3.3: Ukázka počítání sumy obdélníkové oblasti integrálního obrazu.
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Local Binary Patterns
Výkonný algoritmus pro klasifikaci textur z roku 1994. Local Binary Patterns (LBP)
[24] pracuje se snímkem bez barevné informace ve stupních šedi. Používá se tam, kde
se vyžaduje zpracování obrazu v reálném čase. Vedle nízkých systémových nároků
a vysoké rychlosti zpracování má velmi dobrou toleranci ke změnám osvětlení. Díky
ní je metoda schopná sama korigovat světelné změny, které nastaly ve scéně vlivem
postupující denní doby, dobrou odezvu má i při náhlých změnách, například při
zastínění scény mrakem. Snímek v odstínech šedi se rozdělí na buňky například po
3x3 pixelech a postupně se prochází. Body s neúplným okolím se buď vynechávají,
nebo se chybějící okolí nahradí nulovými hodnotami prahováním hodnoty středového
pixelu se sousedními osmi pixely podle vzorce
𝑓(𝑥) =
⎧⎨⎩ 0 pro 𝑥 > 𝑦1 pro 𝑥 ≤ 𝑦 , (3.5)
kde 𝑥 je hodnota středového a 𝑦 okolního bodu, získáme jejich prahované binární
vyjádření, osmibitové číslo. Následně se těmito koeficienty 0 a 1 vynásobí korespon-
dující čísla váhové matice, která v sobě nese prvky rozvoje 2𝑛 ∈< 0, 7 >. Takto
získaná matice se vynásobí s prahovanou matící a jednotlivé hodnoty se sečtou,
kdy výsledkem je LBP hodnota daného pixelu. Postup výpočtu je znázorněn na
obr. 3.1.2. Popis pomocí LBP místo šedotónových hodnot původních pixelů má tu
výhodu, že v případě konstantní změny jasu celé scény budou nové hodnoty LBP
podobné, nejlépe shodné s původními.
Obr. 3.4: Postup výpočtu LBP hodnoty středového pixelu.
3.2 Detekce očí a změny jejich stavu
Pro detekci očí v obraze lze použít většinu metod zmíněných v sekci detekce obličeje.
Někdy se detekce očí používá pro samotnou detekci obličeje[25] nebo zpřesnění pozice
nalezeného obličeje. Lze detekovat celé oči [26, 27, 28] nebo pouze část oka [29, 30, 31]
a její změnu [32, 33].
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3.2.1 Segmentace podle barvy
Oblast očí lze detekovat také pomocí extrakce na základě barevné informace [34].
Tu lze provádět v barevného prostoru 𝑅𝐺𝐵, nebo výhodněji v barevném prostoru
𝑌 𝐶𝑏𝐶𝑟, kdy se využívá poznatku, že v oblasti očí má složka 𝐶𝑏 vyšší intenzitu než
složka 𝐶𝑟, podrobněji popsáno v sekcích 4.3.1 a 4.5.2.
3.2.2 Template matching
Oči lze nalézt také pomocí hledaní vzoru v obraze (Template matching), kdy se jako
vzor použije duhovka, nebo se vzor vytvoří za běhu na základě jiného detekčního
algoritmu . Template matching funguje na základě hledání podobnosti obrazu s pře-
dem danými vzory. Tyto vzory jsou postupně aplikovány přes všechny pixely. Vzor
je malý výřez obrazu, který se posouvá po původním obrázku a pro každou pozici je
počítán koeficient podobnosti. Vzorce porovnávacích metod, kde 𝐼 je původní obraz,
𝑇 je hledaný vzor, 𝑅 výsledek porovnávání a 𝑥′, 𝑦′ pozice posuvného okna.
SQDIFF:
𝑅(𝑥, 𝑦) =
∑︁
𝑥′,𝑦′
(𝑇 (𝑥′, 𝑦′)− 𝐼(𝑥+ 𝑥′, 𝑦 + 𝑦′))2 (3.6)
SQDIFF-NORMED:
𝑅(𝑥, 𝑦) =
∑︀
𝑥′,𝑦′(𝑇 (𝑥
′, 𝑦′)− 𝐼(𝑥+ 𝑥′, 𝑦 + 𝑦′))2√︁∑︀
𝑥′,𝑦′ 𝑇 (𝑥′, 𝑦′)2 ·
∑︀
𝑥′,𝑦′ 𝐼(𝑥+ 𝑥′, 𝑦 + 𝑦′)2
(3.7)
CCORR:
𝑅(𝑥, 𝑦) =
∑︁
𝑥′,𝑦′
(𝑇 (𝑥′, 𝑦′) · 𝐼(𝑥+ 𝑥′, 𝑦 + 𝑦′)) (3.8)
CCORR-NORMED:
𝑅(𝑥, 𝑦) =
∑︀
𝑥′,𝑦′(𝑇 (𝑥
′, 𝑦′) · 𝐼 ′(𝑥+ 𝑥′, 𝑦 + 𝑦′))√︁∑︀
𝑥′,𝑦′ 𝑇 (𝑥′, 𝑦′)2 ·
∑︀
𝑥′,𝑦′ 𝐼(𝑥+ 𝑥′, 𝑦 + 𝑦′)2
(3.9)
CCOEFF:
𝑅(𝑥, 𝑦) =
∑︁
𝑥′,𝑦′
(𝑇 ′(𝑥′, 𝑦′) · 𝐼(𝑥+ 𝑥′, 𝑦 + 𝑦′)), (3.10)
kde
𝑇 ′(𝑥′, 𝑦′) = 𝑇 (𝑥′, 𝑦′)− 1/(𝑤 · ℎ) ·∑︀𝑥′′,𝑦′′ 𝑇 (𝑥′′, 𝑦′′)
𝐼 ′(𝑥+ 𝑥′, 𝑦 + 𝑦′) = 𝐼(𝑥+ 𝑥′, 𝑦 + 𝑦′)− 1/(𝑤 · ℎ) ·∑︀𝑥′′,𝑦′′ 𝐼(𝑥+ 𝑥′′, 𝑦 + 𝑦′′)
CCOEFF-NORMED:
𝑅(𝑥, 𝑦) =
∑︀
𝑥′,𝑦′(𝑇
′(𝑥′, 𝑦′) · 𝐼 ′(𝑥+ 𝑥′, 𝑦 + 𝑦′))√︁∑︀
𝑥′,𝑦′ 𝑇 ′(𝑥′, 𝑦′)2 ·
∑︀
𝑥′,𝑦′ 𝐼 ′(𝑥+ 𝑥′, 𝑦 + 𝑦′)2
(3.11)
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U metody SQDIFF a její normalizované varianty SQDIFF-NORMED je vý-
sledkem obraz, kde oblast s nejnižší intenzitou značí nejvyšší schodu se vzorem.
U ostatních metod je to naopak oblast s nejvyšší intenzitou. Chybné výsledky u ne-
normalizovaných metod můžou být způsobeny tím, že jako výsledek jsou označeny
pouze nejvyšší, nebo nejnižší hodnoty (podle použité metody) a ostatní výsledky
jsou zanedbány.
Obr. 3.5: Zdrojový obrázek s označeným správným výsledkem
Obr. 3.6: Použitá template oka (1,5:1)
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Obr. 3.7: Výsledný obrázek metody SQDIFF(3.6)
Obr. 3.8: Výsledný obrázek metody SQDIFF-NORMED(3.7)
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Obr. 3.9: Výsledný obrázek metody CCORR(3.8)
Obr. 3.10: Výsledný obrázek metody CCORR-NORMED(3.9)
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Obr. 3.11: Výsledný obrázek metody CCOEFF(3.10)
Obr. 3.12: Výsledný obrázek metody CCOEFF-NORMED(3.11)
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3.2.3 Klasifikace
Pozici očí v obraze lze nalézt pomocí vhodně natrénovaného klasifikátoru. Nalezená
oblast je obvykle větší než samotné oko a může obsahovat i další části obličejových
prvků jako část nosu a obočí. Tyto prvky pomáhají zpřesňovat jinak malou oblast
očí.
3.2.4 Diferenční matice
Diferenční matice se dá využít k detekci pohybu ve videu, kdy se od sebe odečítají
dva navzájem jdoucí snímky. Tento rozdíl se prahuje, za vzniku binárního obrazu vy-
jadřujícího oblast změny. Nad binárním obrazem lze dodatečně provést morfologické
operace ke snížení počtu nalezených oblastí. Detekce pomocí optického toku v dané
oblasti při dostačném framerate dokáže určit zda se oko zavírá či otevírá [18]. Oblast
změny lze také využít k vytvoření vzoru (template) pro metodu hledání vzoru. Při
správném určení doby, za kterou je oko opět otevřeno, je možné takto po mrknutí
vytvořit vzor otevřeného oka a ten porovnávat s aktuální oblastí pomocí korelace.
Pokud dojde ke snížení podobnosti vůči vzoru otevřeného oka, je pravděpodobné,
že oko bylo zavřeno.
Obr. 3.13: Diferenční matice oblasti očí při mrknutí.
3.2.5 IR technologie
Infračervené záření je elektromagnetické záření s vlnovou délkou delší než viditelné
světlo a zároveň kratší než mikrovlny. Jeho vlnová délka je mezi 750 nm a 1mm.
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Využití IR (infračerveného) záření je velice mnoho jak v civilní tak i vojenské ob-
lasti. V civilní je to například dálkové měření teploty, bezdrátová komunikace nebo
předpovídání počasí. Ve vojenské oblasti je to pak zaměřování cíle, systémy nočního
vidění a sledovací zařízení.
Nejpoužívanější rozdělení:
 NIR (Near-infrared) 700 - 1400 nm
 SWIR (Short-wavelength) 1400 - 3000 nm
 MWIR (Mid-wavelength) 3000 nm - 8000 nm
 LWIR (Long-wavelength) 8000 - 15000 nm
 FIR (Far IR) 15000 nm - 1 mm
Dělení podle Mezinárodní komise pro osvětlování (CIE):
 IR-A: 700 - 1400 nm
 IR-B: 1400 - 3000 nm
 IR-C: 3000 nm - 1 mm
Pro účely detekce očí je zajímavá oblast IR-A (700 - 1400 nm) označované jako
blízké infračervené záření, je pohlcované vodou, využívá se v oblasti telekomunikací
a nočního vidění.
Detekce využívá odrazových vlastností oční duhovky, kdy se dopadající infra-
červené světlo od duhovky silně odráží a na detektoru způsobí její zvýraznění jako
bílého kruhu. Tento obraz lze prahovat a získanou pozici sledovat pro přítomnost
kruhu - jako ukazatele otevřeného oka. Pokročilejším způsobem může být s kamerou
synchronizované osvětlení, kdy jeden obrazový snímek je duhovka osvětlena a další
snímek je neosvětlena, rozdílem těchto snímků - bílé a tmavé duhovky lze získat více
robustní detekci [26, 35]. Takový systém ale vyžaduje speciální vybavení jako IR
LED diody a kameru podporující snímání infračerveného spektra.
Nebezpečí IR záření
Člověk je neustále vystaven infračervenému záření, jakožto složky denního světla
a záření horkých těles. Nejcitlivější na IR záření jsou oči. Při ostrém ozáření dojde
k stažení duhovky, zrychlení frekvence mrkání a odvrácení hlavy od zdroje světla.
Obranou reakci oka můžeme pozorovat například při focení, kdy zornice nestačí re-
agovat na intenzivní zábles blesku fotoaparátu a na fotce se objeví odraz zornice,
jako takzvaný efekt červených očí. Většina IR přisvětlovacích systémů pracuje v ob-
lasti blízkého infračerveného záření, kde však již není zastoupena člověkem viditelná
složka. To skrývá nebezpečí v odstavení přirozených obraných mechanizmů oka.
V případě intenzivního dlouhodového osvětlení hrozí popálení sítnice, či vytvoření
zákalu. Nejškodlivější jsou vlnové délky nejbližší viditelnému spektru, s narůstající
vlnovou délkou jejich škodlivost logaritmicky klesá [36].
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4 APLIKACE
Mobilní zařízení je osazeno mnoha senzory, které by se daly vhodně využít pro
sledování řidiče i automobilu. Maximální teoretické využití (ideální systém):
 Přední kamera - sleduje řidičovu tvář a vyhodnocuje znaky únavy - časté
mrkání, zavřené oči, pokles hlavy.
 Zadní kamera - sleduje vodorovné i svislé dopravní značení, detekuje vy-
bočení z pruhu a dopravní omezení. Ve spolupráci s přední kamerou trasuje
řidičův pohled a určuje zda zaregistroval svislé dopravní značení pohledem.
Detekuje čas do kolize s překážkou před vozidlem.
 GPS - určuje rychlost vozidla, ověření rychlosti oproti dopravnímu značení.
 Akcelerometr - pomáhá detekovat prudké změny směru jízdy.
 Senzor osvětlení - kalibrace kamery.
Tento ideální systém ale není možné realizovat kvůli hardwarovým a softwa-
rovým omezením. Systém Android v součanosti nepodporuje použití obou kamer
současně, zařízení je zamknuto procesem zpracovávajícím signál a nelze incializovat
další spojení. Zpracováním dat z obou kamer by mělo vysokou výpočetní náročnost,
kdy by při absenci urychlení pomocí GPU bylo celkové zpoždění příliš vysoké. Mo-
bilní zařízení i systém Android se ale velmi rychle vyvíjejí, například jsou realizované
procesory s 5 jádry a přední kamera schopná pořizovat fullHD video.
4.1 Referenční aplikace
Pro názorné zobrazení všech implementovaných metod byla vytvořena referenční
aplikace. Navrhovaný systém používá přední kameru jako zdroj obrazových dat pro
detekci a sledování očí. Snaha je o co nejjednodušší univerzální řešení, snadno pou-
žitelné bez dodatečných úprav. Jednotlivé metody byly porovnávany na testovacím
telefonu jehož parametry jsou uvedeny v tab. 4.1. Rozdílnost procesorové archi-
tektury, operačního systému, způsobu zápisu kódu a odlišnost použitých datových
struktur způsobila, že metody byly vyvíjeny přímo na reálném zařízení, místo ob-
vyklé praxe - vytvoření algoritmu na PC a až následně jeho přenos na konkrétní
zařízení.
4.2 Snímání obrazu
Snímání obrazu využívá nativní kameru. Pracovní rozlišení je automaticky nasta-
veno podle konfigurace konkrétní kamery a podporovaných velikostech náhledů. Je
zvolena nejvhodnější kombinace pro dané rozlišení dipleje. Na testovacím telefonu
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Tab. 4.1: Testovací konfigurace
Systém Android 2.3.5
Procesor Exynos 2x1.2 GHz Cortex-A9
RAM 1GB
Rozlišení 480 x 800 pixelů
Rozlišení přední kamery 2 mp
bylo pracovní rozlišení nastaveno na 480x800 pixelů, rychlost snímání se podle pod-
mínek pohybovala okolo 15 snímků za sekundu. Obraz je uložen v čtyřrozměrné ma-
tici mRGBA reprezentující jednotlivé složky RGBA barevného prostoru. Pro funkce
pracující pouze s šedotónovými hodnotami obrazu, je vytvořena jednorozměrná pra-
covní matice mGray. Detekované objekty jsou pak podle souřadnic zakresleny do
barevného náhledu i pracovní matice pro lepší názornost.
4.3 Detekce obličeje
Základní detekce, vysoce snižující celkovou časovou i výpočetní náročnost aplikace.
Pokud není v obraze detekován obličej, je další zpracování obrazu zbytečné a ne-
provádí se. Pokud je obličej detekován, použije se jeho poloha pro zmenšení oblasti
zpracovávaných dat (ROI) a dále se analyzuje pouze obraz obličeje. Byly otestovány
dva klasifikátory přikládané ke knihovně OpenCV. Klasifikátor využívající LBP byl
výrazně rychlejší než klasifikátor využívající Haarovy příznaky.
Tab. 4.2: Srovnání klasifikátorů
Klasifikátor Průměrný čas detekce
haarcascade_frontalface_alt.xml 197 ms
lbpcascade_frontalface.xml 35 ms
4.3.1 Segmentace podle barvy kůže
Nativní kamera knihovny OpenCV zatím neumožňuje plný přístup k parametrům
kamery. Z důvodu automatického vyvážení bílé, které nelze ovlivnit, byl vyzkoušen
pouze základní způsob detekce obličeje na základě segmentace barvy kůže. Provádí
se převod do modelu 𝑌 𝐶𝑏𝐶𝑟, z kterého se využívá pouze složka 𝐶𝑟, zastupující
odstíny červené. Následuje prahování a převod do binárního obrazu. Binární obraz
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je následně upraven pomocí morfologických operací eroze a dilatace s čtvercovým
jádrem, vedoucí k sjednocení oblastí viz obr. 4.1.
Obr. 4.1: Detekce podle barvy kůže.
Tab. 4.3: Detekce podle barvy
Světelné podmínky Průměrný čas detekce
Ideální (jasné denní světlo) 115 ms
Stížené (noční šero s odlesky) 145 ms
4.4 Extrakce oblasti očí
Pokud je v obrazu nalezena tvář, je podle její pozice zmenšena oblast zájmu – Region
Of Interest (ROI) a určena pravděpodobná oblast výskytu očí. Z této oblasti se pak
extrahují samostatné oblasti pro pravé a levé oko viz obr. 4.2. Pro lepší přehlednost
aplikace umožňuje zobrazit zvětšený náhled.
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Obr. 4.2: Extrakce oblasti očí a určení ROI.
4.5 Detekce očí
Bylo implementováno několik metod pro detekci očí. U metod pracujících s obrazem
v odstínech šedi se pro zlepšení funkce využívá ekvalizace histogramu. Ekvalizace
histogramu je algoritmus, který změní rozložení intenzit v obraze tak, aby se v něm
vyskytovaly pokud možno intenzity v širokém rozmezí a to přibližně se stejnou
četností. Výsledek metody je zobrazen na obr. 4.3. Další možností zvýšení kontrastu
je použítí metody linear stretch, která je využita v funkci normalize.
Obr. 4.3: Ekvalizace histogramu.
4.5.1 Template Matching
Pro metodu hledání vzoru aplikace používá pevně daný vzor oka o velikosti 18x18
pixelů. Tato velikost byla zvolena podle velikosti oční duhovky ve vzdálenosti jed-
noho metru od obličeje - předpokládaného umístění v automobilu. Přesnost detekce
výrazně záleží právě na vzdálenosti sledovaného objektu. Pro zvýšení přesnosti a
urychlení algoritmu je prohledávána pouze oblast pravého nebo levého oka, získaná
rozdělením oční oblasti popsané v kapitole 4.4. Přesnost metody ovlivňovaly další
obličejové příznaky jako obočí, či vlasy. Program umožňuje volbu parametrů po-
mocí posuvníku. Na displeji je zobrazeno číselné vyjádření schody vzoru s oblastí
v závislosti na zvolených parametrech. Při vyhledání vzoru oka vytvořeného z ob-
lasti duhovky se nepodařilo rozlišit mezi stavem otevřeného a zavřeného oka. Na
šedotónovém obraze algoritmus při zavřeném oku nalezl tmavou oblast řas s velmi
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malým rozdílem schody oproti otevřenému oku a oblasti duhovky. Zvětšení vzoru
otevřeného oka nepřineslo výraznější výsledky pro určení stavu oka.
Obr. 4.4: Hledání vzoru oka.
Obr. 4.5: Hledání vzoru u osoby s brýlemi.
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Obr. 4.6: Hledání vzoru - falešná detekce.
Tab. 4.4: Template matching - časová náročnost
Světelné podmínky Průměrný čas detekce
Ideální (jasné denní světlo) 26 ms
Stížené (noční šero s odlesky) 30 ms
4.5.2 Mapa očí
Byla vyzkoušena možnost extrakce oka na základě barevné informace [20]. Z důvodů
nedostupnosti waveletové transformace na systému Android byla provedena pouze
část postupu. Barevný obraz z kamery byl převeden z barevného prostoru 𝑅𝐺𝐵 do
prostoru 𝑌 𝐶𝑏𝐶𝑟. Dále byl proveden přepočet chromatizačních složek obrazu podle
rovnice 4.1
𝑒𝑦𝑒𝑚𝑎𝑝𝐶 =
1
3
(𝐶2𝑏 + (256− 𝐶𝑟)2 +
𝐶𝑏
𝐶𝑟
), (4.1)
zde se využívá poznatku, že v oblasti očí má složka 𝐶𝑏 vyšší intenzitu, než složka
𝐶𝑟. Pro použití jiného způsobu[34] využití map očí, byla pomocí rovnice 4.2, pracu-
jící s jasovou složkou obrazu, vytvořena zpřesňující mapa 𝑒𝑦𝑒𝑚𝑎𝑝𝐿, která se násobí
s puvodní mapou 𝑒𝑦𝑒𝑚𝑎𝑝𝐶 podle rovnice 4.3. Mapa vycházející ze složky jasu je kon-
struována na základě následujícího předpokladu: oči jsou tvořeny tmavými pixely,
okolo pak pixely světlejšími. K odhalení tohoto přechodu mezi tmavými a světlými
oblastmi je možné použít morfologických operací dilatace a eroze.
𝑒𝑦𝑒𝑚𝑎𝑝𝐿 =
𝑌 (𝑥, 𝑦)⊕ 𝑔(𝑥, 𝑦)
𝑌 (𝑥, 𝑦)⊗ 𝑔(𝑥, 𝑦) (4.2)
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𝑒𝑦𝑒𝑚𝑎𝑝 = 𝑒𝑦𝑒𝑚𝑎𝑝𝐶 * 𝑒𝑦𝑒𝑚𝑎𝑝𝐿 (4.3)
Pro lepší detekci byla před násobením snížena váha jasové mapy 𝑒𝑦𝑒𝑚𝑎𝑝𝐿 o jednu
čtvrtinu. Detekovaná oblast je závislá na osvětlení, jak je vidět na obrázku 4.7.
Z tohoto důvodu se data neprojevila jako dostatečně vhodná pro další zpracování,
například detekcí zorničky pomocí Houghovy transformace kruhů. Na obrázku 4.8 je
vidět Houghova detekce kruhů, provedená nad výsledkem mapy očí. Kvůli vysokému
počtu falešných detekcí je pozice ověřena pomocí hledání vzoru zorničky. Pokud střed
kruhu leží v oblasti nalezeného vzoru, kruh se vyplní červenou barvou.
Obr. 4.7: Mapa očí.
Obr. 4.8: Detekce kruhů na mapě očí.
4.5.3 Haarův klasifikátor
Pro úlohu detekce očí se jako nejvhodnější projevil ke knihovně přikládaný klasifi-
kátor ℎ𝑎𝑎𝑟𝑐𝑎𝑠𝑐𝑎𝑑𝑒_𝑙𝑒𝑓𝑡𝑒𝑦𝑒_2𝑠𝑝𝑙𝑖𝑡𝑠, jež pro předpokládanou vzdálenost kamery od
obličeje řidiče dosahoval nejlepších výsledků v oblastech přesnosti a velikosti dete-
kované oblasti. Pro detekci zorničky lze využít faktu, že zornička lidského oka je
41
Tab. 4.5: Mapa očí - časová náročnost
Světelné podmínky Průměrný čas detekce
Ideální (jasné denní světlo) 47 ms
Stížené (noční šero s odlesky) 58 ms
nejtmavší oblast celého oka. Výsledek detektoru však obsahuje i obočí, které může
představovat zdroj falešných detekcí, proto se výška výsledné oblasti snižuje o 40%.
Poté je nalezen nejtmavší bod oblasti viz obr. 4.9 a obr. 4.10. Tato metoda dosahuje
velmi dobrých výsledků i při snížených světelných podmínkách.
Obr. 4.9: Odstranění obočí a detekce zorničky.
Obr. 4.10: Výsledek Haarova klasifikátoru s vyznačením zorničky.
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Tab. 4.6: Haarův klasifikátor - časová náročnost
Světelné podmínky Průměrný čas detekce
Ideální (jasné denní světlo) 98 ms
Stížené (noční šero s odlesky) 103 ms
4.5.4 Vytvoření vzoru za běhu
Vzhledem k vyšší časové náročnosti detekce pomocí Haarova klasifikátoru viz ka-
pitola 4.5.3 a nedostačné přesnosti metody hledání vzoru viz kapitola 4.5.1, byla
vytvořena kombinace obou řešení. Pomocí klasifikátoru se přesně detekuje oblast
oka. V této oblasti se vyhledá nejtmavší bod jako zástupce zorničky. Tento bod je
následovně použit jako střed budoucího vzoru oka. Funkce umožňuje měnit velikost
vytvořené šablony v závislosti na velikosti detekovaného obličeje. Po stiknutí tlačítka
je po následujících 5 snímků vytvářen samostatný vzor pro pravé a levé oko viz obr.
4.11. Přesný, ale pomalejší klasifikátor tak přimo za běhu aplikace vytvoří vzory
pro rychlejší metodu hledání vzoru viz obr. 4.12. V případě vzdálení sledovaného
objektu, či změně podmínek, lze jednoduše vytvořit aktuální nové vzory.
Tab. 4.7: Vytvoření vzoru za běhu - časová náročnost
Metoda Průměrný čas detekce
Vytváření vzoru (prvních 5 snímků) 85 ms
Hledání vzoru (po 5 snímcích) 25 ms
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Obr. 4.11: Vytváření vzoru duhovky.
Obr. 4.12: Trasování vzoru duhovky.
4.5.5 Barva kůže
Podobně jako lze využít barevné informace pro mapu očí uvedenou v kapitole 4.5.2,
lze využít prahování barvy kůže pro detekci očí. Oblast očí má jiné složení barev
než kůže. Tento rozdíl se pak při prahování projeví vznikem dvou děr v oblasti
obličeje viz obr. 4.13. Tyto oblasti byly ustáleny pomocí morfologické operace dila-
tace a eroze. Výsledný tvar byl prohledáván Houghovou transformací pro vyhledání
kruhové oblasti jako případu otevřeného oka. Pro stav zavřeného oka byla hledána
úsečka, vznikající z linie řas a očního víčka. Ani tato metoda se neprojevila jako
dostatečně spolehlivá pro určení stavu oka.
44
Obr. 4.13: Oči po prahování barvy kůže.
Tab. 4.8: Barva kůže - časová náročnost
Světelné podmínky Průměrný čas detekce
Ideální (jasné denní světlo) 80 ms
Stížené (noční šero s odlesky) 127 ms
4.5.6 Diferenční matice
Využíva pohybu očních víček při mrknutí - na diferenční (rozdílové) matici se po
prahování všechny oblasti pohybu projeví jako bílé oblasti. Tyto oblasti jsou rozpo-
znány metodou hledání kontur. Kontura je seznam bodů, které reprezentují křivky
v obraze. Kontura v OpenCV je reprezentována jako sekvence bodů, kdy každá
sekvence obsahuje informaci o pozici dalšího bodu křivky.
Módy vyhledávání:
 RETR EXTERNAL vyhledává pouze krajní vnější kontury
 RETR LIST vyhledá všechny kontury, každá z těchto kontur je svázána
s ostatními pomocí odkazu na předchozí a následující konturu
 RETR CCOMP vyhledá všechny kontury a zařadí je do dvouvrstvé hie-
rarchie, kde vrchní vrstva obsahuje hranice všech nalezených kontur a spodní
vrstva obsahuje díry v konturách. Každá dvouvrstvá kontura je pak svázána
s ostatními pomocí odkazu na následující a předchozí konturu, společně s od-
kazem na díru v kontuře (spodní vrstva)
 RETR TREE vyhledá všechny kontury a zařadí je do hierarchie vnořených
kontur
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Aplikace využívá modu RETR CCOMP, spolu s aproximační metodou kontur
APPROX SIMPLE komprimující horizontální, vertikální a diagonální segmenty
tak, že nechává pouze jejich koncové body. Nalezené kontury jsou očíslovány a vy-
kresleny do obrazu, jak je vidět na obr. 4.14. V obraze se můžou objevit další dete-
kované oblasti, například obočí. Ve výsledku může být detekován velký počet kontur
různé velikosti, proto je potřeba tyto kontury filtrovat. Byla provedena filtrace podle
následujících podmínek:
 velikost nad 10 pixelů
 rodičovská kontura má práve dvě spojené komponenty - oči
 šířka a výška obou kontur je přibližně stejná
 pozice na ose y je přibližně stejná
 poměr vzdálenosti kontur vůči šířce leží v intervalu 2 - 5.
Obr. 4.14: Kontury oka.
Tab. 4.9: Difereční matice - časová náročnost
Světelné podmínky Průměrný čas detekce
Ideální (jasné denní světlo) 76 ms
Stížené (noční šero s odlesky) 89 ms
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4.5.7 IR přisvětlení
Nejnovější mobilní telefony a tablety začínají podporovat standard USB OTG,
umožňující připojit k telefonu další USB zaříření, jako USB flash disk, počítačovou
myš, či klávesnici. Díky tomuto standardu je možné napájení z microUSB portu.
To bylo využito pro experimentální infračervené přisvětlení. Přes USB OTG adap-
tér byly připojeny 4 infračervené diody o vlnové délce 940 nm. Pevně zabudovaný
infračervený filtr v modulu fotoaparátu však částečně omezuje propouštěné infra-
červené záření - na smímači je viditelné přímé záření z přisvětlovacího zdroje, ale
odražené paprsky jsou tímto filtrem pohlceny. Praktické pokusy s tímto přisvětlením
prokázaly nedostatečnou účinnost této metody pro využití v této práci.
Obr. 4.15: IR přisvětlení připojené k testovacímu telefonu.
4.6 Testovací aplikace
Protože stávající verze OpenCV pro Android nepodporuje načítání videa, nemohly
být jednotlivé metody porovnávány za stejných podmínek. Proto byla vytvořena sa-
mostatná aplikace pro kvalitativní testování metod na statických obrázcích tam, kde
je to možné. Jako zdroj byly použity dvě databáze tváří Collection of Facial Images
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[38] jako zástupce méně kvalitních zdrojových dat a Georgia Tech face database [37]
jako zástupce kvalitních obrazových dat.
Tab. 4.10: Databáze obličejů.
Databáze Osob Rozlišení
Collection of Facial Images 153 180 x 200 px
Georgia Tech face database 50 640 x 480 px
Aplikace načítá jednotlivé tváře, provede detekci viz obr. 4.16 a do obrázku za-
kreslí výsledky detekce, společně s časovou náročností dané metody. Další informace
jsou logovány za běhu aplikace. Ukázka výstupu je na obrázku 4.17 a 4.18.
Obr. 4.16: Zobrazení průběhu testu.
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Obr. 4.17: Ukázka výstupu testeru pro Collection of Facial Images.
Obr. 4.18: Ukázka výstupu testeru pro Georgia Tech face database.
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Tab. 4.11: Detekce očí pomocí metody hledání vzorů
Databáze Georgia Tech face database Collection of Facial Images
Úspěšnost detekce 30/50 (60%) 89/153 (58%)
Tab. 4.12: Detekce očí pomocí Haarových příznaků
Databáze Georgia Tech face database Collection of Facial Images
Falešně pozitivní 0/50 (0%) 0/153 (0%)
Falešně negativní 6/50 (12%) 22/153 (14%)
Pravdivě pozitivní 44/50 (88%) 131/153 (86%)
Tab. 4.13: Detekce zorničky
Databáze Georgia Tech face database Collection of Facial Images
Úspěšnost detekce 44/46 (96%) 129/131 (98%)
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5 ZÁVĚR
Úkolem této práce bylo ověřit možnosti zpracování obrazu na mobilních platformách
a jejich možné využití pro systém sledování únavy řidiče pomocí analýzy obrazu.
Byly prostudovány možnosti jednotlivých mobilních systémů, především systému
Google Android. Pro zpracování obrazu byla vybrána knihovna OpenCV použí-
vaná na osobních počítačích. V důsledku jiné procesorové architektury, programo-
vacího jazyka a datových struktur byly porovnány tři způsoby implementace této
knihovny do systému Android. S ohledem na omezení konkrétního řešení implemen-
tace knihovny bylo vybráno několik existujících detekčních metod. Tyto metody byly
plně či částečně přepsány pro použití na platformě Android. Pro názornost byla vy-
tvořena referenční aplikace umožňující názorné zobrazení výsledků těchto metod.
Podařilo se detekovat obličej, určit oblast očí a této oblasti spolehlivě detekovat
samotné oči, společně s určením pozice zorničky s úspěšností až 98%. Pomocí opti-
malizace se podařilo všechny tyto operace provádět v čase blízkém reálnému času,
kdy i při časově nejnáročnějších operacích neklesla zobrazovací frekvence pod 3 fps,
při průměrné hodnotě 7 fps. Nepodařilo se však detekovat samotnou změnu stavu
očí, kdy se otestované způsoby projevily jako nespolehlivé. Důvodem mohou být
méně kvalitní data z přední kamery mobilního telefonu, spolu s zatím omezenými
možnostmi implementace složitějších a více sofistikovaných metod.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
ROI Oblast zájmu (Rectangle Of Interest)
OpenCV Knihovna pro počítačové vidění
Objective-C Programovací jazyk, používaný pro vývoj aplikací na iOS
XCode Vývojové prostředí pro vývoj aplikací na iOS
OpenCV Knihovna pro počítačové vidění
YCbCr Chromatický model
RGB červená, zelená, modrá (Red, Green, Blue)
SDK Balíček nástrojů pro vývoj (Software Development Kit)
NDK Balíček nástrojů pro vývoj v nativním jazyce (Native Development Kit)
DEX Soubor bytecodu pro Android (Dalvik Executable Format)
ARM Architektura procesorů (Advanced RISC Machine)
DVM Virtuální stroj (Dalvik Virtual Machine)
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A POPIS GUI APLIKACE
Aplikace zobrazuje náhled obrazových dat z přední kamery telefonu. Uživatel volí
funkce pomocí tlačítek viz obr. A.1 nebo pomocí menu viz obr. A.2.
Obr. A.1: Základní ovládácí prvky aplikace.
1. Matching – metoda výtváření vzoru ua běhu viz kapitola 4.5.4.
2. Zoom – zobrazení dvou zvětšených oblastí pravého a levého oka pro lepší
názornost.
3. Cap – uloží aktuální obrazovku na paměťovou kartu telefonu.
4. Skin – metoda detekce barvy kůže viz kapitola 4.3.1.
5. Sin eye – metoda detekce o barvy kůže kolem očí viz kapitola 4.5.5.
6. Posuvník hodnot – nastavuje hodnotu prahu podobnosti pro metodu hledání
vzoru viz kapitola 4.5.1, nebo poměr násobení matic mapy očí a tím jejich
zvýraznění.
7. Posuvník algoritmů – nastavuje druh algoritmu pro metodu hledání vzoru
viz kapitola 3.2.2.
8. Druh algoritmu – zobrazuje název aktuálně vybraného algoritmu.
9. Hodnoty podobnosti – zobrazení hodnot podobnosti pravého a levého oka
pro metodu hledání vzoru.
10. Práh podobnosti – zobrazení aktuální hodnoty prahu podobnosti, po pře-
kročení hodnoty daný ukazatel podobnosti zčervená.
11. FPS a osvětlení – zobrazení aktuálního počtu snímků za sekundu a hodnoty
osvětlení, získaného ze senzoru osvětlení mobilního telefonu.
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Obr. A.2: Menu aplikace.
12. Čas detekce obličeje – zobrazení aktuálního a průměrného času detekce
obličeje.
13. Temp.Match – metoda hledání vzoru (template matching) popsaná v kapi-
tole 3.2.2.
14. Haardetect – detekce očí pomocí Haarova klasifikátoru viz kapitola 3.1.2.
15. Grey – zobrazení aktuální pracovní šedotónové matice, lišící se podle zvolené
metody.
16. Components – zobrazení kontur - spojených kompoment, v pracovní matici
se zobrazuje diferenční matice popsaná v kapitole 3.2.4.
17. Eye Map – zobrazení detekce kruhů a hledání vzoru - v pracovní matici se
zobrazuje mapa očí viz kapitola 4.5.2.
18. Další – volby nastavení minimální velikosti obličeje.
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B OBSAH CD
Přiložené CD obsahuje:
 /xhosek05/ – adresář obsahující zdrojové kódy aplikace,
 /opencv/ – adresář obsahující knihovnu OpenCV pro Android,
 /video/ – adresář obsahující videa demonstrující jednotlivé funkce,
 xhosek05.pdf – elektronická verze tohoto dokumentu ve formátu pdf.
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