I. INTRODUCTION The role and potential benefit of Side Information (S.I.) in lossless and lossy data compression is a central theme in information theory. In ways that are well understood for various source coding systems, S.1. can be a valuable resource, resulting in significant performance boosts relative to the case where it is absent. In the problems studied thus far, the lack or availability of the S.I., and its quality, are a given. But what if the system can take actions that affect the availability, quality, or nature of the S.I.?
For example, consider a source coding system where the S.1. is a sequence of noisy measurements of the source sequence to be compressed, each S.1. symbol acquired via a sensor. The quality of each S.1. symbol may be commensurate with resources, such as power or time expended by the sensor for obtaining it, which are limited. Alternatively, or in addition, a sensor may have freedom to choose, for each source symbol, how many independent noisy measurements to observe, with a constraint on the overall number of measurements. It is then natural to wonder how these resources, which mayor may not be limited, should best be used, and what would the corresponding optimum performance be. This problem can be considered the source coding dual of coding for channels with action-dependent states, where the transmitter chooses an action sequence that affects the formation of the channel states, and then creates the channel input sequence based on the state sequence, as considered in [11] . We characterize the achievable tradeoff between rate, distortion, and cost in Section II. In Section III, we demonstrate, by a few examples, that greedily choosing the action associated with the 'best' side information may be suboptimal even in the absence of a cost constraint. Further, in the presence of a cost constraint, time-sharing between schemes that are optimal for different cost values may be sub-optimal. In Section IV, we characterize the fundamental limits for the case where the reconstruction is confined to causal dependence on the side information sequence. We conclude in Section V with a summary and a description of a related problem whose solution is given in [10] (omitted here for space shortage). Details and proofs of results that are omitted here are given in [10] .
The family of problems we consider in this work includes scenarios arising naturally in the coding or compression of sources for which the S.1. arises from noisy measurements of the source components. The acquisition, handling, processing and storage of these measurements may require system resources that come at a cost. This premise, that the acquisition of source measurements may be costly and is to be done sparingly, is in fact central in the emerging Compressed Sensing paradigm [1] , [2] , [5] , arising naturally in the study of an increasing array of sensing problems. In many such problems, the system has the freedom to choose how many sensors to deploy in each region of the phenomenon it is trying to gauge, subject to an overall budget of sensors. Assuming each sensor provides an independent measurement of the source region in which it was deployed, this setting and cost constraint C then corresponds to the budget of sensors to deploy, in number of sensors per source region. We are not aware of previous work on source coding for systems allowed to take S.I.-affecting actions from a Shannon theoretic perspective. We refer to [7] and some references therein for other recent Shannon theoretic studies of new problems involving source coding in the presence of S.I. 
B. The Rate Distortion Cost Tradeoff

Define
4) It suffices to restrict the minimization in (4) to joint distributions where A is a deterministic function of U, i.e., of the form
Px (x )Pulx (ulx) l{a=!Cu)}PYlx,A (Ylx, a). (8)
Theorem 2: The rate distortion cost function, as defined in
where xoPt(U, Y) denotes the best estimate of X based on U,Y.
Lemma 1: Properties of RCI)(D, C): 1) RCI)(D, C) is convex in the pair (D, C).
2) For any fixed Px and PY1A,x, the expression I(X; A) + I (X; U IY, A) is a convex function on the set of distribution given in (5). 3) To exhaust the minimization defining RCI) (D, C), it is
enough to restrict the alphabet of U to satisfy
Let upper case, lower case, and calligraphic letters denote, respectively, random variables, specific or deterministic values they may assume, and their alphabets. For two jointly distributed random objects X and Y, let Px , PX,Y, and PXIY respectively denote the distribution of X, the joint distribution of X, Y, and the conditional distribution of X given Y. In particular, when X and Yare discrete, PXIY represents the stochastic matrix whose elements are PXly(xly
when m~n and the empty set otherwise. X" is shorthand for Xl.
A. The Setup
A source with action dependent decoder side information is characterized by the source distribution Px and by the conditional distribution of the side information given the source and an action PYIX,A. The difference between this and the previously studied scenarios is that here, after receiving the index from the encoder, the decoder may choose actions that will affect the nature of the side information it will get to observe. Specifically, a scheme in this setting for blocklength n and rate R is characterized by an encoding function T : X n -t {I, 2, ... , 2 nR}, an action strategy f : {I, 2, ... , 2 nR} -t An, and a decoding function 9 : {I, 2, ... , 2 nR } x yn -t X n that operate as follows:
• The source n-tuple X" is iidrv Px • Encoding: based on X" give index T == T(xn) to the decoder • Decoding:
given the index, choose an action sequence An f(T) -the side information Y" will be the output of the memoryless channel PY1X,A whose input is (xn, An) ,A(ylx, a) .
III. EXAMPLES
A. The Lossless Case
As a very special case of Theorem 2 we get that, in the absence of a cost constraint on the actions, the minimum rate needed for a near lossless reconstruction at the decoder is given by even in the absence of a cost constraint, we give examples showing that greedily selecting the action associated with the side information which is best in the Wyner-Ziv sense, that is the action a minimizing Rwz (PX,PYIX,A=a,D) , may be suboptimal. Consider the case X == A == Y == {O, I} where X is a fair coin flip, PY1X,A=O is the Z-channel with crossover probability <5 from 1 to 0, and PY1X,A=1 is the Z-channel with crossover probability <5 from 0 to 1. Symmetry implies that the P A1x minimizing I(X; A) + H(XIY, A) satisfies P Alx(Oll) == PAlx(110), in other words, there is a BSC connecting X to A (or A to X). Assuming this BSC has crossover probability a, an elementary calculation yields 
Sketch of proof of Theorem
2: The achievability part is selfevident via what by now have become standard arguments. For the converse part, fix a scheme of rate~R for a block
I(X; A)+H(XIY, A) == 1-h(a)+h ( £18 8) (l-a+a<5).
1-a+a
minI(X; A) + H(XIY, A),
R~lx(D, C) == minI(X; UIY, A), (13)
where xoPt(U, Y) denotes the best estimate of X based on U, Y, where U is an auxiliary random variable with a cardinality lUI~IXIIAI + 1. 
Proof idea:
The proof is similar to the proof of Theorem 2, but taking into account that An is independent of X"; and therefore Ai is independent of Xi.
• If the cost is unlimited then, as is intuitive and also easily seen through the characterization in Theorem 3, the greedy
C. Actions Taken Before the Index is Seen
Consider the setting as in Fig. 1 , where the actions An are taken by the decoder before the index T is seen. In such a case An is independent of X": For this case, the rate distortion cost function is similar to R(I) (D, C) as defined in the previous section, but with an additional constraint that A is independent of X. Define
The proof is now completed in the standard way using the
convexity of R(I) (D, C) in the pair (D, C), as established in
Lemma 1.
•
Px(x)PA(a)PUlx,A(ulx, a)PYIX,A(ylx, a),
where U· == (An\i yn\i X i -1 T) (the notation An\i is the 
Vender which is about a 1.5% improvement over R greedy(1/2)~X0 .688722. Figure 2 plots the difference between Rgreedy (8)
and «-:(8).
In the presence of a cost constraint, Theorem 2 implies that the minimum rate needed for a near lossless reconstruction is given by the minimum in (17), with the additional constraint EA(A) < C. Let R min(8, C) denote this minimum for our present example, assuming cost 0 for using say the first Z-channel and 1 for using the second channel. Clearly Suppose that there is a unit cost for obtaining such a noisy measurement of the source, i.e.: A(a) == a, a E {O, 1}.
The conditional entropy of X given Y is 1 bit. Thus, lossless compression of X is achievable at a rate of 1 bit per source symbol at a cost of 1 per source symbol with a greedy decoder who chooses to observe the noisy source measurement of all symbols. Can one do better than this greedy policy? This rate is achievable at half the cost via the following scheme: the encoder uses one bit per source symbol to describe whether or not the symbol is O. The decoder then needs to use the noisy measurement of the source only for those symbols that are not 0 (in which case the measurement will completely determine the source symbol). This corresponds to rate I(X; A)+H(XIY, A) under PAlx (111) == PAlx (11-1) == PAlx (010) == 1, which is readily verified to be the minimum of achievable rates under a cost constraint of 1/2.
In the lossy case, under Hamming distortion, we note that when the S.l. is available to both encoder and decoder (at no cost) the problem is reduced to one of lossy compression for As it turns out, the inequality in (22) is strict, i.e., in our example one can do better than time-sharing between the respective optimum schemes for the different costs (to the level allowed by the cost constraint). Figure 3 contains a plot of R min (1/ 2, C), which is seen to be better (lower) than the straight line represented by the right side of (22).
the encoder: Based on its observation of the source sequence X"; the encoder chooses a sequence of actions An. Nature then generates the side information sequence y n as the output of the memoryless channel PY1X,A whose input is the pair (X", An). The encoder now chooses the index to be given to the decoder on the basis of both the source and the side information sequence. The reconstruction sequence x» is then based on the index and on the side information sequence. A challenging aspect of this scenario is that the actions chosen by the encoder not only affect the quality of the side information, but can also be used to directly convey information about the source sequence. This scenario is depicted in Figure 6 . In [10], we characterize the achievable tradeoff between rate, distortion, and cost for this problem setting as well. 
IV. CAUSAL DECODER SIDE INFORMATION
Consider the setting presented in Fig. 5 , which is similar to the one described in Section II-A, the only difference being that the reconstruction is allowed only causal dependence on the side information, i.e., to be of the form Xi == Xi(T, y i ).
Motivation for why this might be interesting can be found in [12] . Let Rcausal (D, C) denote the rate distortion cost function for this setting. 
V. SUMMARY AND CONCLUSIONS
We have formalized and characterized the fundamental limits for the problem of source coding with decoder side information, where the decoder is allowed to choose actions that affect the nature and quality of the side information.
In the context of the problem studied, and its motivation, it is natural to also look at the case where actions are taken at where xoPt(U, Y) denotes the best estimate of X based on U, Y, where U is an auxiliary random variable. The cardinality of U may be restricted to lUI ::; IXIIAI + 1, similarly as is shown for Lemma 1. One can also denote U, A as U, and an equivalent representation would be R~~~sal (D, C) == minI(X; U), where
