A digital adaptive filtering system is applied to various fields such as current disturbance, noise cancellation, and active vibration and noise control. The least mean squares (LMS) algorithm is widely adopted, owing to its simplicity and low computational burden. A limitation of the LMS algorithm with fixed step size is the trade-off between convergence speed and stability. Several studies have tried to overcome this limitation by varying the step size according to filter input and error; however, the related algorithms with variable step size have not been suitable for signals with complex frequency spectra. As the error decreases, the quality of the output signal deteriorates due to the increase in the higher-order components, depending on the characteristics of the algorithm. Therefore, a novel adaptive filtering algorithm was proposed to overcome these drawbacks. It increased the stability of the system by decreasing the step size using an exponential function. In addition, the error was reduced through normalization using the power of the input signal in the initial state, and the misadjustments in the system were adjusted properly by introducing an energy autocorrelation function of instantaneous error. Furthermore, a novel multi-staged adaptive LMS (MSA-LMS) algorithm was introduced and applied to active periodic structures. The proposed algorithm was validated by simulation and observed to be superior to the conventional LMS algorithms. The results of this study can be applied to active control systems for the reduction of vibration and noise signals with complex spectra in next-generation powertrains, such as hybrid and electric vehicles.
Introduction
An adaptive filter adjusts its frequency response automatically according to a predetermined performance criterion. Owing to its self-tuning capability, it has a wide range of applications in signal processing, especially navigation systems (e.g., radar) and biosignal processing. A digital system, such as an adaptive filter, requires an algorithm to update the filter coefficients. The least mean squares (LMS) algorithm was first proposed by Widrow and Hoff [1] in the 1960s as a representative algorithm. This algorithm is flexible, robust, and easy to implement; however, it has a limitation with respect to the trade-off between convergence speed and stability: (1) The system is likely to become unstable with a rapidly changing disturbance when the related parameters are adjusted to increase the convergence speed of the control filter; (2) the convergence speed is lowered when the parameters are adjusted to increase the stability.
Many research efforts have helped enhance LMS algorithms by suitable control of the step size to resolve the issue of trade-off between convergence speed and stability. The normalized LMS (NLMS) algorithm was developed to overcome this limitation by normalizing the input value with an
The range of µ for the convergence of an LMS algorithm is as follows, where λ max is the maximum eigenvalue of the autocorrelation matrix consisting of input signal x(k).
Appl. Sci. 2017, 7, x FOR PEER REVIEW 3 of 18 max 1 0 μ λ < < (2) Figure 1 . Structure of least mean squares (LMS) adaptive filter.
As described above, an LMS adaptive filter involves simple calculations. However, since the convergence speed is relatively less, it takes a long time to approach the optimum filter coefficient. In addition, the convergence characteristic is very dynamic. Particularly, since the step size is fixed, a drastic change in the target signal cannot be tracked properly. To overcome these limitations, several adaptive filter algorithms with variable step size have been studied recently. Most of these algorithms use variable steps represented by complex expressions, and therefore require extensive computations, although they use optimal step size to adapt to the magnitude and direction of the target signal. For example, when the response signal of the system changes greatly as a transient state at the beginning of a signal input to the system, a relatively large step size is applied. After a certain time, the weight of the adaptive filter becomes an optimal value, the error signal becomes smaller, and consequently, the step size becomes relatively small. Finally, in the steady state, the error value becomes close to 0, and the step size can be used as a fixed value without a large change.
MSA-LMS Adaptive Filter

Step Size of MSA-LMS Adaptive Filter
The size of input signal power affects the performance of an algorithm. Therefore, a strong input signal power requires a relatively large step size. In this case, stable values cannot be found frequently in the steady state. Conversely, a weak input signal power requires a relatively small step size and, consequently, convergence is slowed down.
In this study, the step size is first divided into an autocorrelation matrix of input signal power as shown in the following equation, and it is changed according to signal size.
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T u k u k u k u k − − (3) Figure 1 . Structure of least mean squares (LMS) adaptive filter.
MSA-LMS Adaptive Filter
Step Size of MSA-LMS Adaptive Filter
In the case of a general adaptive filter, the larger the step size is, the faster the convergence can be. The step size normalized by the input signal power changes according to the input power and does not diverge. In addition, it facilitates much faster convergence compared with a general algorithm.
Second, to achieve convergence with a large step size in the initial stage and to obtain good stability in the steady state, an exponential function as follows is introduced to converge to a small value.
Finally, an autocorrelation function of the instantaneous error is used so that adjustment of a misadjustment is not needed. Because the power of the error is large, the parameter γ can control the convergence time as well as adjust the misadjustments.
Instead of fixed LMS step size, γ can be adjusted to vary the step size and thereby improve the algorithm in respect to both robustness and flexibility. The optimal step size is achieved by adjusting A (0 < A < 1), B (0 < B < 1), and C (0 < C < 1) in the expression as follows:
MSA-LMS Adaptive Filter Implementation and Analysis
An adaptive filter updates the coefficient of the filter or the system parameters automatically by an adaptive algorithm so that the system reaches the optimum state.
Adaptive filters are widely used in various fields of communication-signal processing, such as radar and active control of vibration and noise, owing to their self-tuning ability to change the signal to be tracked and the surrounding situation. The structure of the proposed MSA-LMS adaptive filter is shown in Figure 2 .
The proposed algorithm is verified by simulation for four types of signals: "Incommensurate Sinusoids", "Periodic Sinusoids", "Beating", and "Amplitude Modulated". The vibration reduction performance is found to be much improved. This result can be applied to an active control system for the reduction of vibration and noise in a next-generation powertrain; for example, it has recently been applied to an electric car having signals with complex spectra. The MSA-LMS algorithm is implemented in four stages: Stage 0, Stage 1, Stage 2, and Stage 3. If the same algorithm is used in the control system of each stage of the active period structure, improvement of tracking performance will not be expected regardless of the stage. Therefore, we proposed the above structure to allow a different control for each stage. Based on the MSA-LMS algorithm, Stage 1 is applied to active element 1 of an active control system, Stage 2 to active element 2, and Stage 3 to active element 3. As the stage increases, the number of channels of the adaptive filter is increased, and the frequency of the resultant signal of the LMS algorithm is additionally targeted to improve the tracking performance and minimize the error value.
In the simulation performed in this study, the control time of the four stages is set as 1 s, and the sampling time is defined as 0. 
Stage 0
Stage 0 has a frequency detector. There are various methods of frequency estimation using a digital signal processor (DSP). The frequency is estimated by counting the number of times C a given signal crosses the x-axis in one cycle of period T through a detector, and then by substituting T and C into the equation below. The process can be illustrated by Figure 3 
Stage 0 has a frequency detector. There are various methods of frequency estimation using a digital signal processor (DSP). The frequency is estimated by counting the number of times C a given signal crosses the x-axis in one cycle of period T through a detector, and then by substituting T and C into the equation below. The process can be illustrated by Figure 3 [13] .
The input signal u(k) passes through the zero-crossing detector, and the number of times C the input signal crosses the x-axis is indicated by the counter. The frequency f 1 of the input signal can then be estimated from 0 to 0.9999 s as explained above. Appl. Sci. 2017, 7, x FOR PEER REVIEW 6 of 18 The input signal ( ) u k passes through the zero-crossing detector, and the number of times C the input signal crosses the x-axis is indicated by the counter. The frequency 1 f of the input signal can then be estimated from 0 to 0.9999 s as explained above.
Stage 1
In Stage 1, the output of a general adaptive filter is obtained by multiplying the input signal by the filter weight. In contrast, the input signal 
Since only the filter output signal 1 y is present, it is the same as the total output signal 1 ( ) y k and can be expressed as:
The desired signal response and the error of the filter output signal are expressed as follows: 
To avoid the amplitude of the input signal from increasing with the update of the filter coefficients, the signal is multiplied by 0.5. Thus, in Stage 2, the following signal appears additionally:
Therefore, the filter output of Stage 2 appears as follows, 
In Stage 1, the output of a general adaptive filter is obtained by multiplying the input signal by the filter weight. In contrast, the input signal u f 1 of the proposed adaptive filter is the output of the sine wave generator at the frequency f 1 (measured from Stage 0) in the range of 1 to 1.9999 s, and is expressed as below:
Since only the filter output signal y 1 is present, it is the same as the total output signal y(k) 1 and can be expressed as:
The desired signal response and the error of the filter output signal are expressed as follows:
The e(k − 1) s1 signal is applied one step before the error signal e(k) s1 to the MSA-LMS algorithm and is updated repeatedly.
Stage 2
The error signal e(k) s1 is an unknown signal and cannot be measured. The frequency f 2 of the error signal e(k) s1 is estimated from the number of times C the signal passes through the x-axis as sensed by the zero-crossing detector and indicated by the counter. Using the output of the sine wave generator at the estimated f 2 , the function u f 2 between 2 and 2.9999 s is expressed as follows:
Therefore, the filter output of Stage 2 appears as follows,
The output signal y 2 is expressed as
Since there are two input signals in Stage 2, the total output signal of the filter y(k) 2 appears as follows:
In Stage 1, the error signal e(k) s1 is the d(k) of Stage 2. The filter output y(k) 2 and error signal are expressed as follows:
The e(k − 1) s2 signal is applied one step before the error signal e(k) s2 to the MSA-LMS algorithm and is updated repeatedly.
Stage 3
The error signal e(k) s2 is an unknown signal and cannot be measured. The frequency f 3 of the error signal e(k) s2 is estimated from the number of times C the signal passes through the x-axis, as sensed by the zero-crossing detector and indicated by the counter. Using the output of the sine wave generator at the estimated frequency f 3 , the function u f 3 between 3 and 3.9999 s is expressed as follows:
The signal is multiplied by 1/3 to avoid the amplitude of the input signal from increasing as the filter coefficient is updated. Thus, in Stage 3, the following signals appear additionally:
Therefore, the filter output of Stage 3 appears as follows,
The total filter output signal y 3 is shown as
Since there are three input signals in Stage 3, the total output signal of the filter y(k) 3 appears as follows:
In Stage 2, the error signal e(k) s2 is d(k) of Stage 3. The filter output y(k) 3 and error signal e(k) s3 are expressed as follows:
The e(k − 1) s3 signal is applied one step before the error signal e(k) s3 to the MSA-LMS algorithm and is updated repeatedly.
Simulation
To verify the performance of the MSA-LMS algorithm proposed in this study, an active control system based on the active periodic structure for reduction or elimination of undesired vibration and noise signals was simulated. Although there were various multi-frequency vibration signals, we verified the control performance for general quasi-periodic signals, not limited to special cases such as modulation signals. Incommensurate sinusoids were represented by the following equations and they were classified according to the amplitude, frequency, and phase [14] :
where A i is the amplitude, ω i is the frequency, and θ i is the phase. The existing LMS algorithm had a limited performance for a complex frequency spectrum. Furthermore, the error increased with the size of the input signal and the misadjustment was due to the initial value. As a result, the wideband frequency component, according to the algorithm characteristics, deteriorated, and the output signal in the time domain became noisy. The MSA-LMS algorithm was proposed to overcome these limitations, and the performance of the algorithm was verified for two types of signals: "Periodic Sinusoids" and "Incommensurate Sinusoids".
For periodic sinusoids, we used A 1 = 0.02, A 2 = 0.05, A 3 = 0.03, ω 1 = 10 Hz, ω 2 = 30 Hz, and ω 3 = 40 Hz. It was assumed that there was no phase difference in each term. Figure 4 is a graph comparing the signal tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm. It can be seen that the MSA-LMS algorithm with step-size changing for each sampling time according to exponential and autocorrelation functions was superior to the LMS algorithm with fixed step size over the entire simulation range of time. To compare the tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal was significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the other hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function of instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent. To compare the tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal was significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the other hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function of instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent. To compare the tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal was significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the other hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function of instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent. To compare the tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal was significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the other hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function of instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent.
To compare the tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal was significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the other hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function of instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent. are the tracking performance between the LMS algorithm and the proposed MSA-LMS detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the hm, it can be observed that the tracking performance for the desired signal was lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the s completely reversed in the middle of a vibration signal, which may have caused a nomenon with a higher frequency component than the original signal. On the other e case of the MSA-LMS algorithm using an energy autocorrelation function of s error, the misadjustment was found to be properly adjusted and the tracking was excellent. are the tracking performance between the LMS algorithm and the proposed MSA-LMS detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the m, it can be observed that the tracking performance for the desired signal was lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the s completely reversed in the middle of a vibration signal, which may have caused a nomenon with a higher frequency component than the original signal. On the other e case of the MSA-LMS algorithm using an energy autocorrelation function of s error, the misadjustment was found to be properly adjusted and the tracking was excellent. algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal was significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the other hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function of instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent. Based on the above results, the peak-to-peak value of the proposed MSA-LMS algorithm was found to be 32% less than that of the LMS algorithm with fixed step size between 2 and 3 s, 60% less between 3 and 3.5 s, and 75% less between 3.5 and 4 s. However, it may be noted that the peak-topeak value of the error did not reduce over time for the LMS algorithm, while it gradually reduced for the MSA-LMS algorithm, owing to its adaptability associated with the multi-stage concept. The above results are summarized in Table 1 below. Table 1 . Peak-to-Peak value analysis for the estimation errors ("Periodic Sinusoids" case).
Control Algorithm
Error Analysis Time 2.0-3.0 s 3.0-3.5 s 3.5-4.0 s Based on the above results, the peak-to-peak value of the proposed MSA-LMS algorithm was found to be 32% less than that of the LMS algorithm with fixed step size between 2 and 3 s, 60% less between 3 and 3.5 s, and 75% less between 3.5 and 4 s. However, it may be noted that the peak-to-peak value of the error did not reduce over time for the LMS algorithm, while it gradually reduced for the MSA-LMS algorithm, owing to its adaptability associated with the multi-stage concept. The above results are summarized in Table 1 below. Figure 7 is a graph comparing the error between the LMS algorithm and the proposed MSA-LMS algorithm. Since the MSA-LMS algorithm had an energy autocorrelation function of exponential function and instantaneous error, it can be seen that the error gradually decreased from 2 s onwards, while no such reduction was observed in the case of the LMS algorithm. for the MSA-LMS algorithm were reduced by 5 to 9 dB, compared with the LMS algorithm. However, in the case of the MSA-LMS algorithm, the spillover phenomenon in the broadband was slightly increased. It is thought that this phenomenon occurs as the frequency component increases with the stage, and is attributed to the characteristics of the multi-stage structure of the algorithm. for the MSA-LMS algorithm were reduced by 5 to 9 dB, compared with the LMS algorithm. However, in the case of the MSA-LMS algorithm, the spillover phenomenon in the broadband was slightly increased. It is thought that this phenomenon occurs as the frequency component increases with the stage, and is attributed to the characteristics of the multi-stage structure of the algorithm. for the MSA-LMS algorithm were reduced by 5 to 9 dB, compared with the LMS algorithm. However, in the case of the MSA-LMS algorithm, the spillover phenomenon in the broadband was slightly increased. It is thought that this phenomenon occurs as the frequency component increases with the stage, and is attributed to the characteristics of the multi-stage structure of the algorithm. controlled signal with least mean squares algorithm;
controlled signal with multi-staged adaptive least mean squares controlled signal with multi-staged adaptive least mean squares method. Figure 8 is a graph comparing the frequency spectra of the proposed MSA-LMS algorithm with the LMS algorithm. The main peaks at w 1 = 10 Hz, w 2 = 30 Hz, and w 3 = 40 Hz for the MSA-LMS algorithm were reduced by 5 to 9 dB, compared with the LMS algorithm. However, in the case of the MSA-LMS algorithm, the spillover phenomenon in the broadband was slightly increased. It is thought that this phenomenon occurs as the frequency component increases with the stage, and is attributed to the characteristics of the multi-stage structure of the algorithm.
At a point k, when the conventional LMS algorithm was applied to four incommensurate sinusoids, there was an unexpected frequency other than the frequency component of the input signal, due to the unintentional modulation process between filter input x[k] and error e[k]. Some were observed. This frequency component can be confirmed by analyzing the x[k] · e[k] as follows: In all cases, the frequency of the reference signal is assumed to be ω 2 , the phase difference. The frequency components at the first sampling point k = 1 are as follows:
where y[] is the Fourier transform and Dirac delta function. At the second sampling point k ≥ 2, the effect of the reference input was added. The frequency components are summarized as follows:
As can be seen in Equations (25) and (27), the controlled signal includes additional frequency components, such as ω j = ω 2 ± ω 1 , ω 3 ± ω 2 , 2ω 2 , 3ω 2 , 2ω 2 ± ω 1 , 2ω 2 ± ω 3 , and so on, ω i = ω 1 , 2ω 2 , ω 3 , which were previously included in the control signal. It is also apparent that additional side bands are located at ∆ω a = ω 2 − ω 1 , ∆ω b = ω 3 − ω 2 , and |∆ω a − ∆ω b |. It can be observed from Figure 8 that these additional frequency components occurred at |2ω 2 − ω 1 |/2π = 48 Hz and |ω 2 − ω 1 |/2π = 18 Hz. Here, it is determined that the error 2 Hz occurred because the object to be controlled was not the input signal but the response of the secondary system, and the main frequency component of the signal was an estimated value rather than an actual value (presumed to be a nearby value). for the MSA-LMS algorithm were reduced by 5 to 9 dB, compared with the LMS algorithm. However, in the case of the MSA-LMS algorithm, the spillover phenomenon in the broadband was slightly increased. It is thought that this phenomenon occurs as the frequency component increases with the stage, and is attributed to the characteristics of the multi-stage structure of the algorithm. At a point k , when the conventional LMS algorithm was applied to four incommensurate sinusoids, there was an unexpected frequency other than the frequency component of the input signal, due to the unintentional modulation process between filter input [ In all cases, the frequency of the reference signal is assumed to be 2 ω , the phase difference. The frequency components at the first sampling point for the MSA-LMS algorithm were reduced by 5 to 9 dB, compared with the LMS algorithm. However, in the case of the MSA-LMS algorithm, the spillover phenomenon in the broadband was slightly increased. It is thought that this phenomenon occurs as the frequency component increases with the stage, and is attributed to the characteristics of the multi-stage structure of the algorithm. In all cases, the frequency of the reference signal is assumed to be 2 ω , the phase difference. The frequency components at the first sampling point o compare the tracking performance between the LMS algorithm and the proposed MSA-LMS hm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the algorithm, it can be observed that the tracking performance for the desired signal was cantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the on was completely reversed in the middle of a vibration signal, which may have caused a er phenomenon with a higher frequency component than the original signal. On the other in the case of the MSA-LMS algorithm using an energy autocorrelation function of taneous error, the misadjustment was found to be properly adjusted and the tracking mance was excellent.
controlled signal with multi-staged adaptive least mean squares algorithm.
Incommensurate Sinusoids
For incommensurate sinusoids, A 1 = 0.029, A 2 = 0.053, A 3 = 0.071, ω 1 = 10 Hz, ω 2 = 10 Hz, and ω 2 = 10 Hz were used as controls. It was also assumed that there was no phase difference in each term. Figure 9 is a graphical comparison between the LMS algorithm and the proposed MSA-LMS algorithm. In the case of "Incommensurate Sinusoids" that were relatively less related to the frequencies involved than the "Periodic Sinusoids" discussed earlier, the signal pattern in the time domain was found to be irregular, as shown in Figure 10 . Nevertheless, it can be seen that the signal tracking performance of the proposed MSA-LMS algorithm was much better than that of the LMS algorithm with fixed step size. To compare the proposed MSA-LMS algorithm with the LMS algorithm in detail, the range from 3.5 to 4 s was expanded, as shown in Figure 10 . The MSA-LMS algorithm was adaptive with respect to the frequency and error of the filtered signal. On the other hand, the LMS algorithm that had a fixed step size exhibited a relatively low tracking performance, owing to its failure to detect such changes. Figure 11 compares the estimation error of the active vibration control between the two algorithms. It can be observed that there was no significant difference up to 2 s. However, between 2 and 3 s, the maximum and minimum values of the control error were 0.1712 and −0.1835, respectively, for the LMS algorithm, while the corresponding values were 0.1305 and −0.059 for the MSA-LMS algorithm. Similarly, between 3 and 3. To compare the tracking performance between the LMS algorithm and the proposed MSA-LM algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of th LMS algorithm, it can be observed that the tracking performance for the desired signal w significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, th direction was completely reversed in the middle of a vibration signal, which may have caused spillover phenomenon with a higher frequency component than the original signal. On the oth hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function instantaneous error, the misadjustment was found to be properly adjusted and the trackin performance was excellent. To compare the tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal wa significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the othe hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function o instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent. To compare the proposed MSA-LMS algorithm with the LMS algorithm in detail, the range from 3.5 to 4 s was expanded, as shown in Figure 10 . The MSA-LMS algorithm was adaptive with respect to the frequency and error of the filtered signal. On the other hand, the LMS algorithm that had a fixed step size exhibited a relatively low tracking performance, owing to its failure to detect such changes. Figure 11 compares the estimation error of the active vibration control between the two algorithms. It can be observed that there was no significant difference up to 2 s. However, between 2 and 3 s, the maximum and minimum values of the control error were 0.1712 and −0.1835, respectively, for the LMS algorithm, while the corresponding values were 0.1305 and −0.059 for the MSA-LMS algorithm. Similarly, between 3 and 3. are the tracking performance between the LMS algorithm and the proposed MSA-LMS detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the hm, it can be observed that the tracking performance for the desired signal was lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the s completely reversed in the middle of a vibration signal, which may have caused a nomenon with a higher frequency component than the original signal. On the other e case of the MSA-LMS algorithm using an energy autocorrelation function of s error, the misadjustment was found to be properly adjusted and the tracking was excellent. are the tracking performance between the LMS algorithm and the proposed MSA-LMS etail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the m, it can be observed that the tracking performance for the desired signal was lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the completely reversed in the middle of a vibration signal, which may have caused a nomenon with a higher frequency component than the original signal. On the other case of the MSA-LMS algorithm using an energy autocorrelation function of error, the misadjustment was found to be properly adjusted and the tracking was excellent. To compare the tracking performance between the LMS algorithm and the proposed MSA-LMS algorithm in detail, the interval from 3.5 to 4 s was enlarged, as shown in Figure 5 . In the case of the LMS algorithm, it can be observed that the tracking performance for the desired signal was significantly lowered from the second-high peak to the low peak near 3.55 s. Furthermore, the direction was completely reversed in the middle of a vibration signal, which may have caused a spillover phenomenon with a higher frequency component than the original signal. On the other hand, in the case of the MSA-LMS algorithm using an energy autocorrelation function of instantaneous error, the misadjustment was found to be properly adjusted and the tracking performance was excellent. To compare the proposed MSA-LMS algorithm with the LMS algorithm in detail, the range from 3.5 to 4 s was expanded, as shown in Figure 10 . The MSA-LMS algorithm was adaptive with respect to the frequency and error of the filtered signal. On the other hand, the LMS algorithm that had a fixed step size exhibited a relatively low tracking performance, owing to its failure to detect such changes. Figure 11 compares the estimation error of the active vibration control between the two algorithms. It can be observed that there was no significant difference up to 2 s. However, between 2 and 3 s, the maximum and minimum values of the control error were 0.1712 and −0.1835, respectively, for the LMS algorithm, while the corresponding values were 0.1305 and −0.059 for the MSA-LMS algorithm. Similarly, between 3 and 3. It can be observed from the above results that the peak-to-peak value of the proposed MSA-LMS algorithm, which is more adaptive than the existing LMS algorithm, decreased by 47% between 2 and 3 s, by 82% between 3 and 3.5 s, and by 78% between 3.5 and 4 s. Similar to the previous case (Period Sinusoids), the peak-to-peak value of the error did not decrease over time in the case of the LMS algorithm, whereas it was reduced by about two times in the case of the MSA-LMS algorithm, owing to its multi-stage concept. Because of the complexity of the incommensurate sinusoids, the tracking performance of the LMS algorithm was found to be worse than that observed in the case of the periodic sinusoids, whereas the MSA-LMS algorithm had a similar tracking performance with a higher percentage of decrease in the error value. Figure 12 is a graph comparing the error between the LMS algorithm and the proposed MSA-LMS algorithm. It can be observed that the MSA-LMS algorithm exhibited slightly better tracking performance than that observed in the previous case (Periodic Sinusoids) between 2 and 3 s, by virtue of its energy autocorrelation function of exponential function and instantaneous error. The above results are summarized in Table 2 below. It can be observed from the above results that the peak-to-peak value of the proposed MSA-LMS algorithm, which is more adaptive than the existing LMS algorithm, decreased by 47% between 2 and 3 s, by 82% between 3 and 3.5 s, and by 78% between 3.5 and 4 s. Similar to the previous case (Period Sinusoids), the peak-to-peak value of the error did not decrease over time in the case of the LMS algorithm, whereas it was reduced by about two times in the case of the MSA-LMS algorithm, owing to its multi-stage concept. Because of the complexity of the incommensurate sinusoids, the tracking performance of the LMS algorithm was found to be worse than that observed in the case of the periodic sinusoids, whereas the MSA-LMS algorithm had a similar tracking performance with a higher percentage of decrease in the error value. Figure 12 is a graph comparing the error between the LMS algorithm and the proposed MSA-LMS algorithm. It can be observed that the MSA-LMS algorithm exhibited slightly better tracking performance than that observed in the previous case (Periodic Sinusoids) between 2 and 3 s, by virtue of its energy autocorrelation function of exponential function and instantaneous error. The above results are summarized in Table 2 It can be observed from the above results that the peak-to-peak value of the proposed MSA-LMS algorithm, which is more adaptive than the existing LMS algorithm, decreased by 47% between 2 and 3 s, by 82% between 3 and 3.5 s, and by 78% between 3.5 and 4 s. Similar to the previous case (Period Sinusoids), the peak-to-peak value of the error did not decrease over time in the case of the LMS algorithm, whereas it was reduced by about two times in the case of the MSA-LMS algorithm, owing to its multi-stage concept. Because of the complexity of the incommensurate sinusoids, the tracking performance of the LMS algorithm was found to be worse than that observed in the case of the periodic sinusoids, whereas the MSA-LMS algorithm had a similar tracking performance with a higher percentage of decrease in the error value. Figure 12 is a graph comparing the error between the LMS algorithm and the proposed MSA-LMS algorithm. It can be observed that the MSA-LMS algorithm exhibited slightly better tracking performance than that observed in the previous case (Periodic Sinusoids) between 2 and 3 s, by virtue of its energy autocorrelation function of exponential function and instantaneous error. The above results are summarized in Table 2 below. for the MSA-LMS algorithm were reduced by 5 to 9 dB, compared with the LMS algorithm. However, in the case of the MSA-LMS algorithm, the spillover phenomenon in the broadband was slightly increased. It is thought that this phenomenon occurs as the frequency component increases with the stage, and is attributed to the characteristics of the multi-stage structure of the algorithm. At a point k , when the conventional LMS algorithm was applied to four incommensurate sinusoids, there was an unexpected frequency other than the frequency component of the input signal, due to the unintentional modulation process between filter input [ In all cases, the frequency of the reference signal is assumed to be 2 ω , the phase difference. The frequency components at the first sampling point It can be observed from the above results that the peak-to-peak value of the proposed MSA-LMS algorithm, which is more adaptive than the existing LMS algorithm, decreased by 47% between 2 and 3 s, by 82% between 3 and 3.5 s, and by 78% between 3.5 and 4 s. Similar to the previous case (Period Sinusoids), the peak-to-peak value of the error did not decrease over time in the case of the LMS algorithm, whereas it was reduced by about two times in the case of the MSA-LMS algorithm, owing to its multi-stage concept. Because of the complexity of the incommensurate sinusoids, the tracking performance of the LMS algorithm was found to be worse than that observed in the case of the periodic sinusoids, whereas the MSA-LMS algorithm had a similar tracking performance with a higher percentage of decrease in the error value. Figure 12 is a graph comparing the error between the LMS algorithm and the proposed MSA-LMS algorithm. It can be observed that the MSA-LMS algorithm exhibited slightly better tracking performance than that observed in the previous case (Periodic Sinusoids) between 2 and 3 s, by virtue of its energy autocorrelation function of exponential function and instantaneous error. The above results are summarized in Table 2 below. controlled signal with least mean squares method; controlled signal with multi-staged adaptive least mean squares method.
controlled signal with multi-staged adaptive least mean squares method. Figure 13 is a graph comparing the frequency spectra between the LMS algorithm and the proposed MSA-LMS algorithm. The main peaks at w 1 /2π = 10 Hz , w 2 /2π = 16 Hz , and w 3 /2π = 24 Hz for the MSA-LMS algorithm were found to be decreased by 8 dB, compared with the LMS algorithm, but the spillover phenomenon in the broadband was slightly increased for the MSA-LMS algorithm. It is thought that this phenomenon occurs as the frequency component increases with the stage and is attributed to the characteristics of the multi-stage structure of the algorithm.
Appl. Sci. 2017, 7, x FOR PEER REVIEW 15 of 18 Table 2 . Peak-to-Peak value analysis for the estimation errors with LMS and MSA-LMS algorithms ("Incommensurate Sinusoids" case). for the MSA-LMS algorithm were found to be decreased by 8 dB, compared with the LMS algorithm, but the spillover phenomenon in the broadband was slightly increased for the MSA-LMS algorithm. It is thought that this phenomenon occurs as the frequency component increases with the stage and is attributed to the characteristics of the multi-stage structure of the algorithm. controlled signal with multi-staged adaptive least mean squares algorithm.
Control Algorithm Error Analysis
Conclusions and Future Plans
In this study, a multi-staged adaptive LMS (MSA-LMS) algorithm, which is an extension of the least mean squares (LMS) algorithm commonly used in the adaptive filtering system for active vibration and noise control, was developed and validated through simulation. Following are the three major contributions of this paper:
(1) Introduction of a new concept for adaptive step size: The introduction of exponential function reduced the size of error as time increased, thereby improving system stability with decreasing step size. To prevent the divergence phenomenon through normalization using the input signal power in the initial state with respect to the error value, an energy autocorrelation function of instantaneous error was introduced, thereby ensuring that a misadjustment in the steady state was not affected.
(2) Proposed MSA-LMS algorithm with multi-stage structure: According to the characteristics of the LMS algorithm, the signal after the control has a different spectrum to that of the original signal, which means that the number of frequency elements continues to increase. Furthermore, the conventional adaptive filtering system has a structure composed of the same reference signal and controlled signal with least mean squares method; controlled signal with multi-staged adaptive least mean squares method.
