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Hiperbolicidad esencial de flujos
seccional Anosov
Resumen
Sean M una 3-variedad compacta posiblemente con frontera ∂M no vaćıa y un campo vec-
torial X con flujo inducido Xt sobre M , transversal a ∂M hacia dentro si ∂M 6= ∅. En este
trabajo probaremos que para todo flujo seccional Anosov X sobre M existe una colección
finita de atractores hiperbólicos y singularidades tipo Lorenz cuyas cuencas forman un sub-
conjunto denso de M . Ademas aplicando este resultado obtendremos que un flujo seccional
Anosov X de una 3-variedad compacta M es esencialmente hiperbólico si y solo si la cuenca
del conjunto de singularidades de X es denso en ninguna parte de M , con la cual podemos
caracterizar la hiperbolicidad esencial.
Palabras clave: 3-variedad; Flujo Anosov; Flujo Seccional Anosov; Atractor hiperbóli-




Let M be a compact 3-manifold with possibly nonempty boundary ∂M and a vector field
X with induced flow Xt on M , inwardly transverse to ∂M if ∂M 6= ∅. In this paper we
shall prove that for every sectional-Anosov flow X on M there is a finite collection of hyper-
bolic attractors and Lorenz-like singularities whose basins form a dense subset of M . Also
applying this result we shall obtain that a sectional-Anosov flow X of a compact 3-manifold
M is essentially hyperbolic if and only if the basin of the set of singularities of X is nowhere
dense in M , with which we can characterize essential hyperbolicity.
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2.2. Conjuntos hiperbólicos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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4.3. Flujo Lineal de Poincaré. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4. Propiedad (P )Σ en dimensión 2. . . . . . . . . . . . . . . . . . . . . . . . . . 37




El estudio de los sistemas dinámicos tradicionalmente se enfoca en sistemas que evolucionan
con tiempo ya sea de manera continua o discreta. Estos sistemas son generalmente determi-
nados por un conjunto de estados y unas autoaplicaciones definidas sobre este. En el caso
continuo estas funciones son flujos, las cuales aparecen de manera natural en el estudio de
ecuaciones diferenciales. En el estudio de los flujos y mapas diferenciables, se suele obtener
información del sistema examinando la información local proporcionada por la diferencial
del flujo. Entre los sistemas dinámicos de tiempo continuo, la dinámica hiperbólica se carac-
teriza por la presencia de direcciones invariantes expansoras y contractoras de la diferencial
del flujo como por ejemplo en los flujos Anosov o seccionales Anosov sin singularidades. Es-
te estiramiento y plegado t́ıpicamente da lugar a un comportamiento caótico a largo plazo
en estos sistemas a pesar de que sean deterministas. La teoŕıa de los sistemas dinámicos
hiperbólicos proporciona una base matemática rigurosa de este fenómeno notable conocido
como caos determinista.
Los flujos Anosov al ser unos de los principales ejemplos que presenta este comportamiento
en su dinámica, son objeto importante de estudio en la dinámica hiperbólica. Estos son
campos vectoriales sobre variedades cerradas que admiten una descomposición del fibrado
tangente sobre la variedad en un subfibrado contractor, un subfibrado expansor y el subfi-
brado generado por la dirección del campo vectorial. Para el estudio de estos flujos se usan
herramientas de varias áreas de las matemáticas como el Álgebra, Análisis y Geometŕıa Rie-
manniana. Este nombre proviene del Profesor D.V. Anosov quien los estudió con el nombre
de U-Systems. La enorme importancia de los flujos Anosov fue sin duda la motivación detrás
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de sus actuales extensiones entre las cuales están los flujos seccionales Anosov introducidos
en [16], como una generalización de los flujos de Anosov y de los atractores hiperbólicos no
triviales para incluir el atractor geométrico de Lorenz [11].
Con el fin de describir el comportamiento a futuro de estos sistemas, se comenzó a estudiar
en ellos la propiedad de hiperbolicidad esencial. Los sistemas con esta propiedad poseen
un comportamiento dinámico genérico al que tienden a futuro, determinado por un numero
finito de conjuntos transitivos disyuntos. El comportamiento asintótico de las órbitas del
sistema, es descrito por la dinámica de estos conjuntos transitivos, por lo que es de gran
importancia esta propiedad en un sistema caótico. Un campo vectorial suave sobre una
variedad diferenciable, es llamado hiperbólico esencial o esencialmente hiperbólico si este
presenta una colección finita de atractores hiperbólicos, cuyas cuencas forman un subcon-
junto abierto y denso de la variedad. Ejemplos de estos campos, son los flujos Axioma A que
incluyen los flujos Anosov, pero no el atractor geométrico de lorenz [3], [11]. Por otro lado,
existe una clase de sistemas, los seccional Anosov [16], cuyos ejemplos representativos son
los flujos Anosov, el atractor geométrico de Lorenz y los conjuntos attracting hiperbólicos
tipo silla. Ellos motivan la búsqueda de condiciones necesarias y suficientes para que un
flujo seccional Anosov sea esencialmente hiperbólico.
En busca de estas condiciones, estudiaremos las propiedades de flujos seccionales Anosov
sobre 3−variedades compactas. El objetivo principal en este trabajo sera estudiar, desmenu-
zar y verificar la caracterización de los flujos seccionales Anosov esencialmente hiperbólicos
sobre 3−variedades compactas presentada en [8], teniendo en cuenta el comportamiento de





Considere una variedad compacta M con frontera ∂M posiblemente no vaćıa y un campo
vectorial X con flujo inducido Xt sobre M , transversal a ∂M hacia adentro si ∂M 6= ∅,
(todos los campos vectoriales serán considerados de clase C1). Se define el conjunto maximal





Una órbita de X es el conjunto O(q) = OX(q) = {Xt(q) : t ∈ R} para algún q ∈ M . La
órbita positiva de un punto q ∈ M es el conjunto O+(q) = {Xt(q) : t ∈ R+}. La órbita
negativa de un punto q ∈M es el conjunto O−(q) = {Xt(q) : t ∈ R−}.
Una singularidad σ de X es un punto σ ∈M tal que X(σ) = 0. Denotamos por Sing(X) el
conjunto de singularidades de X. Un punto regular de X es un punto p ∈M que no es una
singularidad y en tal caso diremos que O(p) es una órbita regular.
Decimos que un punto p es periódico para X si existe un mı́nimo t > 0 tal que Xt(p) = p y
en tal caso diremos que O(p) es una órbita periódica. Denotamos por Per(X) el conjunto de
puntos periódicos de X. Una órbita cerrada de X es una singularidad o una órbita periódica
de X.
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Dado x ∈M se define el conjunto omega limite como
ω(x) =
{
y ∈M : y = ĺım
k→∞
Xtk(x) para alguna sucesión tk →∞
}
,
y el conjunto alfa limite como
α(x) =
{
y ∈M : y = ĺım
k→∞
X−tk(x) para alguna sucesión tk →∞
}
.
Se define la cuenca (de atracción) de un subconjunto B ⊂ M como el conjunto de puntos
x ∈ M tales que ω(x) ⊂ B. Decimos que Λ ⊂ M(X) es invariante si Xt(Λ) = Λ para todo
t ∈ R. Un conjunto invariante Λ es transitivo si Λ = ω(x) para algún x ∈ Λ.
Un conjunto Λ ⊂ M es no trivial, si Λ no es una órbita cerrada de X y decimos que Λ es





donde U es llamado un bloque aislante de Λ.
Un conjunto Λ ⊆ M es attracting, si es aislado y tiene un bloque aislante positivamente
invariante, es decir,
Xt(U) ⊆ U, ∀t > 0.
Un atractor de X es un conjunto attracting transitivo A, y por lo tanto existe una vecindad





Un conjunto Λ ⊆ M es repelling, si Λ es attracting para el campo de tiempo invertido −X
y es repeller, si Λ es un repelling transitivo.
El conjunto no errante Ω(X) de X es el conjunto de puntos x ∈ M tales que para toda
vecindad U de x y T > 0 existe t > T tales que Xt(U)∩U 6= ∅. Claramente ω(x) ⊂ Ω(X) ⊂
M(X) para todo x ∈M .
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2.2. Conjuntos hiperbólicos
Definición 1. Un conjunto compacto invariante Λ de X es hiperbólico si admite una des-
composición continua y DXt-invariante TΛM = E
s
Λ ⊕ EXΛ ⊕ EuΛ del fibrado tangente sobre
Λ, y existen constantes positivas K,λ y una métrica Riemmaniana ‖ · ‖ sobre M tales que
1. ‖DXt(x)/Esx‖ ≤ Ke−λt, para todo x ∈ Λ y t ≥ 0;
2. EXΛ es el subfibrado generado por X; y
3. m(DXt(x)/E
u
x) ≥ K−1eλt, para todo x ∈ Λ y t ≥ 0, donde m(·) indica la operación
conorma.
Si Esx 6= 0 y Eux 6= 0 para todo x ∈ Λ decimos que Λ es un conjunto hiperbólico tipo silla.
Un atractor hiperbólico es un atractor el cual es simultáneamente un conjunto hiperbólico.
Una singularidad σ de X es hiperbólica si esta es hiperbólica como un conjunto invariante
compacto, o, equivalentemente, si la transformación lineal DX(σ) no tiene valores propios
imaginarios puros.
Observación 1. En la definición anterior tenemos que:
1. La operación conorma m(T ) de un operador lineal en un espacio vectorial V se define
como





En el caso que T sea un operador lineal biyectivo, se cumple que ‖T−1‖ = 1
m(T )
.







3. La condicion 3. se puede cambiar por: ‖DX−t(x)/Eux‖ ≤ Ke−λt, para todo x ∈ Λ y
t ≥ 0. En efecto,
‖DX−t(x)/Eux‖ = ‖DX−1t (x)/Eux‖ = ‖DXt(X−t(x))−1/Eux‖
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y como Λ es invariante, remplazando en cualquiera de las desigualdades, se puede
deducir la otra.
Por ejemplo supongamos que p ∈ Sing(X), entonces Xt(p) = p y DXt(p) es un isomorfismo
lineal de TpM sobre śı mismo. Habrá una descomposición hiperbólica de TpM en este caso
si y solo si todos los valores propios de DXt(p) no son imaginarios puros. En el caso cuando
M es de dimensión 2, en la figura 2.1 y en la figura 2.2 se muestran los posibles casos.
Figura 2.1: En a) tenemos una fuente; ambos valores propios tienen parte real positiva. En
b) tenemos un sumidero; ambos valores propios tienen parte real negativa.
Para todo x ∈M(X) definimos los conjuntos
W ss(x) =
{
q ∈M : ĺım
x→∞





q ∈M : ĺım
x→−∞
d(Xt(q), Xt(x)) = 0
}
.
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Figura 2.2: Una singularidad hiperbólica p tipo silla de un flujo bidimensional. Aqúı DXt(p)
tiene un valor propio con parte real negativa y otro con parte real positiva.










Dado un conjunto invariante Λ definimos su variedad estable e inestable como
W s(Λ) = {x ∈M : ω(x) ⊆ Λ} y W u(H) = {x ∈M : α(x) ⊆ Λ}
respectivamente.
Observe que W s(Λ) coincide con la cuenca de atracción de Λ.
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La teoŕıa de variedades invariantes [13] ([20] pag 73), afirma que si H ⊆ M es un conjunto
hiperbólico de X y p ∈ H, entonces los conjuntos topológicos W ss(p) y W uu(p) son va-
riedades inmersas biuńıvocamente de M tangentes en p a Esp y E
u
p respectivamente. Estas
variedades se llaman variedades estable e inestable fuerte. Las variedades locales de tamaño
ε son definidas como
W ssε (p) = {q ∈M |d(Xt(q), Xt(p)) ≤ ε,∀t ≥ 0}
y
W uuε (p) = {q ∈M |d(Xt(q), Xt(p)) ≤ ε,∀t ≤ 0} .
Además W s(p) y W u(p) coinciden con las variedades estables e inestables de la órbita del
punto p. En general, W s(p) y W u(p) son tangentes en p a Esp ⊕ EXp y Eup ⊕ EXp respectiva-
mente, son invariantes y estas variedades dependen continuamente de p.
2.3. Conjuntos seccionales hiperbólicos
Definición 2. Una descomposición continua y DXt-invariante del fibrado tangente de un
conjunto invariante Λ ⊆ M dada por TΛM = EsΛ ⊕ EcΛ es dominada, si Esx 6= 0 y Ecx 6= 0
para todo x ∈ Λ, y existen constantes K,λ > 0 tales que
‖DXt(x)/Esx‖
m(DXt(x)/Ecx)
≤ Ke−λt, para todo x ∈ Λ y t > 0.
El conjunto Λ se dice parcialmente hiperbólico si tiene descomposición dominada y
‖DXt(x)/Esx‖ ≤ Ke−λt para todo x ∈ Λ y t ≥ 0.
Se dice que la dirección central Ecx de una descomposición dominada es seccionalmente
expansora si dim(Ecx) ≥ 2 y
| det(DXt(x)/Lx)| ≥ K−1eλt
para todo x ∈ Λ, t ≥ 0 y todo subespacio bidimensional Lx de Ecx; y es volumen expansora
si
| det(DXt(x)/EcX)| ≥ K−1eλt
para todo x ∈ Λ y t ≥ 0.
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Definición 3. Un conjunto compacto invariante Λ de X es seccional hiperbólico si es
parcialmente hiperbólico, con dirección central seccionalmente expansora y sus singularidades
son hiperbólicas.
Observación 2. En la definición anterior, si cambiamos la condición seccionalmente ex-
pansora por volumen expansora , decimos que el conjunto Λ es singular hiperbólico. Si M
es una 3-variedad compacta, entonces las definiciones de conjunto seccional hiperbólico y
conjunto singular hiperbólico coinciden.
Definición 4. Decimos que una singularidad σ de un campo vectorial X sobre una 3-
variedad M es tipo Lorenz si los autovalores reales {λ1, λ2, λ3} de DX(σ) : TσM → TσM




En este caṕıtulo haremos una introducción a las particiones singulares asociadas a conjuntos
invariantes, con el objetivo de mostrar algunos resultados que serán utilizados mas adelante.
3.1. Definición de partición singular
Sea M una variedad compacta de dimensión n.
Definición 5. Una sección transversal de X es una subvariedad Σ de M con dimensión
n− 1 transversal a X.
Notamos el interior y la frontera (como subvariedad) de una sección transversal Σ por Int(Σ)
y ∂Σ respectivamente.















El diámetro de R esta dado por la suma de los diámetros de sus elementos.
Definición 6. Una partición singular de un conjunto compacto invariante Λ de X es una
colección finita y disyunta de secciones transversales R tales que:
3.1. Definición de partición singular 11
1. Λ ∩ ∂R′ = ∅; y
2. Sing(X) ∩ Λ = {x ∈ Λ : Xt(x) 6∈ R
′
, ∀t ∈ R}.
De aqúı en adelante, M denota una 3−variedad compacta (posiblemente con frontera)
a menos que se haga alguna aclaración.
El comportamiento de la parte estable de un conjunto seccional hiperbólico es similar a la
parte estable de un conjunto hiperbólico, también por la teoŕıa de variedades invariantes
[13]. Aśı, todo conjunto seccional hiperbólico Λ ⊆ M tiene asociado una foliación estable
fuerte W ss tangente a Es. Como es usual denotamos por W ss(x) la hoja de esta foliación
que contiene a x ∈ Λ, la cual es una subvariedad unidimensional inmersa e inyectiva.
Como en el caso hiperbólico W ss(x) es caracterizado de la siguiente forma, y ∈ W ss(x) si y
solo si d(Xt(y), Xt(x)) se hace exponencialmente cero cuando t → ∞. Para todo x, x
′ ∈ Λ
tenemos que W ss(x) y W ss(x
′
) coinciden o son disjuntos. La aplicación x ∈ Λ→ W ss(x) es
continua.
Sea x ∈ Λ un punto regular, su variedad estable W s(x) =
⋃
t∈RW
ss(Xt(x)) es una sub-
variedad bidimensional. Nuevamente tenemos que dos variedades estables coinciden o son
disjuntas y la aplicación x→ W s(x) es continua.
El subfibrado contractor EsΛ de Λ se puede extender de manera continua e DXt−invariante
a una vencindad de U de Λ. De manera análoga, el subfibrado central EcΛ de Λ se puede
extender de manera continua a una misma vecindad U de Λ. Consideremos una sección
transversal Σ ⊆ U que intercepte a Λ. Como todo x ∈ Σ es un punto regular, luego W s(x)
es bidimensional para todo x ∈ Σ. Si x ∈ Σ definimos la hoja estable de x con respecto a
Σ, notada por F s(x,Σ), como la componente conexa de W s(x) ∩ Σ que contiene a x. La
continuidad de W s(x) sobre los puntos regulares implica que la aplicación x ∈ Σ→ F s(x,Σ)
es continua y dado que las variedades estables son dos a dos disjuntas, entonces tenemos
que la familia {F s(x,Σ) : x ∈ Σ} = F sΣ es una foliación de Σ. También, cada F s(x,Σ) puede
ser caracterizado como la proyección de W ss(x) sobre Σ a lo largo de las órbitas de X.
Definición 7. Una sección transversal Σ de X es un rectángulo si este es difeomorfo a
[−1, 1]× [−1, 1].













Sea Σ un rectángulo. En este caso ∂Σ es una subvariedad de M formada por cuatro curvas:
∂hΣt (horizontal superior difeomorfa a [−1, 1] × {1}), ∂hΣb (horizontal inferior difeomorfa
a [−1, 1] × {−1}), ∂vΣl (vertical izquierda difeomorfa a {−1} × [−1, 1]), y ∂vΣr (vertical
derecha {1} × [−1, 1]). La unión de ∂hΣt y ∂hΣb es la frontera horizontal ∂hΣ, y la unión
de ∂vΣl y ∂
vΣr es la frontera vertical ∂
vΣ del rectángulo Σ. Si z ∈ Int(Σ) diremos que el
rectángulo Σ está alrededor de z. Podemos asumir que cada una de las dos curvas verticales
son hojas de la foliación F sΣ. Notemos por IΣ la imagen de [−1, 1]×{0} la cual es una curva
tangente a la dirección central TΣ∩Ec, donde TΣ es el espacio tangente de Σ. Igualmente,
notemos por JΣ la imagen difeomorfa de {0} × [−1, 1].
Una curva horizontal en Σ es la gráfica de un mapa IΣ → JΣ transversal a ∂vΣ. De la misma
manera, llamaremos una curva vertical en Σ a la gráfica de un mapa JΣ → IΣ transversal a
∂hΣ.
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3.2. Propiedades de particiones singulares
Lema 1. Si R es una partición singular de Λ y x ∈ Λ∩R′, entonces existe Σj ∈ R y ε > 0
tal que Bε(x) ⊆ Σj. Aqúı Bε(x) es la bola abierta en R
′
centrada en x de radio ε.
Demostración. Si x ∈ Λ ∩ R′ entonces existe Σj ∈ R tal que x ∈ Σj y como por definición
tenemos Λ ∩ ∂R′ = ∅, entonces Λ ∩ ∂Σj = ∅ por lo que x ∈ Int(Σj) (ver figura 3.2) y se
tiene el resultado.
Figura 3.2: Partición singular R de Λ.
Lema 2. Si R es una partición singular de Λ, entonces R′ intersecta a toda órbita regular
de Λ y no contiene ninguna de las singularidades de Λ.
14 Caṕıtulo 3. Partición singular
Demostración. Por definición Sing(X) ∩ Λ = {x ∈ Λ : Xt(x) 6∈ R
′
,∀t ∈ R}, entonces




Λ \ Sing(X) = {x ∈ Λ : Xt(x) ∈ R
′
, para algún t ∈ R}
por lo que R′ intersecta a toda órbita regular de Λ (ver figura 3.2). Si R′ tuviera alguna
singularidad σ de Λ, entonces Xt(σ) = σ ∈ R
′
para cualquier t ∈ R por lo que se tendŕıa
σ ∈ Λ \ Sing(X) lo que es contradictorio.
Lema 3. Si σ ∈ Sing(x) es hiperbólica, entonces W s({σ}) = W s(σ).
Este lema se obtiene de manera fácil del teorema de Hartman-Grobman ([14] pag 260)
Lema 4. Si x ∈ W s(Sing(X) ∩H), existe σx ∈ Sing(X) ∩H tal que x ∈ W s({σx}).
Demostración. Si x ∈ W s(Sing(X) ∩ H), entonces ω(x) ⊆ (Sing(X) ∩ H) es decir que
ω(x) esta formado por singularidades, pero como las singularidades son aisladas, ω(x) no
puede contener dos singularidades sin contener una órbita regular, entonces existe algún
σx ∈ (Sing(X) ∩H) tal que ω(x) ⊆ {σx}.
Lema 5. Si R es una partición singular de H, entonces




Demostración. Si x ∈
⋃
σ∈Sing(X)∩HW
s(σ), entonces x ∈ W s(σ) para σ ∈ Sing(X)∩H. Por
lo tanto ω(x) ⊆ {σ} ⊆ (Sing(X) ∩H), luego x ∈ W s(Sing(X) ∩H). La otra contenencia
se obtiene del lema 4.
Lema 6. Sea Λ un conjunto invariante compacto con singularidades de X todas hiperbólicas.
Si para todo δ > 0 y toda z ∈ Λ \ Sin(X) existe una sección transversal Σz a lo mas de
diámetro δ tal que z ∈ Int(Σz) y Λ ∩ ∂Σz = ∅. Entonces, Λ tiene particiones singulares de
diámetro arbitrariamente pequeño.
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Demostración. Ya que por el teorema de Hartman-Grobman ([14] pag 260) toda singularidad
hiperbólica en Λ es aislada, nosotros podemos escoger β > 0 tal que








Para este β definimos





Podemos asumir que H 6= ∅, de lo contrario (1) implicaŕıa Λ = Λ ∩ Sing(X) en cuyo caso,
hemos terminado. Claramente H ⊆ Λ y H ∩ Sing(X) = ∅, por lo que Σz por la hipótesis





Obviamente z ∈ Vz, por lo que {Vz : z ∈ H} es un cubrimiento abierto de H el cual es





Desplazando las secciones transversales Σz1 , ...,Σzr a lo largo del flujo, podemos asumir que
la colección
R = {Σz1 , ...,Σzr}
es disyunta dos a dos. Además, como Λ ∩ ∂Σz = ∅ tenemos que
Λ ∩ ∂R = ∅.
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Pero Xt(z) ∈ Λ ya que z también, por lo tanto Xt(x) ∈ H por definición. Aśı, Xt(z) ∈ Vzi
para algún i y entonces la órbita de z intersecta Σzi por definición de Vzi . Esto prueba
Λ ∩ Sing(X) = {z ∈ Λ : Xt(z) /∈ R
′
, ∀t ∈ R}
de lo cual se sigue el resultado.
Definición 8. Dada una partición singular R de un conjunto H en un campo X definimos
la función de retorno asociada:
ΠR : Dom(ΠR) ⊆ R
′ → R′
con
Dom(ΠR) = {x ∈ R
′
: Xt(x) ∈ R
′
para algún t > 0}
dada por
ΠR(x) = Xt(x)(x),
donde t(x) es el tiempo de retorno, es decir, el primer t > 0 que satisface que Xt(x) ∈ R
′
.
Figura 3.3: Función de retorno ΠR en una sección transversal Σ ∈ R.
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Lema 7. Si R es una partición singular de un conjunto compacto invariante H de X,
entonces se tienen las siguientes propiedades:




2. (H ∩R′) \Dom(ΠR) ⊆ W s(Sing(X) ∩H).
Demostración. Definimos H0 = H ∩R′ y por simplicidad notemos ΠR solamente como Π.
1. Sea x ∈ H0 ∩Dom(Π), entonces tenemos que x ∈ H0 y por el lema 1, existen Sj ∈ R
y ε > 0 tal que Bε(x) ⊆ Sj ⊆ R
′
; por otro lado Xt(x)(x) ∈ R
′
para algún t(x) > 0 y
como H es invariante tenemos que Xt(x)(x) ∈ H0. Nuevamente aplicando el lema 1,
existen Si ∈ R y β > 0 tal que Bβ(x) ⊆ Si; por la dependencia continua y teniendo
en cuenta que la partición singular es transversal al flujo tenemos que existe δ > 0
tal que si
d(x, y) < δ, entonces d(Xt(x)(x), Xt(x)(y)) < β,
donde d denota la distancia en la variedad M . Tomando αx = min(δ, ε) tenemos que






donde tenemos que U es una vecindad de H0 en R′ tal que Π es C1.
2. Sea p ∈ H0 \Dom(Π), luego O+(p)∩R′ = ∅. Supongamos que existe un punto regular
r ∈ ω(p) ⊆ H, entonces por el lema 2 existe t0 ∈ R tal que Xt0(r) ∈ R
′
y por el lema
1, se tiene que Xt0(r) ∈ Int(Sj) para algún Sj ∈ R.
Dado que Xt0(r) ∈ ω(p) existe una sucesión tn →∞ tal que Xtn(p)→ Xt0(r) y como
Sj es transversal al flujo tenemos que O+(p)∩Sj 6= ∅ lo que es una contradicción. Por
lo tanto ω(p) ⊆ Sing(X) ∩H y p ∈ W s(Sing(X) ∩H).
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Lema 8. Dado q ∈ M si ω(q) no es una singularidad y R es una partición singular de
ω(q), entonces se tiene que O+(q) ∩ R′ = {q1, q2, ...} es una sucesión infinita ordenada de
tal manera que Π(qn) = qn+1 (ver figura 3.4).
Demostración. Ya que las singularidades son aisladas y ω(q) no es una singularidad, entonces
ω(q) contiene órbitas regulares y por el lema 2, ω(q) ∩ R′ 6= ∅. Dado x ∈ ω(q) ∩ R′ , por
el lema 1 tenemos que x ∈ Sj para un Sj ∈ R y como Sj es transversal al flujo y O+(q)




{q̂n(x) : n ∈ N} ⊆ O+(q) ∩R
′
,
luegoO+(p)∩R′ es un conjunto infinito y como las secciones transversales en R son disyuntas
y transversales al flujo, entonces O+(p) ∩R′ es un conjunto contable.
Figura 3.4: Sucesión de puntos de corte de la órbita O+(q) con una sección transversal Σ
de R.
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Lema 9. Dado q ∈ M tal que toda singularidad σ ∈ ω(q) es hiperbólica con variedad
inestable unidimensional W u(σ) y si R es una partición singular de ω(q) con R′ ∩O+(q) =
{q1, q2, ...} y Π(qn−1) = qn, entonces existe δ > 0 y N ∈ N tal que si n ≥ N se cumple una
de las dos opciones siguientes:
1. Bδ(qn) ⊆ Dom(Π) y Π|Bδ(qn) es C1, o
2. Existe una curva cn ⊆ W s(Sing(X) ∩ ω(q)) ∩ Bδ(qn) tal que B+δ (qn) ⊆ Dom(Π) y
Π|B+δ (qn) es C
1, donde B+δ (qn) denota la componente conexa de Bδ(qn)\cn que contiene
a qn.
Demostración. Por hipótesis si σ ∈ Sing(X)∩ω(q), entonces σ tiene W u(σ) unidimensional.
Por lo tanto W s(σ) es una variedad bidimensional. Ademas O+(q) ∩W s(σx) = ∅.
Si ω(q)∩R′ ⊆ Dom(Π), entonces por el lema 7 obtenemos que se cumple (1). Supongamos
entonces que ω(q) ∩R′ 6⊆ Dom(Π).
Sea x ∈ ω(q) ∩R′ \Dom(Π). Por el lema 7, x ∈ W s(Sing(X) ∩ ω(q)), por el lema 4 existe
σx ∈ ω(q) ∩ Sing(x) tal que x ∈ W s(σx), y por el lema 3 W s({σx}) = W s(σx).
Por otra parte, por el lema 1 existe β > 0 y Sj ∈ R tal que Bβ(x) ⊆ Sj. Observemos que
Sj y W
s(σx) son bidimensionales y x ∈ W s(σx) ∩ Sj. Como W s(σx) es invariante y Sj es
transversal al flujo, entonces existe una curva cx tal que cx = Sj ∩W s(σx).
Como W u(σx) es unidimensional, entonces W
u(σx) \ {σx} se divide en dos componentes
conexas W+ y W−. Además como O+(q) ∩W s(σx), entonces O+(q) debe acumular por lo
menos una componente conexa. Por lo tanto se cumple una de las siguientes opciones:
I). W+ ⊆ ω(q) y W− ⊆ ω(q);
II). W+ ⊆ ω(q) y W− 6⊆ ω(q);
III). W+ 6⊆ ω(q) y W− ⊆ ω(q).
Si se cumple la opción (I), entonces W+ ⊆ ω(q) y W− ⊆ ω(q). Como W+ y W− son órbitas
regulares, por el lema 2 tenemos que W+ ∩ Int(R′) 6= ∅ y W− ∩ Int(R′) 6= ∅. Por el lema 1
existen Si, Sk ∈ R tal que W+ ∩ Int(Si) 6= ∅ y W− ∩ Int(Sk) 6= ∅.
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Por otro lado si consideramos Bδx(x) en Sj con δx pequeño, tenemos que y /∈ W s(σx)
para todo y ∈ Bδx(x) \ cx. Por lo tanto O+(y) se aproxima a W u(σx) y como Si y Sk son
transversales al flujo, entonces O+(y) ∩R′ 6= ∅. Luego
Bδx(x) \ cx ⊆ Dom(Π) y por el lema 7 Π|Bδx (x)\cx es C
1. (3.2)
Si se cumple la opción (II), entonces W+ ⊆ ω(q) y W− 6⊆ ω(q). Por los lemas 1 y 2 existe
Si ∈ R tal que W+ ∩ Int(Si) 6= ∅. Además O+(q) no se acumula en W−.
Ahora, si consideramos Bδx(x) en Sj , con δx pequeño, tenemos que y /∈ W s(σx) para todo
y ∈ Bδx(x) \ cx, entonces O+(y) se aproxima a W u(σx). Observemos que Bδx(x) \ cx se
divide en dos componentes conexas B+δx(x) y B
−
δx
(x) tales que B+δx(x) se aproxima a W
+ y
B−δx(x) se aproxima a W
−. Como Si es transversal al flujo tenemos que O+(y) ∩ R
′ 6= ∅




B+δx(x) \ cx ⊆ Dom(Π), Π|B+δx (x) es C
1. (3.3)
Si se cumple la opción (III) simplemente consideramos B+δx(x) como la componente que se
aproxima a W− y de manera análoga se tiene 3.3.
Tenemos que






y como ω(q) ∩R′ \Dom(Π) es compacto entonces
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con yj suficientemente pequeño. Como H







Además, como ω(q) ∩R′ ⊆ H1 ∪ (ω(q) ∩R′ \Dom(Π)), entonces
ω(q) ∩R′ ⊆ A ∪B,
por lo tanto (A ∪B) es un recubrimiento abierto de ω(q) ∩R′ .
Ahora, por hipótesis tenemos que O+(q) ∩ R′ = {q1, q2, ...}. Como se observa en la demos-
tración del lema 8, {qn}n∈N se acumula en ω(q) ∩ R
′
. Por lo tanto existe un N ∈ N lo
suficientemente grande tal que para todo n > N , se tiene que
qn ∈ B δxi
2
(xi) para algún 1 ≤ i ≤ l
ó
qn ∈ B δyj
2
(yj) para algún 1 ≤ j ≤ r.





|1 ≤ i ≤ l, 1 ≤ j ≤ r}, entonces se presentan dos casos
Bδ(qn) ⊆ Bδxi (xi) ó Bδ(qn) ⊆ Bδyj (yj).
a). Si Bδ(qn) ⊆ Bδyj (yj) entonces por el lema 7 tenemos que
Bδ(qn) ⊆ Dom(Π) y Π|Bδ(qn) es C
1
en este caso obtenemos (1).
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b). Si Bδ(qn) ⊆ Bδi(xi), definimos
cn = cxi ∩Bδ(qn).
Claramente qn /∈ cn porque de lo contrario ω(q) seŕıa una singularidad. Por lo tanto
tenemos que qn ∈ Bδ(qn)\cn. DefinimosB+δ (qn) como la componente conexa deBδ(qn)\cn
que contiene a qn.
Aqúı se nos presentan dos subcasos dependiendo si se cumple 3.2 o 3.3.
Si Bδxi (xi)\cxi ⊆ Dom(Π) y Π|Bδxi (xi)\cxi es C
1, además B+δ (qn)\cn ⊆ Bδxi (xi)\cxi .
Por lo tanto
B+δ (qn) ⊆ Dom(Π) y Π|B+δ (qn) es C
1.
Si B+δxi
(xi)\cxi ⊆ Dom(Π) y Π|B+δxi (xi)\cxi
es C1, además como qn ∈ O+(q), entonces
qn ∈ B+δxi (xi), de donde B
+
δ (qn) ⊆ B
+
δxi
(xi). Por lo tanto
B+δ (qn) ⊆ Dom(Π) y Π|B+δ (qn) es C
1.
Luego para ambos subcasos obtenemos (2).




4.1. Definición de flujo seccional Anosov
El Profesor D.V. Anosov en su celebre tesis [2] demostró que el flujo geodésico de una
variedad con curvatura negativa es un U-flujo, esto es, hay una descomposición hiperbólica
sobre la variedad ambiente. Hoy en d́ıa los U-flujos son conocidos como flujos Anosov y son
tema de una extensa teoŕıa que toca muchas áreas de las matemáticas. Nosotros usamos
aqúı el concepto de conjunto seccional hiperbólico para definir un flujo seccional Anosov
como un campo vectorial sobre una variedad M , transversal a ∂M hacia adentro, cuyo
conjunto maximal invariante es seccional hiperbólico.
Como veremos en este capitulo, las clases de flujos Anosov y seccional Anosov coinciden en
el caso cuando ∂M = ∅. A partir de este hecho, es tentativo afirmar que toda propiedad
de un flujo Anosov también la cumple un flujo seccional Anosov, pero esto no es cierto.
Esto ultimo fue lo que motivó a estudiar los flujos seccionales Anosov. En este capitulo se
mostraran algunas propiedades sobre flujos seccionales Anosov, de los cuales algunos serán
necesarios para llegar a la prueba de los teoremas principales.
Definición 9. Un flujo Anosov es un campo vectorial cuyo conjunto maximal invariante
M(X) es hiperbólico.
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Definición 10. Un flujo seccional Anosov es un campo vectorial cuyo conjunto maximal
invariante es seccional hiperbólico.
Un ejemplo de un flujo seccional Anosov X equivalente a el atractor geométrico de Lorenz
introducido en [10], es el siguiente:







Donde escogemos λ1, λ2, λ3 de modo que −λ2 < −λ3 < 0 < λ3 < λ1, por lo que el origen
σ = (0, 0, 0) es un singularidad hiperbólica tipo silla de X y ademas tipo Lorenz con valores
propios {−λ2,−λ3, λ1}.
El flujo inducido por X esta dado por:
Xt(x, y, z) = (xe
λ1t, ye−λ2t, ze−λ3t) (4.2)
Notemos que las lineas ŷ = {(0, y, 0) : y ∈ R}, ŷ = {(x, 0, 0) : x ∈ R} y ẑ = {(0, 0, z) : z ∈ R}
son preservadas por Xt, para t ≥ 0. En particular, la linea ŷ y el plano x̂z = {(x, 0, z) :
x, y ∈ R} son invariantes por Xt.
Ahora, sea S = {(x, y, z) : z = 1 y x, y ∈ R} y Σ = {(x, y, z) : x = ±1 y y, z ∈ R}.
Definimos la función Φ : S̄ = S \{(0, y, 1) : y ∈ R} → Σ de la siguiente manera. Para q ∈ S̄,
sea t(q) > 0 el primer tiempo positivo a lo largo de la órbita de q para el cual Xt(q) ∈ Σ.
Entonces Φ(q) = Xt(q)(q). Definimos
R̄ = {Xt(q) : q ∈ S̄ y t ∈ [0, t(q)]}
y
R = R̄ ∪W sloc(σ) ∪W uloc(σ) ver figura 4.1 ,
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Figura 4.1: Construcción de Mf .
donde W sloc(σ) = {p ∈ R3 : Xt(p) ∈ U,∀t ≥ 0} y W uloc(σ) = {p ∈ R3 : Xt(p) ∈ U,∀t ≤ 0},
para cierta vecindad U de σ.
Sea f : Σ → S un homeomorfismo tal que este tiene una extensión C∞ a vecindades
pequeñas de ambas componentes conexas de Σ. Identificamos en R, Φ(q) con f(Φ(q)) para
q ∈ S̄ y q ∈ W uloc(σ)∩Σ con f(q). Con esta identificación podemos obtenemos una variedad
Mf encajada en R3 (ver figura 4.2), un flujo Xft extendido de Xt actuando sobre Mf y un
campo Xf asociado al flujo extendido de modo que se cumplan las siguientes propiedades
en Mf :
1. La descomposición del fibrado R3 = Es ⊕ Ec es DXft -invariante, donde Es = ŷ y
Ec = x̂z
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Figura 4.2: Variedad Mf .
2. El flujo Xft esta dado por (4.2).
Afirmamos que Xf es seccional Anosov. En efecto, uno tiene







Por lo que Es es contractor y Ec es seccionalmente expansor ya que ‖det(DXft |Ec)‖ =





Esto muestra que el conjunto maximal invariante de Xf en Mf es seccional hiperbólico.
En lo siguiente mostraremos algunas propiedades de conjuntos seccionales hiperbólicos, que
necesitaremos para probar algunas propiedades de los flujos seccionales Anosov.
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4.2. Propiedades de Conjuntos Seccionales Hiperbóli-
cos
Lema 10. Sea Λ un conjunto seccional hiperbólico. Si x ∈ Λ\Sing(X), entonces X(x) /∈ Esx.
Demostración. Supongamos por contradicción que existe un x0 ∈ Λ \ Sing(X) tal que
X(x0) ∈ Esx0 . Entonces X(x) ∈ E
s
x para todo x ∈ O(x0) dado que EsΛ es DXt-invariante.
Además por la continuidad de la descomposición se tiene que X(x) ∈ Esx para todo x ∈
α(x0), por lo cual ω(x) resulta ser una singularidad para todo x ∈ α(x0). En particular
α(x0) contiene una singularidad σ la cual es necesariamente tipo silla, por lo cual tenemos
dos casos posibles; α(x0) = {σ} ó α(x0) 6= {σ}.





Se sigue que vt ∈ TXt(x0)W u(σ) ∩ EsXt(x0), para todo t ∈ R. Tomemos una sucesión
(tn)n∈N con tn → ∞ tal que la sucesión (v−tn)n∈N satisface que v−tn → v∞. Clara-
mente v∞ es un vector unitario, además como X−tn(x0) → σ y la descomposición es
continua se tiene que v∞ ∈ TσW u(σ) ∩ Esσ, es decir, v∞ es un vector unitario el cual
es simultáneamente expansor y contractor lo cual es imposible. Esta contradicción
muestra que no se puede tener α(x0) = {σ}.
2. Si α(x0) 6= {σ}, entonces (W u(σ) \ {σ}) ∩ α(x0) 6= ∅. Luego fijando x1 ∈ (W u(σ) \
{σ}) ∩ α(x0) se tiene que X(x1) ∈ Esx1 de lo que sigue una contradicción como en
el primer caso reemplazando x0 por x1. Esta contradicción muestra que no se puede
tener α(x0) 6= {σ}. Luego para todo x ∈ Λ \ Sing(X) se tiene que X(x) /∈ Esx.
Lema 11. Sea Λ un conjunto seccional hiperbólico. Si σ ∈ Λ ∩ Sing(X), entonces Λ ∩
W ss(σ) = {σ}.
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Demostración. Observemos que Esx = TxW
ss(σ) para todo x ∈ W ss(σ). Sin embargo W ss(σ)
es una variedad invariante, luego X(x) ∈ TxW ss(σ) para todo x ∈ W ss(σ). Entonces se tiene
queX(x) ∈ Esx para todo x ∈ W ss(σ). Por el lema 10 si x ∈ Λ\Sing(X), entoncesX(x) /∈ Esx
lo que es una contradicción. Luego Λ ∩W ss(σ) esta formado por singularidades. Como la
única singularidad de W ss(σ) es σ, entonces obtenemos el resultado.
Lema 12. Sea Λ un conjunto seccional hiperbólico. Si x ∈ Λ, entonces X(x) ∈ Ecx.
Demostración. El resultado se tiene si x ∈ Sing(X), entonces asumamos que x ∈ Λ \
Sing(X). Se presentan dos casos:
1. Si α(x) tiene un punto regular y. Tomemos una sucesión tn →∞ tal que X−tn(x)→
y. Por el lema 10 tenemos que X(y) /∈ Esy. Luego el ángulo entre X(y) y Esy es
distinto de cero. Por otro lado X(X−tn(x)) → X(y) y EsX−tn (x) → E
s
y, entonces por
continuidad tenemos que el ángulo entre X(X−tn(x)) y E
s
X−tn (x)
esta acotado lejos de 0
para n lo suficientemente grande. Ahora, como X(X−tn(x)) /∈ EsX−tn(x) para n grande
y la descomposición es dominada, entonces DXt empuja a X(X−tn(x)) hacia E
c
Λ, es
decir, que el ángulo entre DXtn(X−tn)(X(X−tn(x))) y DXtn(E
c
X−tn
) converge a cero
cuando n→∞. Sin embargo DXtn(X−tn)(X(X−tn(x))) = X(x) y DXtn(EcX−tn ) = E
c
x,
entonces X(x) ∈ Ecx.
2. Si α(x) = {σ} con σ ∈ Sing(X), entonces x ∈ W u(σ) y TσW u(σ) ∩ Esσ = {0}.
Luego por la descomposición del plano tangente tenemos que TσW
u(σ) ⊆ Ecσ. Por la
continuidad tenemos que TxW
u(σ) ⊆ Ecx y como X(x) ∈ TxW u(σ), entonces X(x) ∈
Ecx. Esto prueba el lema.
Definición 11. Sea M una variedad compacta y X un campo vectorial de clase C1. Dado
q ∈ M \ Sing(X) definimos Nq como el complemento ortogonal de EXq y denotamos por
Oq : TqM → Nq la proyección ortogonal.
Lema 13. Si q ∈ M \ Sing(X) y Lq es un subespacio de TqM tal que EXq ⊆ Lq, entonces
Oq(Lq) = Nq ∩ Lq.
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Demostración. Fijemos vq ∈ Lq. Como TM\Sing(X)M es una suma directa de NM\Sing(X) y




q para algún v
N
q ∈ Nq y vXq ∈ EXq . Por otra parte,
como EXq ⊆ Lq y vNq = vq − vXq nosotros tenemos vNq ∈ Lq por lo que vNq ∈ Lq ∩ Nq.
Por lo tanto, Oq(vq) = v
N
q ∈ Nq ∩ Lq probando que Oq(Lq) ⊆ Nq ∩ Lq. Para la reciproca,
si vq ∈ Nq ∩ Lq entonces Oq(vq) = vq por lo que vq = Oq(vq + X(q)). Como vq ∈ Lq y
X(q) ∈ EXq ⊆ Lq obtenemos vq ∈ Oq(Lq) por lo tanto Nq ∩ Lq ⊆ Oq(Lq). Esto concluye la
prueba.
Definición 12. Si v ∈ Nq denotamos por Pt(q)v la proyección ortogonal de DXt(q)v sobre
NXt(q). Es decir, Pt(q)v = OXt(q)(DXt(q)v). Esto define un flujo Pt en el fibrado N →
M \ Sing(X) el cual es llamado Flujo Lineal de Poincaré (ver figura 4.3).
Figura 4.3: Flujo Lineal de Poincaré.
Definición 13. Dado un conjunto invariante no singular Λ definimos el fibrado NΛ =⋃
q∈ΛNq. Un subfibrado GΛ de NΛ es llamado invariante si Pt(q)Gq = GXt(q) para todo
t ∈ R y q ∈ Λ.
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Lema 14. Si LΛ es un Xt-invariante subfibrado de TΛM conteniendo E
X
Λ , entonces el
subfibrado inducido LΛ = NΛ ∩ LΛ es Pt-invariante.
Demostración. Sea q ∈ Λ y t ∈ R. Como LΛ es Xt-invariante tenemos de la hipótesis que
EXXt(q) ⊆ LXt(q) por lo que OXt(q)(E
c
Xt(q)
) = NXt(q) ∩ LXt(q) por el lema 13. Por lo tanto,
Pt(Lq) = OXt(q)(DXt(q)(Nq ∩ Lq))
= OXt(q)(DXt(q)(Nq) ∩ LXt(q))
= Pt(q)(Nq) ∩OXt(q)(LXt(q))
= NXt(q) ∩ (NXt(q) ∩ LXt(q))
= NXt(q) ∩ LXt(q) = LXt(q).
Definición 14. Decimos que el flujo de Poincaré Pt es hiperbólico sobre Λ si hay una
descomposición continua NΛ = GΛ ⊕ FΛ y constantes positivas k, λ tales que
1. NΛ = GΛ ⊕ FΛ es Pt-invariante, i.e., GΛ y FΛ son Pt-invariantes.
2. Pt contrae GΛ, i.e., ‖Pt(q)/Gq‖ ≤ ke−λt para toda t ≥ 0 y q ∈ Λ.
3. Pt expande FΛ , i.e., m(Pt(q)/Fq) ≥ keλt para toda t ≥ 0 y q ∈ Λ.
Lema 15. Un conjunto invariante compacto no singular es hiperbólico si y solo si, el flujo
de Poincaré es hiperbólico sobre este.
Demostración. Para probar la condición necesaria asumamos que Λ es un conjunto hi-
perbólico no singular de X con descomposición hiperbólica TΛM = E
s
Λ ⊕ EXΛ ⊕ EuΛ. De-
finiendo GΛ = (Es ⊕ EX)Λ y FΛ = (EX ⊕ Eu)Λ obtenemos una continua descomposición
NΛ = GΛ ⊕ FΛ la cual es Pt-invariante por el lema 14. Como Λ no tiene singularidades
podemos fácilmente ver que GΛ (resp.FΛ) es contráıda (resp. expandida) por Pt por lo que
Pt es hiperbólico sobre Λ.
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Para la condición suficiente, asumimos que Pt es hiperbólico sobre Λ y denotamos por
NΛ = GΛ⊕FΛ la correspondiente descomposición. Definimos los subfibrados AΛ = GΛ⊕EXΛ
y BΛ = E
X
Λ ⊕ FΛ sobre Λ. Veamos que AΛ y BΛ son Xt -invariantes. En efecto, si x ∈ Λ y
vx ∈ Ax entonces hay un único vGx ∈ Gx tal que vx−vGx ∈ EXx . Si t ∈ R entonces DXt(x)vx−
DXt(x)v
G
x ∈ EXXt(x) desde que E
X
Λ es Xt-invariante por lo que OXt(x)(DXt(x)vx) = Pt(x)v
G
x
de los cual obtenemos que OXt(x)(DXt(x)vx) ∈ GXt(x) ya que GΛ es Pt-invariante. Co-
mo DXt(x)vx − OXt(x)(DXt(x)vx) ∈ EXt(x) por la definición de OXt(x) obtenemos que
DXt(x)vx ∈ GXt(x) ⊕ EXt(x) = AXt(x) por lo tanto AΛ es Xt-invariante. Análogamente
para BΛ. Finalmente, como Λ es compacto y no singular, podemos obtener un subfibrado
EsΛ en AΛ complementario a E
X
Λ . Análogamente obtenemos un subfibrado inestable E
u
Λ en
BΛ complementario a E
X
Λ . Como NΛ = GΛ ⊕ FΛ obtenemos TΛM = EsΛ ⊕ EXΛ ⊕ EuΛ por lo
que tenemos una descomposición hiperbólica sobre Λ.
Lema 16. Existen constantes K,λ > 0 tales que
m(Pt(x)/Fx) ·m(DXt(x)/EXx ) ≥ Keλt (4.3)
para todo x ∈ Λ∗ := Λ \ Sing(X) y t > 0.
Demostración. Por hiperbolicidad seccional existen K,λ > 0 tales que
|Det(DXt(x)/Lcx)| ≥ Keλt, (4.4)
para toda t ≥ 0, x ∈ Λ y todo subespacio 2-dimensional Lcx de Ecx. Fijamos x ∈ Λ∗ y dados
v, u ∈ TxM hagamos A(u, v) el área del paralelogramo formado por u, v en TxM . Si u ∈ Fx
y v ∈ EXx obtenemos
A(u, v) = ‖v‖ · ‖v‖ (4.5)
por ortogonalidad. De esto obtenemos
A(DXt(x)u,DXt(x)v) = ‖Pt(x)u‖ · ‖DXt(x)v‖, (4.6)
por la definición de Pt. Pero A(DXt(x)u,DXt(x)v) = |Det(DXt(x)/Lcx)| ·A(u, v) donde Lcx
es el subespacio generado por {u, v}. Como u ∈ Ecx por definición y v ∈ Ecx por Lema 12
obtenemos Lcx ⊆ Ecx. Aśı, aplicando (4.6),(4.5) y (4.4) obtenemos
‖Pt(x)u‖ · ‖DXt(x)v‖ ≥ Keλt‖u‖ · ‖v‖.
Como u, v son arbitrarios obtenemos el resultado.
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Lema 17 (Lema hiperbólico). Todo subconjunto invariante compacto sin singularidades de
un conjunto seccional hiperbólico es hiperbólico.
Demostración. Sea Λ un conjunto seccional hiperbólico de un campo vectorial X sobre una
variedad compacta M . Entonces, existe una constante A > 0 tal que ‖X(x)‖ ≤ A para toda
x ∈ M . Sea H ⊆ Λ un conjunto invariante compacto sin singularidades de X. Entonces,
existe B > 0 tal que ‖X(x)‖ ≥ B para toda x ∈ H. Por lo tanto,
m(DXt(x)/E
X












≥ m(Pt(x)/Fx) ·m(DXt(x)/EXx ) ≥ Keλt
y aśı
m(Pt(x)/Fx) ≥ C · eλt,∀x ∈ H,∀t > 0,
donde C = K(B
A
) > 0. Por lo tanto Pt expande FH .
Def́ınase la descomposición NH = GH ⊕ FH donde FH es como arriba y GH = NH ∩
(EsH ⊕EXH ). Como se ha visto FH es Pt-invariante mientras que es claro de la definición que
GH = (Es ⊕ EX)H es Pt -invariante por el lema 14 desde que EXH ⊆ EsH ⊕EXH . Claramente
Pt contrae GH por lo que lema 15 aplica.
Lema 18. Sea q ∈ M un punto tal que ω(q) es un conjunto seccional hiperbólico de X. Si
ω(q) tiene singularidades, entonces W ss(z) ∩ ω(q) tiene interior vaćıo en W ss(z) para todo
z ∈ ω(q).
Demostración. Sea z ∈ ω(q). Si z es una singularidad el resultado se tiene por el lema 11.
Si z ∈ ω(q) \ Sing(X), razonaremos por contradicción. Supongamos que W ss(z) ∩ ω(q) no
tiene interior vaćıo en W ss(z), luego ω(q) contiene un intervalo abierto en W ss(z). Sea x∗
que pertenezca a este intervalo, entonces tenemos que existe ε > 0 tal que
W ssε (x
∗) ⊆ ω(q).
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Observemos que si 0 < β < ε, entonces W ssβ (x
∗) ⊆ W ssε (x∗) ⊆ ω(q). Además podemos
encontrar δ > 0 que cumpla que para todo p ∈ W ssβ (x∗) se tenga que
W ssδ (p) ⊆ W ssε (x∗) ⊆ ω(q). (4.7)
Definimos
H = {y = ĺım
n→∞
Xtn(zn) para alguna sucesión tn → −∞ y zn ∈ W ssβ (x∗)},
el cual puede ser interpretado como el α-limite de W ssβ (x
∗). Claramente H es compacto e
invariante. Ahora como W ssβ (x
∗) ⊆ ω(q) y ω(q) es también compacto e invariante tenemos
que H ⊆ ω(q). Tenemos entonces dos casos: que H tenga o no tenga singularidades.
a). Supongamos que H contiene singularidades. Sea σ ∈ H ∩ Sing(X), entonces existe una




Por (4.7) tenemos que
W ssδ (zn) ⊆ W ssε (x∗) ⊆ ω(q), ∀n ∈ N.
Como W ss(ω(q)) es contractor y ω(q) es invariante, entonces
W ssδ (Xtn(zn)) ⊆ ω(q),∀n ∈ N.
Además como ω(q) es compacto y la aplicación x 7→ W ssδ (x) es continua, tenemos que
W ssδ (σ) ⊆ ω(q),
luego usando nuevamente el lema 11 se tiene que
W ssδ (σ) ⊆ W ssδ (σ) ∩ ω(q) ⊆ W ss(σ) ⊆ ω(q) = {σ}.
Por lo tanto W ssδ (σ) = {σ}, pero esto es una contradicción ya que W ssδ (σ) es una
vecindad de σ en W ss(σ) y σ es hiperbólica tipo silla.
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b). Supongamos que H no contiene singularidades, entonces por el lema hiperbólico H es
hiperbólico tipo silla.
Sea y ∈ α(x∗), luego existe una sucesión tn → −∞ tal que Xtn(x∗)→ y.
Como W ss(H) es contractora y H es invariante, entonces
W ssβ (Xtn(x
∗)) ⊆ H,∀n ∈ N.
Dado que H es compacto y x 7→ W ssβ (x) es continua, tenemos que
W ssβ (y) ⊆ H,∀y ∈ α(x∗).
Ahora como H es hiperbólico tipo silla dim(W uu(H)) = dim(W ss(z)) = 1 para todo
z ∈ H. En particular para todo y ∈ α(x∗). Fijemos y ∈ α(x∗) y por el lema 4.1 en [12]







 6= ∅, (4.8)
donde Int(·) hace referencia al interior en M . Como H ⊆ ω(q), existe un T > 0 arbitra-
riamente grande tal que







Por lo tanto XT (q) ∈ W uu(p) para algún p ∈ Xt′ (W ssβ (y)) con −∆ ≤ t
′ ≤ ∆, luego
ĺım
t→∞
d(XT−t(q), X−t(p)) = 0.
Observemos que p = Xt′ (W
ss(y)) ⊆ H, luego Xt(p) ∈ H para todo t ∈ R. Como H
es compacto, para un t > 0 lo suficientemente grande se tiene que XT−t(q) ∈ H y
por lo tanto q ∈ H. Luego ω(q) ⊆ H ⊆ ω(q), entonces ω(q) = H. Pero esto es una
contradicción ya que por hipótesis ω(q) tiene singularidades pero H no tiene.
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Como en ambos casos llegamos a una contradicción, entonces obtenemos el resultado.
Lema 19. Sea Λ un conjunto seccional hiperbólico de X. Si σ ∈ Sing(X) ∩ Λ, entonces σ
es tipo Lorenz o tiene dos valores propios positivos. En cualquier caso tenemos
Λ ∩W ss(σ) = {σ}.
Demostración. Primero probaremos que σ es tipo lorenz o tiene dos valores propios positivos.
Denotamos por TΛM = E
s
Λ⊕EcΛ la descomposición seccional-hiperbólica de Λ. Si Λ es trivial
entonces el resultado también lo es. Asumimos que Λ es no-trivial. El lema 12 implica que
X(x) ∈ Ecx y dim(Esx) = 1 para todo x ∈ Λ. En particular dim(Esσ) = 1 y aśı σ tiene un
valor propio contractor (fuerte) λ2 < 0. Si σ tiene solo un valor propio contractor, entonces
σ tiene dos valores propios y hemos terminado en este caso.
Aśı, podemos asumir que σ tiene otro valor propio negativo λ3. Claramente uno tiene λ2 <
λ3 < 0 por dominancia. Como dim(M) = 3 y ninguna singularidad en un conjunto seccional
hiperbólico puede ser attracting (por la condición seccional expansora) tenemos que existe
un tercer valor propio λ2 < λ3 < 0 < λ1 de σ. Se deduce de la condición seccional expansora
que −λ3 < λ1. En este caso tenemos que σ es tipo lorenz y hemos terminado.
Para finalizar probaremos Λ ∩W ss(σ) = {σ}. Procediendo por contradicción supongamos
que no es aśı. Entonces, existe x0 ∈ Λ ∩ (W ss(σ) \ {σ}). Como W ss(σ) es una variedad
invariante tenemos X(x0) ∈ Esx0 . Entonces X(x0) ∈ E
s
x0
∩Ecx0 implicando X(x0) = 0 lo cual
es absurdo. Esta contradicción prueba la igualdad.
Lema 20. Sea σ una singularidad de un conjunto seccional hiperbólico attracting Λ de X.
Si existe un bloque aislante U de Λ y x ∈ U \W ss(σ) tal que σ ∈ ω(x), entonces σ es tipo
Lorenz y satisface
Λ ∩W ss(σ) = {σ}.
Demostración. Sea Λ un conjunto seccional hiperbólico attracting de X. Sea U un bloque
aislante de Λ. Supongamos que σ ∈ Sing(X) ∩ Λ satisface σ ∈ ω(x) para algun x ∈
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U \W ss(σ). La igualdad se sigue del lema 19. Probemos que σ es tipo Lorenz. Como Λ es
attracting y U es un bloque aislante de Λ tenemos ω(x) ⊆ Λ y aśı σ ∈ Λ.
Asumiendo por contradicción que σ no es tipo Lorenz. Entonces, σ tiene dos valores propios
positivos por el lema 19. Como x /∈ W ss(σ) uno tiene
ω(x) ∩ (W s(σ) \ {σ}) 6= ∅.
Pero recordar que
ω(x) ⊆ Λ.
Como σ tiene dos valores propios positivos uno tiene
W ss(σ) = W s(σ).
Con estos hechos juntos uno tiene
Λ ∩ (W ss(σ) \ {σ}) 6= ∅
contradiciendo la igualdad en el lema 19. Esto prueba el resultado.
Definición 15. Dado Σ ⊆ M , diremos que un punto q ∈ M , satisface la propiedad (P )Σ,
si cumple las siguientes condiciones:
1. CL(O+(q)) ∩ Σ = ∅
2. Existe un arco abierto I tal que q ∈ ∂I y O+(p) ∩ Σ 6= ∅ para todo p ∈ I.
En la figura 4.4 se puede observar un ejemplo.
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Figura 4.4: Propiedad (P )Σ en dimensión 2.
Lema 21. Sea q ∈ M un punto satisfaciendo (P )Σ para algún subconjunto cerrado Σ tal
que ω(q) es un conjunto seccional hiperbólico. Sea TUM = Ê
s
U ⊕ ÊcU una extensión continua
de la descomposición seccional hiperbólica Tω(q)M = E
s
ω(q) ⊕ Ecω(q) de ω(q) a una vecindad
U de ω(q). Asumimos que q ∈ U y que el intervalo I en la definición de (P )Σ es tangente
a ÊcU y transversal a X.
Si ω(q) no es una singularidad, entonces para toda partición singular R de ω(q) existe
S ∈ R, δ > 0, una sucesión q̂1, q̂2, ... ∈ S de puntos en la órbita positiva de q y una sucesión
de intervalos Ĵ1, Ĵ2, ... ⊆ S en la órbita positiva de I con q̂j como un punto frontera de
Ĵj(∀j) tal que
Longitud(Ĵj) ≥ δ, ∀j = 1, 2, 3, ....
donde Longitud(J) es la longitud de un arco J .
Demostración. Asumimos que ω(q) no es una singularidad y fijamos una partición singular
R de ω(q). Como ω(q) no es una singularidad el lema 20 implica que toda singularidad en
ω(q) tiene variedad inestable 1-dimensional. Entonces, el lema 8 y el lema 9 aplicado a R
implica que la función retorno Π = ΠR asociada a R satisface las siguientes propiedades:
(A) O+(q) ∩R′ = {q1, q2, ...} es una sucesión infinita ordenada de tal manera que Π(qn) =
qn+1.
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(B) Existe δ > 0 tal que si n ∈ N entonces se cumple una de las dos opciones siguientes:
a) Bδ(qn) ⊆ Dom(Π) y Π|Bδ(qn) es C1, o
b) Existe una curva cn ⊆ W s(Sing(X) ∩ ω(q)) ∩ Bδ(qn) tal que B+δ (qn) ⊆ Dom(Π)
y Π|B+δ (qn) es C
1, donde B+δ (qn) denota la componente conexa de Bδ(qn) \ cn que
contiene a qn.
Asumiremos la segunda opción en (B) ya que la primera es mas fácil de manejar. Pode-
mos asumir que existe i0 grande tal que qi ∈ Int(R
′
) para toda i ≥ i0. De otra manera
ω(q) ∩ ∂R′ 6= ∅ y obtendŕıamos una contradicción por que R es una partición singular de
ω(q). Podemos asumir que i0 = 1 sin perdida de generalidad. Por (A) existe una sucesión
n1, n2, ... ∈ {1, ..., k} tal que
qi ∈ Sni ,∀i. Donde Sni ∈ R∀i
Usando la órbita positiva de I podemos asumir
I ⊆ Sn1 ∩Dom(Π).
Contrayendo I si es necesario, podemos ademas asumir que I1 ⊆ Int(B+δ (q1)), donde δ viene
de (B).
Definimos I1 = I y, inductivamente, la sucesión de intervalos Ii = Π(Ii−1) = Π
i(I) siempre
que Ii−1 = Π
i−1(I) ⊆ Bδ(qi−1).
Ahora, recordemos que I es tangente a ÊcΛ y transversal a X por hipótesis. Entonces, la
expansividad seccional de EcΛ implica que Π es expansora a lo largo de I.
Por lo tanto la sucesión Ii = Π(Ii−1) satisface Longitud(Ii) → ∞ si Ii ⊆ B+δ (qi) para toda
i. Como los elementos de R tienen diámetro finito, concluimos que existe un primer indice
i1 tal que
Ii1 6⊆ B+δ (qi1).
Por otra parte, las órbitas positivas que inician en Ii1 intersectan Σ por (P )Σ mientras las
que inician en ci no, ya que ellas van a Sing(X) ∩ ω(q) por (B). De esto concluimos que
Ii1 ∩ ci1 = ∅.
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Por lo tanto, la componente conexa Ji1 de Ii1 ∩ Bδ(qi1) conteniendo qi1 enlaza qi1 a algún
punto en ∂Bδ(qi1). Esta ultima afirmación implica
Longitud(Ji1) ≥ δ.
En conclusión hemos encontrado un indice i1 y un intervalo Ji1 ⊆ Ii1 (y también en la órbita
positiva de I ) tal que qi1 es un punto frontera de Ji1 y Longitud(Ji1) ≥ δ.
Repitiendo el argumento obtenemos una sucesión i1, i2, ... ∈ {1, ..., k}, una sucesión de pun-
tos qi1 , qi2 , ... con qij ∈ Sij , y una sucesión de intervalos Jij ⊆ Sij en la órbita positiva de I
tal que qij es un punto frontera de Jij y Longitud(Jij) ≥ δ.
Como {1, ..., k} es un conjunto finito y contiene ij, podemos asumir que ij = r para algún
indice fijo r ∈ {1, ..., k}. Denotando S = Sr, q̂j = qij y Ĵj = Jij obtenemos el resultado.
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El siguiente corolario muestra que las clases de flujos Anosov y seccional Anosov coinciden
cuando ∂M = ∅, por lo que los flujos seccionales Anosov terminan siendo una extensión de
los Anosov.
Corolario 1. Todo Flujo seccional-Anosov sobre una variedad M con ∂M = ∅ es Anosov.
Demostración. Supongamos que M es una variedad con ∂M = ∅, por lo tanto cerrada y
Xt es un flujo seccional-Anosov sobre M , entonces M(X) = M . Luego el lema 11 implica
que el campo X no tiene singularidades sobre M , y por el lema 17 se concluye que Xt es
Anosov.
Definición 16. Sea X un campo vectorial de clase C1 sobre la variedad M y p, q ∈ M .
Escribimos p ≺ q si para todo ε > 0 existe t > 0 tal que Xt(Bε(p))∩Bε(q) 6= ∅, donde Bε(x)
denota la ε-bola abierta centrada en x.
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Los dos siguientes teoremas (Connecting-lemma y Closing-lemma) son propiedades de los
flujos seccionales Anosov que se obtienen de unas propiedades muy similares que tienen los
flujos Anosov, pero que no probaremos aqúı ya que son bastante laboriosas y extensas. Para
ver su demostración se puede ver [5] y [19] respectivamente.
Teorema 1 (Connecting-lemma). Sea X un flujo secccional-Anosov sobre una 3-variedad
compacta M y sean p, q ∈ M tales que α(p) no tiene singularidades. Si p ≺ q, entonces
existe x ∈M tal que α(p) = α(x) y se cumple una y solo una de las siguientes opciones:
1. ω(x) es ω(q).
2. ω(x) es una singularidad de X.
Teorema 2 (Closing-lemma). Un punto recurrente de un flujo seccional-Anosov X sobre
una 3-variedad compacta M puede ser aproximado o por puntos periódicos o por puntos para
los cuales el conjunto omega-limite es una singularidad.
Corolario 2. Si H es un conjunto invariante compacto sin singularidades de un flujo sec-
cional Anosov sobre una 3-variedad compacta, entonces Cl(W u(H)) ∩ Sing(X) 6= ∅ si y
solo si W u(H)∩W s(σ) 6= ∅ para algún σ ∈ Sing(X), donde Cl(·) denota la clausura de un
conjunto.
Demostración. Solo tenemos que probar la implicación directa ya que el rećıproco es trivial.
Por la hipótesis tenemos que existe una singularidad q y una sucesión xn → q tal que
α(xn) ⊆ H para toda n. Tomemos un punto p de la clausura de
⋃
n α(xn). Entonces, p y q
satisfacen la hipótesis del connecting lemma (teorema 1) y q es una singularidad. Aśı, existe
x ∈M tal que α(x) = α(p) y ω(x) es una singularidad σ. En particular, x ∈ W s(σ) y como
H es compacto, tenemos p ∈ H por lo tanto α(x) = α(p) ⊆ H con lo que x ∈ W u(H).
Concluimos que x ∈ W u(H) ∩W s(σ) y el resultado se tiene.
Aplicando este corolario a una órbita periódica O(p) con p ∈ Per(X) obtenemos el siguiente
corolario
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Corolario 3. Si O(p) es una órbita periódica de un flujo seccional Anosov X sobre una
variedad compacta satisfaciendo Cl(W u(O(p)))∩Sing(X) 6= ∅, entonces existe σ ∈ Sing(X)
tal que W u(O(p)) ∩W s(σ) 6= ∅.
Observación 3. En el corolario anterior, como O(p) es un subconjunto invariante compacto
sin singularidades de un conjunto seccional hiperbólico, entonces por el lema hiperbólico




W uu(Xt(p)) = W
u(p)
Definición 17. Un numero de intersección para un campo vectorial X es un numero positivo
δ tal que si p ∈ Per(X) y W u(p)∩Bδ(Sing(X)) 6= ∅, entonces W u(p)∩W s(Sing(X)) 6= ∅.
Corolario 4. Todo flujo seccional Anosov de una 3-variedad compacta tiene un numero de
intersección.
Demostración. Supongamos que existe un flujo seccional Anosov X que no tiene numero
de intersección, esto es, ∀δ > 0 y p ∈ Per(X) tenemos que W u(p) ∩ Bδ(Sing(X)) 6= ∅
y W u(p) ∩ W s(Sing(X)) = ∅. Como W u(p) ∩ Bδ(Sing(X)) ⊆ Bδ(Sing(X)) y W u(p) ∩
Bδ(Sing(X)) 6= ∅ ∀δ > 0, entonces existe una singularidad σ tal que σ ∈ Cl(W u(p)),
por lo tanto Cl(W u(p)) ∩ Sing(X) 6= ∅ y aplicando el corolario 3 tenemos que existe θ ∈
Sing(X) tal que W u(p) ∩W s(θ) 6= ∅ y aśı W u(p) ∩W s(Sing(X)) 6= ∅, lo que contradice la
suposición.





Observación 4. Si X es seccional Anosov, entonces por el lema 17 Hδ, es un conjunto
hiperbólico.
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Corolario 5. El numero de atractores de un flujo seccional Anosov sobre una 3-variedad
compacta es finito.
Demostración. Supongamos por contradicción que existe un flujo seccional Anosov sobre
una 3-variedad compacta que tiene una infinita sucesión de atractores Ak distintos, k ∈ N.
Como la familia de atractores de X es disyunta dos a dos y Sing(X) es finito (ya que las
singularidades son aisladas, por ser hiperbólicas), podemos asumir que ningún atractor tiene
singularidades.
Por el corolario 4 podemos fijar un numero de intersección δ de X. Si uno de los atracto-
res Ak intersecta Bδ(Sing(X)), entonces podemos seleccionar un punto periódico pk ∈ Ak ∩
Bδ(Sing(X)). Como δ es un numero de intersección tendŕıamos queW
u(pk)∩W s(Sing(X)) 6=
∅. Pero W u(pk) ⊂ Ak (ya que Ak es un atractor) por lo que Ak contiene una singularidad,
una contradicción.
Por lo tanto, Bδ(Sing(X)) ∩ (
⋃
k Ak) = ∅ y aśı
⋃
k Ak ⊂ Hδ donde Hδ es dado en (4.9).
Como Hδ es hiperbólico y, como el numero de atractores en un conjunto hiperbólico es finito,





5.1. Definición de hiperbolicidad esencial
En los sistemas dinámicos donde esta presente la propiedad de hiperbolicidad esencial, la
mayor parte de las trayectorias (en la categoŕıa de Baire) convergen a un número finito de
atractores transitivos que se describen bien desde un punto de vista topológico y estad́ıstico.
Por otra parte, la dinámica en esos atractores hiperbólicos, gobierna la dinámica de las
trayectorias que convergen a ellos, por lo que la hiperbolicidad esencial nos ayuda de algún
modo a identificar un comportamiento dinámico al que todo el sistema caótico tiende. En
este capitulo presentaremos el teorema principal con el que obtendremos una caracterización
de la hiperbolicidad esencial en un flujo seccional Anosov.
Definición 19. Un campo vectorial suave X sobre una variedad diferenciable M es esen-
cialmente hiperbólico si este tiene un numero finito de atractores hiperbólicos y además la
unión de sus cuencas de atracción es abierta y densa en la variedad.
5.2. Teorema principal y lemas previos
Teorema 3 (Teorema principal). Para todo flujo seccional Anosov de una 3-variedad com-
pacta M existe un numero finito de atractores hiperbólicos y singularidades tipo Lorenz cuyas
cuencas forman un subconjunto denso de M .
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Aplicando este resultado, obtenemos fácilmente la siguiente equivalencia que nos permite
caracterizar la hiperbolicidad esencial en un flujo seccional Anosov.
Corolario 6. Un flujo seccional Anosov X sobre una 3-variedad compacta M es esencial-
mente hiperbólico si y solo si la cuenta de el conjunto de singularidades de X es densa en
ninguna parte en M .
A continuación presentaremos dos lemas que necesitaremos para la demostración del Teo-
rema principal.
Lema 22. Sea δ un número de intersección de un flujo seccional Anosov sobre una 3-
variedad compacta M . Si x /∈ Cl(W s(Sing(X))) satisface ω(x)∩Bδ(Sing(X)) 6= ∅, entonces
ω(x) tiene una partición singular.
Demostración. Por el lema 6 es suficiente probar que para todo z ∈ ω(x) \ Sing(X) existe
una sección transversal Σz a través de z tal que ω(x)∩∂Σz = ∅. Fijemos z ∈ ω(x)\Sing(X).
Probaremos primero que ω(x) ∩W ss(z) tiene interior vaćıo en W ss(z). Si ω(x) tiene una
singularidad, el resultado se sigue del lema 18. Entonces, podemos asumir que ω(x) no
tiene singularidades, y por el lema 17 es hiperbólico. Si ω(x) ∩ W ss(z) tiene interior no
vaćıo en W ss(z) entonces ω(x) contiene una variedad local fuerte estable W ssε (y) para algún
y ∈ ω(x). De esto y la hiperbolicidad de ω(x) obtenemos x ∈ ω(x) y aśı x ∈ Ω(X).
Como x /∈ Cl(W s(Sing(X))) el teorema 2 implica que existe una sucesión pn ∈ Per(X)
convergiendo a x. Como ω(x) ∩ Bδ(Sing(X)) 6= ∅ la convergencia arriba implica que la
intersección de la órbita de pn y Bδ(Sing(X)) no es vaćıa para n grande. Como δ es un
numero de intersección obtenemos W u(pn) ∩ W s(Sing(X)) 6= ∅ para todo n grande. A
partir de esto y el Inclination Lemma ([14] pag 257) obtenemos que x ∈ Cl(W s(Sing(X)))
lo cual es absurdo. La afirmación se deduce.
Usando la afirmación obtenemos un rectángulo Rz alrededor de z tal que ω(x) ∩ ∂vRz = ∅.
Si la órbita positiva de x intersecta solo una componente de Rz \ F s(z,Rz) seleccionamos
un punto x′ de la órbita en esa componente y un punto z′ en la otra componente (ver
figura 5.1). En tal caso definimos Σz como el subrectángulo de Rz acotado por F s(x′, Rz) y
F s(z′, Rz). Ciertamente tenemos que ω(x)∩F s(z′, Rz) = ∅. Por otra parte, si ω(x) intersecta
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F s(x′, Rz) en un punto h entonces h ∈ Ω(X) y aśı, por el teorema 2, h es aproximado por
puntos periódicos o por puntos cuyo conjunto omega-limite es una singularidad. La ultima
opción debe ser excluida (ya que esto implicaŕıa x ∈ Cl(W s(Sing(X)))) por lo que h es el
limite de una sucesión pn ∈ Per(X). Pero h ∈ F s(x′, Rz) por lo que ω(h) = ω(x′). Como
x′ y x pertenecen a la misma órbita tenemos que ω(x′) = ω(x) resultando entonces que
ω(h) = ω(x). Como ω(x) ∩Bδ(Sing(X)) 6= ∅ obtenemos ω(h) ∩Bδ(Sing(X)) 6= ∅.
Figura 5.1: Construcción de Σz.
Como pn aproxima a h concluimos que la órbita de pn intersecta Bδ(Sing(X)) para todo n
grande. Como δ es un numero de intersección obtenemos que W u(pn) ∩W s(Sing(X)) 6= ∅
y aśı h ∈ Cl(W s(Sing(X))) por el Inclination Lemma. De esto y el tamaño uniforme de
la variedad estable obtenemos x ∈ Cl(W s(Sing(x))) lo cual es una contradicción. Por lo
tanto, ω(x) ∩ F s(x′, Rz) = ∅. Como ∂Σz consiste de ∂vRz junto con F s(x′, Rz) ∪ F s(z′, Rz)
obtenemos ω(x) ∩ ∂Σz = ∅.
La construcción de Σz es similar en el caso cuando ω(x) intersecta ambas componentes de
Rz \ F s(z,Rz). Esto termina la prueba.
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Definición 20. Sea X un campo vectorial sobre una variedad compacta M . Dado δ ≥ 0
decimos que X satisface (C)δ si
{x ∈M : ω(x) ∩Bδ(Sing(X)) 6= ∅} ⊂ Cl(W s(Sing(X))).
Lema 23. Si δ es un numero de intersección de un flujo seccional Anosov X sobre una
3-variedad compacta M , entonces X satisface (C)δ.
Demostración. Supongamos por contradicción que (C)δ no se cumple. Entonces, existe x ∈
M tal que ω(x) ∩Bδ(Sing(X)) 6= ∅ pero x /∈ Cl(W s(Sing(X))).
Por el lema 22 tenemos que ω(x) tiene una partición singular R. Usando que
x /∈ Cl(W s(Sing(X)))
podemos escoger un intervalo I alrededor de x, tangente a Ecx, tal que
W s(Sing(X)) ∩ I = ∅.
Por otra parte, tenemos que ω(x) no es una singularidad. Entonces, por el lema 21, existe
S ∈ R, una sucesión xn ∈ S (en la órbita positiva de x), una sucesión In de intervalos
alrededor de xn (en la órbita positiva de I) tal que ambas componentes de In \ {xn} tienen
longitud acotada lejos de 0. Podemos asumir que xn → w para algún w ∈ S y además In
converge a un intervalo J alrededor de w tangente a Ecw. Pero w ∈ ω(x), por lo que w ∈ Ω(X)
y aśı, por el teorema 2, tenemos que w es acumulado por puntos periódicos o por puntos
cuyo conjunto omega-limite es una singularidad. En el ultimo caso del tamaño uniforme de
la variedad estable tenemos que J ∩W s(Sing(X)) 6= ∅ y aśı Jn ∩W s(Sing(X)) 6= ∅ para
todo n grande. Como Jn pertenece a la órbita de I obtenemos I ∩W s(Sing(X)) 6= ∅ lo cual
es una contradicción.
Por lo tanto, existe una sucesión pn ∈ Per(X) convergiendo a w. Si W u(pn)∩Bδ(Sing(X)) 6=
∅ para infinitamente muchos n, obtenemos del hecho que δ es un numero de intersección
que W u(pn) ∩ W s(Sing(X)) 6= ∅ para tales enteros n. Aplicando el Inclination Lem-
ma obtenemos que x ∈ Cl(W s(Sing(X))), una contradicción. De esto concluimos que
Cl(W u(pn)) ∩ Bδ(Sing(X)) = ∅ para todo n grande. En particular, todo pn pertenece
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al conjunto Hδ definido en (4.9) el cual es hiperbólico y por lo tanto, la variedad inesta-
ble W u(pn) tiene tamaño uniforme grande para n grande. Como pn y xn convergen a w
obtenemos que existe un punto en la órbita positiva de x cuyo conjunto omega-limite es-
ta contenido en Cl(W u(pn)) para algún n. Se deduce que ω(x) ⊂ Cl(W u(pn)) por lo que
Cl(W u(pn)) ∩Bδ(Sing(X)) 6= ∅ lo cual es absurdo. Esto termina la prueba.
5.3. Demostración del teorema principal
Demostración del Teorema 3. Sea X flujo seccional Anosov sobre una 3-variedad compacta.
Por el corolario 4 tenemos que X tiene un numero de intersección δ y por el lema 23 tenemos
que X satisface (C)δ. Para este δ sea Hδ como en (4.9).
Ahora tomemos x 6∈ Cl(W s(Sing(X))). Como Cl(W s(Sing(X))) es cerrado, existe una ve-
cindad U de x tal que U∩Cl(W s(Sing(X))) = ∅. Por (C)δ tenemos ω(y)∩Bδ(Sing(X)) = ∅
por lo que ω(y) ⊂ Hδ para todo y ∈ U . Pero Hδ es hiperbólico, lo que implica que existe
un subconjunto abierto y denso de U cuyos puntos pertenecen a la cuenca de un atractor
hiperbólico de X en Hδ. Esto prueba que la unión de las cuencas de los atractores hiperbóli-
cos forman junto con W s(Sing(X)) un subconjunto denso de M . Como la unión de las
variedades estables de las singularidades que no son tipo Lorenz, es densa en ninguna parte,
obtenemos que la unión de las cuencas de los atractores hiperbólicos y las singularidades
tipo Lorenz es densa en M . Como X tiene solo un número finito de atractores hiperbólicos






1. Todo flujo seccional Anosov de una 3-variedad compacta M tiene un numero finito
de atractores hiperbólicos y singularidades tipo Lorenz cuyas cuencas de atracción
forman un subconjunto denso de M .
2. Un flujo seccional Anosov X sobre una 3-variedad compacta M es esencialmente hi-
perbólico si y solo si la cuenta de el conjunto de singularidades de X es densa en
ninguna parte en M .
3. Todo flujo seccional Anosov de una 3-variedad compacta tiene un numero de intersec-
ción.
4. Si δ es un numero de intersección de un flujo seccional Anosov X sobre una 3-variedad
compacta M , entonces X satisface (C)δ.
5. Sea δ un número de intersección de un flujo seccional Anosov X sobre una 3-variedad
compacta M . Si x ∈ M no es un punto limite de la cuenca de atracción de las
singularidades y su conjunto omega limite ω(x) intersecta alguna bola abierta de radio
δ centrada en una singularidad, entonces ω(x) tiene una partición singular.
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