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NONLINEAR DIFFUSION EQUATIONS WITH NONLINEAR GRADIENT
NOISE
KONSTANTINOS DAREIOTIS AND BENJAMIN GESS
Abstract. We prove the existence and uniqueness of entropy solutions for nonlinear dif-
fusion equations with nonlinear conservative gradient noise. As particular applications our
results include stochastic porous media equations, as well as the one-dimensional stochastic
mean curvature flow in graph form.
1. Introduction
In this work we consider stochastic partial differential equations of the type
du =
(
∆Φ(u) +∇ ·G(x, u)
)
dt+
∞∑
k=1
(
∇ · σk(x, u)
)
◦ dβk(t) on (0, T )× Td
u(0, x) = ξ(x),
(1.1)
where Td is the d-dimensional torus, βk are independent R-valued Brownian motions, Φ :
R→ R is a monotone function (cf. Assumption 2.2 below) and the coefficients G : Td×R→
R
d, σk : Td × R → Rd are regular enough (cf. Assumption 2.3 below). The main results of
this work are the existence and uniqueness of entropy solutions to (1.1) (Theorem 2.6 below)
and the stability of (1.1) with respect to Φ (Theorem 4.1 below).
Stochastic partial differential equations of the type (1.1) arise as limits of interacting parti-
cle systems driven by common noise, with notable relation to the theory of mean field games
[LL06a, LL06b, LL07], in the graph formulation of the stochastic mean curvature/curve
shortening flow [KO82, SY04, DLN01, ESvR12] and as simplified approximating models of
fluctuations in non-equilibrium statistical physics [DSZ16]. We refer to [FG18b] and the ref-
erences therein for more details on these applications. In particular, the results of this work
imply the well-posedness of the stochastic mean curvature flow in one spatial dimension with
spatially inhomogeneous noise, in the graph form,
du =
∂2xxu
1 + |∂xu|2 dt+
∞∑
k=1
hk(x)
√
1 + |∂xu|2 ◦ dβk(t), (1.2)
and thus extend the works [ESvR12, GR17] which were restricted to noise either satisfying a
smallness condition or being independent of the spatial variable. For an alternative approach
to stochastic mean curvature with spatially inhomogeneous noise based on stochastic viscosity
solutions see [LS98a, LS98b, Sou16] and the references therein.
Generalized stochastic porous medium equations of the type
du(t, x) = ∆Φ(u(t, x)) dt+B(u)dWt (1.3)
have attracted considerable interest and their well-posedness has been obtained for several
classes of nonlinearities Φ, diffusion operators B, boundary conditions and lower order per-
turbations. We refer to the monographs [Par75, KR79, PR07, LR15, BDPR16] for a detailed
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account on these developments and to [BVW15, GT14, BR15, BR17, DHV16, Ges12, GH18,
FG18a] and the references therein for recent contributions. While linear gradient noise (cf.
e.g. [DG17, To¨l18, MR18]), that is, σk(x, u) = hk(x)u in (1.1) to some extend can be treated
by these methods, the nonlinear structure of the gradient noise in (1.1) requires entirely
different techniques. Only in recent years, in a series of works [LPS13, LPS14, GS17a,
GS17b, GS17c, GS15] a kinetic approach to (simpler versions of) (1.1) was developed based
on rough path methods, cf. also [HKRSs18, GPS15, GG18, GGLS18]. for numerical meth-
ods and regularity/qualitative properties of the solutions. In the most recent contribution
[FG18b] the path-by-path well-posedness of kinetic solutions to (1.1), with Φ(u) = u|u|m−1
for m ∈ (0,∞) (fast and slow diffusion), was proved for the first time for non-negative initial
data, while for sign-changing data the uniqueness was restricted to the case m > 2. As it
is well-known from the theory of rough paths, such path-by-path methods require stronger
regularity assumptions on the diffusion coefficients than what would be expected based on
probabilistic methods. More precisely, when applied to (1.1), the results of [FG18b] require
σk(x, u) ∈ Cγb (Td × R) ∀k ∈ N, for some γ > 5. Moreover, the construction of kinetic
solutions presented in [FG18b] relies on the fractional Sobolev regularity of the solutions,
which is available only in the particular case Φ(u) = |u|m−1u, m ∈ (0,∞).
The key aims of the current work are to obtain well-posedness without sign restrictions
on the initial data that covers the full spectrum of m for the slow diffusion (m > 1), to
relax the regularity assumptions on the diffusion coefficients σk, and to treat a general class
of diffusion nonlinearities Φ. These aims are achieved by developing a probabilistic entropy
approach to (1.1) leading to the relaxed regularity assumption (cf. Assumption 2.3 below for
details) σk(x, u) ∈ C3b (Td × R) ∀k ∈ N. The treatment of general diffusion nonlinearites Φ
is achieved by using quantified compactness in order to prove stability of (1.1) with respect
to variations in Φ. Based on this, the strong convergence of approximations can be shown,
without relying on the compactness arguments from [FG18b] which were restricted to the case
Φ(u) = |u|m−1u. In particular, this generalization allows the application to the stochastic
mean curvature flow. The proof of stability relies on entropy techniques and a careful control
of the errors arising in the corresponding doubling the variables argument which was initiated
in [DGG18] and is disjoint from the kinetic techniques put forward in [FG18b].
The structure of the article is as follows. In Section 2 we formulate our main results
concerning equations of porous medium type. In Section 3 we gather some lemmata that are
needed for the proof of our main results. In Section 4, we prove the main estimates in L1(T
d)
leading to uniqueness and stability and in Section 5 we show existence and uniqueness for
non-degenerate equations. In Section 6 we use the results if the two previous sections in
order to prove our main theorem. Finally, in Section 7, we explain the modifications that
need to be done in the proof of Theorem 2.6 in order to obtain existence and uniqueness of
solutions of equation 1.2.
1.1. Notation. We fix a filtered probability space (Ω, (Ft)∈[0,T ],P)) carrying a sequence
(βk(t))k∈N,t∈[0,T ] of independent, one-dimensional, (Ft)-Wiener processes. We introduce the
notations ΩT = Ω × [0, T ], QT = [0, T ] × Td. Lebesgue and Sobolev spaces are denoted in
the usual way by Lp and W
k
p , respectively. When a function space is given on Ω or ΩT ,
we understand it to be defined with respect to F := FT and the predictable σ-algebra,
respectively. In all other cases the usual Borel σ-algebra will be used. Moreover, throughout
the whole article we fix a constant m > 1.
We fix a non-negative smooth function ρ : R → R which is bounded by 2, supported in
(0, 1), integrates to 1 and, for θ > 0, we set ρθ(r) = θ
−1ρ(θ−1r). When smoothing in time
by convolution with ρθ, the property that ρ is supported on positive times will be crucial.
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For spatial regularisation this fact will be irrelevant, but for the sake of simplicity, we often
use ρ⊗dθ for smoothing in space as well. In the proofs of lemmas/theorems/propositions, we
will often use the notation a . b which means a ≤ Nb for a constant N which depends only
on the parameters stated in the corresponding lemma/theorem/proposition. For a function
g : Td × R→ R we will often use the notation
[g](x, r) :=
∫ r
0
g(x, s) ds.
If g does not depend on x ∈ Td, then we will write [g](r). For a function g on Td × R,
we will write gr, ∂rg for the derivative of g with respect to the real variable r ∈ R and
gxi , ∂xig for the partial derivatives of g in the periodic variable x ∈ Td. If γ = (γ1, ..., γd) ∈
(N∪{0})d is a multi-index, we will write ∂γxg := ∂γ1x1 ...∂γdxdg. For β ∈ (0, 1), Cβ will denote the
usual Ho¨lder spaces and [·]Cβ will denote the usual semi-norm. In addition, the summation
convention with respect to integer valued indices will be in use. In particular, expressions
of the form aibi, f i∂xi and f
i
xi will stand for
∑
i a
ibi,
∑
i f
i∂xi and
∑
i f
i
xi respectively, unless
otherwise stated. Finally, when confusion does not arise, in integrals we will drop some of
the integration variables from the integrands for notational convenience.
2. Formulation and main results
For i, j ∈ {1, ..., d}, let us set
aij(x, r) =
1
2
∞∑
k=1
σikr (x, r)σ
jk
r (x, r), b
i(x, r) =
∞∑
k=1
σikr (x, r)
d∑
j=1
σjkxj (x, r),
and
f i(x, r) = Gi(x, r)− 1
2
bi(x, r).
With this notation we rewrite (1.1) in Itoˆ form
du =
(
∆Φ(u) + ∂xi
(
aij(x, u)∂xju+ b
i(x, u) + f i(x, u)
))
dt
+ ∂xiσ
ik(x, u) dβk(t)
u(0) = ξ.
(2.1)
Remark 2.1. Formally, we have
∂xiσ
ik(x, u) ◦ dβk(t) =∂xiσik(x, u)dβk(t)
+∂xi
(
aij(x, u)∂xju
)
+
1
2
∂xib
i(x, u) dt.
In (2.1) we add bi/2 and then we subtract it from Gi in order to make cancellations with
terms coming from the Itoˆ correction when applying Itoˆ’s formula apparent. Despite the
fact that ∂xib
i and ∂xif
i are of the same nature, they will be treated slightly differently to
exploit this cancellations.
We will often write Π(Φ, ξ) to address equation (2.1) with initial condition ξ and nonlin-
earity Φ. To formulate the assumptions on Φ let us set
a(r) =
√
Φ′(r).
Assumption 2.2. The following hold:
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(a) The function Φ : R 7→ R is differentiable, strictly increasing and odd. The function a is
differentiable away from the origin, and satisfies the bounds
|a(0)| ≤ K, |a′(r)| ≤ K|r|m−32 if r > 0, (2.2)
as well as
Ka(r) ≥ I|r|≥1, K|[a](r) − [a](ζ)| ≥
{|r − ζ|, if |r| ∨ |ζ| ≥ 1,
|r − ζ|m+12 , if |r| ∨ |ζ| < 1. (2.3)
(b) The initial condition ξ is an F0-measurable Lm+1(Td)-valued random variable such that
E‖ξ‖m+1
Lm+1(Td)
<∞.
Assumption 2.3. For i ∈ {1, ..., d} we consider functions Gi : Td × R → R, and σi =
(σik)∞k=1 : T
d × R → l2 such that for all l ∈ {1, ..., d}, q ∈ {1, 2}, and all multi-indices
γ ∈ (N ∪ {0})d with q + |γ| ≤ 3, the derivatives ∂rGi, ∂xlGi, ∂rxlGi, ∂qr∂γxσi exist and are
continuous on Td × R. Moreover, there exist κ¯ ∈ ((m ∧ 2)−1, 1], β ∈ ((2κ¯)−1, 1], β˜ ∈ (0, 1),
and a constant N0 ∈ R such that for all i, l ∈ {1, ..., d}, r ∈ R we have:
sup
r
‖σir(·, r)‖W 2
∞
(Td;l2) + [σ
j
xj(·, 0)]Cκ¯(Td,l2) ≤ N0, (2.4)
sup
x
(
[σr(x, ·)]Cβ (R;l2) + ‖σirxl(x, ·)‖W 1∞(R;l2)
)
≤ N0, (2.5)
‖∂r(σjkxjσikrxl)‖L∞ ≤ N0, (2.6)
sup
x
‖Gir(x, ·)‖Cβ (R) + sup
x
‖∂r(σikr σjkxj )‖Cβ(R) ≤ N0, (2.7)
[Gixl(·, r)]Cβ˜ (Td) + [∂xl(σikr (·, r)σjkxj (·, r))]Cβ˜ (Td) ≤ N0(1 + |r|), (2.8)
‖∂xl∂r(σikr σjkxj )‖L∞ + ‖Gixlr‖L∞ ≤ N0. (2.9)
Remark 2.4. By Assumption 2.3, it follows that there exists a constant N1 such that, for all
r ∈ R
sup
x
|Gi(x, r)|+ sup
x
|(σikr (x, r)σjkxj (x, r)| ≤ N1(1 + |r|), (2.10)
sup
x
|∂xl(σikr (x, r)σjkxj (x, r))| + sup
x
|Gixl(x, r)| ≤ N1(1 + |r|), (2.11)
sup
x
|σjxj(x, r)|l2 ≤ N1(1 + |r|), (2.12)
[σjxj(·, r)]Cκ¯(Td,l2) ≤ N1(1 + |r|). (2.13)
We now motivate the concept of entropy solutions. Suppose that we approximate equation
(2.1) with a viscous equation, that is, in place of Φ(u) we have Φ(u) + εu for ε > 0. Let us
choose a non-negative φ ∈ C∞c ([0, T ) × Td) and a convex η ∈ C2(R). If u(= uε) solves the
viscous version of (2.1), by Itoˆ’s formula we have (formally)
d
∫
Td
φη(u) dx =
∫
Rd
(
φtη(u)− η′(u)Φ′(u)uxiφxi − φxiη′(u)aij(u)uxj − φxiη′(u)bi(u)
)
dxdt
+
∫
Td
φη′(u)(f ir(u)uxi + f
i
xi(u)) dxdt
+
∫
Td
εη(u)∆φ− εφη′′(u)|∇u|2 dxdt
−
∫
Td
φη′′(u)
(|∇[a](u)|2 + aij(u)uxiuxj + uxibi(u)) dxdt
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+
∫
Td
1
2
φη′′(u)
(
2aij(u)uxiuxj + 2b
i(u)uxi +
∑
k
|σikxi(u)|2
)
dxdt
+
∫
Td
φη′(u)∂xiσ
ik(u) dxdβk(t). (2.14)
By integration by parts and the cancellations we have
d
∫
Td
η(u)φdx =
∫
Td
(
η(u)φt + [a
2η′](u)∆φ+ [aijη′](u)φxixj
)
dxdt
+
∫
Td
(
[(aijxj − f ir)η′](u)− η′(u)bi(u)
)
φxi dxdt
+
∫
Td
(
η′(u)f ixi(u)− [f irxiη′](u)
)
φdxdt
+
∫
Td
εη(u)∆φ− εφη′′(u)|∇u|2 dxdt
+
∫
Td
(
1
2
η′′(u)
∑
k
|σikxi(u)|2φ− η′′(u)|∇[a](u)|2φ
)
dxdt
+
∫
Td
(
η′(u)φσikxi(u)− [σikrxiη′](u)φ − [σikr η′](u)φxi
)
dxdβk(t).
(2.15)
Now we want to pass to the limit ε ↓ 0. Assuming for the moment that uε converges to some
u as ε ↓ 0 we may expect that ∫ T
0
∫
Td
εη(uε)∆φdxdt→ 0.
In contrast, this may not be valid for the term
Iε := −
∫ T
0
∫
Td
εφη′′(u)|∇u|2 dxdt,
since, in general, ‖∇uε‖2L2(QT ) ∼ ε−1. However, since Iε ≤ 0, one may drop the term Iε from
the right hand side of (2.15), replace the equality with an inequality, and then pass to the
limit ε ↓ 0. This motivates the following definition.
Definition 2.5. An entropy solution of (2.1) is a predictable stochastic process u : ΩT →
Lm+1(T
d) such that
(i) u ∈ Lm+1(ΩT ;Lm+1(Td))
(ii) For all f ∈ Cb(R) we have [af ](u) ∈ L2(ΩT ;W 12 (Td)) and
∂xi [af ](u) = f(u)∂xi [a](u).
(iii) For all convex η ∈ C2(R) with η′′ compactly supported and all φ ≥ 0 of the form φ = ϕ̺
with ϕ ∈ C∞c ([0, T )), ̺ ∈ C∞(Td), we have almost surely
−
∫ T
0
∫
Td
η(u)φt dxdt
≤
∫
Td
η(ξ)φ(0) dx +
∫ T
0
∫
Td
(
[a2η′](u)∆φ+ [aijη′](u)φxixj
)
dxdt
+
∫ T
0
∫
Td
(
[(aijxj − f ir)η′](u)− η′(u)bi(u)
)
φxi dxdt
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+
∫ T
0
∫
Td
(
η′(u)f ixi(u)− [f irxiη′](u)
)
φdxdt
+
∫ T
0
∫
Td
(
1
2
η′′(u)
∑
k
|σikxi(u)|2φ− η′′(u)|∇[a](u)|2φ
)
dxdt
+
∫ T
0
∫
Td
(
η′(u)φσikxi(u)− [σikrxiη′](u)φ− [σikr η′](u)φxi
)
dxdβk(t).
(2.16)
Theorem 2.6. Let Φ, ξ satisfy Assumptions 2.2 and σ,G satisfy Assumption 2.3. Then,
there exists a unique entropy solution of equation (2.1) with initial condition ξ. Moreover, if
u˜ is the unique entropy solution of equation (2.1) with initial condition ξ˜, then
ess sup
t≤T
E‖u(t)− u˜(t)‖L1(Td) ≤ NE‖ξ − ξ˜‖L1(Td), (2.17)
where N is a constant depending only on N0, N1, d and T .
3. Auxiliary results
In this section we state and we prove some tools that will be used for the proofs of the
main theorem. We begin with two remarks.
Remark 3.1. For any functions f : R × Td → R, u : Td → R, φ : Td → R (that are regular
enough for the following expressions to make sense) and any a ∈ R we have∫
Td
∂xiφ(x)
∫ u(x)
0
f(r, x) dsdx−
∫
Td
φ(x)
∫ u(x)
0
∂xif(r, x) dsdx
=
∫
Td
∂xiφ(x)
∫ u(x)
a
f(r, x) dsdx−
∫
Td
φ(x)
∫ u(x)
a
∂xif(r, x) dsdx.
Remark 3.2. For any f ∈ L1(0, T ) we have∫ T
θ
∫ t
t−θ
|f(s)| ds dt ≤ θ
∫ T
0
|f(s)| ds. (3.1)
Lemma 3.3. Let u be an entropy solution (2.1). Then we have that
lim
h→0
1
h
E
∫ h
0
∫
Td
|u(t, x)− ξ(x)|2 dxdt = 0.
Proof. For ̺ε := ρ
⊗d
ε , we have
1
h
E
∫ h
0
∫
x
|u(t, x) − ξ(x)|2 dt ≤ 2E
∫
x,y
|ξ(y)− ξ(x)|2̺ε(x− y)
+
2
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2̺ε(x− y) dt. (3.2)
We first estimate the second term on the right hand side for h ∈ [0, T ]. Take a decreasing,
non-negative function γ ∈ C∞([0, T ]), such that
γ(0) = 2, γ ≤ 2I[0,2h], ∂tγ ≤ −
1
h
I[0,h].
Take furthermore for each δ > 0, ηδ ∈ C2(R) defined by
ηδ(0) = η
′
δ(0) = 0, η
′′
δ (r) = 2I[0,δ−1)(|r|) + (−|r|+ δ−1 + 2)I[δ−1,δ−1+2)(|r|),
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and notice that ηδ(r) → r2 as δ → 0. Let y ∈ Td and a ∈ R. Then, using the entropy
inequality (2.16) with φ(t, x) = γ(t)̺ε(x− y), η(r) = ηδ(r − a), we obtain
−
∫
t,x
ηδ(u− a)∂tγ(t)̺ε(x− y)
≤ 2
∫
x
ηδ(ξ − a)̺ε(x− y)
+N
∫
t,x
(1 + |u|m+1 + |a|m+1)
∑
ij
|∂xixj̺ε(x− y)|+
∑
i
|∂xi̺ε(x− y)|+ ̺ε(x− y)
 γ(t)
+
1
2
∫
t,x
η′′δ (u− a)
∑
k
|σikxi(x, u)|2̺ε(x− y)γ(t)
+
∫ T
0
∫
x
(
η′δ(u− a)φσikxi(u)− [σikrxiη′δ(· − a)](u)φ − [σikr η′δ(· − a)](u)φxi
)
dβk(t),
where for the second term on the right hand side we have used (2.2), (2.7), (2.11), (2.9),
(2.4), and (2.12). Notice that all the terms are continuous in a ∈ R. Upon substituting
a = ξ(y) taking expectations, integrating over y ∈ Td, and using the bounds on γ, one gets
1
h
∫ h
0
E
∫
x,y
ηδ(u(t, x) − ξ(y))̺ε(x− y) dt
≤ 2E
∫
x,y
ηδ(ξ(x)− ξ(y))̺ε(x− y)
+
N
ε2
E
∫ 2h
0
∫
x
(1 + |u(t, x)|m+1 + |ξ(x)|m+1) dt
+ E
∫ 2h
0
∫
x,y
η′′δ (u(t, x) − ξ(y))
∑
k
|σikxi(u(t, x))|2̺ε(x− y) dt.
In the limit δ → 0 this yields
1
h
E
∫ h
0
∫
x,y
|u(t, x) − ξ(y)|2̺ε(x− y) dt ≤ 2E
∫
x,y
|ξ(x)− ξ(y)|2̺ε(x− y) dx
+
N
ε2
E
∫ 2h
0
∫
x
(1 + |u(t, x)|m+1 + |ξ(x)|m+1) dt
+ 2E
∫ 2h
0
∫
x,y
∑
k
|σikxi(x, u(t, x))|2̺ε(x− y) dt,
which implies that
lim sup
h→0
1
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2̺ε(x− y) dt ≤ 2E
∫
x,y
|ξ(x)− ξ(y)|2̺ε(x− y).
Consequently, by (3.2) we get
lim sup
h→0
1
h
E
∫ h
0
∫
x
|u(t, x)− ξ(x)|2 dt ≤ 3E
∫
x,y
|ξ(x)− ξ(y)|2̺ε(x− y),
from which the claim follows, since right hand side goes to 0 as ε→ 0 due to the continuity
of translations in L2(T
d). 
The proof of the following lemma can be found in [DGG18, Lemma 3.1].
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Lemma 3.4. Let Assumption 2.2 hold, let u ∈ L1(Ω × QT ) and for some ε ∈ (0, 1), let
̺ : Rd 7→ R be a non-negative function integrating to one and supported on a ball of radius
ε. Then one has the bound
E
∫
t,x,y
|u(t, x) − u(t, y)|̺(x− y) ≤ Nε 2m+1 (1 + E‖∇[a](u)‖L1(QT )), (3.3)
where N depends on d,K and T .
We now introduce the definition of the (⋆)-property, an analog of of which was first intro-
duced in [FN08] in the context of stochastic conservation laws. It is somewhat technical but
important in order to obtain the uniqueness of entropy solutions. To be more precise, as a
first step, we will estimate the difference of two entropy solutions provided that one of them
has the (⋆)-property. Let h ∈ C∞(R) with h′ ∈ C∞c (R), ̺ ∈ C∞(Td × Td), ϕ ∈ C∞c ((0, T )),
u˜ ∈ Lm+1(ΩT ;Lm+1(Td)), and let σ satisfy Assumption 2.3. For θ > 0, we introduce
φθ(t, x, s, y) := ̺(x, y)ρθ(t− s)ϕ
(
t+ s
2
)
.
We further define
Fθ(t, x, a) :=
∫ T
0
∫
y
h(u˜− a)σikyi (y, u˜)φθ(t, x, s, y) dβk(s)
−
∫ T
0
∫
y
[σikrxih(· − a)](y, u˜)φθ(t, x, s, y)dβk(s)
−
∫ T
0
∫
y
[σikr h(· − a)](y, u˜)∂yiφθ(t, x, s, y) dβk(s)
and
E(u, u˜, θ) =− E
∫
t,x,s,y
∂yixjφθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikr (y, r˜)σjkr (x, r) dr˜dr
− E
∫
t,x,s,y
∂yiφθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikr (y, r˜)σjkrxj (x, r) dr˜dr
+ E
∫
t,x,s,y
∂yiφθ
∫ u˜
u
h′(r˜ − u)σikr (y, r˜)σjkxj (x, u) dr˜
− E
∫
t,x,s,y
∂xjφθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikryi(y, r˜)σjkr (x, r) dr˜dr
− E
∫
t,x,s,y
φθ
∫ u
u˜
∫ u˜
r
h′(r˜ − r)σikryi(y, r˜)σjkrxj(x, r) dr˜dr
+ E
∫
t,x,s,y
φθ
∫ u˜
u
h′(r˜ − u)σikryi(y, r˜)σjkxj (x, u) dr˜
+ E
∫
t,x,s,y
∂xjφθ
∫ u
u˜
h′(u˜− r)σikyi (y, u˜)σjkr (x, r) dr
+ E
∫
t,x,s,y
φθ
∫ u
u˜
h′(u˜− r)σikyi (y, u˜)σjkrxj(x, r) dr
− E
∫
t,x,s,y
φθh
′(u˜− u)σikyi (y, u˜)σjkxj (x, u) (3.4)
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=:
9∑
l=1
El(u, u˜, θ),
where u = u(t, x) and u˜ = u˜(s, y).
Remark 3.5. The function Fθ is smooth in (t, x, a) (see, e.g., [Kun97, Exercise 3.15, page
78]).
Set µ = µ(m) = 3m+54(m+1) , which is chosen so that one has
m+3
2(m+1) < µ < 1.
Definition 3.6. A function u ∈ Lm+1(ΩT × Td) is said to have the (⋆)-property if for all
h, ̺, ϕ, u˜ as above, and for all sufficiently small θ > 0, we have that Fθ(·, ·, u) ∈ L1(ΩT ×Td)
and
E
∫
t,x
Fθ(t, x, u(t, x)) ≤ Nθ1−µ + E(u, u˜, θ) (3.5)
hold with some constant N independent of θ.
Remark 3.7. Notice that since ϕ is supported in (0, T ) and ρθ(t− ·) is supported in [t− θ, t],
we have for all sufficiently small θ
Fθ(t, x, a) =It>θ
∫ t
t−θ
∫
y
h(u˜− a)σikyi (y, u˜)φθ(t, x, s, y) dβk(s)
−It>θ
∫ t
t−θ
∫
y
[σikrxih(· − a)](y, u˜)φθ(t, x, s, y)dβk(s)
−It>θ
∫ t
t−θ
∫
y
[σikr h(· − a)](y, u˜)∂yiφθ(t, x, s, y) dβk(s). (3.6)
Lemma 3.8. For any λ ∈ ( m+32(m+1) , 1), k ∈ N we have for all sufficiently small θ ∈ (0, 1)
E‖∂aFθ‖m+1L∞([0,T ];W km+1(Td×R)) ≤ Nθ
−λ(m+1)Nm(u˜), (3.7)
where
Nm(u˜) := E
∫ T
0
(1 + ‖u˜(t)‖m+1
Lm+1
2
(Td)
+ ‖u˜(t)‖m+1
L2(Td)
) dt
and N is a constant depending only on N0, N1, k, d, T, λ, m, and the functions h, ̺, ϕ, but
not on θ. In particular,
E‖∂aFθ‖m+1L∞([0,T ];W km+1(Td×R)) ≤ Nθ
−λ(m+1)(1 + E‖u˜‖m+1Lm+1(QT )). (3.8)
Proof. To ease the notation we suppress the y ∈ Td argument in σ˜ and the s, y ∈ QT
arguments in u˜. For any q ∈ Nd, l ∈ N, j ∈ {0, 1}, we have by the Burkholder-Davis-Gundy
inequality
E|∂jt ∂l+1a ∂qxFθ(t, x, a)|m+1
.EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a h(u˜− a)σikyi (u˜)∂qx∂jtφθ
)2
ds
](m+1)/2
+EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a [σ
ik
rxih(· − a)](y, u˜)∂qx∂jtφθ
)2
ds
](m+1)/2
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+EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a [σ
ik
r h(· − a)](y, u˜)∂qx∂jt ∂yiφθ
)2
ds
](m+1)/2
=C1 + C2 + C3. (3.9)
We deal first with C3. By Ho¨lder’s inequality and (2.4), we have
EIt>θ
[∫ t
t−θ
∑
k
(∫
y
∂l+1a [σ
ik
r h(· − a)](y, u˜)∂qx∂jt ∂yiφθ
)2
ds
](m+1)/2
.EIt>θ
[∫ t
t−θ
(∫
y
∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|2 dr
)(∫
y
∫ |u˜|
−|u˜|
∑
k
∣∣∣σikr (y, r)∣∣∣2 dr
)
θ−2(j+1) ds
](m+1)/2
.EIt>θ
[∫ t
t−θ
(∫
y
∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|2 dr
)
‖u˜‖L1(Td) θ−2(j+1) ds
](m+1)/2
.
By Ho¨lder’s inequality we get
C3 . θ
m−1
2 θ−(m+1)(1+j)EIt>θ
∫ t
t−θ
∫
y
[∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|2 dr
](m+1)/2
‖u˜‖(m+1)/2
L1(Td)
ds
. θ
m−1
2 θ−(m+1)(1+j)EIt>θ
∫ t
t−θ
‖u˜‖(m+1)/2
L1(Td)
∫
y
|u˜|(m−1)/2
∫ |u˜|
−|u˜|
|∂l+1a h(r − a)|(m+1) dr ds.
(3.10)
By integrating over a ∈ R, using the fact that h′ ∈ C∞c (R), integrating over [0, T ] × Td and
using the estimate (3.1) we obtain∫
t,x,a
C3 . θ
m−1
2 θ−(m+1)(1+j)+1E
∫ T
0
‖u˜(t)‖m+1
Lm+1
2
(Td)
dt. (3.11)
In the same manner, one obtains∫
t,x,a
C2 . θ
m−1
2 θ−(m+1)(1+j)+1E
∫ T
0
‖u˜(t)‖m+1
Lm+1
2
(Td)
dt. (3.12)
Similarly, by (2.12), Ho¨lder’s inequality, and (3.1), we obtain∫
t,x,a
C1 ≤ θ
m−1
2 θ−(m+1)(1+j)+1E
∫ T
0
(1 + ‖u˜(t)‖m+1
L2(Td)
) dt. (3.13)
Consequently, by (3.11)-(3.13) and (3.9), we obtain∫
t,x,a
E|∂jt ∂l+1a ∂qxFθ(t, x, a)|m+1 . θ−(m+1)(1+j)+1Nm(u˜). (3.14)
Choosing j = 0 and summing over all |q|+ l ≤ k, we obtain
E‖∂aFθ‖m+1Lm+1([0,T ];W km+1(Td×R)) . θ
−m+1
2 Nm(u˜). (3.15)
Similarly, choosing j = 1 in (3.14) and summing over all |q|+ l ≤ k gives
E‖∂aFθ‖m+1W 1m+1([0,T ];W km+1(Td×R)) . θ
−3
(m+1)
2 Nm(u˜). (3.16)
By interpolating between (3.15) and (3.16) we have for δ ∈ [0, 1]
E‖∂aFθ‖m+1W δm+1([0,T ];W km+1(Td×R)) . θ
−(m+1)(1+2δ)/2Nm(u˜).
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For arbitrary δ ∈ (1/(m + 1), 1/2), we set λ = (1 + 2δ)/2, and the claim follows by Sobolev
embedding. 
Corollary 3.9. (i) Let un be a sequence bounded in Lm+1(ΩT × Td), satisfying the (⋆)-
property uniformly in n, that is, with constant N in (3.5) independent of n. Suppose that un
converges for almost all ω, t, x to a function u. Then u has the (⋆)-property.
(ii) Let u ∈ L2(Ω×QT ). Then one has for all θ > 0
E
∫
t,x
Fθ(t, x, u(t, x)) = lim
λ→0
E
∫
t,x,a
Fθ(t, x, a)ρλ(u(t, x)− a) . (3.17)
Proof. (i) We have that limn→∞ Fθ(t, x, un(t, x)) = Fθ(t, x, u(t, x)) for almost all (ω, t, x).
Moreover,
|Fθ(t, x, un(t, x))| ≤ ‖∂aFθ‖L∞(QT×R)|un(t, x)|+ |F (t, x, 0)|. (3.18)
By Lemma 3.8, and the fact that E
∫
t,x |Fθ(t, x, 0)| < ∞, we see that the right hand side
above is uniformly integrable in (ω, t, x). Hence, one can take limits on the left-hand side of
(3.5) to get
lim
n→∞
E
∫
t,x
Fθ(t, x, un(t, x)) = E
∫
t,x
Fθ(t, x, u(t, x)).
By similar (in fact, easier) arguments one can see the convergence of the second term on the
right-hand side of (3.5), and since the constant N was assumed to be independent of n ∈ N,
we get the claim.
(ii) Writing∣∣Fθ(t, x, u(t, x)) − ∫
a
Fθ(t, x, a)ρλ(u(t, x)− a)
∣∣ ≤ λ‖∂aFθ‖L∞(QT×R),
the claim simply follows from Lemma 3.8. 
4. Stability under the (⋆)-property
Theorem 4.1. Let (Φ, ξ), (Φ˜, ξ˜) satisfy Assumption 2.2, and σ,G satisfy Assumption 2.3.
Let u, u˜ be two entropy solutions of Π(Φ, ξ), Π(Φ˜, ξ˜) respectively, and assume that u has the
(⋆)-property. Then,
(i) if furthermore Φ = Φ˜, then
ess sup
t∈[0,T ]
E‖u(t)− u˜(t)‖L1(Td) ≤ NE‖ξ − ξ˜‖L1(Td), (4.1)
where N is a constant depending only on N0, N1, d and T ,
(ii) for all ε, δ ∈ (0, 1], λ ∈ [0, 1] and α ∈ (0, 1 ∧ (m/2)), we have
E‖u− u˜‖L1(QT ) ≤ NE‖ξ − ξ˜‖L1(Td)
+Nε
2
m+1
(
1 + E‖∇[a](u)‖L1(QT )
)
+N sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
+Nε−2E
(‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + ‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT ))
+NC(δ, ε, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
), (4.2)
where
Rλ := sup{R ∈ [0,∞] : |a(r)− a˜(r)| ≤ λ, ∀|r| < R}, (4.3)
C(δ, ε, λ) :=
(
δβ + δ2βε−2 + δβε−1 + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2 + εβ˜ + εκ¯),
and N is a constant depending only on N0, N1,m,K, d, T , and α.
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Proof. The majority of the proof is identical for (i) and (ii), so their separation is postponed
to the very end. Denote ̺ε = ρ
⊗d
ε , and fix a ϕ ∈ C∞c ((0, T )) such that ‖ϕ‖L∞([0,T ]) ∨
‖∂tϕ‖L1([0,T ]) ≤ 1. Introduce, for θ, ε > 0,
φθ,ε(t, x, s, y) = ρθ(t− s)̺ε (x− y)ϕ
(
t+s
2
)
, φε(t, x, y) = ̺ε(x− y)ϕ(t).
Furthermore, for each δ > 0, let ηδ ∈ C2(R) be defined by
ηδ(0) = η
′
δ(0) = 0, η
′′
δ (r) = ρδ(|r|).
Note that∣∣ηδ(r)− |r|∣∣ ≤ δ, supp η′′δ ⊂ [−δ, δ], ∫
R
|η′′δ (r − ζ)| dζ ≤ 2, |η′′δ | ≤ 2δ−1. (4.4)
For g : Td × R→ R we introduce the notation
[g, δ](x, r, a) := [gη′δ(· − a)](x, r). (4.5)
We apply the entropy inequality (2.16) for u = u(t, x) with ηδ(· − a) in place of η and
φθ,ε(·, ·, s, y) in place of φ, for some s ∈ [0, T ], y ∈ Td, a ∈ R. Assuming that θ is sufficiently
small, one has φθ,ε(0, x, s, y) = 0, and thus we get
−
∫
t,x
ηδ(u− a)∂tφθ,ε ≤
∫
t,x
[a2, δ](u, a)∆xφθ,ε
+
∫
t,x
(
[aij , δ](x, u, a)∂xixjφθ,ε +
(
[aijxj , δ](x, u, a) − η′δ(u− a)bi(x, u)
)
∂xiφθ,ε
)
+
∫
t,x
(
η′(u− a)f ixi(x, u)φθ,ε − [f irxi , δ](x, u, a)φθ,ε − [f ir, δ](x, u, a)∂xiφθ,ε
)
+
∫
t,x
(
1
2
∫
t,x
η′′δ (u− a)
∑
k
|σikxi(x, u)|2φθ,ε − η′′δ (u− a)|∇x[a](u)|2φθ,ε
)
+
∫ T
0
∫
x
(
η′(u− a)φσikxi(x, u)− [σikrxi , δ](x, u, a)φθ,ε − [σikr , δ](x, u, a)∂xiφθ,ε
)
dβk(t),
(4.6)
Notice that all the expressions in (4.6) are continuous in (a, s, y). We now substitute a =
u˜(s, y), integrate over (s, y), and take expectations. For the last term in (4.6) this is justified
by (3.18). All of the other terms are continuous in a and can be bounded by N(|a|m+X) with
some constant N and some integrable random variable X (recall (2.2)), so that substituting
a = u˜(s, y) and integrating out s, y, and ω, results in finite quantities.
After writing the analogous inequality with the roles of u, t, x and u˜, s, y reversed, using
the symmetry of ηδ, and adding both inequalities, one arrives at
− E
∫
t,x,s,y
ηδ(u− u˜)(∂tφθ,ε + ∂sφθ,ε)
≤ E
∫
t,x,s,y
([a2, δ](u, u˜)∆xφθ,ε + [a˜
2, δ](u˜, u)∆yφθ,ε)
+ E
∫
t,x,s,y
(
[aij, δ](x, u, u˜)∂xixjφθ,ε +
(
[aijxj , δ](x, u, u˜)− η′δ(u− u˜)bi(x, u)
)
∂xiφθ,ε
)
+ E
∫
t,x,s,y
(
[aij, δ](y, u˜, u)∂yiyjφθ,ε +
(
[aijxj , δ](y, u˜, u)− η′δ(u˜− u)bi(y, u˜)
)
∂yiφθ,ε
)
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+ E
∫
t,x,s,y
(
η′δ(u− u˜)f ixi(x, u)φθ,ε − [f irxi , δ](x, u, u˜)φθ,ε − [f ir, δ](x, u, u˜)∂xiφθ,ε
)
+ E
∫
t,x,s,y
(
η′δ(u˜− u)f ixi(y, u˜)φθ,ε − [f irxi , δ](y, u˜, u)φθ,ε − [f ir, δ](y, u˜, u)∂yiφθ,ε
)
+ E
∫
t,x,s,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikxi(x, u)|2φθ,ε − η′′δ (u− u˜)|∇x[a](u)|2φθ,ε
)
+ E
∫
t,x,s,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikyi (y, u˜)|2φθ,ε − η′′δ (u− u˜)|∇y[a˜](u˜)|2φθ,ε
)
+ E
∫
s,y
F 1θ (s, y) + E
∫
t,x
F 2θ (t, x), (4.7)
where u = u(t, x), u˜ = u˜(s, y), φθ,ε = φθ,ε(t, x, s, y), and
F 1θ (s, y) :=
[∫ T
0
∫
x
(
η′δ(u− a)φθ,εσikxi(x, u)− [σikrxi , δ](x, u, a)φθ,ε
− [σikr , δ](x, u, a)∂xiφθ,ε
)
dβk(t)
]
a=u˜(s,y)
,
F 2θ (t, x) :=
[∫ T
0
∫
y
(
η′δ(u˜− a)φθ,εσikyi (y, u˜)− [σikrxi , δ](y, u˜, a)φθ,ε
− [σikr , δ](y, u˜, a)∂xiφθ,ε
)
dβk(s)
]
a=u(t,x)
.
For the term containing F 1θ at the right hand side of (4.7) we have the following: ∂xiφθ,ε is
supported on [s, s + θ], hence the integration in t is over [s, (s + θ) ∧ T ]. Then we plug in
a quantity with is Fs-measurable. Therefore, this term vanishes in expectation (a rigorous
justification follows from a limiting procedure similar to (3.17)). We now pass to the θ → 0
limit. For this, we use [DGG18, Proposition 3.5, see also p.15] and the (⋆)-property with
h = η′ and ̺ = ̺ε to get
−E
∫
t,x,y
ηδ(u− u˜)∂tφε ≤ E
∫
t,x,s,y
([a2, δ](u, u˜)∆xφθ,ε + [a˜
2, δ](u˜, u)∆yφε)
+ E
∫
t,x,y
(
[aij , δ](x, u, u˜)∂xixjφε +
(
[aijxj , δ](x, u, u˜)− η′δ(u− u˜)bi(x, u)
)
∂xiφε
)
+ E
∫
t,x,y
(
[aij , δ](y, u˜, u)∂yiyjφε +
(
[aijxj , δ](y, u˜, u)− η′δ(u˜− u)bi(y, u˜)
)
∂yiφε
)
+ E
∫
t,x,y
(
η′δ(u− u˜)f ixi(x, u)φε − [f irxi , δ](x, u, u˜)φε − [f ir, δ](x, u, u˜)∂xiφε
)
+ E
∫
t,x,y
(
η′δ(u˜− u)f ixi(y, u˜)φε − [f irxi , δ](y, u˜, u)φε − [f ir, δ](y, u˜, u)∂yiφε
)
+ E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikxi(x, u)|2φε − η′′δ (u− u˜)|∇x[a](u)|2φε
)
+ E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikyi (y, u˜)|2φε − η′′δ (u− u˜)|∇y[a˜](u˜)|2φε
)
+ E(u, u˜), (4.8)
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where
E(u, u˜) =− E
∫
t,x,y
∂yixjφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikr (y, r˜)σjkr (x, r) dr˜dr
− E
∫
t,x,y
∂yiφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikr (y, r˜)σjkrxj(x, r) dr˜dr
+ E
∫
t,x,y
∂yiφε
∫ u˜
u
η′′δ (r˜ − u)σikr (y, r˜)σjkxj (x, u) dr˜
− E
∫
t,x,y
∂xjφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikryi(y, r˜)σjkr (x, r) dr˜dr
− E
∫
t,x,y
φε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikryi(y, r˜)σjkrxj (x, r) dr˜dr
+ E
∫
t,x,y
φε
∫ u˜
u
η′′δ (r˜ − u)σikryi(y, r˜)σjkxj (x, u) dr˜
+ E
∫
t,x,y
∂xjφε
∫ u
u˜
η′′δ (u˜− r)σikyi (y, u˜)σjkr (x, r) dr
+ E
∫
t,x,y
φε
∫ u
u˜
η′′δ (u˜− r)σikyi (y, u˜)σjkrxj (x, r) dr
− E
∫
t,x,y
φεη
′′
δ (u˜− u)σikyi (y, u˜)σjkxj (x, u)
=:
9∑
l=1
El(u, u˜),
where here and below u = u(t, x) and u˜ = u˜(t, y). Notice that that by (2.5) and (2.13) we
have that for all x, y ∈ Td and r, r˜ ∈ R
|σixi(x, r)− σixi(y, r˜)|l2 ≤ N |r − r˜|+N(1 + |r|)|x− y|κ¯,
where N depends only on N0, N1, and d. Under this condition and under Assumption 2.2
(a) it is shown in [DGG18, Theorem 4.1, p.13-15, see (4.8) and (4.18) therein] that for all
α ∈ (0, 1 ∧ (m/2)) we have
E9(u, u˜) + E
∫
t,x,s,y
([a2, δ](u, u˜)∆xφθ,ε + [a˜
2, δ](u˜, u)∆yφε)
+E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikxi(x, u)|2φε − η′′δ (u− u˜)|∇x[a](u)|2φε
)
+E
∫
t,x,y
(
1
2
η′′δ (u− u˜)
∑
k
|σikyi (y, u˜)|2φε − η′′δ (u− u˜)|∇y[a˜](u˜)|2φε
)
.
(
δ + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
. (4.9)
We proceed with the estimation of the remaining terms at the right-hand side of (4.8). By
Remark 3.1 (with a = u˜(t, y)), the relation ∂xixjφε = −∂xiyjφε, and the identity
η′δ(r − u˜) =
∫ r
u˜
η′′δ (r − r˜) dr˜,
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we have
E
∫
t,x,y
(
[aij , δ](x, u, u˜)∂xixjφε +
(
[aijxj , δ](x, u, u˜)− η′δ(u− u˜)bi(x, u)
)
∂xiφε
)
=− E
∫
t,x,y
∂xiyjφε
∫ u
u˜
∫ r
u˜
η′′δ (r − r˜)aij(x, r)dr˜dr
− E
∫
t,x,y
(
∂xiφεη
′
δ(u− u˜)bi(x, u) + ∂xiφε
∫ u
u˜
η′δ(r − u˜)aijxj (x, r) dr
)
. (4.11)
By symmetry we have that
E
∫
t,x,y
(
[aij , δ](y, u˜, u)∂yiyjφε +
(
[aijxj , δ](y, u˜, u)− η′δ(u˜− u)bi(y, u˜)
)
∂yiφε
)
=− E
∫
t,x,y
∂xiyjφε
∫ u˜
u
∫ r˜
u
η′′δ (r˜ − r)aij(y, r˜)drdr˜
− E
∫
t,x,y
(
∂xiφεη
′
δ(u˜− u)bi(y, u˜) + ∂xiφε
∫ u˜
u
η′δ(r˜ − u)aijyj (y, r˜) dr˜
)
. (4.12)
Notice that
− E
∫
t,x,y
∂xiyjφε
∫ u
u˜
∫ r
u˜
η′′δ (r − r˜)aij(x, r)dr˜dr
=− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη
′′
δ (r − r˜)aij(x, r)dr˜dr
− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη
′′
δ (r − r˜)aij(x, r)dr˜dr. (4.13)
Similarly
− E
∫
t,x,y
∂xiyjφε
∫ u˜
u
∫ r˜
u
η′′δ (r˜ − r)aij(y, r˜)drdr˜
=− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≤r˜η
′′
δ (r˜ − r)aij(y, r˜)drdr˜
− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≥r˜η
′′
δ (r˜ − r)aij(y, r˜)drdr˜. (4.14)
By adding (4.11) and (4.12) and using (4.13), (4.14) we obtain
E
∫
t,x,y
(
[aij , δ](x, u, u˜)∂xixjφε +
(
[aijxj , δ](x, u, u˜)− η′δ(u− u˜)bi(x, u)
)
∂xiφε
)
+E
∫
t,x,y
(
[aij , δ](y, u˜, u)∂yiyjφε +
(
[aijxj , δ](y, u˜, u)− η′δ(u˜− u)bi(y, u˜)
)
∂yiφε
)
=A+B,
where
A :=− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη
′′
δ (r − r˜)aij(x, r)dr˜dr
− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη
′′
δ (r − r˜)aij(x, r)dr˜dr
− E
∫
u˜≥u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≤r˜η
′′
δ (r˜ − r)aij(y, r˜)drdr˜
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− E
∫
u˜≤u
∂xiyjφε
∫ u
u˜
∫ u
u˜
Ir≥r˜η
′′
δ (r˜ − r)aij(y, r˜)drdr˜ (4.15)
and
B :=− E
∫
t,x,y
(
∂xiφεη
′
δ(u− u˜)bi(x, u) + ∂xiφε
∫ u
u˜
η′δ(r − u˜)aijxj(x, r) dr
)
− E
∫
t,x,y
(
∂yiφεη
′
δ(u˜− u)bi(y, u˜) + ∂yiφε
∫ u˜
u
η′δ(r˜ − u)aijxj (y, r˜) dr˜
)
.
We further set
B1 = −E
∫
t,x,y
∂xiφεη
′
δ(u− u˜)bi(x, u)− E
∫
t,x,y
∂yiφεη
′
δ(u˜− u)bi(y, u˜)
=: B1,1 +B1,2, (4.16)
B2 = E
∫
t,x,y
(
∂xiφε
∫ u
u˜
η′δ(r − u˜)aijxj (x, r) dr + ∂yiφε
∫ u˜
u
η′δ(r˜ − u)aijxj (y, r˜) dr˜
)
.
(4.17)
We next estimate A+ E1(u, u˜). Notice that
E1(u, u˜) =E
∫
t,x,y
∂yixjφε
∫ u
u˜
∫ r
u˜
η′′δ (r − r˜)σjkr (x, r)σikr (y, r˜) dr˜dr
=E
∫
u˜≤u
∂yixjφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη
′′
δ (r − r˜)σjkr (x, r)σikr (y, r˜) dr˜dr
+E
∫
u˜≥u
∂yixjφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη
′′
δ (r − r˜)σjkr (x, r)σikr (y, r˜) dr˜dr. (4.18)
By the definition of aij we have that
aij(x, r) + aij(y, r˜)− σikr (x, r)σjkr (y, r˜)
=
1
2
σikr (x, r)(σ
jk
r (x, r)− σjkr (y, r˜))−
1
2
σjkr (y, r˜)(σ
ik
r (x, r)− σikr (y, r˜)).
Using the fact that ∂xiyjφε = ∂xjyiφε we see that
∂xiyjφε(a
ij(x, r) + aij(y, r˜)− σikr (x, r)σjkr (y, r˜))
=
1
2
∂xiyjφε(σ
ik
r (x, r)− σikr (y, r˜))(σjkr (x, r)− σjkr (y, r˜))
.
∑
ij
|∂xiyjφε|(ε+ δβ)2 .
∑
ij
|∂xiyjφε|(ε2 + δ2β), (4.19)
where we have used (2.4) and (2.5). Consequently, by (4.15), (4.18), and (4.19) combined
with the fact that ∣∣∣∣∫ u
u˜
∫ u
u˜
η′′δ (r − r˜) dr˜dr
∣∣∣∣ ≤ 2|u˜− u|, (4.20)
we obtain
A+ E1(u, u˜)
. E
∫
t,x,y
ε2
∑
ij
|∂xiyjφε||u(t, x) − u˜(t, y)|+ E
∫
t,x,y
δ2β
∑
ij
|∂xiyjφε||u(t, x) − u˜(t, y)|
NONLINEAR DIFFUSION EQUATIONS WITH NONLINEAR GRADIENT NOISE 17
. E
∫
t,x,y
ε2
∑
ij
|∂xiyjφε||u(t, x) − u˜(t, y)|+ δ2βε−2E(‖u‖L1(QT ) + ‖u˜‖L1(QT )),
(4.21)
where we have used Assumption 2.3. We proceed with an estimate for B2+E2(u, u˜)+E4(u, u˜).
Using the fact that ∂xiφε = −∂yiφε we get
B2 =E
∫
u˜≤u
∂xiφε
∫ u
u˜
∫ u
u˜
Iζ≤rη
′′
δ (r − r˜)
(
aijxj (x, r)− aijxj (y, r˜)
)
drdr˜
+E
∫
u˜≥u
∂xiφε
∫ u˜
u
∫ u˜
u
Iζ≥rη
′′
δ (r − r˜)
(
aijxj (x, r)− aijxj (y, r˜)
)
drdr˜. (4.22)
By (2.4) and (2.5) we have
|aijxj(x, r)− aijxj(y, r˜)| . |r − r˜|β + |x− y|. (4.23)
Again, using the fact that ∂xiφε = −∂yiφε and relabelling i↔ j in E4(u, u˜), gives
E2(u, u˜) + E4(u, u˜)
=E
∫
t,x,y
∂xiφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σikr (y, r˜)σjkrxj(x, r) dr˜dr
−E
∫
t,x,y
∂xiφε
∫ u
u˜
∫ u˜
r
η′′δ (r˜ − r)σjkryj(y, r˜)σikr (x, r) dr˜dr
=E
∫
u˜≤u
∫ u
u˜
∫ u
u˜
Ir˜≤rη
′′
δ (r − r˜)∂xiφε
(
σikr (x, r)σ
jk
ryj (y, r˜)− σikr (y, r˜)σjkrxj(x, r)
)
dr˜dr
+E
∫
u˜≥u
∫ u˜
u
∫ u˜
u
Ir˜≥rη
′′
δ (r − r˜)∂xiφε
(
σikr (x, r)σ
jk
ryj (y, r˜)− σikr (y, r˜)σjkrxj(x, r)
)
dr˜dr.
(4.24)
By (2.4) and (2.5) again we have∣∣∣σikr (x, r)σjkryj (y, r˜)− σikr (y, r˜)σjkrxj (x, r)∣∣∣ . |r − r˜|β + |x− y|. (4.25)
By adding (4.22) and (4.24) and using (4.23), (4.25), and (4.20), we obtain
B2 + E2(u, u˜) + E4(u, u˜)
. E
∫
t,x,y
δβ
∑
i
|∂xiφε||u(t, x)− u˜(t, y)| + E
∫
t,x,y
ε
∑
i
|∂xiφε||u(t, x) − u˜(t, y)|
. δβε−1E(‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
ε
∑
i
|∂xiφε||u(t, x)− u˜(t, y)|. (4.26)
We proceed with the estimation of B1 + E3(u, u˜) + E7(u, u˜). Recall that B1 = B1,1 + B1,2,
see (4.16). Using the fact that ∂yiφε = −∂xiφε and the definition of bi, we see that
E3(u, u˜) +B1,1
= E
∫
t,x,y
∂yiφε
∫ u˜
u
η′′δ (r˜ − u)σikr (y, r˜)σjkxj (x, u) dr˜ − E
∫
t,x,y
∂xiφεη
′
δ(u− u˜)bi(x, u)
= E
∫
t,x,y
∂xiφε
∫ u˜
u
η′′δ (r − u)σjkxj (x, u)
(
σikr (x, u) − σikr (y, r)
)
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Using this, (2.5), and ∫
R
η′′(r˜ − u) dr˜ ≤ 2, (4.27)
we see that
E3(u, u˜) +B1,1
. δβε−1E(1 + ‖u‖L1(QT )) + E
∫
t,x,y
∂xiφε
∫ u˜
u
η′′δ (r − u)σjkxj (x, u)
(
σikr (x, u)− σikr (y, u)
)
dr
= δβε−1E(1 + ‖u‖L1(QT )) + E
∫
t,x,y
∂xiφεη
′
δ(u˜− u)σjkxj (x, u)
(
σikr (x, u)− σikr (y, u)
)
= δβε−1E(1 + ‖u‖L1(QT )) + E
∫
t,x,y
∂xiφεη
′
δ(u˜− u)σjkxj (x, u)(xl − yl)
∫ 1
0
σikrxl(y + θ(x− y), u) dθ.
Similarly,
E7(u, u˜) +B1,2
.δβε−1E(1 + ‖u˜‖L1(QT ))− E
∫
t,x,y
∂yiφεη
′
δ(u˜− u)σjkxj (y, u˜)(yl − xl)
∫ 1
0
σikrxl(x+ θ(y − x), u˜) dθ.
Using the relation ∂xiφε = −∂yiφε, we obtain
E3(u, u˜) + E7(u, u˜) +B1
.δβε−1E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
∂xiφεη
′
δ(u˜− u)(xl − yl)
×
(
σjkxj (x, u)
∫ 1
0
σikrxl(y + θ(x− y), u) dθ − σjkxj (y, u˜)
∫ 1
0
σikrxl(x+ θ(y − x), u˜) dθ
)
.δβε−1E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
|∂xiφε||xl − yl|
×
∣∣∣∣σjkxj (x, u)∫ 1
0
σikrxl(y + θ(x− y), u) dθ − σjkxj (y, u˜)
∫ 1
0
σikrxl(x+ θ(y − x), u˜) dθ
∣∣∣∣ .
(4.28)
By (2.12) and (2.4) we have∣∣∣∣σjkxj (x, u)∫ 1
0
σikrxl(y + θ(x− y), u) dθ − σjkxj (y, u˜)
∫ 1
0
σikrxl(x+ θ(y − x), u˜) dθ
∣∣∣∣
.ε(1 + |u|+ |u˜|) +
∣∣∣σjkxj (x, u)σikrxl(x, u)− σjkxj (y, u˜)σikrxl(y, u˜)∣∣∣ . (4.29)
By (2.6) we have ∣∣∣σjkxj (x, u)σikrxl(x, u) − σjkxj (y, u˜)σikrxl(y, u˜)∣∣∣
.
∣∣∣σjkxj (x, u)σikrxl(x, u) − σjkxj (y, u)σikrxl(y, u)∣∣∣ + |u− u˜|
. (εκ¯ + ε)(1 + |u˜|) + |u− u˜|, (4.30)
where for the last inequality we have used (2.4), (2.12), and (2.13). Combining (4.28), (4.29),
and (4.30), we obtain
E3(u, u˜) + E7(u, u˜) +B1
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.(δβε−1 + ε+ εκ¯)E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT )) + E
∫
t,x,y
ε
∑
i
|∂xiφε| |u− u˜| .
(4.31)
We proceed with the estimation of the remaining terms. By (2.4) and (4.27) we have
E5(u, u˜) =− E
∫
t,x,y
φε
∫ u
u˜
∫ u˜
r
η′′δ (r − r˜)σikryi(y, r˜) drσjkrxj (x, r) dζ
. E
∫
t,x,y
φε|u− u˜|. (4.32)
Also,
E6(u, u˜) =E
∫
t,x,y
φε
∫ u˜
u
η′′δ (r − u)σikrxi(y, r) drσjkxj (x, u)
.δβE(1 + ‖u‖L1(QT )) + E
∫
t,x,y
φεη
′
δ(u˜− u)σikrxi(y, u)σjkxj (x, u).
Similarly,
E8(u, u˜) . δβE(1 + ‖u˜‖L1(QT )) + E
∫
t,x,y
φεη
′
δ(u− u˜)σjkxj (y, u˜)σikrxi(x, u˜).
Hence,
E6(u, u˜) + E8(u, u˜) . δβE(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT ))
+ E
∫
t,x,y
φε|σikrxi(y, u)σjkxj (x, u) − σjkxj (y, u˜)σikrxi(x, u˜)|
. (δβ + ε+ εκ¯)E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT ))
+ E
∫
t,x,y
φε|u− u˜|. (4.33)
It only remains to estimate the term
Cf :=E
∫
t,x,y
(
η′δ(u− u˜)f ixi(x, u)φε − [f irxi , δ](x, u, u˜)φε − [f ir, δ](x, u, u˜)∂xiφε
)
+E
∫
t,x,y
(
η′δ(u˜− u)f ixi(y, u˜)φε − [f irxi , δ](y, u˜, u)φε − [f ir, δ](y, u˜, u)∂yiφε
)
.
By Remark 3.1, (4.10), and the relation ∂xiφε = −∂yiφε, we get
E
∫
t,x,y
(−[f irxi , δ](x, u, u˜)φε − [f ir, δ](x, u, u˜)∂xiφε)
+E
∫
t,x,y
(−[f irxi , δ](y, u˜, u)φε − [f ir, δ](y, u˜, u)∂yiφε)
=E
∫
u˜≤u
∂xiφε
∫ u
u˜
∫ u
u˜
Ir˜≤rη
′′
δ (r˜ − r)
(
f ir(y, r˜)− f ir(x, r)
)
dr˜dr
+E
∫
u˜≥u
∂xiφε
∫ u
u˜
∫ u
u˜
Ir˜≥rη
′′
δ (r˜ − r)
(
f ir(y, r˜)− f ir(x, r)
)
dr˜dr
−E
∫
t,x,y
φε
(∫ u
u˜
η′δ(u˜− r)f irxi(x, r) dr +
∫ u
u˜
η′δ(u− r˜)f irxi(y, r˜) dr˜
)
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. E
∫
t,x,y
(
(ε+ δβ)
d∑
i=1
|∂xiφε||u− u˜|+ φε|u− u˜|
)
,
where for the last inequality we have used (2.7) and (2.9). Moreover, we have
E
∫
t,x,y
η′δ(u− u˜)
(
f ixi(x, u)− f ixi(y, u˜)
)
φε
. εβ˜(1 + E‖u‖L1(QT )) + E
∫
t,x,y
|u− u˜|φε,
where we have used (2.9) and (2.8). Consequently,
Cf . (ε
β˜ + δβε−1)E(1 + ‖u‖L1(QT ) + ‖u˜‖L1(QT ))
+ E
∫
t,x,y
(
ε
d∑
i=1
|∂xiφε||u− u˜|+ φε|u− u˜|
)
.
Hence, by the above inequality combined with (4.9), (4.21), (4.26), (4.31), (4.32), and
(4.33), we obtain for all ε, δ ∈ (0, 1)
−E
∫
t,x,y
ηδ(u− u˜)∂tφε
. C(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫
t,x,y
ε2
∑
ij
|∂xiyjφε||u− u˜|+ E
∫
t,x,y
ε
∑
i
|∂xiφε||u− u˜|+ E
∫
t,x,y
φε|u− u˜|,
with
C(ε, δ, λ) :=
(
δβ + δ2βε−2 + δβε−1 + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2 + εβ˜ + εκ¯),
which by virtue of ∣∣∣∣E ∫
t,x,y
ηδ(u− u˜)∂tφε − E
∫
t,x,y
|u− u˜|∂tφε
∣∣∣∣ . δ,
gives
−E
∫
t,x,y
|u− u˜|̺ǫ∂tϕ
. C(ε, δ, λ)E(1 + ‖u‖m+1
Lm+1(QT )
+ ‖u˜‖m+1
Lm+1(QT )
)
+ ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫
t,x,y
ε2
∑
ij
|∂xiyj̺ε|ϕ|u− u˜|+ E
∫
t,x,y
ε
∑
i
|∂xi̺ε|ϕ|u− u˜|
+ E
∫
t,x,y
̺εϕ|u− u˜|. (4.34)
Let s, t ∈ (0, T ), with s < t, be Lebesgue points of the function
t 7→ E
∫
x,y
|u(t, x)− u˜(t, y)|̺ε(x− y),
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and fix some γ > 0 such that γ < t − s and t + γ < T . We now make use of the freedom
of choosing ϕ: choose in (4.34) ϕ = ϕn ∈ C∞c ((0, T )) obeying the bound ‖ϕn‖L∞([0,T ]) ∨
‖∂tϕn‖L1([0,T ]) ≤ 1, such that
lim
n→∞
‖ϕn − ζ‖W 12 ((0,T )) = 0,
where ζ : [0, T ] → R is such that ζ(0) = 0 and ζ ′ = γ−1Is,s+γ − γ−1It,t+γ . After letting
n→∞ we obtain
1
γ
E
∫ t+γ
t
∫
x,y
|u(r, x) − u˜(r, y)|̺ε(x− y) dr
− 1
γ
E
∫ s+γ
s
∫
x,y
|u(r, x) − u˜(r, y)|̺ε(x− y) dr
. C(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫ t+γ
0
∫
x,y
ε2
∑
ij
|∂xiyj̺ǫ(x− y)||u(s, x) − u˜(s, y)| ds
+ E
∫ t+γ
0
∫
x,y
ε
∑
i
|∂xi̺ǫ(x− y)||u(s, x) − u˜(s, y)| + |̺ǫ(x− y)||u(s, x)− u˜(s, y)| ds,
(4.35)
which, after letting γ ↓ 0, gives
E
∫
x,y
|u(t, x)− u˜(t, y)|̺ε(x− y)− E
∫
x,y
|u(s, x)− u˜(s, y)|̺ε(x− y) .M,
where M is the right hand side of (4.35) with γ = 0 Notice that the above inequality holds
for almost all s ≤ t. After averaging over s ∈ (0, γ) for some γ > 0 we obtain
E
∫
x,y
|u(t, x) − u˜(t, y)|̺ε(x− y)
≤M + 1
γ
E
∫ γ
0
∫
x,y
|u(s, x)− u˜(s, y)|̺ε(x− y) ds.
Letting γ → 0, we obtain by virtue of Lemma 3.3,
E
∫
x,y
|u(t, x)− u˜(t, y)|̺ε(x− y) ≤M + E
∫
x,y
|ξ(x)− ξ˜(y)|̺ε(x− y). (4.36)
We now prove (ii). We integrate (4.36) over t ∈ (0, s) for some s ≤ T and we get
E
∫ s
0
∫
x,y
|u(t, x)− u˜(t, y)|̺ε(x− y) dt
. TE
∫
x
|ξ(x) − ξ˜(x)| + T sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
+ TC(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ Tε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ E
∫ s
0
∫ t
0
∫
x,y
ε2
∑
ij
|∂xiyj̺ǫ(x− y)||u(ζ, x) − u˜(ζ, y)| dζdt
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+ E
∫ s
0
∫ t
0
∫
x,y
ε
∑
i
|∂xi̺ǫ(x− y)||u(ζ, x)− u˜(ζ, y)|+ |̺ǫ(x− y)||u(ζ, x) − u˜(ζ, y)| dζdt.
(4.37)
Then, notice that for an approximation of the identity ̺ε we have∣∣∣E ∫
t,x
|u(t, x) − u˜(t, x)| − E
∫
t,x,y
|u(t, x)− u˜(t, y)|̺ε(x− y)
∣∣∣
≤ E
∫
t,x,y
|u(t, x)− u(t, y)|̺ε(x− y).
Moreover, notice that ε|∂xi̺ε| and ε2|∂xixj̺ε| are also approximations of the identity (up to
a constant). From these observations, we obtain by virtue of (4.37) and Lemma 3.4
E
∫ s
0
∫
x
|u(t, x)− u˜(t, x)| dt
. E
∫
x
|ξ(x)− ξ˜(x)|+ sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
+ C(ε, δ, λ)E(1 + ‖u‖m+1Lm+1(QT ) + ‖u˜‖
m+1
Lm+1(QT )
)
+ ε−2
(
E‖I|u|≥Rλ(1 + |u|)‖mLm(QT ) + E‖I|u˜|≥Rλ(1 + |u˜|)‖mLm(QT )
)
+ ε
2
m+1
(
1 + E‖∇[a](u)‖L1(QT )
)
+ E
∫ s
0
∫ t
0
∫
x
|u(ζ, x)− u˜(ζ, x)| dζdt.
Gronwall’s lemma leads to (ii). In order to prove (i), we choose in (4.36) λ = 0 and Rλ =∞
(recall the definition of M) to obtain
E
∫
x,y
|u(t, x)− u˜(t, y)|̺ε(x− y)
. E
∫
x,y
|ξ(x) − ξ˜(y)|̺ε(x− y)
+ C(ε, δ)E(1 + ‖u‖m+1
Lm+1(QT )
+ ‖u˜‖m+1
Lm+1(QT )
)
+ E
∫ t
0
∫
x,y
ε2
∑
ij
|∂xiyj̺ǫ(x− y)||u(s, x) − u˜(s, y)| ds
+ E
∫ t
0
∫
x,y
ε
∑
i
|∂xi̺ǫ(x− y)||u(s, x)− u˜(s, y)|+ ̺ǫ(x− y)|u(s, x) − u˜(s, y)| ds,
(4.38)
with
C(ε, δ) =
(
δβ + δ2βε−2 + δβε−1 + ε2κ¯δ−1 + ε−2δ2α + εβ˜ + εκ¯).
We now choose ν ∈ ((m ∧ 2)−1, κ¯) such that 2βν > 1 (recall that β ∈ (2κ¯)−1, 1]) and
α < 1 ∧ (m/2) such that −2 + (2α)(2ν) > 0. Setting δ = ε2ν then yields C(ε, δ) → 0 as
ε → 0. Consequently, by letting ε → 0 in (4.38) and using the continuity of translations in
L1 we obtain
E‖u(t)− u˜(t)‖L1(Td) . E‖ξ − ξ˜‖L1(Td) +
∫ t
0
E‖u(s)− u˜(s)‖L1(Td) ds.
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The above relation holds for almost all t ∈ [0, T ]. Hence, (4.1) follows by Gronwall’s lemma.

5. Approximations
In Section 4 we showed that if we have two entropy solutions of equation (2.1) with
the same initial condition, then they coincide provided that one of them satisfies the (⋆)-
property. Hence, in order to conclude the existence and uniqueness of entropy solutions, it
suffices to show the existence of an entropy solution possessing the (⋆)-property. To do so,
we use a vanishing viscosity approximation. In order to prove the strong (probabilistically)
existence of solutions for the approximating equations, we use a technique from [GK96],
where a characterization of the convergence in probability is used to show that weak existence
combined with strong uniqueness implies strong existence. This has been used in the past in
the context of SPDEs (see [Hof13, GH18] and the references therein). For the proof of the
following Proposition see [DGG18, Proposition 5.1].
Proposition 5.1. Let Φ satisfy Assumption 2.2 (a) with a constant K ≥ 1. Then, for
all n there exists an increasing function Φn ∈ C∞(R) with bounded derivatives, satisfying
Assumption 2.2 (a) with constant 3K, such that an(r) ≥ 2/n, and
sup
|r|≤n
|a(r)− an(r)| ≤ 4/n. (5.1)
Let Φn be as above and set
ξn := (−n) ∨ (ξ ∧ n). (5.2)
Definition 5.2. An L2-solution of equation Π(Φn, ξn) is a continuous L2(T
d)-valued process
un, such that un ∈ L2(ΩT ,W 12 (Td)), ∇Φn(un) ∈ L2(ΩT , L2(Td)), and the equality
(un(t, ·), φ) = (ξn, φ)−
∫ t
0
(∇Φn(un(s, ·)),∇φ) + (aij(u)∂xju+ bi(u) + f i(u), ∂xiφ) ds
−
∫ t
0
(σk(·, un(s, ·)),∇φ) dβks
holds for all φ ∈ C∞(Td), almost surely for all t ∈ [0, T ].
If un is an L2-solution of Π(Φn, ξn), then the following estimates hold (see Lemma A.1 in
the Appendix)
E sup
t≤T
‖un‖pL2(Td) + E‖∇[an](un)‖
p
L2(QT )
≤ N(1 + E‖ξn‖pL2(Td)), (5.3)
E sup
t≤T
‖un‖m+1Lm+1(Td) + E‖∇Φn(un)‖
2
L2(QT )
≤ N(1 + E‖ξn‖m+1Lm+1(Td)), (5.4)
where the constant N depends only on N0, N1,K, T, d, p and m (but not on n ∈ N). Notice
that |ξn| is bounded by n, which implies that the right hand side of the above inequalities is
finite. Moreover, by construction of ξn one concludes that for all p ≥ 2
E sup
t≤T
‖un‖pL2(Td) + E‖∇[an](un)‖
p
L2(QT )
≤ N(1 + E‖ξ‖p
L2(Td)
), (5.5)
E sup
t≤T
‖un‖m+1Lm+1(Td) + E‖∇Φn(un)‖
2
L2(QT )
≤ N(1 + E‖ξ‖m+1
Lm+1(Td)
). (5.6)
with N depending only on N0, N1,K, T, d, p and m. Finally, since an ≥ 2/n > 0, we have
|∇un| ≤ N(n)|∇[an](un)|, and so by (5.5), we have the (n-dependent) bound
E‖∇un‖pL2(QT ) <∞. (5.7)
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Lemma 5.3. For each n ∈ N, let un be an L2-solution of Π(Φn, ξn). Then, un has the
(⋆)-property. If in addition ‖ξ‖L2(Td) has moments of order 4, then the constant N in (3.5)
is independent of n.
Proof. Fix θ > 0 small enough so that (3.6) holds. To ease notation we drop the lower index
in Fθ. We proceed by two approximations: first, as in Corollary 3.9 (ii), the substitution of
un(t, x) into F (t, x, ·) is smoothed, and second, un is regularised.
For a function f ∈ L2(Td) let f (γ) := (ργ)⊗d∗f denote its mollification. Then, u(γ)n satisfies
(pointwise) the equation
du(γ)n = ∆(Φn(un))
(γ) + ∂xi(a
i,j(un)∂xjun + b
i(un) + f
i(un))
(γ) dt
+ ∂xi(σ
ik(un))
(γ) dβk(t). (5.8)
We note that∣∣∣E ∫
t,x,a
F (t, x, a)ρλ(un(t, x)− a)− E
∫
t,x,a
F (t, x, a)ρλ(u
(γ)
n (t, x)− a)
∣∣∣
=
∣∣∣E ∫
t,x,a
(
F (t, x, a) − F (t, x, a + u(γ)n (t, x)− un(t, x))
)
ρλ(un(t, x)− a)
∣∣∣
≤ N
(
E‖un − u(γ)n ‖2L1(QT )
)1/2 (
E‖∂aF‖2L∞(QT×R)
)1/2 → 0, (5.9)
as γ → 0. By (3.6) we have EF (t, x, a)X = 0 for any Ft−θ-measurable bounded random
variable X. Hence,
EF (t, x, a)ρλ(u
(γ)
n (t, x)− a)
= EF (t, x, a)[ρλ(u
(γ)
n (t, x) − a)− ρλ(u(γ)n (t− θ, x)− a)].
By (5.8) and Itoˆ’s formula one has∫
t,x,a
F (t, x, a)
(
ρλ(u
(γ)
n (t, x) − a)− ρλ(u(γ)n (t− θ, x)− a)
)
=
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)∆(Φn(un))(γ) ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)∂xi(aij(x, un)∂xjun(s, x) + bi(x, un))(γ) ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)∂xi(σik(x, un))(γ) dβk(s)
+
∫
t,x,a
F (t, x, a)
1
2
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
∞∑
k=1
|∂xi(σik(x, un))(γ)|2 ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)(∂xif i(x, un))(γ) ds
=: C
(1)
λ,γ + C
(2)
λ,γ +C
(3)
λ,γ + C
(4)
λ,γ + C
(5)
λ,γ . (5.10)
By (3.6) and integration by parts (in x) we have
−C(1)λ,γ =
∫
t,x,a
It>θ
∫ t
t−θ
∇xF (t, x, a)ρ′λ(u(γ)n (s, x)− a) · ∇(Φn(un))(γ)
+ F (t, x, a)ρ′′λ(u
(γ)
n (s, x)− a)∇u(γ)n (s, x) · ∇(Φn(un))(γ) ds
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=: C
(11)
λ,γ + C
(12)
λ,γ .
After integration by parts with respect to a, by the Cauchy-Schwarz inequality, inequalities
(3.1), (5.4) and Lemma 3.8, we have
E|C(11)λ,γ | = E
∣∣ ∫
t,x,a
It>θ
∫ t
t−θ
∇x∂aF (t, x, a)ρλ(u(γ)n (s, x)− a) · ∇(Φn(un))(γ) ds
∣∣
≤ Nθ
(
E‖∇x∂aF‖2L∞(QT×R)
)1/2 (
E‖∇Φn(un)‖2L1(QT )
)1/2
≤ N(n)θ1−µ. (5.11)
Similarly, this time integrating by parts twice in a we have for all sufficiently small θ ∈ (0, 1)
E|C(12)λ,γ | ≤ Nθ1−µ
(
E‖∇u(γ)n · ∇(Φn(un))(γ)‖
m+1
m
L1(QT )
) m
m+1
.
To bound the right-hand side, note that by (5.7), ∇u(γ)n → ∇un in Lp(Ω;L2(QT )), for any
p, and by (5.6), ∇(Φn(un))(γ) → ∇Φn(un) in L2(Ω;L2(QT )). Therefore, by (5.3)
lim
γ→0
E‖∇u(γ)n · ∇(Φn(un))(γ)‖
m+1
m
L1(QT )
= E‖∇un · ∇Φn(un)‖
m+1
m
L1(QT )
= E‖∇[an](un)‖
2(m+1)
m
L2(QT )
≤ N(n). (5.12)
Together with (5.11), we therefore get
lim sup
γ→0
E|C(1)λ,γ | ≤ N(n)θ1−µ. (5.13)
We now estimate C
(2)
λ,γ + C
(4)
λ,γ . After integrating by parts in x we have
C
(2)
λ,γ + C
(4)
λ,γ =
−
∫
t,x,a
∂xiF (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)(aij(x, un)∂xjun(s, x) + bi(x, un) + f i(x, un))(γ) ds
+
∫
t,x,a
F (t, x, a)
1
2
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
∞∑
k=1
|(σikxi(x, un))(γ)|2 ds
−
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)∂xi(un)(γ)(aij(x, un)∂xjun(s, x) + bi(x, un))(γ) ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
1
2
∞∑
k=1
|(σikr (x, u)∂xiu)(γ)|2 ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
∞∑
k=1
(σikr (x, u)∂xiu)
(γ)(σjkxj (x, u))
(γ) st
Hence,
lim sup
γ→0
E|C(2)λ,γ + C(4)λ,γ |
≤ E
∣∣∣∣∫
t,x,a
∂xiF (t, x, a)
∫ t
t−θ
ρ′λ(un(s, x)− a)(aij(x, un)∂xjun(s, x) + bi(x, un)) ds
∣∣∣∣
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+ E
∣∣∣∣∣
∫
t,x,a
∂aaF (t, x, a)
1
2
∫ t
t−θ
ρλ(un(s, x)− a)
∞∑
k=1
|σikxi(x, un)|2 ds
∣∣∣∣∣ . (5.14)
Using the identity
ρ′λ(un − a)aij(x, un)∂xjun
=∂xj [a
ijρ′λ(· − a)](x, un)− [aijxjρ′λ(· − a)](x, un),
integration by parts (in x and a), as well as the linear growth of σxi , b
i and the boundedness
of aij, aijxj , one derives similarly to (5.11) the estimate
lim sup
γ→0
E|C(2)λ,γ + C(4)λ,γ | ≤ Nθ1−µ(1 + E‖un‖4L2(QT ))1/2 ≤ N(n)θ1−µ. (5.15)
We continue with an estimate for C
(5)
λ,γ . We have
lim sup
γ→0
E|C(5)λ,γ | ≤ E
∣∣∣∣∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(un − a)(f ir(x, un)∂xiu+ f ixi(un))
∣∣∣∣
≤ E
∣∣∣∣∫
t,x,a
∂aF (t, x, a)
∫ t
t−θ
ρλ(un − a)(f ir(x, un)∂xiu+ f ixi(un))
∣∣∣∣
≤ E
∣∣∣∣∫
t,x,a
∂xi∂aF (t, x, a)
∫ t
t−θ
[f irρλ(· − a)]
∣∣∣∣
+ E
∣∣∣∣∫
t,x,a
∂aF (t, x, a)
∫ t
t−θ
[(f ixi − f irxi)ρλ(· − a)]
∣∣∣∣
≤ Nθ1−µ(1 + E‖un‖2L2(QT ))1/2 ≤ N(n)θ1−µ (5.16)
Next, we estimate C
(3)
λ,γ . By Itoˆ’s isometry
EC
(3)
λ,γ = E
∫
a,t,x,y
∫ t
t−θ
(
h(u˜− a)σikyi (y, u˜)φθ
−
(
[σikrxih(· − a)](y, u˜)φθ + [σikr h(· − a)](y, u˜)∂yiφθ
))
ρ′λ(u
(γ)
n (s, x)− a)∂xj (σjk(x, un))(γ) ds.
Using Remark 3.1 and letting γ → 0 gives
lim
γ→0
EC
(3)
λ,γ =− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikr (y, r˜) dr˜∂yiφθρ′λ(un − a)σjkr (x, un)∂xjun
− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikr (y, r˜) dr˜∂yiφθρ′λ(un − a)σjkxj (x, un)
− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikryi(y, r˜) dr˜φθρ′λ(un − a)σjkr (x, un)∂xjun
− E
∫
a,t,x,y
∫ u˜
a
h(r˜ − a)σikryi(y, r˜) dr˜φθρ′λ(un − a)σjkxj (x, un)
+ E
∫
a,t,x,y
h(u˜− a)φθσikyi (y, u˜)ρ′λ(un − a)σjkr (x, un)∂xjun
+ E
∫
a,t,x,y
h(u˜− a)φθσikyi (y, u˜)ρ′λ(un − a)σjkxj (x, un)
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=
6∑
i=1
Di.
By integration by parts we get
D1 +D3 =+ E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜∂yiφθρλ(un − a)σjkr (x, un)∂xjun
+ E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜φθρλ(un − a)σjkr (x, un)∂xjun
=− E
∫
a,t,x,y
∂xjyiφθ
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkr (x, r)dr
− E
∫
a,t,x,y
∂yiφθ
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkrxj (x, r)dr
− E
∫
a,t,x,y
∂xjφθ
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkr (x, r) dr
− E
∫
a,t,x,y
φθ
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜
∫ un
u˜
ρλ(r − a)σjkrxj(x, r) dr.
Similarly
D2 +D4 =E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikr (y, r˜) dr˜∂yiφθρλ(un − a)σjkxj (x, un)
+E
∫
a,t,x,y
∫ u˜
a
h′(r˜ − a)σikryi(y, r˜) dr˜φθρλ(un − a)σjkxj (x, un),
and
D5 =− E
∫
a,t,x,y
h′(u˜− a)φθσikyi (y, u˜)ρλ(un − a)σjkr (x, un)∂xjun
=E
∫
a,t,x,y
∂xjφθh
′(u˜− a)σikyi (y, u˜)
∫ un
u˜
ρλ(r − a)σjkr (x, r) dr
+E
∫
a,t,x,y
φθh
′(u˜− a)σikyi (y, u˜)
∫ un
u˜
ρλ(r − a)σjkrxj (x, r) dr.
Hence, one easily sees that
lim
λ→0
lim
γ→0
EC
(3)
λ,γ = E(un, u˜, θ), (5.17)
where E is defined in (3.4). Putting all of (3.17), (5.9), (5.10), (5.13), (5.15), (5.16), and
(5.17) together, we conclude
E
∫
t,x
F (t, x, un(t, x)) ≤ lim sup
λ→0
lim sup
γ→0
E|C(1)λ,γ |+ lim sup
λ→0
lim sup
γ→0
E
(|C(2)λ,γ + C(4)λ,γ |)
+ lim sup
λ→0
lim sup
γ→0
E|C(5)λ,γ |+ limλ→0 limγ→0EC
(3)
λ,γ
≤ N(n)θ1−µ + E(un, u˜, θ),
as claimed. Moreover, if E‖ξ‖4
L2(Td)
< ∞, then by virtue of (5.5) and (5.6) it is clear that
in (5.11), (5.12), (5.15), (5.16) we can choose N independent of n ∈ N, which completes the
proof. 
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Proposition 5.4. Suppose Assumptions 2.3-2.2 hold. Then, for each n ∈ N, equation
Π(Φn, ξn) has a unique L2-solution un.
Proof. We fix n ∈ N, and since n is fixed, in order to ease the notation we drop the n-
dependence and we relabel Φ¯ := Φn, ξ¯ := ξn, (Φn is given in Proposition 5.1 and ξn is given
in (5.2)) and we are looking for a solution u. Let (ek)
∞
k=1 ⊂ C∞(Td) be an orthonormal basis
of L2(T
d) consisting of eigenvectors of (I −∆), and let Πl : W−12 → Vl := span{e1, ..., el} be
the projection operator, that is, for v ∈W−12
Πlv :=
l∑
i=1
W−12
〈v, ei〉W 12 ei.
Then, the Galerkin approximation
dul = Πl
(
∆Φ¯(ul) + ∂xi
(
aij(ul)∂xjul + b
i(ul) + f
i(ul)
))
dt
+Πl∂xiσ
ik(ul) dβ
k(t)
u(0) = Πlξ¯,
(5.18)
is an equation on Vl with locally Lipschitz continuous coefficients having linear growth.
Consequently, it admits a unique solution ul, for which we have
ul ∈ L2(ΩT ;W 12 (Td)) ∩ L2(Ω;C([0, T ];L2(Td)).
After applying Itoˆ’s formula for the function u 7→ ‖u‖2
L2(Td)
, for p ≥ 2, after standard
arguments (see for example the proof of Lemma A.1 in the Appendix) one obtains
E
∫ T
0
‖ul‖2W 12 (Td) dt ≤ N(1 + E‖ξ¯‖
2
L2(Td)
), (5.19)
and for all p ≥ 2
E sup
t≤T
‖ul(t)‖pL2(Td) ≤ N(1 + E‖ξ¯‖
p
L2(Td)
). (5.20)
In these inequalities the constant N is independent of l ∈ N. In W−12 (Td) we have almost
surely, for all t ∈ [0, T ]
ul(t) = Πlξ¯ +
∫ t
0
Πl
(
∆Φ¯(ul) + ∂xi
(
aij(ul)∂xjul + b
i(ul) + f
i(u)
))
ds
+
∫ t
0
Πl∂xiσ
ik(ul) dβ
k(s)
= J1l + J
2
l (t) + J
3
l (t).
By Sobolev’s embedding theorem and (5.19) combined with the boundedness of aij and the
linear growth of bi and f i we get
sup
l
E‖J2l ‖2W 1/34 ([0,T ];W−12 (Td)) ≤ supl
E‖J2l ‖2W 12 ([0,T ];W−12 (Td)) <∞.
By [FG95, Lemma 2.1], the linear growth of σ and (5.20) we have
sup
l
E‖J3l ‖pWαp ([0,T ];W−12 (Td)) <∞
for all α ∈ (0, 1/2) and p ≥ 2. By these two estimates and by (5.19) we obtain
sup
l
E(‖ul‖W 1/34 ([0,T ];W−12 (Td))∩L2([0,T ];W 12 (Td))) <∞.
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By virtue of [FG95, Theorem 2.1 and Theorem 2.2] one can easily see that the embedding
W
1/3
4 ([0, T ];W
−1
2 (T
d)) ∩ L2([0, T ];W 12 (Td))
→֒ X := L2([0, T ];L2(Td)) ∩ C([0, T ];W−22 (Td))
is compact. It follows that for any sequences (lq)q∈N, (l¯q)q∈N, the laws of (ulq , ul¯q ) are tight
on X × X . Let us set
β(t) =
∞∑
k=1
1√
2k
βk(t)ek,
where (ek)
∞
k=1 is the standard orthonormal basis of l2. By Prokhorov’s theorem, there exists
a (non-relabelled) subsequence (ulq , ul¯q ) such that the laws of (ulq , ul¯q , β) on Z := X × X ×
C([0, T ]; l2) are weakly convergent. By Skorohod’s representation theorem, there exist Z-
valued random variables (uˆ, uˇ, β˜), (ûlq ,
̂
ul¯q , β˜q), q ∈ N, on a probability space (Ω˜, F˜ , P˜) such
that in Z, P˜-almost surely
(ûlq ,
̂
ul¯q , β˜q)→ (uˆ, uˇ, β˜), (5.21)
as l→∞, and for each q ∈ N, as random variables in Z
(ûlq ,
̂
ul¯q , β˜q)
d
= (ulq , ul¯q , β). (5.22)
Moreover, upon passing to a non-relabelled subsequene, we may assume that
(ûlq ,
̂
ul¯q )→ (uˆ, uˇ), for almost all (ω˜, t, x). (5.23)
Let (F˜t)t∈[0,T ] be the augmented filtration of Gt := σ(uˆ(s), uˇ(s), β˜(s); s ≤ t), and let β˜k(t) :=√
2k(β˜(t), ek)l2 . It is easy to see that β˜
k, k ∈ N, are independent, standard, real-valued F˜t-
Wiener processes. Indeed, they are F˜t-adapted by definition and they are independent since
βk are. We only have to show that they are F˜t-Wiener processes. Let us fix s < t and let V
be a bounded continuous function on C([0, s];W−22 (T
d))× C([0, s];W−22 (Td))× C([0, s]; l2).
For each l ∈ N we have
E˜(β˜kq (t)− β˜kq (s))V (ûlq |[0,s],
̂
ul¯q |[0,s], β˜q|[0,s])
=E(β˜k(t)− β˜k(s))V (ulq |[0,s], ul¯q |[0,s], β|[0,s]) = 0,
which by using uniform integrability and passing to the limit q →∞ shows that β˜k(t) is a Gt-
martingale. Similarly, |βk(t)|2− t is a Gt-martingale. By continuity of β˜k(t) and |βk(t)|2− t,
and the fact that their supremum in time is integrable in ω, one can easily see that they
are also F˜t-martingales. Hence, by Le´vy’s characterization theorem (see, e.g., [KS91, p.157,
Theorem 3.16]) β˜k are F˜t-Wiener processes.
We now show that uˆ and uˇ both satisfy the equation
dv = ∆Φ¯(v) + ∂xi
(
aij(x, v)∂xjv + b
i(x, v) + f i(x, v)
)
dt
+ ∂xiσ
ik(x, v) dβk(t)
Notice that due to (5.19), we have
uˆ ∈ L2(Ω˜T ;W 12 (Td)).
Let us set
Mˆ(t) := uˆ(t)− uˆ(0)−
∫ t
0
(
∆Φ¯(uˆ) + ∂xi
(
aij(uˆ)∂xj uˆ+ b
i(uˆ) + f i(uˆ)
))
ds
Mˆq(t) := ûlq (t)− ûlq(0) −
∫ t
0
Πlq
(
∆Φ¯(ûlq ) + ∂xi
(
aij(ûlq)∂xj ûlq + b
i(ûlq ) + f
i(ûlq )
))
ds
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Mq(t) := ulq (t)− ulq(0) −
∫ t
0
Πlq
(
∆Φ¯(ulq ) + ∂xi
(
aij(ulq)∂xjulq + b
i(ulq ) + f
i(ulq )
))
ds.
We will show that for any φ ∈W−22 (Td) and k ∈ N, the processes
Mˆ1(t) := (Mˆ(t), φ)W−22 (Td)
,
Mˆ2(t) := (Mˆ(t), φ)2
W−22 (T
d)
−
∫ t
0
∞∑
k=1
|(∂xiσik(uˆ), φ)W−22 (Td)|
2 ds,
and
Mˆ3,k(t) := β˜k(t)(Mˆ (t), φ)W−22 (Td)
−
∫ t
0
(∂xiσ
ik(uˆ), φ)W−22 (Td)
ds
are continuous F˜t-martingales. We first show that they are continuous Gt-martingales. As-
sume for now that φ = (I − ∆)2ψ, where ψ ∈ Vlq . For, i = 1, 2, 3, let us also define the
processes Mˆ iq,M
i
q similarly to Mˆ
i, but with Mˆ , uˆ, ∂xiσ
ki(·) replaced by Mˆq, ûlq , Πlq∂xiσik(·)
and Mq, ulq , Πlq∂xiσ
ik(·), respectively. Let us fix s < t and let V be a bounded continuous
function on C([0, s];W−22 (T
d))× C([0, s]; l2). We have that
(Mq(t), φ)W−22 (Td)
=
∫ t
0
(Πlq∂xiσ
ik(ulq ), φ)W−22 (Td)
dβk(s).
It follows that M iq are continuous Ft-martingales. Hence,
EV (ulq |[0,s], ul¯q |[0,s], β|[0,s])(M iq(t)−M iq(s)) = 0,
which combined with (5.22) gives
E˜V (ûlq |[0,s],
̂
ul¯q |[0,s], β˜q|[0,s])(Mˆ iq(t)− Mˆ iq(s)) = 0. (5.24)
Next, notice that
E˜
∫ T
0
∣∣∣(Πlq∆Φ¯(ûlq )−∆Φ¯(uˆ), φ)W−22 (Td)∣∣∣ dt =E˜
∫ T
0
∣∣∣(Φ¯(ûlq )− Φ¯(uˆ),∆ψ)L2(Td) ∣∣∣ dt
.E˜
∫ T
0
‖uˆ− ûlq‖L2(Td) → 0, (5.25)
where the convergence follows from (5.21) and the fact that∫ T
0
‖ûlq − uˆ‖L2(Td) dt
are uniformly integrable on Ω (which in turn follows from (5.19)). Notice also that for
v ∈W 12 (Td) we have(
Πlq∂xj (a
ij(v)∂xiv), φ
)
W−22 (T
d)
= − (aij(v)∂xiv, ∂xjψ)L2(Td)
=
(
[aij ](v), ∂ijψ
)
L2(Td)
+
(
[aijxi ](v), ∂jψ
)
L2(Td)
.
Since [aij ](u)(x, r), [aijxi ](x, r) are Lipschitz continuous in r ∈ R uniformly in x (by Assump-
tion 2.3), we get
E˜
∫ T
0
∣∣∣Πlq (∂xj (aij(ûlq )∂xi ûlq)− ∂xj (aij(uˆ)∂xi uˆ), φ)W−22 (Td)∣∣∣ dt
.E˜
∫ T
0
‖uˆ− uˆl‖L2(Td) → 0. (5.26)
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Similarly one shows that
E˜
∫ T
0
∣∣∣(Πlq∂xi(bi(ûlq ) + f i(ûlq ))− ∂xi(bi(uˆ) + f i(uˆ)), φ)W−22 (Td)∣∣∣ dt→ 0. (5.27)
Hence, by (5.25), (5.26), (5.27), and (5.21) we see that for each t ∈ [0, T ]
(Mˆq(t), φ)W−22 (Td)
→ (Mˆ (t), φ)W−22 (Td) (5.28)
in probability. Then, one can easily verify that Mˆ iq(t)→ Mˆ i(t) in probability. Moreover, for
any φ ∈W−22 (Td) and any p ≥ 2 we have, by (5.22) and (5.20)
sup
q
E˜|(Mˆq(t), φ)W−22 (Td)|
p = sup
q
E
∣∣∣∣∫ t
0
(Πlq∂xiσ
ik(ulq), φ)W−22 (Td)
βk(s)
∣∣∣∣p
. ‖φ‖p
W−22 (T
d)
E(1 + ‖ξ¯‖p
L2(Td)
).
From this, one easily deduces that for each i = 1, 2, 3, and t ∈ [0, T ], M iq(t) are uniformly
integrable. Hence, we can pass to the limit in (5.24) to obtain
E˜V (uˆ|[0,s], uˇ|[0,s]β˜|[0,s])(Mˆ i(t)− Mˆ i(s)) = 0. (5.29)
In addition, using the continuity of Mˆ i(t) in φ, uniform integrability, and the fact that ∪q(I+
∆)2Vlq is dense in W
−2
2 (T
d), it follows that (5.29) holds also for all φ ∈W−22 (Td). Hence, for
all φ ∈W−22 (Td), Mˆ i are continuous Gt-martingales having all moments finite. In particular,
by Doob’s maximal inequality, they are uniformly integrable (in t), which combined with
continuity (in t) implies that they are also F˜t-martingales. By [Hof13, Proposition A.1] we
obtain that almost surely, for all φ ∈W−22 (Td), t ∈ [0, T ]
(uˆ(t), φ)W−22 (Td)
= (uˆ(0), φ)W−22 (Td)
+
∫ t
0
(∂xiσ
ik(uˆ), φ)W−22 (Td)
dβ˜k(s)
+
∫ t
0
(∆Φ¯(uˆ) + ∂xi(a
ij(uˆ)∂xj uˆ+ b
i(u) + f i(u)), φ)W−22 (Td)
ds.
Notice that uˆ(0)
d
= ξ¯, which implies that uˆ(0) ∈ Lm+1(Td) almost surely. Choosing φ =
(1 + ∆)2ψ for ψ ∈ C∞(Td), we obtain that for almost all (ω˜, t)
(uˆ(t), ψ)L2(Td) = (uˆ(0), ψ)L2(Td) −
∫ t
0
(
∂xiΦ¯(uˆ) + a
ij(uˆ)∂xju+ b
i(uˆ) + f i(uˆ), ∂xiψ
)
L2(Td)
ds
−
∫ t
0
(σik(uˆ), ∂xiψ)L2(Td) dβ˜
k(s).
If follows (see [KR79]) that uˆ is a continuous L2(T
d)-valued Ft-adapted process. Hence,
uˆ is an L2-solution of equation Π(Φ¯, ξˆ) (on (Ω˜, (F˜t)t, P˜) with driving noise (β˜
k)∞k=1) where
ξˆ := uˆ(0). Again, by standard arguments, for all p ≥ 2 one has the estimate
E sup
t≤T
‖uˆ(t)‖p
Lp(Td)
+ E
∫ T
0
∫
Td
|uˆ|p−2|∇uˆ|2 dxdt ≤ N(1 + E‖ξ¯‖p
L2(Td)
).
Using this and Itoˆ’s formula (see, e.g., [Kry13]) for the function
u 7→
∫
x
η(u)̺,
and Itoˆ’s product rule, one can see that uˆ is an entropy solution (on (Ω˜, (F˜t)t, P˜) with driving
noise (β˜k)∞k=1) with initial condition ξˆ := uˆ(0). In the exact same way uˇ is an L2-solution
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and an entropy solution of Π(Φ¯, ξˇ) (again, on (Ω˜, (F˜t)t, P˜) with driving noise (β˜
k)∞k=1) with
ξˇ := uˇ(0). Further, we have for δ > 0
P˜(‖ξˆ − ξˇ‖W−22 (Td) > δ) ≤ δ
−1
E˜‖ξˆ − ξˇ‖W−22 (Td)
≤ lim inf
q→∞
δ−1E˜‖ûlq (0)−
̂
ul¯q (0)‖W−22 (Td)
= lim inf
q→∞
δ−1E‖Πlq ξ¯ −Πl¯q ξ¯‖W−22 (Td) = 0.
Hence uˆ and uˇ are both entropy solutions with the same initial condition. Moreover, by
Lemma 5.3 they have the (⋆)-property. Hence, by Theorem 4.1 we conclude that uˆ = uˇ. By
[GK96, Lemma 1.1] we have that the initial sequence (ul)
∞
l=1 converges in probability in X
to some u ∈ X . Using this convergence and the uniform estimates on ul, it is then straight-
forward to pass to the limit in (5.18) and to see that the limit u is indeed an L2-solution. 
We are ready to proceed with the proof of Theorem 2.6.
6. Proof of the main theorem
Proof of Theorem 2.6. Step 1: As a first step we prove the existence of a solution having the
(⋆)-property under the auxiliary assumption that E‖ξ‖4
L2(Td)
< ∞. Let un be the solutions
of Π(Φn, ξn) constructed in Proposition 5.4. Based on Theorem 4.1 (ii), we will show that
(un)n∈N is a Cauchy sequence in L1(ΩT ;L1(T
d)). Let ε0 > 0, ν ∈ ((m ∧ 2)−1, κ¯) such that
2βν > 1 and α < 1 ∧ (m/2) such that −2 + (2α)(2ν) > 0, ε ∈ (0, 1), δ = ε2ν , n ≤ n′, and
λ = 8/n. Thanks to (5.1), we have that Rλ ≥ n. Recalling the uniform estimates (5.5), and
the triangle inequality
E‖ξn′(·)− ξn′(·+ h)‖L1(Td) ≤ E‖ξ(·)− ξ(·+ h)‖L1(Td) + 2E‖ξ − ξn′‖L1(Td),
the right-hand side of (4.2) (with u = un, u˜ = un′) is bounded by
M(ε) +NE‖ξ − ξn′‖L1(Td) +NE‖ξ − ξn‖L1(Td) +Nε−2n−2
+Nε−2E
(‖I|un|≥n(1 + |un|)‖mLm(QT ) + ‖I|un′ |≥n(1 + |un′ |)‖mLm(QT )),
where M(ε) → 0 as ε → 0. Choose ε > 0 such that M(ε) ≤ ε0. Then, we can choose n0
sufficiently large so that for n0 ≤ n ≤ n′ we have
NE‖ξ − ξn′‖L1(Td) +NE‖ξ − ξn‖L1(Td) +Nε−2n−2 ≤ ε0.
The same is true for the term
Nε−2E
(‖I|un|≥n(1 + |un|)‖mLm(QT ) + ‖I|un′ |≥n(1 + |un′ |)‖mLm(QT )),
thanks to the uniform integrability (in (ω, t, x)) of 1+|un|m, which follows from (5.6). Hence,
for n0 ≤ n ≤ n′, one has
E
∫
t,x
|un(t, x)− un′(t, x)| ≤ 3ε0.
Therefore, since ε0 > 0 was arbitrary, (un)n∈N converges in L1(ΩT ;L1(T
d)) to a limit u.
Moreover, by passing to a subsequence, we may also assume that
lim
n→∞
un = u, for almost all (ω, t, x) ∈ ΩT × Td. (6.1)
Consequently, by Lemma 5.3, (5.6), and Corollary 3.9 (i), u has the (⋆)-property. In addition,
it follows by (5.6) that for any q < m+ 1,
(|un(t, x)|q)∞n=1 is uniformly integrable on ΩT × Td. (6.2)
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We now show that u is an entropy solution. From now on, when we refer to the estimates
(5.5), we only use them with p = 2. By the estimates in (5.6), it follows that u satisfies
Definition 2.5, (i).
Let f ∈ Cb(R). For each n, we clearly have [anf ](un) ∈ L2(ΩT ;W 12 (Td)) and ∂xi [anf ](un) =
f(un)∂xi [an](un). Also, we have |[anf ](r)| ≤ ‖f‖L∞3K|r|(m+1)/2 for all r ∈ R, which com-
bined with (5.5) and (5.6) gives that that
sup
n
E
∫
t
‖[anf ](un)‖2W 12 (Td) <∞.
Hence, for a subsequence we have [anf ](un)⇀ vf , [an](un)⇀ v for some vf , v ∈ L2(ΩT ;W 12 (Td)).
By (5.1) and (6.1),(6.2) it is easy to see that vf = [af ](u), v = [a](u). Moreover, for any
φ ∈ C∞(Td), B ∈ F , we have
EIB
∫
t,x
∂xi [af ](u)φ = limn→∞
EIB
∫
t,x
∂xi [anf ](un)φ
= lim
n→∞
EIB
∫
t,x
f(un)∂xi [an](un)φ
= EIB
∫
t,x
f(u)∂xi [a](u)φ ,
where for the last equality we have used that ∂xi [an](un)⇀ ∂xi [a](u) (weakly) and f(un)→
f(u) (strongly) in L2(ΩT ;L2(T
d)). Hence, (ii) from Definition 2.5 is also satisfied. We now
show (iii). Let η and φ be as in (iii) and let B ∈ F . By Itoˆ’s formula (see, e.g., [Kry13]) for
the function
u 7→
∫
x
η(u)̺,
and Itoˆ’s product rule, we have
−EIB
∫
t,x
η(un)∂tφ ≤ EIB
[∫
x
η(ξn)φ(0)∫
Td
η(ξ)φ(0) dx +
∫
t,x
(
[a2nη
′](un)∆φ+ [a
ijη′](un)φxixj
)
+
∫
t,x
(
[(aijxj − f ir)η′](un)− η′(un)bi(un)
)
φxi
+
∫
t,x
(
η′(un)f
i
xi(un)− [f irxiη′](un)
)
φ
+
∫
t,x
(
1
2
η′′(un)
∑
k
|σikxi(un)|2φ− η′′(un)|∇[a](un)|2φ
)
+
∫ T
0
∫
x
(
η′(un)φσ
ik
xi(un)− [σikrxiη′](un)φ− [σikr η′](un)φxi
)
dβk(t)
]
.
(6.3)
Notice that ∂xi [
√
η′′an](un) =
√
η′′(un)∂xi [an](un). As before we have (after passing to a
subsequence if necessary) ∂xi [
√
η′′an](un) ⇀ ∂xi [
√
η′′a](u) in L2(ΩT ;L2(T
d)). In particular,
this implies that ∂xi [
√
η′′an](un) ⇀ ∂xi [
√
η′′a](u) in L2(ΩT × Td, µ¯), where dµ¯ := IBφ dP ⊗
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dx⊗ dt (recall that φ ≥ 0). This implies that
EIB
∫
t,x
φη′′(u)|∇[a](u)|2 ≤ lim inf
n→∞
EIB
∫
t,x
φη′′(un)|∇[an](un)|2 .
On the basis of (6.1), (6.2) and the construction of ξn and an one can easily see that the
remaining terms in (6.3) converge to the corresponding ones from (2.16).
Hence, taking lim inf in (6.3) along an appropriate subsequence, we see that u satisfies
Definition 2.5, (iii).
To summarise, we have shown that if in addition to the assumptions of Theorem 2.6 we
have that E‖ξ‖4
L2(Td)
< ∞, then there exists an entropy solution to (2.1) which has the
(⋆)-property (therefore, it is also unique by Theorem 4.1). In addition, we can pass to the
limit in (5.5)-(5.6) to obtain that
E sup
t≤T
‖u‖2L2(Td) + E‖∇[a](u)‖2L2(QT ) ≤ N(1 + E‖ξ‖2L2(Td)),
E sup
t≤T
‖u‖m+1
Lm+1(Td)
+ E‖∇A(u)‖2L2(QT ) ≤ N(1 + E‖ξ‖m+1Lm+1(Td)),
(6.4)
with a constant N depending only on N0, N1, d,K, T and m.
Step 2: We now remove the extra condition on ξ. For n ∈ N, let ξn be defined again by
ξn = (n∧ξ)∨(−n) and let u(n) be the unique solution of E(Φ, ξn). Notice that by step 1, u(n)
has the (⋆)-property. Hence, by Theorem 4.1 (i) we have that (u(n)) is a Cauchy sequence
in L1(ΩT ;L1(T
d)) and therefore has a limit u. In addition, u(n) satisfy the estimates (6.4)
uniformly in n ∈ N. With the arguments provided above it is now routine to show that u is
an entropy solution.
We finally show (2.17) which also implies uniqueness. Let u˜ be an entropy solution of
E(Φ, ξ˜). By Theorem 4.1 we have
ess sup
t∈[0,T ]
E
∫
x
|u(n)(t, x)− u˜(t, x)| ≤ E
∫
x
|ξn(x)− ξ˜(x)|,
where u(n) are as above. We then let n→∞ to finish the proof. 
7. Stochastic mean curvature flow
In this section we demonstrate the proof of well-posedness for the one-dimensional stochas-
tic mean curvature flow in graph form by minor modifications of the techniques developed
in the previous sections.
The stochastic mean curvature flow describes the evolution of a curveMt = φ(t,M0) ⊂ R2,
t ∈ [0, T ] given by the flow φ : [0, T ]×M0 → R2 satisfying
dφ(t, x, y) =
→
HMt(φ(t, x, y)) dt +
∞∑
k=1
νMt(φ(t, x, y))h
k(x, y) ◦ dβk(t),
where
→
HMt((x, y)) is the mean curvature vector of Mt at the point (x, y) ∈Mt and νMt(x, y)
denotes the normal vector of Mt at (x, y) ∈ Mt. Assuming that Mt is the level set of a
function f(t, ·) : R2 → R, one derives the SPDE
df = |∇f |div
( ∇f
|∇f |
)
dt+
∞∑
k=1
hk|∇f | ◦ dβk(t).
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In the graph case, that is, when f(x, y) = y − v(x) the above equation becomes
dv =
√
1 + |vx|2∂x
(
vx√
1 + |vx|2
)
dt+
∞∑
k=1
hk(x, v)
√
1 + |vx|2 ◦ dβk(t). (7.1)
In [ESvR12] the well-posedness of (7.1) is shown under the assumption that h1 = ε, for some
ε ≤ √2 and hk = 0 for k 6= 1. Here, we assume that hk(x, y) = hk(x). Hence, taking the
derivative in x in the above equation, we derive the following SPDE for u = vx
du =∂xxarctan(u) dt +
∞∑
k=1
∂x(h
k(x)
√
1 + u2) ◦ dβk(t). (7.2)
For a function Φ : R→ R, let E(Φ, ξ) denote the periodic problem
du = ∆Φ(u) dt+
∞∑
k=1
∂x(h
k(x)
√
1 + u2) ◦ dβk(t) in [0, T ] × Td,
with initial condition ξ. Therefore, we aim to solve E(Φ, ξ) for Φ(u) = arctan(u). As
mentioned above, the proofs of the statements in this section are almost identical to the
corresponding ones of the previous sections. For this reason, we will restrict to pointing out
the differences.
For n ∈ N, let bn be the unique real function on R defined by the following properties
(1) bn is continuous and odd
(2) bn(r) = −r(1 + r2)−3/2 for r ∈ [0, n]
(3) bn is linear on [n, cn], vanishes on [cn,∞), and∫ cn
n
bn(r) dr = − 1
2
√
1 + n2
. (7.3)
For n ∈ N we set
an(r) := 1 +
∫ r
0
bn(s) ds, Φn(s) :=
∫ r
0
a
2
n(s) ds,
a∞(r) := (1 + |r|2)−1/2, Φ∞(r) := arctan(r).
We introduce
L :=
{
u : ΩT → L2(T)
∣∣∣ ess sup
[0,T ]
E‖u(t)‖p
L2(Td)
<∞, for all p > 2
}
.
Remark 7.1. By virtue of (7.3) we have that for all n ∈ N ∪ {∞}, r ∈ R,
1
|an(r)| ≤ 2(1 + |r|).
Assumption 7.2. The function h = (hk)∞k=1 : T→ l2 is in C3(T; l2), and for a constant N0
‖h‖C3(T;l2) ≤ N0.
Assumption 7.3. For all p > 2, E‖ξ‖pL2(T) <∞.
Remark 7.4. From now on we use the notation of Section 2 with d = 1, and
σk(x, r) := hk(x)
√
1 + |r|2.
Moreover, notice that σk satisfies Assumption 2.3 with κ¯ = β = β˜ = 1.
Definition 7.5. Let n ∈ N ∪ {∞}. An entropy solution of E(Φn, ξ) is a stochastic process
u ∈ L such that
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(i) For all f ∈ Cb(R) we have [anf ](u) ∈ L2(ΩT ;W 12 (T)) and
∂x[anf ](u) = f(u)∂x[an](u).
(ii) For all convex η ∈ C2(R) with η′′ compactly supported and all φ ≥ 0 of the form φ = ϕ̺
with ϕ ∈ C∞c ([0, T )), ̺ ∈ C∞(T), we have almost surely
−
∫ T
0
∫
T
η(u)φt dxdt ≤
∫
T
η(ξ)φ(0) dx
+
∫ T
0
∫
T
(
[a2nη
′](u)∆φ+ [aη′](u)∆φ
)
dxdt
+
∫ T
0
∫
Td
(
[(ax +
1
2br)η
′](u)− η′(u)bi(u)) φxi dxdt
+
∫ T
0
∫
Td
(−η′(u)12bx(u) + [12brxη′](u)) φdxdt
+
∫ T
0
∫
Td
(
1
2
η′′(u)
∑
k
|σkx(u)|2φ− η′′(u)|∇[an](u)|2φ
)
dxdt
+
∫ T
0
∫
Td
(
η′(u)φσkx(u)− [σkrxη′](u)φ− [σkr η′](u)φx
)
dxdβk(t).
With the notation of Definition 3.6 we define
Definition 7.6. A function u ∈ L is said to have the (∗)-property if there exists a µ ∈ (0, 1)
such that for all u˜ ∈ L, h, ̺, ϕ as in the Definition 3.6, and for all sufficiently small θ > 0,
we have that Fθ(·, ·, u) ∈ L1(ΩT × T) and
E
∫
t,x
Fθ(t, x, u(t, x)) ≤ Nθ1−µ + E(u, u˜, θ) (7.4)
for some constant N independent of θ.
Choosing m = 3 in (3.7) from Lemma 3.8 gives the following.
Lemma 7.7. For any λ ∈ (3/4, 1), k ∈ N we have
E‖∂aFθ‖4L∞([0,T ];W k4 (T×R)) ≤ Nθ
−λ4(1 + ess sup
[0,T ]
E‖u˜(t)‖4L2(T)), (7.5)
where N depends only on N0, k, d, T, λ, and the functions h, ̺, ϕ, u˜, but not on θ.
Similarly to Corollary 3.9 one has:
Corollary 7.8. (i) Let un be a sequence bounded in L2(ΩT ×T), satisfying the (∗)-property
uniformly in n, that is, with constant N in (7.4) independent of n. Suppose that un converges
for almost all ω, t, x to a function u. Then u has the (∗)-property.
(ii) Let u ∈ L2(Ω×QT ). Then one has for all θ > 0
E
∫
t,x
Fθ(t, x, u(t, x)) = lim
λ→0
E
∫
t,x,a
Fθ(t, x, a)ρλ(u(t, x)− a) . (7.6)
Theorem 7.9. Suppose that Assumption 7.2 holds and let ξ, ξ˜ satisfy Assumption 7.3. For
n, n′ ∈ N ∪ {∞}, let u, u˜ be entropy solutions of E(Φn, ξ), E(Φn′ , ξ˜) respectively, and assume
that u has the (∗)-property. Then,
NONLINEAR DIFFUSION EQUATIONS WITH NONLINEAR GRADIENT NOISE 37
(i) if furthermore n = n′, then
ess sup
t∈[0,T ]
E‖u(t)− u˜(t)‖L1(T) ≤ NE‖ξ − ξ˜‖L1(T), (7.7)
(ii) If u ∈ L2(ΩT ;W 12 (T)), then for all ε, δ ∈ (0, 1], λ ∈ [0, 1], we have
E‖u− u˜‖L1(QT ) ≤ NE‖ξ − ξ˜‖L1(T)
+Nε
(
1 + E‖∂x[an](u)‖2L2(QT ) + E‖u‖2L2(QT )
)
+N sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(T)
+Nε−2E
(‖I|u|≥Rλ(1 + |u|)‖L1(QT ) + ‖I|u˜|≥Rλ(1 + |u˜|)‖L1(QT ))
+NC(δ, ε, λ)E(1 + ‖u‖2L2(QT ) + ‖u˜‖2L2(QT )), (7.8)
where
Rλ := sup{R ∈ [0,∞] : |an(r)− an′(r)| ≤ λ, ∀|r| < R}, (7.9)
C(δ, ε, λ) :=
(
δ + δ2ε−2 + δε−1 + ε2δ−1 + ε−2λ2 + ε),
and N is a constant depending only on N0, d, and T .
Proof. The proof is mostly a repetition of the proof of Theorem 4.1 (with m = 1, κ¯ = 1,
and β = 1) with very small modifications. Therefore, we only point out these modifications.
One proceeds as in the proof of Theorem 4.1 up to (4.9). There, we claim that (4.9) holds
with α = 1. This follows if one reproduces the proof of [DGG18, Theorem 4.1, (4.8) and
(4.18) therein] (with m = 1) with only one difference: In order to estimate the term D1 (see
[DGG18, (4.13)]), one uses that supn supr |a′n(r)| <∞ to obtain the estimate
|D1| . δ2|u− u˜|,
in place of [DGG18, (4.16)]. Proceeding then as in the proof of Theorem 4.1 one obtains
(4.36) with m = 1, κ¯ = 1, and β = 1. From there, (i) follows exactly as in Theorem 4.1. For
(ii), the only difference to the proof of Theorem 4.1 is that instead of Lemma 3.4, one uses
the following
E
∫
t,x,y
|u(t, x) − u(t, y)|̺ε(x− y)
≤E
∫
t,x,y
∫ 1
0
|x− y||ux(x+ θ(y − x))| dθ̺ε(x− y)
=E
∫
t,x,y
∫ 1
0
|x− y| |(∂x[an](u))(x + θ(y − x))|
an(u)(x+ θ(y − x)) dθ̺ε(x− y)
≤εN
(
E‖∂x[an](u)‖2L2(QT ) + E‖(an(u))−1‖2L2(QT )
)
≤εN
(
1 + E‖∂x[an](u)‖2L2(QT ) + E‖u‖2L2(QT )
)
,
with N independent of n (where we have used Remark 7.1). 
Similarly to (5.5)-(5.6), we have that if un are L2-solutions to E(ξ,Φn) for n ∈ N, then for
all p ≥ 2
E sup
t≤T
‖un‖pL2(T) + E‖∂x[an](un)‖
p
L2(QT )
≤ N(1 + E‖ξ‖pL2(T)), (7.10)
E sup
t≤T
‖un‖2L2(T) + E‖∂xΦn(un)‖2L2(QT ) ≤ N(1 + E‖ξ‖2L2(T)), (7.11)
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where N depends only on N0, T, d, and p. Using these estimates, Corollary 7.8, and Lemma
7.7, one proves the following analogue of Lemma 5.3 :
Lemma 7.10. Let Assumptions 7.2-7.3 hold, and for each n ∈ N, let un be an L2-solution
of E(Φn, ξ). Then, un has the (∗)-property and the constant N in (7.4) is independent of n.
Moreover, similarly to Proposition 5.4 one proves the following.
Proposition 7.11. Let Assumptions 7.2-7.3 hold. Then, for each n ∈ N, equation E(Φn, ξ)
has a unique L2-solution un.
Finally, using Proposition 7.11, Lemma 7.10, and Theorem 7.9, we obtain the following
theorem in a similar manner as Theorem 2.6 is concluded from Proposition 5.4, Lemma 5.3,
and Theorem 4.1.
Theorem 7.12. Let Assumptions 7.2-7.3 hold. Then, there exists a unique entropy solution
of E(Φ∞, ξ). Moreover, if u˜ is the unique entropy solution of E(Φ∞, ξ˜), then
ess sup
t≤T
E‖u(t)− u˜(t)‖L1(T) ≤ NE‖ξ − ξ˜‖L1(T), (7.12)
where N is a constant depending only on N0 and T .
Remark 7.13. Notice that in Theorem 7.9 (ii), there is the extra assumption that u ∈
L2(ΩT ;W
1
2 (T)) as compared to Theorem 4.1 (ii). However, this does not cause any compli-
cation since the approximating sequence un of Proposition 7.11 satisfies this condition.
Appendix A.
Lemma A.1. Let Assumptions 2.2 and 2.3 hold. Let Φn and ξn be as in Proposition 5.1
and (5.2) respectively, let u be an L2-solution of Π(Φn, ξn), and let p ∈ [2,∞). Then there
exists a constant N depending only on K,N0, N1, T, d,m, and p such that
E sup
t≤T
‖u‖p
L2(Td)
+ E‖∇[an](u)‖pL2(QT ) ≤ N(1 + E‖ξn‖
p
L2(Td)
), (A.1)
E sup
t≤T
‖u‖m+1Lm+1(QT ) + E‖∇Φn(u)‖
2
L2(TT )
≤ N(1 + E‖ξn‖m+1Lm+1(Td)). (A.2)
Proof. We start with (A.1). By Itoˆ’s formula we have
‖u(t)‖2L2(Td) =‖ξn‖2L2(Td) − 2
∫ t
0
(∂xiΦn(u) + a
ij(u)∂xju+ b
i(u) + f i(u), ∂xiu)L2(Td) ds
−2
∫ t
0
(σik(u), ∂xiu)L2(Td)dβ
k(s) +
∫ t
0
∞∑
k=1
‖σikr (u)∂xiu+ σikxi(u)‖2L2(Td) ds
=‖ξn‖2L2(Td) +
∫ t
0
∞∑
k=1
‖σikxi(u)‖2L2(Td) − 2(∂xiΦn(u) + f i(u), ∂xiu)L2(Td) ds
−2
∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s). (A.3)
Using that Φn is increasing and (2.12), we get
‖u(t)‖2L2(Td) ≤ N + ‖ξn‖2L2(Td) +
∫ t
0
(
N‖u‖2L2(Td) + (f i(u), ∂xiu)L2(Td)
)
ds
− 2
∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s).
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Notice that
|(f i(u), ∂xiu)L2(Td)| =
∣∣∣∣∫
Td
∂xi [f
i](x, u)− [f ixi ](x, u) dx
∣∣∣∣
=
∣∣∣∣∫
Td
[f ixi ](x, u) dx
∣∣∣∣ . 1 + ‖u‖2L2(Td), (A.4)
where for the last inequality we used (2.11), and the fact that [f i] ∈W 1,1(Td) for almost all
(ω, t) ∈ ΩT (which in turn follows from (2.11) and (2.10)). Raising to the power p/2, taking
suprema up to time t′ and expectations, gives
E sup
t≤t′
‖u(t)‖p
L2(Td)
≤N
[
1 + E‖ξn‖pL2(Td) +
∫ t′
0
E sup
t≤s
‖u(t)‖p
L2(Td)
ds
+ E sup
t≤t′
∣∣∣∣∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣p/2
]
. (A.5)
By the Burkholder-Davis-Gundy inequality we have
E sup
t≤t′
∣∣∣∣∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣p/2 ≤ NE
(∫ t′
0
∑
k
(σik(u), ∂xiu)
2
L2(Td)
ds
)p/4
.
As above
(σik(u), ∂xiu)L2(Td) =
∫
Td
∂xi [σ
ik](x, u) − [σikxi ](x, u) dx = −
∫
Td
[σikxi ](x, u) dx.
By Minkowski’s inequality and (2.12) one has
∞∑
k=1
(∫
Td
[σikxi ](x, u) dx
)2
≤ N(1 + ‖u‖4L2(Td)).
Consequently,
E sup
t≤t′
∣∣∣∣∫ t
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣p/2
≤N +NE
(∫ t′
0
‖u‖4L2(Td)
)p/4
≤N + εE sup
t≤t′
‖u(t)‖p
L2(Td)
+ ε−1N
∫ t′
0
E sup
t≤s
‖u(t)‖p
L2(Td)
ds, (A.6)
which combined with (A.5) gives,
E sup
t≤T
‖u(t)‖p
L2(Td)
≤ N(1 + E‖ξn‖pL2(Td)), (A.7)
by virtue of Gronwall’s lemma, provided that the right hand side of (A.6) is finite. The latter
can be achieved by means of a standard localization argument the details of which are left
to the reader. Going back to (A.3) after rearranging, raising to the power p/2, and taking
expectations gives
E‖∇[an](u)‖pL2(QT ) ≤ N
[
E‖ξn‖pL2(Q) + E
∣∣∣∣∫ T
0
(σik(u), ∂xiu)L2(Td) dβ
k(s)
∣∣∣∣p/2
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+ E
∫ T
0
(
∞∑
k=1
‖σikxi(u)‖2L2(Td) + |(f i(u), ∂xiu)L2(Td)|
)p/2
ds
 ,
which by (2.12), (A.4), (A.6), and (A.7) gives
E‖∇[an](u)‖pL2(QT ) ≤ N(1 + E‖ξn‖
p
L2(Td)
). (A.8)
Hence, we have shown (A.1). The estimate (A.2) is proved in a similar way. Namely, one
first applies Itoˆ’s formula for the function u 7→ ‖u‖m+1Lm+1(Q) (see, e.g., [DG15, Lemma 2]) and
by arguments similar to those used above, one derives the estimate
E sup
t≤T
‖u(t)‖m+1
Lm+1(Td)
≤ N(1 + E‖ξn‖m+1Lm+1(Td)). (A.9)
Writing Itoˆ’s formula (see, e.g., [Kry13]) for the function
u 7→
∫
Td
∫ u
0
Φn(r) dr dx
and using the properties of Φn and (A.9), the estimate
E‖∇Φn(u)‖2L2(QT ) ≤ N(1 + E‖ξn‖m+1Lm+1(Td)),
follows in the same way as (A.8) follows from (A.7). This finishes the proof. 
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