A discrete ordinate method is developed for solving the radiative transfer equation, and the corresponding parameter estimation problem is given a least-squares formulation. Two Levenberg-Marquardt methods, a feasible-path approach and an sequential quadratic programming-type method, are analysed and compared. A sensitivity analysis is given, and it is shown how it can be used for designing measurements with minimal impact of measurement noise. Numerical experiments are performed to exemplify the usefulness of the theory.
Introduction
Radiative transfer theory describes the interaction of radiation with scattering and absorbing media. The theory is applicable to a wide range of areas, including diffusion of neutrons, stellar atmospheres, optical tomography, and infrared and visible light in space and the atmosphere. Industrially important applications include light scattering in textile, paint, pigment films, paper and print, and these sectors of industry need accurate solution methods.
Solution methods for radiative transfer problems have been studied throughout the last century. Most radiative transfer problems were initially considered intractable because of numerical difficulties, and coarse approximations were used. Methods developed slowly due to the lack of mathematical tools, but as computers have become faster and more readily available, highly efficient and specialized solution methods have been developed. Among the solution methods in use today are discrete ordinate methods, methods using spherical harmonics, methods using finite elements or finite differences and Monte-Carlo methods.
Early approximate solution methods were presented by Schuster [18] , Kubelka and Munk [15] [16] [17] and Wick [24] . Chandrasekhar described two different methods [3, 4] , and later wrote a classic exposition on radiative transfer theory in a book form [5] . Since then the area has expanded tremendously.
Inverse calculations-or parameter estimation-are essential for applications of radiative transfer models, but there are outstanding problems in both theory and methods. In this paper, the parameter estimation problem is formulated as an optimization problem, and the aim is to recover some unknown parameters in the mathematical model. The majority of parameter estimation problems are ill-posed due to the presence of data noise. Therefore, regularization methods have to be used to obtain stable approximations of the solution, such as the classical Tikhonov regularization [7] . In this paper, an iterative regularization method, the Levenberg-Marquardt method, is applied, where the iteration follows a feasible path defined by the underlying state equation. Moreover, an iterative regularization method based on the idea of sequential quadratic programming is discussed. An important difference between the sequential quadratic programming (SQP)-type Levenberg-Marquardt method and the feasiblepath approach is that the underlying state equation is interpreted as a constraint in the product space of state and parameter variables, and is approximated by a linearized version in each iteration step.
In this work, the unknown parameters are estimated with some pointwise measurements. In order to study the influence of perturbations in the measurements on the parameter solution, a quantity is derived based on the sensitivity analysis. This quantity can help to interpret the final results, and to indicate better locations for the measurement points.
Calculating material parameters from reflectance measurements is straightforward in the simpler Kubelka-Munk method, but is an outstanding problem in general radiative transfer problems. Estimating the scattering and absorption parameters with a radiative transfer model would be valuable for the paper industry since it could increase the accuracy, it could explain the different ranking of paper samples and it could resolve problems regarding ink characterization. Another important benefit would be the possibility of exchanging data between the paper and the graphical industries. This is currently not possible due to different instrument geometries, while the Kubelka-Munk parameters are geometry dependent. Estimating the asymmetry factor as well would increase the value further since it could give a better understanding of the paper medium, and it could also facilitate the design of new phenomena in paper materials. Finally, the sensitivity analysis points out which parameters are sensitive to what measurements, which shows the kind of accuracy that can be expected from the estimations, but it also helps to design new measurements with minimal impact of measurement noise.
In section 2, we formulate the forward problem and describe our discrete ordinate solution methods. The parameter estimation problem is formulated and discussed in section 3. In section 4, Levenberg-Marquardt methods are investigated and compared in some detail, and in section 5, a sensitivity analysis is performed. Numerical experiments are presented in section 6, and some comments are made in section 7.
Forward problem
This section gives a short introduction to the forward radiative transfer problem including assumptions, a formulation and some discrete ordinate solution methods.
To describe radiation in a turbid medium, specular reflection at surfaces must be taken into consideration, as well as transmission, absorption and multiple scattering inside the medium. The problem is often studied in a plane-parallel geometry, where the horizontal extension of the medium is assumed to be large enough to give no boundary effects at the sides. At the top and bottom boundary surfaces, boundary conditions are assumed to be time and space independent. The radiation is assumed to be monochromatic, and the scattering is assumed to be conservative, i.e. without change in frequency between incoming and outgoing radiation. The medium is treated as a continuum of scattering and absorption sites. Polarization effects are ignored, and what is left is then a scalar intensity, which is the variable to solve for.
Edström [6] states the equation of radiative transfer as
The unknown intensity I at optical depth τ is considered as non-interacting beams of radiation in all directions. The scattering and absorption coefficients of the medium are denoted by σ s and σ a , and the phase function p specifies the probability distribution of scattering from incident direction (u , ϕ ) to direction (u, ϕ), where u is cosine of polar angle and ϕ is azimuthal angle. The shape of the phase function is controlled by a parameter called the asymmetry factor, g, ranging from complete forward scattering (g = 1) over isotropic scattering (g = 0) to complete backward scattering (g = −1). Different phase functions have been proposed to physically describe different types of scattering. This paper considers the Henyey-Greenstein [13] phase function. It should not be seen as a real phase function, but is a one-parameter analytical approximation of widespread use. It is given by
where is the scattering angle. It is thus evident that the Henyey-Greenstein phase function is dependent on the scattering angle only, and not on the specific directions of incident and scattered radiation. Discrete ordinate solution methods are among the most used and most accurate solution methods today. Stamnes and co-workers [20, 21] presented in a series of papers the successive development of a stable discrete ordinate algorithm and provided a software package, DISORT. Thomas and Stamnes [22] also wrote a textbook on radiative transfer in the atmosphere. In a recent paper, Edström [6] presented a systematic review of the stability-enhancing and speedincreasing steps used in modern discrete ordinate radiative transfer algorithms. Edström also presented the solution method DORT2002, which is adapted to light scattering simulations in paper and print, but which is also designed for methodical numerical experiments. DORT2002 uses Fourier analysis on the azimuthal angle to turn the integro-differential equation (1) into a number of uncoupled equations, one for each Fourier component of the unknown intensity, which are then discretized using numerical quadrature. This yields a system of first-order linear differential equations for each Fourier component, and the natural solution procedure gives an eigenvalue problem.
In this paper, discrete ordinate methods are still used. However, the method used here differs from DORT2002. First, the integral is discretized with a Gauss quadrature, and the resulting ordinary differential equation is solved using a backward Euler finite difference method (cf [19] ). The reason for not using DORT2002, although it could equally well have been used for the forward problem (1), is that it cannot solve the similar equations (37) and (38). Those equations give the derivative information needed in the parameter estimation problem. It involves too much work to adapt the large and versatile DORT2002 code for this purpose in the current study, and it is believed that this strategy can be implemented equally efficiently.
By using Gauss quadrature for the integrals, a semi-discrete formulation of the radiative transfer equation (1) is given by
where (u l , ϕ l ) denotes the required quadrature point and w l the corresponding weights (see [10] ). For simplicity of expression, we let
We then let I k and φ k represent the respective function's values at a discrete set of points,
where h is the grid spacing. We use subscript j to denote the approximate value of any function at the grid point τ j . By using a backward Euler finite difference method in (3), a fully discrete approximation of the radiative transfer equation (1) can be written as
An iterative method, the source iteration method [19] , is employed to solve the system (4). Given an initial guess of the intensity, I . . , can be obtained. In the sweeping procedure, we compute the intensity with u k > 0 and the intensity with u k < 0 separately, combining with the boundary conditions. Our algorithm terminates with the same stopping rule as algorithm 2 in [19] .
The parameter estimation problem
In the radiative transfer equation, there are three obvious scalar parameters to estimate, the scattering coefficient σ s , the absorption coefficient σ a and the asymmetry factor g. In this section, an optimization problem is formulated in order to estimate these parameters by using certain measured quantities.
We denote q = (σ s , σ a , g) T and let q ∈ Q ad , where
is the admissible parameter set. To simplify the analysis, the equation of radiative transfer is written as
where I ⊂ U and e : U × R 3 → Y . Here, U and Y are appropriate Hilbert spaces (see [14] for instance), and we assume that e is continuously Fréchet differentiable. Suppose we have an observation z = CI and C : U → Z is a bounded linear operator, where Z is a Hilbert space. In our numerical example, the pointwise measurements of intensity I are obtained and Z = R n m , where n m is the number of the measurement points. In practice, one has to deal with the noise data z δ . To recover the unknown parameters, a least-squares formulation is employed, i.e., we solve the optimization problem
subject to (5) . Usually, the parameter estimation problem is an ill-posed problem. Therefore, regularization methods have to be used in order to obtain stable approximations of the solution in the presence of data noise. One classical approach is the Tikhonov-type regularization (see [7] ). Recently, the application of iterative regularization methods has been investigated (see [1, 2, 11, 12, 23] ), and they work very well on several parameter estimation problems. Inspired by these earlier works, we studied the Levenberg-Marquardt method for our parameter estimation problem.
The Levenberg-Marquardt method

Levenberg-Marquardt method on feasible paths
Hanke studied iterative regularization methods based on a feasible-path approach [11, 12] , where the state equation is eliminated and the resulting parameter-to-output map is the concatenation of the parameter-to-state map q → I and the observation operator C. In order to derive the parameter-to-state map, we firstly state the weak form of the radiative transfer equation as
where
and τ d is the optical depth of the sample. It is clear that the functional e(I, q)(φ) is linear with respect to both I and φ. We denote the partial derivatives of the weak form by e I (·, ·)(·, ·) and e q (·, ·)(·, ·) etc. Under certain conditions, it can be proved (cf e.g. [14] ) that there exists a γ > 0 such that
Thereafter, we can derive the following proposition.
Proposition 4.1. In a neighbourhood of the solution to the minimization problem (6), the derivative e I (I, q)(h, h) is coercive, i.e. there exists a positive constant γ such that
Proof. By the weak form of the radiative transfer equation, it is easy to see that e(·, ·)(·) is linear with respect to the first argument. Thus, we have
e(h, q)(h) = e I (I, q)(h, h).
By (8),
U . This result implies that the operator e I (I, q) is an isomorphism [8] . Hence, by the implicit function theorem, it can be concluded that problem (5) has a unique solution I = S(q) in Q 0 , where Q 0 is a neighbourhood of the solution to (5) . Here, S is called a parameter-to-state map. We can also define a nonlinear operator F ≡ CS : Q → Z and reformulate the parameter estimation problem (6) as
By using Levenberg-Marquardt methods, the iterates are computed from
where Id denotes the identity matrix and the parameter (β k ) k∈N is a bounded sequence of positive real numbers. It is not difficult to see that (11) is equivalent to the minimization problem
Assume that the nonlinear condition
is fulfilled for all q, q in some neighbourhood of a solution, where c is a positive constant. By using the generalized discrepancy principle, it has been proved (see [12] ) that the LevenbergMarquardt method is locally convergent in the presence of noise.
From (11), it is easy to see that the main effort is to compute F (q). To this end, we use the chain rule and the linearity of the observation operator to obtain
We differentiate (5) and obtain
where 
e g (I, q)δg = 1 4π
Since the operator e I (I, q), as shown above, is an isomorphism, equation (15) can be uniquely solved for S (q), which is needed for the evaluation of F (q) in (14) . The main algorithm can be summarized as follows. In the numerical experiment presented in section 6, we let β 0 = 10 −5 , and the parameter β k is reduced or expanded by a factor of 10. However, it should be mentioned that the parameter β k can be updated in another way (see [9] ), and that the update rule should depend on the noise in the measurement data. Another strategy for choosing the parameter β k has been studied for nonlinear ill-posed inverse problems [12] , where the author made tests to compare their methods to the standard methods. It was concluded that both methods could generate comparable results. Thereafter, Wang and Yuan (see [23] ) studied the convergence and regularity of the standard trust region methods for nonlinear ill-posed inverse problems. It turned out that the standard trust region methods are indeed a regularization, and the convergence result was also proved. In the presence of data noise, an additional stopping rule for the iteration can be introduced as in [12] according to the discrepancy principle.
SQP-type Levenberg-Marquardt method
Very recently, an SQP-type Levenberg-Marquardt method was investigated (see [1, 2] ), where the underlying state equation was interpreted as a constraint in the product space of state and parameter variables, and approximated by a linearized version in each iteration step. Both state and parameter variables can be computed by solving the Karush-Kuhn-Tucker (KKT) system.
We linearize the objective and constraint function in (6) and add a regularization term
subject to the linear constraint e(I, q) + e I (I, q)δI + e q (I, q)δq = 0.
In the k th iteration, the regularization parameter β = β k , and the Lagrangian of the problems (21) and (22) can be written as
(e(I, q) + e I (I, q)δI + e q (I, q)δq) .
The solution now satisfies the optimality condition
where (δI, δq, δλ) are the new search directions.
This gives the KKT system
where we define the operators K and L as KδI = e I (I, q)δI, Lδq = e q (I, q)δq,
and we denote the adjoint operators of K and L by K * and L * . Here, the operator L is given explicitly by relations (18)- (20) . Since g is not estimated in the numerical experiments in this paper, δg is zero, and e g (I, q)δg is not needed.
Relationship between these two Levenberg-Marquardt methods
In order to investigate the relationship between these two Levenberg-Marquadt methods, we compute the Schur complement of the KKT system with respect to q, and the equation for δq has the form
We define the Schur complement T as
and we have the following proposition. 
Proof. The updates (δI, δq, δλ)
T of one step of the SQP algorithm are defined by
By (14), (15) and the definition of the operators K and L, we have
Thus, the Schur complement
Then we look at on the right-hand side term in (28). By (25), we obtain R I = R λ = 0, and the first update δq 1 is the solution of
By (15), we have
and since
we obtain
By comparing with (11), it is clear that the first iteration result q 1 is same in these two Levenberg-Marquardt methods. However, the first state variable I 1 differs as follows. In the feasible-path approach, we compute I 1 by solving the nonlinear equation
and the first SQP state variable I 1 is the solution of the linear equation
From algorithm 4.2, it can be seen that we do not need to compute an adjoint variable in the feasible-path approach.
It is clear that the SQP-type method leads to a system with sparse matrices to be solved in each iteration step, while the first approach with parameter-to-output map leads to smaller, but dense matrices. In this work, we only have a small number of unknown scalar parameters. Therefore, to compute the new direction from (9), a dense but very small matrix equation needs to be solved, and that should be an easy task. As presented in section 6, to recover the scattering and absorption parameters, only two additional equations need to be solved in each iteration, and that will involve limited computational efforts. Since the problem considered in this paper is small and dense, we use only the Levenberg-Marquardt method on feasible paths in this work. However, it should be pointed out that there are other problems that give a large number of parameters to be estimated. One example is the neutron diffusion problem in nuclear reactor optimization. In such cases we have to solve the same number of additional state equations, and that could involve extensive computational work. That is one reason why we introduced the SQP-type approach, which can avoid this numerical disadvantage. It would lead to far to apply this in the present work, so the SQP-type method is left to future work.
Another reason for not applying the SQP-type method in this work is that the operator K is not formulated explicitly in the process of solving the forward problem with our discrete ordinate solution method. In order to take advantage of the SQP-type method, a finite element method could be applied for solving the radiative transfer equation (see [14] ). Besides the reduced-SQP approach as we mentioned in proposition 4.2, the preconditioned all-at-once approaches can also be employed to solve the KKT system (see [2] for more details).
Sensitivity analysis
In a real application, we can obtain measurement data z j at some particular points x j , j = 1, 2, . . . , n, where x j = (τ j , u j , ϕ j ). It is interesting to study how perturbations in the measurements influence the parameter solution. In this section, we derive a quantity to describe the relative importance of the j th measurement for parameter q i . Our analysis is based on the feasible-path approach.
We set
and derive the following proposition. 
where q is the solution to the unperturbed parameter estimation problem, H is the second derivative of the cost function and G denotes the Jacobian matrix of the intensity.
Proof. We let
and define a function E such that
(32) For the local solution q of the unperturbed problem,
Assuming that E q (q, z) is positive definite, a continuously differentiable function f : Z → Q can, according to the implicit function theorem, be defined such that
If δz is a perturbation of the measurement z,
and we end up with (31).
The term
describes the relative sensitivity of parameter q i for change in measurement z j , i.e. if |κ ij | is very large, small perturbations in measurement z j can lead to large errors in parameter q i . This kind of sensitivity analysis can be used to design real experiments by indicating where measurements should be made in order to minimize the influence of measurement errors.
Numerical experiments
In this section, we consider the equation of radiative transfer for an isotropically scattering plane-parallel medium, where the asymmetry factor g = 0, i.e.
Thus, only the scattering and absorption coefficients σ s and σ a need to be recovered. In order to use the Levenberg-Marquardt method to solve the parameter estimation problem, the derivative F (q) in (14) has to be computed. To this end, I σ s and I σ a , which denote the derivative of I with respect to σ s and σ a , respectively, are needed. It is therefore necessary to solve two other equations that are similar to the radiative transfer equation (1), namely
and
It can be seen that I σ s and I σ a can be computed with the same strategy as the forward problem. Only one additional term, which can be computed by using the intensity value obtained from the forward problem, is needed.
In the numerical example, we set τ ∈ [0, 0.55], and the exact scattering and absorption coefficients σ s = 100 and σ a = 10, which are typical values for printed paper samples. The boundary conditions are
where I − denotes the intensity in the downward direction and I + in the upward direction. Since the case of isotropic scattering in a plane-parallel medium is considered, the intensity will not depend on the azimuthal angle ϕ. Suppose measurements are obtained at 32 points, where the optical depth τ = 0.11, 0.22, 0.33, 0.44, and the cosine of polar angle u = −0.8, −0.6, −0.4, −0.2, 0.2, 0.4, 0.6, 0.8. We use two different discretization schemes. In the first discretization scheme, 50 grid points in the τ direction and 20 × 20 quadrature points for the half sphere is used; we denote it 'coarse'. The second scheme uses 100 grid points in the τ direction and 30 × 30 quadrature points for the half sphere; we denote it 'rich'. We add random noise to the observations z by
where rand j are random numbers drawn from a normal distribution with mean 0 and standard deviation 1, and where the noise level δ is varied according to table 1. Table 1 shows that refining the discretization scheme gives more accurate solutions. In the presence of noise, when the noise is great, the error in the parameters is also great.
In order to judge sensitivity properties of the parameters with respect to the measurements, we compute the term κ ij through equation (35). If we consider the case of a small or nearly linear residual function, the term M in (33) can be omitted. This allows us to compute κ ij through Thus, the relative sensitivities κ ij are available with Levenberg-Marquardt methods with only a little extra work. Table 2 lists the relative sensitivities in case τ = 0.11, 0.44 with respect to σ s and σ a , and we denote them by κ 1j and κ 2j , respectively. It turns out that the value of |κ 2j | is much larger than |κ 1j |, which means that the parameter σ a in this numerical example is more influenced by measurement noise. This can explain why the relative error in σ a is larger than the error in σ s in table 1. Moreover, the values of |κ 1j | and |κ 2j | are smaller in the downward direction near the upper boundary, and in the upward direction near the lower boundary. Therefore, in this numerical example, the parameter solutions are less sensitive to measurement errors at these points. Thus, this kind of sensitivity analysis can be used to design real experiments by indicating where measurements should be made in order to minimize the influence of measurement errors.
Conclusions
A discrete ordinate method was developed for solving the equation of radiative transfer, and the problem of estimating the scattering and absorption coefficients and the asymmetry factor was given a least-squares formulation. Two Levenberg-Marquardt methods, a feasible-path approach and an SQP-type method, were analysed and compared. A sensitivity analysis was performed, and it was shown how it can be used for designing measurements with minimal impact of measurement noise. Finally, numerical experiments were performed to exemplify the usefulness of the theory.
In the numerical experiments, it was shown that we only need to solve two additional equations (37) and (38) in order to recover the scattering and absorption parameters, and these two equations can be solved in a similar way to the forward problem. However, if a large number of parameters need to be estimated, we have to solve the same number of additional state equations, and that could involve extensive computational work. That is one reason why we introduced the SQP-type approach, which can avoid this numerical disadvantage.
We also noted that when the measurement noise is large, even when using the 'rich' discretization scheme, the results are not as accurate. One way to get better solutions is to use stochastic methods, e.g. make a number of experiments, compute the unknown parameters for each experiment, and then compute the average value of each parameter as the final results. Clearly, this is too expensive. Another way is to use sensitivity analysis and design new experiments with minimal impact of measurement noise. It was seen from the numerical examples that better locations of measurement points can be suggested from sensitivity analysis, and this could certainly improve the final results of the parameter estimation.
It should be pointed out that if we consider the case where σ a σ s , i.e. σ s /(σ s + σ a ) 1, our iterative method for solving the radiative transfer equation can be slow [19] , and some approach based on Krylov subspace methods could be considered.
