Abstract-Energy conservation is one of the most important challenges in wireless sensor networks. In more applications, sensor networks are composed of hundreds or thousands nodes which are dispersed in a wide field. In large-scale sensor networks, hierarchical architecture and data aggregation are effective approaches to prolong the lifetime of the network as long as possible. Clustering is a well-known two-layered architecture that has been extremely investigated for wireless sensor networks by researchers as yet. In this paper, we propose a novel adaptive Energy-Efficient Multi-layered Architecture (EEMA) protocol for large-scale sensor networks, where utilizes both hierarchical architecture and data aggregation mechanisms efficiently. In EEMA, the network is divided into some layers that the data are gathered in the first layer, and are aggregated in the next layers to reach the base station. Also each layer is segmented into some groups as clusters. EEMA selects the nodes with the proper residual energy, centrality, and proximity to the other neighboring heads as the head of each group. Performance evaluation is performed via simulations which confirms the effectiveness of the proposed EEMA protocol in terms of the network lifetime and reduced routing delay, in contrast with the existing hierarchical approaches for large-scale sensor networks.
I. INTRODUCTION
With recent advances in Micro-Electro-Mechanical Systems (MEMS) technology and wireless communications, making the smart and tiny sensors has been possible. These devices have limited processing power, memory, and energy unit. A Wireless Sensor Network (WSN) is composed of large number of sensor nodes that provides many applications for its users [1] , [2] . WSNs are energy-constrained drastically and energy conservation is one of the most important challenges in these networks. Accordingly, the long lifetime is usually considered as a desired goal in the design level of such networks. In many applications, WSNs are composed of hundreds, thousands, even millions [1] , sensor nodes; this large number of the nodes increases the size of routing tables that should be stored in each node. This makes the scalability issue difficult in such large networks.
With analyzing the large traditional networks, this is realized that the hierarchical architecture is a proper approach for large networks to reduce the routing table size significantly and to make the network more scalable [3] . Although WSNs are different from traditional and other wireless networks, even Mobile Ad hoc NETworks (MANETs), in many ways, yet the hierarchical architecture is an efficient mechanism for such large networks. On the other hand, as WSNs are data-centric [4] and the notable value of the data produced by sensors are the same, so data aggregation is an effective approach in WSNs to prevent transmitting the repetitive data, and as a result, helps the network to be more energy-efficient. This is discussed in [5] that data aggregation is significantly effective when the number of sources (the source here means that those nodes that the data are requested from them by the Base Station (BS)) is large, and also when the sources are relatively located close to each other and far from the BS.
Although in the last decade, clustering the nodes has been extensively investigated for WSNs, the hierarchical multilayered architecture has not been properly explored yet. Hence, in this paper, we analyze the impact of an adaptive multilayered hierarchical architecture on the energy-efficiency issue of large-scale WSNs. Energy-Efficient Multi-layered Architecture, or EEMA, divides the entire network into some layers, as well as each layer into some clusters. Head of each cluster is selected by a hybrid of residual energy, centrality, and the location of node. The data are gathered in the first layer, and are hierarchically aggregated in the next layers to reach the BS. Adaptive approach is utilized to achieve load balancing among all the nodes. Specifically, our novel contributions are listed below:
• Using a novel model inspired from the connection oriented services of the network layer in OSI model. To the best of our knowledge, none of the works use such model used by our approach yet.
• Using adaptive group formation in each layer, specially, using a novel weight for super-cluster-head (SCH) selection based on the degree of the node which demonstrates the number of bottom neighboring head nodes.
• Evaluating the delay between the source and the destination by investigating a problem to simply formulate the delay.
Rest of this paper is organized as follows. Related work is discussed in section II and provides a short survey about clustering and the multi-layered architectures in sensor networks. Preliminaries about the used system in this paper are discussed in section III. We explain the proposed EEMA protocol and its details in section IV. Performance evaluation and experiments are presented in section V and the paper is concluded in section VI.
II. RELATED WORK
Clustering in WSNs has been extensively explored by researchers as yet; however, in this section, we review the most important and recently proposed schemes in this area. As early and major attempts in clustering, LEACH [6] (Low Energy Adaptive Clustering Hierarchy) has been proposed by Heinzelman et al. LEACH is an application-specific protocol for homogeneous WSNs which uses a random probabilistic approach for CH selection. Although LEACH is simple enough and completely distributed, random CH selection and direct communication of the Cluster-Heads (CHs) to the BS in this protocol makes it unsuitable and unpractical for many applications. Many researches try to improve the LEACH protocol that the most important of them are [7] - [9] . Another basic clustering approach is HEED (Hybrid Energy-Efficient Distributed clustering) [10] . HEED is an iterative-based clustering that uses a hybrid of the node residual energy and the communication cost (such as AMRP or node degree) in order to select the CHs. Indeed, the node residual energy is used as primary parameter to select an initial set of the CHs (tentative), and then AMRP (the minimum power level required by a node to communicate with its CH) or node degree is used as secondary parameter to "Break-ties" among them. Although HEED distributes CHs across the network very well, which has some drawbacks as follows: HEED has too overhead for exchanging the control messages in each iteration, the number of formed clusters in HEED is large, and also HEED has the load-balancing problem. Some extensions over HEED are [11] - [13] .
Other popular clustering approaches are briefly reviewed in the following. The ACE [14] protocol is another clustering approach, which is based on emergent algorithm and uses the node degree as the main factor to form clusters with reduced overlapping. FLOC [15] uses the state transitions in order to select the CHs. In [16] , a centralized clustering approach based on neighbors (EECABN) is proposed in which a weight for selecting the CHs is used. The weight includes several factors, like the node residual energy, the distance between the node and the neighboring nodes, and the distance between the node and the BS. Recent clustering approaches have been proposed in [17] - [21] . Overlapping multihop clustering (KOCA) is proposed in [17] which generates connected overlapping clusters that cover the entire sensor network with a specific average overlapping degree. In KOCA the load is distributed uniformly among all the equal-size clusters. In [22] , an unequal clustering size (UCS) scheme is proposed to prolong the network lifetime. the UCS protocol utilizes a hierarchical clustering approach which provides a two layer clustering, based on the distance of CHs to the BS. In other words, the closer clusters to the BS are smaller in size than other farther ones. Similar approach is used in [23] in which based on the distance to the BS, an unequal clustering called EEUC is proposed. An energy-efficient clustering (EC) solution is proposed in [18] in which the clusters size is related to the hop distance of the nodes to the BS. Similar to unequal clustering approaches, the closer clusters to the sink are smaller in size, and the network lifetime of all the clusters is balanced. In [19] , a load-balanced clustering algorithm on the basis of their distance and density distribution has been proposed. A ZigBeelike addressing scheme is proposed in [20] where using a distributed formation, the paths are automatically separated from the clusters. The main advantage of this method is the low generated overhead in address-based routing. LCM [21] is a link-aware clustering approach for WSNs in which the CHs are elected by evaluating the status of the nodes and the conditions of links.
In addition to clustering, the hierarchical multi-layered architecture has been investigated in some works that we review the existing appropriate works in this area, in the following. Hierarchical power-aware routing was proposed in [24] . The protocol divides the network into some groups of sensors as zones. In the routing process, each zone decides to route a message hierarchically along the other zones to maximize the entire network lifetime. The algorithm considers a tradeoff between minimizing the energy consumption in the entire network and maximizing the minimal residual energy of the network. Two-Tier Data Dissemination (TTDD) protocol [25] provides efficient data delivery to multiple mobile BS. Each data source builds proactively a grid structure which enables mobile BS to continuously receive data on the move by flooding queries within a local cell only. Hierarchical clustering with main focus on the longevity of the network has been investigated in EEHC (Energy-Efficient Hierarchical Clustering) [26] . In EEHC, the CHs are selected via a probability proportional to the density of neighboring nodes within desired range of the node. Operations in EEHC are classified into initial and extended stages. In the initial stage the data are gathered and aggregated by the CHs, and then in the extended stage the data are aggregated and transmitted to the BS among the CHs through a hierarchical multi-tiered path. This is shown in the work that the hierarchical multi-layered architecture improves energy efficiency of large-scale WSNs. In [27] , [28] a hierarchical scheme is proposed to define the aggregation points in the network. In that work, LAs (Local Aggregator) to aggregate the sensed data of the regular nodes, and MAs (Master Aggregator) to aggregate the data of several LAs are defined. Some discussions about the optimal selection of the data aggregation points are performed in that paper. The work tries to find the minimum number of the data aggregation points in order to maximize the network lifetime.
III. NETWORK MODEL
In this section, we clarify our used network model. We adopt the following assumptions about the used network:
• N nodes are randomly and uniformly dispersed in a square field of size M × M.
• All the nodes and the BS are stationary.
• All the nodes can use power control for different distances from the transmitter to the receiver.
• All the nodes are location unaware (i.e. they are not equipped with the GPS-devices).
• All the nodes are homogeneous (all the capacities).
• All the nodes begin the operations simultaneously. The above assumptions are reasonable and usual in many applications, and also which makes our simulation easier and more real. In EEMA, the entire network is divided into some virtual layers. For example, in a three-layered WSN, in the first layer the regular nodes sense the desired field and then send the data to the CHs periodically. The CHs constitute the second layer which aggregate the data of regular nodes. And finally, the data of the CHs are aggregated again by the SCHs in the third layer, and then, which are transmitted to the BS through a multi-hop path, shown in figure 1. EEMA uses an adaptive method to form the clusters and super clusters. A clustering scheme is named adaptive if the clusters are reformed after a specific time slot. We called these specific time slots as rounds [6] . Each round is composed of two phases: the setup phase and the stable phase. First in the setup phase, the groups (clusters and super clusters) are formed, and then in the stable phase, the data are transmitted to the BS. The concept of super cluster indicates a group which consists of some CHs. In figure 1 , a SCH aggregates the data of some CHs. As discussed earlier, data aggregation is effective when the network size and the number of sources to be large, the sources are relatively close to each other, and their distance to the BS is far. This is depicted in figure 1 . As is seen, the number of transmissions is effectively reduced in the hierarchical multilayered architecture. This helps the energy-efficiency of the network. Data aggregation techniques depend great deal on the network architecture [29] , nevertheless, in our used network model, we use a simple model in order for data aggregation: each intermediate node (for example CH) aggregates all the received packets into a single output packet. Doing so, the packets should wait for a time in the intermediate nodes to other data are received.
The model for energy dissipation is taken from the first radio model proposed in [6] , although we have assumed for our multi-hop transmission all the communications are preformed in free space model. Accordingly, a node to transmit a l-bit packet over distance d should consume an energy as
where E el is the electronics energy and ε f s is the amplifier energy of free space model. Also, to receive a l-bit packet it should consume,
IV. PROPOSED ENERGY-EFFICIENT MULTI-LAYERED ARCHITECTURE (EEMA)
In this section, we describe our proposed EEMA protocol. As mentioned before, EEMA uses an adaptive method to form the clusters and super clusters. Unlike other clustering approaches that in which first the clusters are formed and then the multi-hop paths are established, in EEMA, like connection oriented services in the network layer of OSI model, first all the layers are formed, and then, the data are transmitted through a predetermined multi-hop path to the BS. The concept of the hierarchical architecture of EEMA is depicted in figure 2 . As is seen, if we assume the network is composed of n virtual layer, the BS is located at the top layer (as root) of this tree, as well as the SCHs at the lower layers (layers 3 to n-1), the CHs at layer 2, and the regular nodes at the lowest layer (as leafs). Using this way, although, create some overheads for cluster and super cluster formation, which removes the overhead and delay of data routing. In the followings, we first explain the cluster and super cluster formation algorithms. Then, we clarify how the data are transmitted to the BS. 
A. Cluster and Super cluster Formation Algorithm
In most clustering protocols, the most important part of each protocol is the CH selection algorithm. In this section, we describe the way EEMA selects the CHs among the regular nodes. The main idea is to select the nodes with the high residual energy, centrality, and smaller distance to the BS as the CHs. Doing so, we introduce a novel probability for selecting the CHs as
where E res and E max indicate the residual energy and the initial energy of node i, respectively, k is the number of neighbors within cluster range (R c ) of node i, dist (i, j) indicate to the Euclidean distance between nodes i and j, and d max and d (i,BS) are the distance of the farthest node in the network and node i to the BS, respectively. In fact, this probability assures those nodes that have a higher residual energy, are more closer to the center of a dense population of the nodes, and also have a smaller distance to the BS, which have higher probability than other nodes, and therefore, are selected as new CHs. At the beginning of the operations, all the nodes calculate their P CH probability and then broadcast a CH-Inf message to all the neighboring nodes within R c , where the P CH probability and the node ID are included to this message. Afterwards, each node waits for t w seconds to receive this message from all its neighbors. Each node that receives this message, first checks it and then compares P CH of the message with its P CH . If the node found P CH of the received message is greater than its P CH , then which must wait to receive the CH-ADV message from its neighbors. Otherwise, if the node waited and its P CH was greater than all the received messages, then it elects itself as the new CH, and therefore, broadcasts a CH-ADV to all the neighbors within R c . Note that each head node includes its layer number to the head status advertisement. Note also that if there is a node which receives no CH-Inf message from its neighbors, then this node assumes itself as alone node, and broadcasts CH-ADV to all the nodes within R c . Also, the duration of t w should be reasonable; not very long to increases the time overhead of clustering, and not very short so that the nodes can receive CH-Inf from all of their neighbors. After CH selection, some nodes should be selected as SCHs as follow. Since the SCHs should aggregate the received data of the bottom layers, such data are very important. Hence, the SCHs should have a proper energy level to prevent missing the data. Accordingly, we introduce a novel weight for SCH selection. This weight assures that the nodes with the high residual energy and more proximity to the head nodes of the bottom layer are selected as new SCHs. As mentioned before, the proximity to the bottom head nodes is important because the data aggregation is effective when the data are the same, approximately. The weight is composed of two factors: the residual energy and the proximity to the bottom head nodes, as follow,
where d H indicates the number of the bottom layer head nodes which are located in neighboring of node i. Each node finds the number of the neighboring bottom layer head nodes by receiving their head announcements. Afterwards, each node (except selected head nodes in the bottom layers) computes this weight and then set a timer with the following value,
where α is a constant. Once a node's timer has expired and the node received no SCH-ADV from its neighbors, this node elects itself as new SCH and which broadcasts a SCH-ADV message to all its neighbors within R s (super cluster range). Note that broadcasting the SCH-ADV message is performed in the higher power levels. In other words, R s should be enough greater than R c , to find more close bottom head nodes. These operations are recursively repeated until reach the BS. That is, when all the nodes in the network identify their parents, and also the SCHs of the highest layer reach the BS, the operations of SCH selection are stopped and then the data transmission is began. This is worthwhile to be mentioned, in order for collision avoidance, the communication between all the nodes in this phase is performed by CSMA/CA MAC layer protocol. After CH and SCH selection, each node should join the closest head node of the above layer (i.e. should join its parent) via sending a Join-Req message. This message may have an indicator bit in order to different nodes to be distinguishable. Each node finds its closest head node by RSSI. Head nodes after receiving these messages, add the node specifications to their members table. Note that, for the sake of fault-tolerance, each node takes a backup head node. This is because if a head becomes faulty whose path can be recovered by the other paths successfully. Distributed pseudo code of the proposed EEMA protocol is presented in Algorithm 1. calculate the P CH (i) probability 2.
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B. Data Transmission
After cluster and super cluster formation, each node senses the field and then sends its data to the associated CH located in the second layer, as well as each CH gathers the data from regular nodes and aggregates and send them to the its SCH in the third layer, and finally, the SCH gathers and aggregates the received data with its own data and sends to the SCH in the fourth layer, and so on. Note that data gathering can be either using TDMA protocol with the long sleep time for the regular nodes or in an on-demand manner and by the request of the BS from a particular region. In general, this is related to the application and EEMA can handle both of them properly.
V. EXPERIMENTS
In this section, the results of experiments are presented. First, we describe the simulation setup, and then, the results of simulations are brought.
A. Simulation Setup
We use a large WSN with the following scenarios: 300 nodes which are uniformly and randomly dispersed in a field of size 1000m × 1000m, as well as 1000 nodes in a field of size 2000m × 2000m. We assume that the BS is located at the center of the field. Some metrics are used in order for comparison. We used and considered the network lifetime as three metrics [30] :
• FND (First Node Dies): Interval between the start of the operations until the first node dies.
• HNA (Half of the Nodes Alive): Interval between the start of the operations until the half node dies.
• LND (Last Node Dies): Interval between the start of the operations until the last node dies.
All the simulations are average of 50 repetitions. For the sake of comparison, EEMA is compared with some wellknown clustering protocols: LEACH, HEED, and DWEHC. We have selected HEED and DWEHC for comparison, because they used a large-scale WSN in their simulations. In order for fairness, we have modified LEACH to support the multi-hop approach among the CHs. Other simulation parameters are summarized in Table I . 
B. Theoretical Analysis
In this section we aim to investigate a problem in which simply formulate the delay between source (any node in the network) and the destination, note that in our investigation we opt the BS as the destination of all transmissions. We know the delay between the nodes in multi-hop paths depends on the MAC layer specifications [31] ; however, for the sake of simplicity in our evaluation, we consider the delay as the time a packet takes to be transmitted between the source and the destination. In single-hop communications between the source and the destination, this time is only related to the distance between the source and the destination. However, since our network uses multi-hop approach between the pair of nodes, this time depends on two parameters: link time (t l ), the time a packet takes to be transmitted between a pair of nodes, and process time (t p ), the time a packet takes to be processed by a node. If m indicates the number of nodes which participate in the routing, then there are (m − 1) links between the source and the destination. Thus, the link delay of a multi-hop path between node i and the destination is calculated as
where j is a next-hop node in the path. As mentioned before, each node communicates to its parent that the distance between them does not traverse R s . Therefore, if we consider the distance between each pair of the nodes in the path, for simplicity, equals R s , then equation (6) can be rewritten as
Similarly, there are (m − 2) intermediate nodes in the path which should process the packet to can route it. Thus,
Since our network is homogeneous and all the nodes have the same capabilities, including the process power, so equation (8) simplifies to
The total delay between nodes i and j in the network can be achieved by combining equations (6) and (8)
In our scheme, this delay may be achieved by
C. Results
In this section, the results are presented. In figures 3(a) and 3(b), the total dissipated energy by all the nodes in the network for two scenarios is depicted. As is seen, EEMA shows a constant and low rate of energy consumption in the network in both scenarios. As expected, when the scales of the network are increased, the energy consumption is increased, too. In the figures, LEACH has a high and variant rate of the energy consumption. Also, HEED has a relatively constant and high rate. The network lifetime for four protocols are presented in figures 4(a) to 4(f). As is observable, EEMA outperforms all the clustering protocols in terms of the network lifetime. More precisely, regarding FND, EEMA improves the network lifetime about by 100-150% compared with the other clustering protocols. In figures 4(a) and 4(b), this seems when the number of nodes is increased, EEMA shows a better performance. This is because when the number of nodes is increased, the extra nodes are able to distribute the load of the network and improve relatively the network lifetime in contrast with a sparse network. A higher FND is concurrent with a lower HNA (shown in figures 4(c) and 4(d)), because when the load is well distributed among all the nodes in the network, all the nodes have almost the same residual energy so that the time in which all the nodes are alive (FND) is longer. Once the first node dies, all the the nodes which have a relatively equal energy are died consequently (almost simultaneous), and as a result, the HNA is decreased. We note that in simulations, this was observed that the clustering approaches, i.e. LEACH, HEED, and DWEHC, have only one alive node for a long period of the simulation time. For example, LEACH has only one alive node in the interval 3500 to 5000 rounds of the simulation time. This causes the nodes can not cover the entire field, and therefore, we have not a good performance in terms of the coverage of the field.
In order to achieve a rational result for adding the extra layers to the network, figure 5(a) is presented. In this case, we let the network dimensions and the number of nodes to be variable between 300 to 2000 and 500 to 4000, respectively. As is seen, the spent energy in the entire network is variant proportional to the different scales and layers; as when the network is small, adding the extra layers results in a more energy consumption. On the other hand, in the larger networks adding the layers makes the network more energy-efficient. Finally, the routing delay between the source and destination (the BS) is depicted in figure 5(b) . To evaluate the delay, we have used equation (11) in our simulations. In simulations, we considered the farthest node in the network to the BS as the source. As is seen, the flat architecture has the most delay, because there are more nodes between the source and the BS that the message should be routed by them. On the other hand, this delay is properly decreased in the two-layered and three-layered architecture, as the number of router nodes is decreased. This makes the network more scalable with the smaller routing delay. Meanwhile noting that data aggregation is performed in the multi-layered architecture and the waiting delay of packets which should be stored in the intermediate nodes (the CHs and SCHs) may increases the total delay, compared with the flat architecture in which there is no aggregation delay. In our simulations, we did not consider the aggregation delay.
VI. CONCLUSION
This paper proposes EEMA (Energy-Efficient Multi-layered Architecture), a novel adaptive hierarchical architecture protocol for large-scale WSNs. EEMA divides the network into some virtual layers, as well as each layer to some clusters and super clusters. Indeed, EEMA constructs a tree with the BS at the top of the tree (root) and the regular nodes in the lowest layer (leafs). Heads of each layer are selected proportional to their residual energy, centrality, and the distance to the BS, as well as their proximity to other head nodes. Performance of the proposed EEMA protocol is evaluated in different states and is compared with different related works in the literature. Results have confirmed the effectiveness of proposed EEMA in the large-scale sensor networks in terms of well data aggregation, increased network lifetime, and reduced routing delay.
