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A brief remark on the paper ‘‘The Generalized Integer Gamma Distribution
A Basis for Distributions in Multivariate Statistics,’’ (1998, J. Multivariate Anal. 64,
86102) and an additional result concerning the distribution of the product of some
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results in that paper, are presented.  1999 Academic Press
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Volume 64, Number 1 (1998), in Article No. MV971710, in ’’The
Generalized Integer Gamma DistributionA Basis for Distributions in
Multivariate Statistics,’’ by Carlos A. Coelho, pages 86102: The remark
following Theorem 2, although correct, is unnecessarily restrictive when it
states that in Theorem 2, p and b are interchangeable as long as they are
both even.
As a matter of fact, that paper [3] should say that p and b are inter-
changeable as long as at most one of them is odd, that is, if they are both
even or one of them is even and the other odd.
This means that the distributions (24) through (27) in [3, pp. 9495] are
the distributions (p.d.f. and c.d.f.) of W and W$, with
W=&log W$ and W $= ‘
p
j=1
Yj , (1)
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where
Yj t B \a j , b2+ j=1, ..., p (2)
are p independent beta random variables with
aj=k& j2 ( j=1, ..., p) and k>p2 . (3)
This is true as long as both p and b are even or if one of them is odd then
the other is even.
Although in the proof of Theorem 2 an even p was considered, we note
that for even b we have
1(aj+b2)
1(aj)
= ‘
b2&1
i=0
(a j+i) and
1(aj&it)
1(aj+b2&it)
= ‘
b2&1
i=0
1
(aj&it+i)
so that
E(eitW)= ‘
p
j=1
‘
b2&1
i=0
(a j+i) (a j&it+i)&1
= ‘
p
j=1
‘
b2&1
i=0 \k&
j
2
+i+ \k& j2+i&it+
&1
= ‘
p+b&2
j=1 \k&
p
2
+
j&1
2 +
rj
\k&p2+
j&1
2
&it+
&rj
,
which is the same as (32) in the paper, with rj given by (22) and hj still
defined by
1 j=1, ..., min( p, b)
hj={ 0 j=1+min( p, b), ..., max( p, b)&1 j=1+max( p, b), ..., p+b&2,
so that finally the distributions (24) through (27) are also the distributions
of W=&log W$ and W$, where W$ is the product of any even or odd
number p of independent beta random variables with shape parameters
aj=k& j2 ( j=1, ..., p) (k>p2) and integer scale parameter b2, where b
is an even integer.
This means that, for example, the p.d.f. in (26) is either the p.d.f. of the
product of an even number p of independent beta random variables with
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parameters aj=k& j2 ( j=1, ..., p) (k>p2) and b2, where b is any
positive integer, or the p.d.f. of the product of any even or odd number of
independent beta random variables with parameters aj and b2, where b is
any even positive integer.
The fact that p and b are interchangeable is made more clear if in (3) we
make
k=l&
b
2 \>
p
2+ . (4)
In this way, we may write
E(eitW)= ‘
p+b&2
j=1 \l&
b
2
&
p
2
+
j&1
2 +
rj
\l&b2&
p
2
+
j&1
2
&it+
&rj
,
which shows that the distributions (24) through (27) [3, pp. 9495] are
also the distributions (p.d.f. and c.d.f.) of W* and W*$, with
W*=&log W*$ and W*$= ‘
b
j=1
Y*j , (5)
where
Y*j t B \a*j , p2+ ( j=1, ..., b) (6)
are b independent beta random variables with
a*j =k*&
j
2
( j=1, ..., b),
where
k*=l&
p
2 \>
b
2+ .
The condition k*>b2 comes directly from (4) above, showing that there
is no need for any restrictions on the relative magnitude of p and b.
In the case where p and b are both odd, the interchangeability of p and
b still holds. In this case, following steps similar to those in the Proof of
Theorem 2 in [3, pp. 9597], we have for W and W$ defined by (1) and
(2) above
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E(eitW)=_ ‘
p&1
j=1
1(aj&it) 1(aj+(b2))
1(aj+(b2)&it) 1(aj)&
1(ap&it) 1(ap+(b2))
1(ap+(b2)&it) 1(ap)
=_ ‘
p+b&3
j=1 \l&
b
2
&
p
2
+
j&1
2 +
rj
\l&b2&
p
2
+
j&1
2
&it+
&rj
&
_
1(ap&it) 1(ap+(12))
1(ap) 1(ap+(12)&it)
‘
(b&3)2
j=0
ap+ j
ap+ j&it
(7)
=_ ‘
p+b&3
j=1 \l&
b
2
&
p
2
+
j&1
2 +
r*j
\l&b2&
p
2
+
j&1
2
&it+
&r*j
&
_
1 \l&b2&
p
2
&it+ 1 \l&b2&
p
2
+
1
2+
1 \l&b2&
p
2+ 1 \l&
b
2
&
p
2
+
1
2
&it+
with
r*j ={
rj
rj+1
j even or j>
b&1
2
j=2n&1, n # {1, ..., b&12 = ,
where rj are defined as in Theorem 2. In (7) we considered
aj=k&
j
2
=l&
b
2
&
j
2
and thus
ap=l&
b
2
&
p
2
and we used
1(a+n)
1(a)
= ‘
n&1
i=0
(a+i) ,
as well as the fact that since p is odd p&1 is even, so that expression (32)
in [3, p. 96] can be applied.
Expression (7) above shows that the distribution of W is now the same
as that of the sum of p+b&2 independent random variables, p+b&3 of
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which are gamma random variables with integer shape parameters r*j and
scale parameters
*l=l&
b
2
&
p
2
+
j&1
2
( j=1, ..., p+b&3) ,
and the other of which is the logarithm of a beta random variable with
parameters ap=l&b2& p2 and 12. This distribution is still also the dis-
tribution of W* defined by (5) and (6) above, but it is no longer a GI
gamma distribution and its p.d.f. and c.d.f. are not easy to obtain under a
concise manageable form. In order to avoid the use of incomplete gamma
or beta functions one has to use generalized hypergeometric functions. This
problem was recently addressed for the particular case of the Wilks 4
statistic by Alberto [1] and is intended to be the subject of a future publi-
cation.
When using the Wilks 4 statistic to test the independence of two sets of
variables, the first set with p1 variables and the second with p2 variables,
with a joint ( p1+ p2)-multivariate normal distribution we use a statistic
which, according to Anderson [2] and Kshirsagar [4], has the same dis-
tribution as
‘
p1
j=1
Y j or ‘
p2
j=1
Y*j ,
where
YjtB \n+1& p2& j2 ,
p2
2 + and Y*j tB \
n+1& p1& j
2
,
p1
2 + .
The results presented herein confirm that the distribution of > p1j=1 Yj is the
same as the distribution of > p2j=1Y*j , their p.d.f and c.d.f. being given by
(26) and (27) in [3, pp. 9495], when at most one of p1 or p2 is odd. These
same results give evidence that no further magnitude relationship needs to
hold between p1 and p2 .
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