INTRODUCTION AND MAIN RESULTS
We consider the existence of non-constant periodic solutions with prescribed minimal period for the following autonomous second order Hamiltonian systems, where n is a positive integer. V : Rn -+ R is a function, and V' denotes its gradient. In his pioneering work [21] of 1978, P. Rabinowitz proved that if the potential function V is non-negative and superquadratic at both the infinity and the origin, then the system (1.1) possesses a non-constant periodic solution with any prescribed period T>O. Because a T/k-periodic function is also a T-periodic function for every k E N, Rabinowitz conjectured that ( 1. 1 ) or the first order Hamiltonian system possesses a non-constant solution with any prescribed minimal period under his conditions. Since then, a large amount of contributions on this minimal period problem have been made by many mathematicians. Among all these results, a significant progress was made by Ekeland and Hofer in 1985 (cf. [10] ). They gave an affirmative answer to Rabinowitz' conjecture for strictly convex Hamiltonian systems ( 1 . 2) . Their proof is based upon the dual action principle for convex Hamiltonians, Ekeland index theory and Hofer's topological characterization of mountain-pass points. Their work was extended to the case of system ( 1.1 ) when V is strictly convex by Coti Zelati, Ekeland, and P. L. Lions (cf. Theorem IV. 5 . 3 [9] ). Generalizations of their results under different or weaker convexity assumptions can be found in [9] , [14] , [15] , [16] . Most of these results deal with convex Hamiltonian functions. As far as the author knows, there are 607 MINIMAL PERIOD PROBLEM only three papers ([12] , [13] , [20] ) dealing with the Hamiltonian functions with no convexity assumptions. In [12] and [13] , by an a priori estimation method Girardi and Matzeu obtained T-periodic solutions of (1.2) with a lower bound on the minimal period by assuming Rabinowitz' conditions hold globally on R2" and additional assumptions that H (z) and H' (z) are sufficiently close to functions and with /3 > 2, and also obtained T-minimal periodic solutions of ( 1. 2) under further assumption that H is homogeneous of degree P or a pinching condition holds. In the recent paper [20] of the author, by using the natural Z2-symmetry possessed by the system ( 1.1 ) and a Morse index theory method, under precisely Rabinowitz' superquadratic condition, it was proved that for every T > 0 there exists an even T-periodic solution of ( 1.1 ) with minimal period not smaller than T/(n + 2). The key observation made in [20] is that certain Morse indices do increase by iterating an even periodic solution without any particular assumptions on V", and that this phenomenon can be used to get lower bounds for the minimal period of this solution.
In this paper, we further develop the ideas used in [20] , and study the minimal period problem of ( 1.1 ) when the potential function V is even.
In thid case we observe that the usual direct variational formulation of the system (1.1) possesses a natural V 4-symmetry, where V4 = Z2 Q Z2 is the Klein Fourgroup, and that this symmetry can be used to reach the following purposes: 1 ° To eliminate the subspace R" from L2 (ST, R") so that the mountainpass theorem can be applied to get a T-periodic solution x of ( 1.1 ) with its symmetric Morse index defined in this paper not larger than 1, and its derivative x is anti-symmetric in the sense of the Definition 2.1 below.
2° To eliminate the possibility that this x is a 2 m-th iteration of some T periodic function for every natural integer m.
2m
3° To show the symmetric Morse index does increase by iterating this solution.
Our argument depends on the mentioned V 4-symmetry of the problem inherited from the natural Z2-symmetry of the system ( 1.1 ) and the evenness as of V, but does not depend on any particular property of the second derivative V" of the potential function V (for example, convexity type property). To realize the point 1°, we work on a W 1 ° 2-space SET of V4-symmetric T-periodic functions, which are even about the time t = 0 and odd about t = T/4. By using the Mountain-Pass theorem, we then get a non-constant T-periodic V 4-symmetric solution x of ( 1. 1 ) with its symmetric Morse index defined on SET being not larger than 1. The symmetry possessed by x automatically realizes the point 2°. To prove 3°, we noticed that the derivative x of this solution we found is anti-symmetric, and is not in our working space SET. We then constructed a sequence of 608 Y. LONG symmetric functions from this x to show that an iteration inequality of the symmetric Morse index holds, and that can be used to reduce the minimal period of x to not smaller than T/3. Then combining with 2° we conclude that this solution x must possess its minimal period T or T/3.
The main results we obtained in this paper are the following theorems.
In the text of this paper, we denote by a . b and I a the usual inner product and norm in Rn respectively. (VI) V E C2 (Rn, R).
(V2) There exists constants 2 and ro > 0 such that Then, for every T > o, the system ( 1 . 1 ) possesses a non-constant T-periodic solution with minimal period T or T/3, and which is even about t = 0, T/2, and odd about t = T/4, 3 T/4. Next we consider the potential functions which are quadratic at the origin, i. e. satisfying the following condition (V6) at the origin.
(V6) There exists constants ~ > 0 and rl > 0 such that A similar result is also true. This paper is organized as follows. In section 2, we describe the mentioned V 4-symmetric W1,2-approach for Hamiltonian systems. In section 3, we establish the new iteration inequalities of Morse indices for linear second order Hamiltonian systems without convexity type assumption. Finally in section 4, we estimate the order of the isotropy subgroup of periodic symmetric solutions of ( 1.1 ) in terms of their Morse indices, study the minimal period problem for the system (1.1), and prove :the above mentioned theorems.
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A VARIATIONAL APPROACH ON A V 4-SYMMETRIC FUNCTION SPACE
In his pioneering work [21] , Rabinowitz introduced the following variational formulation for the system (1.1), where T > 0 and and proved the existence of T-periodic solutions of (1.1) via the saddle point theorem. When the potential function V is even, this problem possesses a V 4-symmetry as explained below. In this section we describe a variational formulation for this problem on
2-spaces of the V 4-invariant functions.
For T>O, we define the mentioned V 4-action for any T-periodic measurable function x : ST -+ Rn with V~ _ ~ bo, S1, S2, S3 ~ by They are commutative and satisfy 6 ) = ~2 = S3 = ~o = id and ~1 b2 = ~3. We define another transformation group by V4 = ~ bo, -~ 1, S2, -b3 ~ . It possesses similar properties as the first one. Note that both these groups are isomorphic to the Klein Fourgroup Then ET is a Hilbert space. We denote by ( . , . )T the corresponding inner product in ET. Define Vol. 10, n° 6-1993. Y. LONG SET is a closed subspace of ET. Note that for given T > 0, and x E ET, if x (t) is odd (or even) about t = to, it is also odd (or even) about t = T/2 + to. Its derivative x is anti-symmetric. 2° If then x is not T/(2 m)-periodic for any m E N, where N is the set of all positive integers. 3° If then it can not be viewed as a symmetric 2mT-periodic function for any m E N.
4° If (V 1 ) holds and V' (0) = 0, and if this x is a non-constant solution of the system ( 1.1 ), then x (o) ~ 0.
5° On SET, the is equivalent to the L2-norm of the deri-
Proof. -1 ° follows from the definition; 2° follows from the fact x (0) = -x (T/2) ~ 0. Let y be the function x viewed as a 2 m T-periodic function. Since x is even about t = 0 and t = T/2, y is even about t = m T/2. So if y is symmetric, then it must be odd about t = m T /2, therefore y ! 0 and so is x. This proves 3°. In the case of 4°, x is smooth and x (o) = o. So by the uniqueness theorem for initial value problems of ( 1.1 ) we obtain x (o) ~ 0. Since x (T/4) = 0, we obtain for every t E [0, T] This implies the equivalence between the norms claimed in 5°. The proof is complete.. PROPOSITION 
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MINIMAL PERIOD PROBLEM 5° All the above conclusions still hold, if we substitute ET by SET. Proof -1 °-3° are well-known. 4° We only need to prove the invariance under b 1 and b2, since b3 is a composition of them. For x E ET, we have and by the condition (V5) we obtain Note that the 61-symmetry is naturally possessed by ~r without using (V5) as we have noticed in [20] . Thus 4° holds, and then 5° follows..
It is well-known that critical points of 03C8 on ET corresponds to C2 (ST, R")-solutions of (1.1). PROPOSITION 2 . 4 . -Suppose V satisfies (V 1 ) and (V5). Then the following holds 1 ° If x E SET is a critical point of 03C8 on SET, then it is a symmetric C3 (ST, R")-solution of ( 1.1 ). 2° Conversely, if x E C3 (ST, R") is a solution of (1. 1), and is symmetric, then x E SET, and it is a critical point of ~r on SET.
Proof.
Since V E C2, we have R"), and so it is in C (ST, R"). Proof -It is well-known that B)/ satisfies the (PS) condition on ET. For a proof we refer to [21] , [23] . When (V5) holds, is a (PS) sequence in SE, it is also a (PS) sequence in ET. Therefore it possesses a subsequence which converges to some element u E ET. Since SET is a closed subspace of ET, we obtain u E SET, and the proof is complete..
A

INDEX THEORY AND ITS ITERATION
INEQUALITY
In section 4, we shall find a critical point xo of ~.n on SET. By Proposition; 2 ..4, x©~ is: a; symmetric C2 (ST' Resolution of (1.1). Let 613 MINIMAL PERIOD PROBLEM A (t) = V" (xo (t)). Since V is even, so-is V" on R". Therefore A (t) is continuous, T-periodic, and is even about t = 0. By Proposition 2. 3, (xo) defines the following bilinear form on SET Note that ~T is also defined on ET. The Morse index of B)/ at the critical point xo in SET is defined to be the Morse index of the quadratic form c~T (.~, x) in SET. The main goal in this section is to establish iteration inequalities for such a Morse index theory. Note that c~T corresponds to the following linear second order Hamiltonian system, Let 2 s (Rn) denote the space of symmetric n x n matrices on the field R. If the above mentioned xo has minimal period T/k for some integer k > 1, we shall prove in section 4 that A (t) = V" (xo (t)) is T/(2k)-periodic and is even about t=O and t = T/(4 k). Enlarging these numbers by k times, in this section for given T>0, we always suppose the following condition holds, . If x is a critical point of B)/ in SET with then x is a symmetric solution of ( 1 . 1 ) by Proposition 2 . 4. Therefore x is an anti-symmetric solution of the linear system (3 . 2) with A (t) = V" (x (t)) and satisfies x (0) = o. Since x 0, we have Therefore we define the space of such anti-symmetric solutions of (3 . 2) by The following result is well-known. PROPOSITION 
. 5. -Suppose the condition (AS) holds. Then
In order to further study these indices, we define the following maps for given x : [0, T] -~ Rn and y : R -Rn. By Lemma 2. 2, we only need to consider odd iterations of functions in ET. Fix an odd integer k >_ 3. Define
Then it is clear that r+ :
ET, p :
EkTT he next lemma collects special properties of elements in AET. Proof. -Supposse 1 and fix an odd integer k >_ 3. Other cases follows from the proof immediately. We carry out the proof in several steps.
Vol. 10, n° 6-1993. We claim that for 1 _ i (k -1 )/2, We only prove the case when i is odd. The other case can be proved similarly. In fact, since i is odd, for any 2, by the first formula in (3 . 8) , there exist 2, such that Therefore by (3 . 8)-(3 . 10), (AS), and the evenness of the integrand, we pick the first and the third terms in the integration and obtain 617 MINIMAL PERIOD PROBLEM Here we have used the fact So al a2 and (3 .12) is proved. By the definition (3 . 8), when i ~ j, functions in 1~1 and have disjoint supports, therefore we have_
We claim that
We only prove the case when. i is odd. The. other case can be proved similarly. In fact, since i is odd., for any by the first formula in By the 03C6kT-orthogonalities we just proved among these subspaces, we obtain the claims (3 . 21 ) and (3. 22) .
Step 3. -We claim that In order to prove (3. 25), we prove the following claim first:
The derivative of every a E NB{ 0 ĩ s discontinuous somewhere in [0, k T]. (3 . 26) In fact, by definition, a must have the form Let j be the smallest subscript in { 1, ... , (k -1 )/2 ~ such that We only prove the case when j is odd. The other case can be proved similarly.
By the definition (3 . 8) there exists u E AET such that 619 MINIMAL PERIOD PROBLEM By Lemma 3. 6, we have u (o) ~ 0. Therefore the first and the fourth terms in the right hand side of (3 . 28) are not C~ 1 at and t = (2 k -i + 1 ) T/2 respectively, and therefore so is Since j is the smallest subscript with by definition all the other ai's are identically equal to zero near these two times. Therefore a is discontinuous at these two times. This proves the claim (3 . 26 ). Now we prove the following claim which is stronger than (3.25) , since In fact, let x E N n Then by the definition of E° ., x is a C2 (SkT, Resolution of (3 . 2) . Therefore x must be continuous everywhere. By (3 . 26) , this implies x _--o. Thus (3. 29) and therefore (3 . 25) is true.
Here we give another proof of (3.29) using the following property of functions in N in stead of (3 . 26) . From the definition (3. 8) , every x E N satisfies If then it is a solution of (3. 2). Then by the uniqueness theorem of the initial value problem of (3 . 2), we must have x = 0 on R. This proves (3. 29) and (3.25) .
Step (3 . 5) with positive definite coefficients B (t), the following iteration inequality was first proved by Ekeland in 1984 in terms of his index theory (cf Theorem 1.5.1 [9] and [7] , [8] ).
Similar iteration inequalities on various Morse indices for general linear second order Hamiltonian systems (3.2) without convexity type assumptions on the coefficients were proved in [20] by the author.
2° The proof of Theorem 3.7 uses ideas of Ekeland (cf. the proof of Theorem 1.5.1 [9] ) and the author (cf. the proof of Theorem 3.10 [20] ). As mentioned in the section 1, here special efforts are made in order to construct functions with the required symmetry. Our arguments depend on the T/2-periodicity, continuity and symmetry of A (t) given by the condition (AS), but not on its positivity. ( 1.1 ) , O (x) is defined to be the order of the isotropy subgroup of x for the S1-action ae on T-periodic functions, where as x (t) = x (t + 8 T). In another words, O (x) is the greatest positive integer k such that x is T/k-periodic.
By Proposition 2. 4, every T-periodic solution x of ( 1 . 1 ) which is even about t=0, odd about t = T/4 corresponds to a critical point of the functional W on SET defined in (2.1) with the potential function V = V (x) given in (1.1). In the discussion of the section 3, let A (t) =V" (x (t)). The functional ~T defined by (3.1) is precisely the quadratic form of the second Frechet differential of W on SET. We denote the corresponding symmetric and anti-symmetric Morse indices defined in the section 3 of W at x by siT (x) and a VT (x), etc. respectively. Our following theorem estimates 0 (x) in terms of siT (x). Proof. -Let k = O (x). Since x is a non-constant T/k-periodic solution of (1.1), and it is even about t=O and odd about t = T/4, we have x (o) _ -x (T/2) ~ 0. Thus k is odd by Lemma 2 . 2. Then we must have k = 4 m + 1 or k = 4 m + 3 for some integer m >_ o. Therefore T/4 can be rewritten as one of the following forms:
Since x is odd about T/4 and T/k-periodic, the abobe equalities show that it must be odd about T/(4 k). Then we have y=x is a non-trivial T/kperiodic solution of .the lineat system (3 . 2) with A (t) = v" (x (t)), and y is odd about even about t = T/(4 k). Therefore This shows (x) >_ 1. From the symmetry of x and the evenness of V, A (t) is T/kperiodic and even about all integer multiples of T/(4 k). Therefore it is T/(2 k)-periodic and is even about times t=O and T/(4 k). So [11] ). For the system (1.1) under only the condition (VI), a similar estimate, for even T-periodic solutions in terms of the symmetric Morse index defined there was proved by the author in [20] . There are also other similar estimates established in [20] in terms of various Morse indices.
For given T > 0, in order to find T-periodic solutions of ( 1. 1 ), we use the following well-known Mountain-pass theorem of Ambrosetti and Rabinowitz. [4] , [11] , [17] , [19] , ]23], [25] , [26] . Combining theorems 4 . 2 and 4 . 4 together, we obtain the proof of Theorems 1.1 and 1. 2.
Proof of Theorem 1 . 1. -Given T > 0, in Theorem 4. 4, let E = SET, defined by (2.1) on SET for V = V (x). Propositions 2 . 3 and 2 . 7 show that W is C2 and satisfies the (PS) condition. Note that by Lemma 2 . 2, on SET the ET is equivalent to the By the condition (V4), for any E > 0 small, there is a constant p > 0 such that Annales de l'Institut Henri Poincaré -Analyse non linéaire
