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conducted. Optimal parameters for learning rate, spread, momentum, num
ber of layers, number of nodes and number of epochs for this particular
application were found. Radial Basis Function Network was chosen as the
superior classifier, both in terms of its speed and accuracy.
A novel feature extraction method, called Fuzzy Zoning, was developed.
Fuzzy Zoning 's main competition was with other zoning approaches and un
like all of them, it was designed to counteract the problem of sharp zone
borders by allowing a single pixel to contribute to multiple zones at the same
time. Fuzzy Zoning was analyzed and included in the classification with
other zoning based features.
Based on experiments and test results, all feature extraction methods were
ordered against their accuracy. As this ordering didn't consider time com
plexity required of the classifier to work with a particular feature, the size of
the feature vectors was taken into consideration for comparison purposes.
A new metric was developed, which was called Normalized Accuracy Mea
sure. Unlike a simple accuracy, this metric considers time complexity of
feature classification. This approach allows optimizing the total character
recognition operation, which includes both feature extraction and classifica
tion. All feature extraction methods were compared and ordered against the
developed Normalized Accuracy Measure metric.
Keywords: Feature Extraction, Optical Character Recognition, Nor
malized Accuracy Measure, Fuzzy Zoning, Invariance, Handwritten, Clas
sifier, Off-line features, Pattern Recognition, Neural Network, Radial Basis
Function Network, Multiple Layer Perceptron Network, Handprinted, Projec
tion Histogram, N-tuple, Hough Transform, Chain Code Transform, Gabor
Filter, Feature Points, Strokes, Character Profiles, Graph Description, Char
acteristic Loci, Shadow Code, Template Matching, Zoning, Angular Parti
tions, Radial Coding, Concentric Circles, Tracks and Sectors, Ring Projec
tion, Crossing Method, Moments, Geometric, Central, Transformed,
Gegen-
bauer, Legendre, Tchebichef Krawtchouk, Zernike, Pseudo-Zernike,
Fourier-
Mellon, Wavelets, Fractal Encoding, Fractal Feature, Structural, Statistical,
Feature Taxonomy, Classification
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Chapter 1
Introduction
The beginning of knowledge is the discovery of something we do
not understand.
Frank Herbert (1920 - 1986)
1.1 Introduction to Character Recognition
Since the 1950's Optical Character Recognition, or OCR, has been an active
field of research for computer scientists worldwide [262]. The main reason
is that OCR is not only an interesting area of theoretical research with rel
evance to many pattern recognition sub-fields, but also a very needed and
useful real-life application.
Making computers able to read paper documents would allow for substan
tial savings in terms of the costs for data entry, mail processing, tax form
processing, census form processing and many other similar situations. Addi
tionally, this can simplify the life of the handicapped by making computers
able to read out loud to visually impaired.
Modern OCR systems are able to recognize most printed fonts and even
some neat handwritten text with acceptable accuracy. As a result, the cur
rent research in OCR has shifted towards omnifont machine printed text,
and unconstrained handwritten text as well as towards increase in the over
all recognition accuracy [262].
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1.2 Pattern Recognition System
All complete OCR systems consist of multiple processing steps, namely: im
age acquisition, preprocessing, feature extraction, classification,
and finally,
postprocessing. In this work, we will concentrate on the feature extraction
step, since selection of good features is arguable the most important step
towards achieving high levels of accuracy by the OCR system.
1.2.1 Data Collection
Data collection approaches can be as diverse as the character data itself,
from optical scanners to onscreen pointers. Regardless of the type of devise
producing the image of the pattern, data is usually collected in a very raw
state. Typical sources of data include postal zip codes and addresses, census
form data, surveys, medical reports, etc. The handwritten text is typically
comprised of whole words not isolated characters and one of the first steps
is to break up sentences into words and words into individual symbols. The
resulting images of individual symbols are what we need as input data for
the character recognition system.
1.2.2 Preprocessing
Preprocessing involves cleaning up the data and trying to make it as easy to
classify as possible. The cleaning of data includes filling of gaps and removal
of noise, both byproducts of image acquisition process or of the later charac
ter segmentation algorithm. Examples of a gap and noise are demonstrated
in the Figure 1.1. Usually a filter is used on the image to close the gaps and
to remove noise particles, which are typically detected based on their small
size with respect to the main pattern.
Additional preprocessing may be needed in case of color or grayscale im
ages. Normally color images are rare and are easily converted to grayscale.
Grayscale images need to be binarized for which a thresholding algorithm
is utilized, with the finding of the optimal threshold value being the most
challenging part of the process. The result is an image comprised of just two
values typically 0 and 1, which serve as the input to the feature extraction
algorithm.
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Another step, called normalization, may be present if we desire to obtain
an image, which is processed to counteract the effects of translation, scaling,
and rotation. In each of those special situations a particular algorithm can
be applied:
Translation This is the case in which the pattern is located off the center
of the image containing the pattern. To fix this the pattern could be
shifted, for example, to the point where its upper-left corner lines up
with a particular pixel in the image.
Rotation This is the case in which the pattern is oriented in a way, which
is different from the one in which human reader would typically read
it. This could range from just a few degree of difference to a complete
upside-down pattern. There is no easy to apply solution as knowing by
how much to rotate the pattern requires first to recognize it, and this
of course is not possible at this step.
Scaling This is the case in which the pattern is stretched or truncated and
so it is hard to recognize due to the difference in size. This is easy to fix
by rescaling the pattern to some standard size expected of all patterns
being processed.
Figure 1.1: A gap and noise in the character T [171]
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1.2.3 Feature Extraction
Since direct processing of scanned characters images is computationally
pro
hibitive, the widely accepted technique of pattern recognition is to
extract
some features from the original data and perform classification on those fea
tures. Extracted features must have certain properties in order to achieve
low error rates in character classification. Features must provide maximum
amount of information about the original pattern, ideally completely describ
ing it. The total number of features should be minimized to reduce burden
on the classification step. This means that used features should be indepen
dent of each other in order to maximize entirety of provided information [171] .
Since the same character can look very different if it is translated, scaled,
rotated, stretched, or skewed, ideally we are interested in finding features,
which remain constant under the above-mentioned morphing. If features
with such properties cannot be extracted, an alternative is to use image nor
malization with respect to the size, rotation, and thickness of the character.
Unfortunately, this method has a down side of introducing new errors into
the data. Not the least of the good properties of a pattern's feature is a high
tolerance to the noise and degradation in the original image, as well as the
complexity of the computation of the feature [262, 171].
An important characteristic of a good pattern's feature is reconstructability,
which means that the feature contains enough information to reconstruct the
original pattern. While not always achievable, reconstructability is a desir
able property because it serves as a proof that the feature contains all the
needed information to recognize the pattern in question. For some features,
such as infinite series coefficients only partial reconstruction of the original
image is possible since only a small subset of an infinite series is used as a
feature. The idea is that if such small subset is sufficient to reconstruct the
original pattern even approximately, the features must have high information
content and so poses high discrimination power [262].
1.2.4 Classification
Classifier is one of the most important parts of any pattern recognition sys
tem. The job of the classifier is to look at the feature vector extracted from
the pattern and determine to which class does this particular character be-
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longs. A large number of different classifiers exist, but they all can be grouped
under the following headings:
Template Matching Each pattern is compared against all other already
classified patterns and the set to which the closest match belongs is
selected as the probable class of the pattern.
Statistical Classifiers In this approach a function is designed, which has
the property of subdividing the feature space with hyperplanes so char
acters of different types a separated into different regions.
Artificial Neural Networks Based on the neural networks found in na
ture, those interconnected tiny computing devices come together to
prove that sometimes the whole is greater than the sum of its parts.
This is the approach often tried in different fields of artificial intel
ligence and particularly in computer vision and pattern recognition.
Detailed introduction to the theoretical properties of Artificial Neural
Networks could be found in Chapter 3.
Decision Trees Determine type of the pattern based on the set of rules;
each designed to further subdivide patterns until the identity of the
pattern becomes obvious.
1.2.5 Postprocessing
This is an optional step, which typically involves correction of errors and re
construction of the original document. Once each individual symbol has been
recognized, the symbols are grouped together to form words. Then words are
compared against a dictionary to see if such combinations of characters exist
in the language.
A simple spellchecker could be used to replace an unexisting word with the
correct one. Additionally, the words surrounding the one in question could
be used to improve the corrective ability of the spellchecker. Such systems
are particularly good at working with postal addresses since the domain is
very limited and well established. Once the error correction is complete the
entire document could be reconstructed in the textual format as apposed to
the image format.
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Chapter 2
Feature Extraction Methods
There is much pleasure to be gained from useless knowledge.
Bertrand Russell (1872 - 1970)
2.1 Features Utilized by a Human Reader
In construction of the program capable of
'reading5
individual characters, it
may be valuable to consider how the best-known system for the purpose a
human being operates. What features do human readers utilize during char
acter recognition process, and could we teach the machines to use the same
ones? Those are the questions answers, to which may come as extremely
beneficial to construction of a high accuracy pattern recognition system.
It is a well-known fact that people rarely have to recognize individual charac
ters in isolation. The typical task of reading consists of recognizing symbols,
which make up complete words. As established by many experiments, the
meaning of a word, as well as the shape of the word contribute to the correct
recognition of individual characters. This is something not typically pro
grammed into the character recognition software, at least not prior to a few
years ago [272].
In research into reading, as in most of psychology, observing the type of
errors made under hard circumstances is a very fruitful type of investigation.
Bouma [272] investigated the features unconsciously extracted by human
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subjects during the task of character recognition. He presented character
symbols to the subjects at a distance or for a very short duration of time,
and examined the confusions made between different letters. Bouma grouped
the characters of the English alphabet into sets based on the errors made by
the subjects in his experiments. The Bouma's classification oi psychologically
close letters is presented in Figure 2.1.
Outer contour Bouma shape Code Letters
Short inner parts and rectangular envelope 1 a s z x
round envelope 2 e o c
oblique outer parts 3 r v w
vertical outer parts 4 n m u
Tall ascending extensions 5 dhkb
slenderness 6 t i 1 f
Projecting descender 7 g j p q y
Figure 2.1: Bouma's classification of letters [272].
The classification consists of three large sets, namely Short, Tall and
Projecting characters, which are further subdivided into as many as four
subgroups with up to five characters in each.
The actual features believed to be used by human readers vary by a re
searcher. Hubel and Wiesel believe the features are generated early in the
visual cortex. The complex cells they found detect the presence of bars and
edges and provide a representation of lines. McGraw et al. conducted exper
iments with machine printed characters and found that high-level structural
descriptors of letters are very likely utilized. For example, a letter
'b'
could
be described as a loop with a stroke attached at the lower right. Intuitively,
this latter representation seems very close to a human heart, but we can not
dismiss the value of unconscious processes [272].
Later in the chapter we will see that both types of features are indeed put
to work in the task of machine character recognition by various researchers.
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2.2 Image Partitioning Approaches
2.2.1 Zoning, a.k.a. Sub-window Pixel Count
The method of zoning was introduced in 1972 by Hussain, [107]. It is one
of the easiest feature extraction methods in terms of implementation. The
feature produced is an array of integers representing the number of
turned-
on pixels in the sub-windows of an original image. Refer to figure 2.2 for a
visual representation of the above idea.
Figure 2.2: Upper-left: character A; Upper-Right: Zoning grid imposed;
Lower-Left: binary zoning feature; Lower-Right: sub-window pixel counts
In more formal terms the idea is to sub-divide the bilevel image into K
non-overlapping regions or zones Ri, i = 1...K, each of size h x v. In this
case the feature f is the number of foreground pixels in i^. This results in
a K dimensional feature vector [171].
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The number of sub-windows, K, used during feature extraction, can vary
from as little as one, giving us the area of the binary image, to the total num
ber of pixels in the image, h v, resulting in image itself. Smaller
sub-window
size results in better discriminatory performance, since in large sub-windows
important pattern information gets smashed. Typically, a window size of4x4
or 8 x 8 is used. The resulting feature vector remains relatively small, even
as a size of the input image increases. For example, even in a small 30 x 30
pixel image using 5x5
sub-windows we end up with a 36-dimensional vector.
In the original paper Hussain et al. [107], summarized the desirable proper
ties of their proposed feature extraction algorithm as follows:
The feature vector is obtained from the pattern matrix by a repetitive
procedure involving only the simple logical operation of counting the
number of black points in a well-defined region.
The feature vector's dimensionality is significantly lower than that of
many other schemes and the features themselves assume only a rela
tively small number of values.
Discontinuities in the character matrix, including salt and pepper noise,
can be tolerated [107].
An additional reduction in the complexity of an extracted feature can be
achieved by replacing pixel counts for each sub-window with a binary flag
signifying state of the pattern in this region. See bottom-left of figure 2.2 for
an example of so called binary-zoning feature. Unfortunately this strategy
significantly reduces a discriminatory ability of the zoning feature.
In addition to being applicable to binary images, zoning can be used on
gray scale images as well. In order to extract the feature vector, an average
gray level is computed as can be seen in figure 2.3. Unfortunately, the re
sulting feature is not illumination invariant [262].
Zoning method is a universal feature extractor, capable of operating on bi
nary, gray scale, contour, and even skeleton character representations. But,
it does have some obvious problems, such as its lack of tolerance for either
rotation, shifting or scaling. While invariance is a desirable property of a
good feature, through some clever preprocessing we can almost completely
overcome this obvious shortcoming.
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Figure 2.3: Zoning on a gray level image, (a) A 4 x 4 grid on a gray scale
character, (b) The resulting average gray levels for each zone [262].
Zoning Pseudonyms
It is a well-known fact, that sometimes in the process of scientific discov
ery different researches stumble upon the same idea independently of one
another. Nothing is truer about feature extraction methods, in particular
Zoning. While it is most popular under that name, it is not at all uncommon
to read about it under a pseudonym.
For example in this thesis it is referred to as pixel-sub count method. It
is described as Density Feature in the work of Bajaj et al. [8] named after
a small modification, namely normalization process in which the sum of the
pixels in each subwindow is being divided by the total number of pixels in
that zone, resulting in the black pixel density for that region. The same
feature without modifications is called Averaging Algorithm in the paper by
Toroketal. [261]. Finally Hanmandlu et al. [92] refers to it as BoxApproach.
Such multitude of names makes comparison of works by different researchers
more complicated and hopefully this thesis will be a step towards universal
naming convention for different features used in character recognition.
2.2.2 Fuzzy Zoning
The method of Fuzzy Zoning (FZ) developed by the author is aimed at intro
ducing a certain degree of tolerance for small changes in character's shape,
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position and size, which cause problems for the classical zoning approach
BBMP'
! *.*l*****4l
Figure 2.4: Fuzzy contribution of pixels located in a corner or in a middle of
a pattern.
The main problem with the zoning method is its reliance on rigid zone
borders. Each pixel either contributes to a particular zone or does not, de
pending on its location. This has particularly negative effect in case of
near-
border pixels as even the smallest shift in the pattern results in a different
feature vector. Cao at el. attempted to counteract this problem by creating
something called Fuzzy Borders (FB). The main distinction of FB lays in
the fact that points of the pattern located near zone borders are given fuzzy
membership values in up to four zones at the same time. Fuzzy membership
values are normalized by always adding up to one for all zones [31].
Taking the idea behind FB and expanding on it we came up with the concept
of FZ. Unlike in a case of FB in which only border-pixels have fuzzy proper
ties and only in up to four different zones, our method gives all pixels fuzzy
membership values and ability to contribute in up to nine neighboring zones
at the same time. The contribution of each individual pixel in the original
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image depends on its relative location within the zone as well as within the
global pattern. Figure 2.4 demonstrates this idea. Pixel PI located in zone
CA contributes heavily to that zone since it is located almost in a middle
of it, but it also contributes, but to a much lesser extent, to zones CB, BB
and BA. Pixel P2 located in zone BC also contributes heavily to its home
zone, but it also contributes, to zones AD, AC, AB, BB, CB, CC, CD and BD.
The actual contribution of each pixel to each zone depends on the distance
between the pixel and the zone and is automatically calculated by performing
multiplication operation between the original pattern and the special fuzzy-
mask developed by us. The fuzzy-mask is a group of concentric squares
whose weighted value diminishes linearly as the distance from the center of
the mask increases. Figure 2.5 is a sample fuzzy-mask with linear decrease
in pixel contribution of 10 percent for each concentric square. By moving
the fuzzy-mask across the entire original pattern, we were able to obtain FZ
feature vector consisting of 25 individual elements each representing a unique
zone and the fuzzy contribution of the zone's neighbors.
Figure 2.5: Fuzzy mask with linear decrease in pixel contribution of 10 per
cent for each concentric square.
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Figure 2.6: Discriminative ability of local information [192].
2.2.3 Zoning - Meta Feature
Zoning feature has already been described in section 2.2.1, where it was
equated with the sub-window pixel counts. In that case, the image was sub
divided into zones and for each zone an area of the character pattern falling
in that zone was computed. The concept of zoning can be abstracted into the
so-called meta-feature, by saying that it simply involves breaking the original
image into a number of subzones. The resulting subzones can be processed
with any feature extraction method described in this thesis. The resulting
feature vectors can be concatenated into one comprehensive feature vector
describing the overall pattern.
The main advantage of the zoning meta-method is that the properties
of individual subparts of the image are not mixed, but extracted separately.
This allows for local information to play a more significant role in pattern
classification. It is a well-known fact that local information is often all you
need to distinguish patterns belonging to a particular subset of all possible




can be ruled out if lo
cal information in just one subzone is more typical of a digit '7's pattern [192] .
Unfortunately, the nature of zoning method itself leads to a very serious
shortcoming, namely artificially set-up zone borders introduce increased
de-
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Figure 2.7: Zoning method with fuzzy borders. Pixel P\ has a fuzzy mem
bership value of .25 in each of the four zones A, B, D, and E. P2 has a .75
membership value in zone E and .25 in zone F [262].
gree of variation into the feature subvectors. The subpatterns may show up
differently in subwindows due to even small shape variations in the whole pat
tern, resulting in radical differences in the values computed for subvectors,
which in turn makes the concatenated final feature vector less continuous
pattern descriptor [136]. Cao at el. attempted to counteract this problem by
creating something they called fuzzy borders. The main distinction of fuzzy
borders is in the fact that points of the pattern located near zone borders are
given fuzzy membership values in up to four zones at the same time. Fuzzy
membership values are normalized by always adding up to one for all zones
[31]. Figure 2.7 demonstrates zoning with fuzzy borders.
Since the zoning method as presented here is just a way to break up the
original image, we are still faced with a choice of feature extraction method
to be used with our subdivision approach. Different researchers have tried
out different feature extraction methods with varying degrees of success.
Examples of some of the features utilized are described below. In general,
practically any feature extraction method described in this thesis can be used
in conjunction with subzoning technique.
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Figure 2.8: Zoning combined with contour line segment counts, (a) character
subdivided into 16 equally sized zones; (b) contour lines in the upper-right
zone only; (c) count of contour lines for this zone. [262].
Kimura and Shridhar worked with contour curves as the pattern representa
tion technique. After applying zoning they grouped the contour line segments
based on orientation into four subgroups, namely: horizontal, vertical, diag
onal
(45
and 135) orientations. The number of contour segments belonging
to each group was used as the extracted feature for each zone. Figure 2.8
demonstrates this approach [125]. Another researcher, Takahashi, also used
orientation histograms, but in addition he also found high curvature points
along the contour. For each such point, Takahashi computed contour tan
gent, curvature value, and position within the zone [262].
Singh and Hewitt [231] used a modified Hough transform (see Section 2.6.3
for details) in combination with nine 3x3 windows in their work on cursive
digit and character recognition.
Hanmandlu et al. [92], developed a feature they call the box approach, which
is undoubtedly based on zoning. After the pattern is projected onto the
zoning grid, a particular point is taken to be the absolute origin (0, 0).
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Figure 2.9: (a) Normalized digit 4. (b) Digit 4 partitioned into 6x4 boxes.
(c) pattern of digit 4 plotted using extracted features [92].
For example in [92] bottom left corner of the original image is used for
such purpose. The vector distance for fcth pixel in 6th box at location (i,j)
is calculated as, d\ =
(i2
+ j2)'5. By dividing the sum of distances of all
set-on pixels present in the box by their total number, a normalized vector






where n& is the number of pixels in the 6th box. The resulting vector com
prises a set of features based on distance. For each set-on fcth pixel in a box,
the corresponding angle is computed as, 6k =
arctan(
j/i) for a pixel at
(z, j). Then the sum of all angles in a box b is normalized with the number
of set-on pixels present in that box to get a normalized angle a^.
nb
a6
= (1/^)^^,6 = 1, ...,24 (2-2)
fc=l
The resulting 24 pairs comprise the complete feature set used by [92] for
recognition. Figure 2.9 (c) demonstrates the points extracted from digit 44',
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using zoning based box approach feature.
An interesting modification to the concept of zoning is dynamic zoning, which
is not based on a set number of equal-in-size zones, but rather the number
and size of zones and their positioning depends on the pattern itself. Lecce
at al. [141] proposed a technique for automatic zoning, which is based on
Shannon's entropy estimation. Core zones of pattern are determined, which
provide the highest discriminatory ability, and the final zoning is being cus

















Figure 2.10: Zoning using a quad tree [256].
In a similar fashion, Teredesai at al. [256] developed a quad tree based
zoning method. An example of their technique can be seen in figure 2.10. The
first subfigure shows the original input pattern. The second figure shows that
pattern divided into four zones. The remaining figures demonstrate further
zoning of the pattern, based on the amount of details desired to be obtained
from each local location within the image [256]. Since, certain locations are
particularly useful in segregation of similar patters, this type of zoning is
designed to allow the character recognition system to zoom in on points of
interest in the pattern and as a result, distinguish particularly challenging
data inputs. The strength of this approach is in its customization with
respect to the problem at hand. The method takes advantage of all available
information about possible classification types for our particular input and
is closely related to the properties of the pattern we are trying to recognize.
2.2.4 Angular Partitions
Proposed by Tsang Ing Ren, et al. [206, 205] as recently as 1998, angular
partitions represent another way of subdividing an original pattern into
sub-
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parts. The number of partitions can be varied from as few as one, in which
case the whole image is subject to the further processing, to partitioning the
image completely by lines. Clearly both of those extreme cases are not a
useful application of angular partitioning. An intermediate number of parti
tions were shown by Tsang et al. to lead to acceptable levels of recognition.
They have also concluded that the optimal number of partitions exists and
it is problem depended. In order to achieve some degree of invariance, the
center of mass of the pattern is used as the origin point for the partitioning
rays.
Figure 2.11: Left: Digits '0', t3\ '6', and
'9'
with 16 angular partitions.
Right: Digit
'3'
with 32 Angular partitions [206, 205].
Once the original image is subdivided, an additional feature extraction
method needs to be applied to each subzone. In their work, Tsang et al.
used Radial moments in order to derive the necessary pattern description.
See Section 2.4.4 for additional information about Radial moments.
Figure 2.11 demonstrates four sample digits subdivided into 16 angular par
titions as well as the digit
'3'
with 32 angular partitions. A small problem
with this methodology can be observed, namely the implementation. Since
the input pattern for character recognition is not continuous, but made up of
binary pixels, it is not straightforward to subdivide the image into angular
partitions as it is, for example, with simple zoning (see Section 2.2.1). Tsang,
et al., suggest using Bresenham's line algorithm, which is an efficient way for
scan-converting straight lines. Any line drawing algorithm can in principal
be used as long as the resulting partitioning is equivalent.
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As with the zoning meta-feature (see Section 2.2.3), angular partitioning
is not a feature extraction method; it is actually a way of subdividing the
original image into smaller segments on which the actual feature extraction
will be done.
2.2.5 Radial Coding a.k.a. Concentric Circles
While investigating the application of moments of inertia (see Section 2.4.1
for details) to character recognition problems Torres-Mendez, et al. [260]
observed that some characters had the same or very close moment-of-inertia
value produced, which made accurate classification extraordinary difficult.
In order to combat the above-described problem, they decided to introduce
additional features into the character recognition process. Named Radial
Coding, it was designed with intention of achieving rotation invariance in
order to complement translation and scale invariant capability of moment of
inertia used as the primary feature [260].
MN





The circle shape was chosen as the natural rotation invariant base for the
Radial Coding. The number of intensity pixel changes on a circular bound
ary of some radius inside the object is used in this simple coding method.
A compilation of such measurements from multiple concentric circles forms
the feature vector, which is invariant to translation, scaling and rotation.
Unfortunately, the possibility of multiple characters mapping onto the same
extracted feature was not eliminated with the introduction of Radial Cod




In the second attempt to circumvent insufficient uniqueness of resulting
features, Torres-Mendez, et al. [260], proposed an additional step in which
they take into consideration the difference between the size of the two largest
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arcs (for each concentric circle) that not belong to the pattern. Those are
demonstrated in Figures 2.13. Dividing this difference by the circumference
of the respective concentric circle results in size normalization. The algorithm
for extracting Radial Coding as presented in [260] is:
1. Find the central moment of the object.
2. Compute K equidistant concentric circles C around the centroid lo
cated in step 1. The spacing is equal to the distance between the cen
troid and the furthest pixel of the pattern divided by the total number
of concentric circles.
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2 3 4 5 6 7 8
N 0 0.08 0.08 0 0.03 0.02 0.01
M 0 0.1 fl 0.41 0.26 0.18 0.06 0.01





3. For each concentric circle, count the number of intensity changes (zero
to one or one to zero) that take place in the pattern. Call this
value
Ri.
4. For each concentric circle, calculate two largest arcs that are not part
of the pattern. Determine each arc by counting the number of arc
pixels, obtain the difference, and divide by the circumference. This is
Di (di d2)/dc where d\ is the length of the largest arc, d2 is the
length of the second largest arc, and dc is the circumference [260].
112 112 3 3
0.19 0.02 0.72 0.36 0,07 0.05 0.31
112 112 3 4
0.20 0,02 0.72 0.36 0.09 0.05 0.01
112 1114 3
0.20 0.06 0.72 0.36 0.21 0.06 0.30
112 2 12 3 3
0.19 0.11 0JO 0.34 0.08 0,05 0.31
Figure 2.16: Concentric circles applied to letter 'E', shown in different rota
tions and sizes. Numbers in the first line indicate the number of intensity
pixel changes in each one of the eight circumferences. Second line represents
the normalized differences over the largest seven circumferences [260].
The above algorithm gives us the feature vector: Ri,R2,..., Rk ,Di,D2,Dk
assuming K concentric circles. Ri is a positive integer, and Di is a real value
in the range [0,1]. Both the Radial Coding and Normalized Radial Coding
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features have the property of being invariant to rotation, scaling, and transla
tion. Taken combined with moments of inertia, those features allow sufficient
uniqueness of final feature vectors to achieve problem free classification of 2D
patterns, in particular alphanumeric characters. Figure 2.16 shows feature
vectors extracted from the character
'E'
under different rotation and scale
values. The top line is the number of intensity pixel changes and the bot
tom line is the normalized difference over the largest seven concentric circles
[260].
2.2.6 Tracks and Sectors
Sometimes, a new feature is just a clever combination of some older sim
pler features. This is just the case with the method of Tracks and Sectors.
Clearly inheriting and combining structural properties from methods of An
gular Partitions and Concentric Circles and Ring Projections (see Sections
2.2.4, 2.2.5, 2.3.2 for details) this feature is a close relative of meta-feature
known as zoning (see Section 2.2.3).
Tracks-and-Sectors zoning image subdivision method is aimed at taking
advantage of circular nature of many handwritten symbols. The method
ology can be applied to either binary or gray scale images. Just like with
Angular Partitions approach, we begin by finding the centroid of the image,
utilizing the zero and first order moments for this purpose. Next, the image
is subdivided into n sectors formed by drawing n radical lines from the cen
troid at an angle 9 to each of other such that nO =
360 [57].
As with the Concentric Circle and Ring Projection methods, m concentric
circles are drawn with the centroid of the pattern as center such that each
band or ring between any two consecutive circles has the same area. This
requirement is achieved by computing the radius r$ of the jth circle by the
following formula:
(2.3)
where rm is the distance between centroid and the farthest point of the
image from it. As a result, the pattern is divided into nx m segments [57].
Figure 2.17 demonstrates this for n = 12 sectors and m = 3 tracks. Figures
2.18 and 2.19 shows application of the Tracks and Sectors method to some
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Figure 2.17: A segmentation scheme with 12 sectors and 3 tracks [57]
alphanumeric symbols,
Just like with the meta-feature Zoning, different second order feature
extraction methods can be used in conjunction with the Tracks in Sectors
method. Ashwin et al. [6] take a classical approach and use the set-on pixel
count for each zone as their feature used in recognition of Kannada char
acters. Belongie et al. [14] refer to this method as log-polar histogram bins
and combine it with shape contexts in a technique reminiscent of deformable
template matching. Hong [100] and Desai et al. [57] suggest using Radial
moments (see Section 2.4.4 for addition information) to achieve an interest
ing and highly discriminative feature extraction scheme.
The method of Tracks and Sectors can be made invariant to translation,
rotation and scale changes of the pattern by including a few additional post-
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processing steps. First, let us assume that the feature vector,
regardless of
secondary feature extraction method, is represented
by:
X = [Xi ,x2, . . . , xnm\
In order to realize translation invariance, we need to move the origin to
the centroid of the pattern. This is easily done by transforming the image
f{x,y) into f(x+x0,y+ yo)J where (x0,y0) is the centroid of the pattern [57].













Finally, rotation invariance is achieved by some clever shifting within the
feature vectors corresponding to individual bands. Each feature subvector is
shifted until the maximum value feature becomes the first element of the sub-
vector, and relative order of the features remains the same for that subvector.
Obviously,
XR
is independent of the orientation of the pattern. To demon
strate the above idea more formally, a mathematically expressed example
follows [57]. Given a feature vector X in the form:
X [[xi,X2, ...^Mi-Ij^Mij^Mi+I)^!xn
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[^n+lj ^n+2j xM2-li xM2i xM2+li x2xn\
[Xm, Xm_j_i, ..., XMm-l, xMmi ^Mm+1? ^mxnJJ
XMi > Xj
(i 1) x n < j < r x n
1 < i < m
each subvector represents the feature values corresponding to a particular
track. If more than one maximum value happens to be in a particular band,





[XM2 j xM2+l-> '>x2xm xn+li xn-\-2i xM2-l\
[xMm-> xMm+li > xmxm xm-> xm+l) ^Mm-lJJ
Finding the maximum value for each subvector instead of a global max
imum, allows us to reduce the chance of getting different segments with
maximum values for different orientations, scales and noises. The fact, that
secondary feature for each track-sector region can be computed completely
independently of other such regions allows for parallel implementation of this
particular feature, resulting in extremely fast processing [57].
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2.3 Histogram Based Approaches
2.3.1 Projection Histograms
Introduced by Glauberman in 1956, this is one of the oldest known feature
extraction methods. In addition to being utilized as a feature for character
recognition it is also an effective and popular method for text preprocessing
used for word or character segmentation as well as determination of the ori
entation of scanned text.
Traditionally as a character's feature, only the horizontal and vertical pat
tern histograms were extracted, as can be seen in figure 2.20. In such a case,
a feature represents a projection of the original pattern onto the x and y
axes. For the horizontal projection, the total number of turned on pixels for
each column Xi is calculated and saved. The same procedure is done for the
vertical projection with respect to columns yj, where % varies from 1 to W
and j varies from 1 to if .
An alternative way of thinking about his feature is to understand that we
are aiming at reducing 2D characters to a ID signal in order to simplify the
work of our classification module. We can think of a slit that scans the char
acter from left to right. By projecting the shadow cast by character from
the light coming out of the slit onto the x-axis, we are in effect transforming
a two-dimensional geometric shape into a one-dimensional light distribution
shed on the axes. Additional processing can be applied to the ID signal in
order to make it more useful to the classification task. Sections on Wavelets
and Fourier series expansion will provide the detailed description of possible
alternatives. Figure 2.21 (a) shows numeral 4 being scanned by a slit of light,
while part (b) of the same figure demonstrates the resulting one-dimensional
projection [180].
This feature can be made scale-independent if a fixed number of bins are
used instead of taking image dimension in pixels as the number of bins.
Simply merging neighboring bins into groups and dividing by the total num
ber of set pixels in the image would satisfy this requirement. This feature
is also extremely sensitive to rotation and slightest differences in character
representation, which results in problems with recognition of different writ
ing styles in case of hand written characters. Additionally, while the vertical
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Projected
black area
Scanning direction of the slit
Kb)
Figure 2.20: Horizontal
and vertical projection his
tograms for digit five [262],
Figure 2.21: 2D reduction
to ID using a slit of light
[180].
projection histogram is slant invariant, its horizontal counterpart is not [262].
In order to measure the dissimilarity between two projection histograms
we can use:
dissimilarity = \, I Ui{xi) ~ V2{xi) (2.5)
1=1
where n is the number of bins, and y\ and y2 are the two histograms we wish
to compare. Unfortunately, this dissimilarity measure is sensitive to slight
misalignment of dominant peaks in the original projection histograms. We
can reduce the effects of this problem by using cumulative histograms Y(xje)i
defining the sum of the first k bins to be:
Y(xk) = ^2y(xi)
we can rewrite equation 2.22 to be:
n
Dissimilarity = Yj | Yi(xt) Y2(xi)
i=l
where Y\ and Y2 are the two cumulative histograms.
(2.6)
(2.7)
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Figure 2.22: Horizontal, Vertical, Left diagonal, and Right diagonal projec
tion histograms [234] .
In addition to horizontal and vertical histogram projections, it is possible
to extract both left and right diagonal projection histograms. Just like their
more popular horizontal and vertical cousins, they have a straightforward
definition, namely they are defined as the count of the number of set pixels
per diagonal. Combination of all four projection histograms is used by [234]
in his character recognition project. Figure 2.22 demonstrates computation
of all four projection histograms, for a sample handwritten character zero.
Combing all for projection histograms we get:
[0 06222222222226 0] +





a 94-feature vector, which [234] uses as input to a neural network classifier.
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Figure 2.23: Horizontal and vertical projection histograms on a mesh parti
tioned Korean character [133].
Figure 2.24: Horizontal and vertical projection histograms of Marathi char
acter [203].
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In all cases, additional information or sub-features can be extracted from
projection histograms, Ravindra [203] proposes extracting actual character's
height, width and area as well as maximum values for all projections. That
information can be used instead of actual projection-histogram-information
in order to reduce computational complexity. An example of vertical and
horizontal projection histograms can be seen in the Figure 2.24.
The problems with the projection method became painfully obvious after
examining figure 2.25, which shows how two different geometric shapes can





Figure 2.25: Different geometric shapes can produce identical projection his
tograms [180].
Due to their poor performance on even slightly rotated images, projection
histograms are rarely used as a stand-alone character feature, rather they are
combined with other features to provide additional useful information [136].
For example Soo [133] supplements his Directional Segment Feature with a
projection histogram in order to improve recognition of Korean handwritten
characters. Figure 2.23 demonstrates the extracted vertical and horizontal
projection histograms for a Korean character partitioned with a 9 x 9 mesh.
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Figure 2.26: Ring Ex
traction panel [246].
Figure 2.27: Ring pro
jection [246].
2.3.2 Ring Projections
Projection Histograms described in Section 2.3.1 have one major shortcom
ing, namely complete inability to deal with rotations of even small degree
in the pattern. In order to combat this problem, a ring-based projection
method was conceived. This method takes advantage of rotation invariant
properties of the circular shapes of any radius.
Ring Projection, a method that is described in great detail in Tang [246]
and in Phokharatkul [200]. This method utilizes a ring-extraction panel
which is defined as a triple $ (R, 0,(5), where R,Q E I, and 5, the ring-
extraction function, is a function of R and O, meaning 5 = p(R, 0), and
Vfc/[p(i2, 0) - p(R, + km)] (2.8)
where p(R,Q) is a cycle function of 0 with a period of m. A visual repre
sentation of the ring-extraction panel is given in Figure 2.26. It consists of
n concentric circles and m spokes, where n and m are both integers. The
radius of the zth ring {Ri) is denoted by r^, and Si represents the jth spoke
(i = 1,2,...
,n;j
= l,2,...,ra). Each cross point between a ring and a spoke
is called a sample point, p(i,j) represents the cross point between the ith
ring and the jth spoke [246]. After being processed by the Ring Extraction
panel, a pattern is converted into a vector called a Ring Projection vector,
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which is defined as:














1, overlaps with the given pattern
0, otherwise
The basic principle of the Ring Projection feature extraction method
ology can be seen in Figure 2.27. The pixels of the pattern are projected
along the rings, and not along the straight lines as in the Projection His
togram approach. This results in the fundamental difference between the
two methodologies, namely rotation invariants [246].
Transformation Ring Projection
1. Locate the center of gravity and translate it to the origin of the image.
2. Find the largest distance d.
3. Scale the input image by D/d.
4. Find the ring-projection vector using the ring-projection operation.
5. Find the feature vector by accumulating the pri's.
Position invariance is easily achieved by moving the center of gravity of
the pattern to the origin (0,0). Detailed description of this idea can be
found in Section on Geometric Moments 2.4.1. Size invariants is obtained
by finding the pixel farthest away from the center of pattern, let's call it d.
Normalization of the size results from dividing pattern size D by d found
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previously. Rotation invariance comes directly from fundamental properties
of Ring Projection approach [246].
Figure 2.28: Ring Projection associated with accumulation [246].
Finally, while the ring-projection values pri's may be acceptable for clas
sification, they would be changed if the center of gravity is shifted due to the
noise in the image or as the result of round-off error caused by the discrete
nature of the digital images. In order to counteract that, an accumulation
operation shown in Figure 2.28 is utilized. Accumulation operation produces
the feature vector consisting of Pi elements as shown below:
[Pi P2
PZ...Pn]T
where each element Pi is defined as in below:
i i 2tt
^ = 5>^^/*(M), i = l,2,...,n (2.12)
k=l k-l 6=0
This approach of using accumulated projections, to substitute the indi
vidual projections of a ring is more stable according to Tang et al. [246].
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2.4 Method ofMoments
In general, moments describe numeric quantities at some distance from a
reference point or axes [29]. Moments achieved status of some of the most
popular image descriptors, used in visual pattern recognition, shortly after
Hu introduced them in 1961. Since that time, moments have been used
for aircraft identification, building and bridge identification, scene analysis,
target classification, and OCR. Many variations on the basis concept exist,
including fast algorithms and three-dimensional moments [171].
The (p + q)th order moment, where p, q > 0, of a function f(x,y) is de






If f(x,y) is piecewise continuous and has non-zero values in the region of
interest, then the moments of all orders exist and the uniqueness theorem
can be proved:
Uniqueness Theorem: The sequence {mpq}, p,q > 0, is unequally deter
mined by f(x,y), and conversely, f{x,y) is unequally determined by {mpg}.
The above theorem insures that an image may be assigned a unique set
of moments, and as a result be properly classified [171].
Over a dozen of different moment based feature extraction approaches have
been proposed specifically targeting character recognition problem. The fol
lowing sections will cover some of the most promising and well-documented
methodologies.
In general for all moment methods, the feature vector can be build by taking
n first moments and combining them, as bellow:
[m0,m0l,7n10,...,mpq], where n = p + q
Most moment based approaches extract statistical features, which have no
clear meaning to a human observer. This is particularly true for higher order
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moments. This makes it difficult to properly evaluate quality of the extracted
moment based feature. One workaround for this problem is the idea of image
reconstruction. Basically, given n moments of a particular type, researcher
tries to reconstruct the original image from those n moments. The results are
judged by a human observer, who visually evaluates how much of the original
pattern is reconstructed, and decides if it is possible for him to recognize the
pattern in question.
An insightful reader will note that good reconstructive ability of the fea
ture does not always translate into good interclass discrimination ability and
vise versa. This is certainly true, but high reconstructability property, means
that a large percentage of original pattern is preserved in the feature and so
the feature provides all the needed information to allow for successful char
acter discrimination.
Some of the following subsections, which describe particular moment based
feature extraction methods are accompanied by pictures showing reconstructed
sample character images up to some moment n. They are included solely to
allow the reader of this thesis to visually evaluate information-preserving
properties of particular moments. Image reconstruction or compression is
beyond the subject of this thesis.
2.4.1 Geometric Moments
Known under such names as Regular, Geometric, Classic or Conventional
two-dimensional moments are presented below.
In case of a discrete digital image, the summations are used in place of
the integrals in the definition of the mpq moment. Given an image /, of size




The complete moment set {mpq} of order n is composed of moments
mpg, p + q<n. This set contains |(n + l)(n + 2) elements [159].
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The moments presented below can be used to compute simple mechanical










represents the mass of the given distribution function or image f(x, y) based
on its intensity. In terms of binary images zeroth order moment is just the
total area of the represented object [29, 171].
1st
Order Moments: Center of Mass
In physics, center of mass refers to actual, physical mass of the body. In
digital images we are dealing with individual pixels. So, in terms of a binary
function, in which the only possible resulting values are 0 or 1, the center of
mass or first order moment is simply the average x and y position, based on











This center of mass point is know as centroid or fl (also known as center
of gravity, average or arithmetic mean. The coordinates x and y of fl are
defined by:
m10 _ m01
x = ana y
=
m00 m00
If fl is used as the new point of origin in the image, the moments extracted
from such image are known as Central moments, and can be computed as
follows [29, 171]:
&*
=ESx " ^P(y ~ y)qf(x> y)dxdy
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2nd
Order Moments: Average energy










m2 = Yl ^2y2f(x>y)
X=0 y=0
are called the moments of inertia
l [157]. They may be used to define several
useful mechanical object features such as: mean square value or average en
ergy [29]. Second order moments can also be used to determine the principal
axes of the shape [157].
If we are working with Central moments, we can define an image ellipse
which is an elliptical disk, centered at fl, and which has the same second
order moments as the original pattern. The ellipse is defined by:
a =







~ V(^20 ~ M02)2 + 4/X?!
^00
and its axes coincide with the axes of the original image.
An interesting anecdote is associated with the discovery of application of moments-of-inertia to character recognition
problem. A graduate student named Sigfried in the 1970's was interested in doing research in character recognition for
his master's thesis. He was aware of a variety of techniques described in literature for extracting descriptors of shape, but
he wanted to come up with his own approach. Sigfried had just finished reading a book on lateral thinking by Edward de
Bono. One of the ideas behind lateral thinking is to use randomness to arrive at new ideas and Sigfried decided to use
this method to find his own feature extraction method. Sigfried decided to browse through the books in the library by
flips of the coin. With his first flip he ended up in the engineering library. Another flip directed him to civil engineering
section. A further flip of the coin led him to open a book on dynamics. After flipping through a few pages, he hit upon
images of what looked to him like characters. In reality it was a chapter on Moments of Intertia of common geometric
objects. Sigfried quickly realized that he had stumbled upon a novel feature extraction approach, he rushed back to his
office to tell his roommate he had found a topic for his thesis [263].
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where <f> is the angle between rc-axis and the nearest axis of the ellipse [171].
3rd
Order Moments: Skewness
The third order Central moments define the skewness Sx and Sy of the image
projections. This is a measure of the deviation from the symmetry about the
mean of the distribution. The Sx and Sy have the following definitions [171]:
Sx = /W/*2o and Sv = /W/^02
Ath
Order Moments: Kurtosis
The fourth order Central moments define the kurtosis of the pattern. Kurto
sis is the degree of how peaked the statistical distribution of data is relative
to a normal distribution. The Kurtosis is defined as a normalized form of
the fourth central moment of a distribution and is found as follows:
Kx = /W/^o
~ 3 and Kv = /Wa*
Higher Order Moments
As the degree of the moment gets larger, the statistical or mechanical mean
ing of it tends to become more obscure; nevertheless, as many as 500 moments
have been used in pattern recognition and in image reconstruction [171, 275].
2.4.2 Normalized Central Moments
Central moments are first introduced in the Section 2.4.1 on Geometric mo
ments as they are closely related to each other. Just to recap, if center of
mass is used as the new origin point in the image, the moments extracted
from such image are known as Central moments, and can be computed as
follows [29, 171]:
^
= Yl J2(x - *y(y - y)qf(x> y)dxdy
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In 1962 Alt defined another representation of Normalized Central Moments,







mk / / 1 , , ""'oix*




2.4.3 Moments of Transformed Patterns
One of the greatest challenges of character recognition is the variability pre
sented in the encountered examples. In most cases, position, size and orien
tation of the test symbols is not the same as in the training cases. It led re
searchers to investigate behavior ofmoments extracted from the transformed
image /'. Moments presented bellow are derived for translated, scaled, ro
tated or reflected images [171]:
*
Translation: The translation of the pattern / by a vector V(14, 1^,) results
in an image //, such that: //(x, y) = f(xVx, yVy). The translated moment
is given by [30, 171]:
It is clear that if the moments are computed with respect to the centroid of
the image, they are invariant to translation.
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Scaling: The scaling of the image / by factors a and /3 in x and y directions,







If we take 7
= a = /3, normalizing the moments by mJJ0, where 7
= (p + q +
2)/2, will make them size invariant:
"pq I
oo7 (72oo)7
Rotation: The rotation of / about its origin by an angle 8 results in
f'(x,y) = /(rccos^ + ysinf5, -xsin^ + ycos^). The rotated moment is given
by [30, 171]:
mpq
= y^y^facosO + y sin 6)p(y cos 9 xsm9)qf(x,y)
Reflection: A reflection about the y-axis results in a change of sign of all
moments that depend on the power of y. The reflected moment is given by
[30, 171]:
mpg= I xPyqf(x,~y)dxdy = (-l)qmpq
In a similar fashion we can find reflection moment for the x-axis.
Hu's Absolute Orthogonal Moment Invariants
In 1962, on the bases of the second and third order normalized central mo
ments Hu proposed a set of seven moments invariant to orientation, position




h = (7720 -
?7o2)2
+ 477^
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03 = (Vzo -
377i2)2
+ (3%i - rjozf




05 = (7/30 - 3r7i2)(7730 + 7/12) [(%o +
7/21)2
- 3(7/21 - r/03)2]
+ (3r72i - 7703)(?72i + ^7o3)[3(r730 +
7712)2
- (%i + 7703)2]
06 = (7720 - ?702)[(?730 +
77l2)2
- (^721 - 7703)2] + 477ii(7730 + 77l2)(?721 + 7703)
07 = (37721 - 7703) (7730 + ?7l2) [(7730 +
7/12)2
- 3(7721 - ?703)2]
- (7730 - 37712) (7721 + 7703) [3(7730 +
7712)2
- (7721 + 7703)2]
In addition, 01...06 are also invariant to reflection, and 07 changes sign
under the mirroring operation.
Hu's moments are some of the most popular moment invariants in pattern
recognition and have been studied for years. As a result, multiple problems
with them have been discovered [171]:
0e and 07 may be several orders of magnitude greater than 0i and 02,
making classification more complicated.
Since it can be shown that, 0^ + 05 0f , there are actually only six
independent Hu's moments.
In relation to grayscale images, Hu's moments are not invariant to
contrast changes.
Some attempts at resolving above-mentioned problems have been re
ported [171]:
Maitra proposed a set of six moments, which are invariant to contrast
changes:
n V<l>2 n 03/^00 R 04 n \/<fo n 06 n 04
01 0102 03 04 0104 03
Also in order to address contrast change invariants, Abozaid used a dif
ferent normalization factor for the computation of Normalized Central
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Moments:
, , Wo
/ rjvi 1 MOO
pq
^00 VM20 + M02
AfRne Moment Invariants
Proposed by Flusser et al. [70, 71, 72] Affine Moment Invariants (AMI) are
derived by means of general theory of algebraic invariants. The AMIs
are
invariant under general affine transformations [70]:
u = a0 + ax + a2y v
= b0 + hx + b2y
where (x,y) and (u,i>) are coordinates in the image plane before and after




^2 = ~ (/4)Mo3
~ 6/i30//2lMl2M03
~













Interested reader is encouraged to read original papers by Flusser et al.
[70, 71, 72] for detailed derivation of AMIs as well as proofs and explicitly
calculated higher order moments.
Blur Moment Invariants
Much work in pattern recognition has been devoted to finding features in
variant to changes in location, scale in rotation. Flusser et al. [70, 71, 72]
have developed a moment based feature, which is aimed at fighting another
type of transformation, so called image blurring. Blurring can be caused by
an out-of-focus camera, vibrations, or sensor motion [70]. The blur moments
have the following definition:
If (p + q) is even, then:
C(p, q) = 0
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If (p + q) is odd, then:







\ / \ /
o<n+m<p+g
Using the above definition, and applying a specially developed for that


































Original paper lists twenty additional blur invariant moments up to the
seventh order [72].
Affine and Blur Moment Invariants
Since both Affine and Blur Moment Invariants were proposed by Flusser et
al. [70, 71, 72], it was only natural for them to combine both types of mo
ments into a single invariant feature they, not surprisingly, call Combined
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Blur-Affine Invariants (CBAI). The main goal of this development was
to
combine invariant properties of both types, to achieve a true level of defor
mation invariants in the feature.
Both derivation and its proof can be found in [70] and are somewhat com
plicated. Just to illustrate the simplest CBAI in explicit form is:
h = (M30M03
- 6M30M21M12M03 + 4M3oMi2 + 4M2i
_
3m2iMi2)/Moo
and they only get exponentially more complicated. Clearly,
as it is beyond
the scope of this thesis to list all known moments and their invariants, we
will simple direct an interested reader towards the original paper of Flusser
et al. [70, 71, 72]
2.4.4 Radial and Angular Moments
If g(r,9) represents the image function in
polar coordinates, then the Radial




ip{k,p,q,g)= I i rkg(r, 9) cosp (9) sinq (9)d9dr
In case of digital images, we can say:






The assumption is made that the image is located around its centroid.
Use of Radial and Angular moments for character recognition can be ob
served in works of Desai [57] and Maurycy [171]. For example, Desai com
bines this approach with image segmentation into Tracks and Sectors (see
Section 2.2.6 for details). In this approach, the first order radial moment of
the segment contained between angles a and a + /3 and band between circles
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of radius tj and 7j+i is given by:
T-j+ l Q+/3
Ti a
where i = j'n + ^ + 1 and /?
360'
2.4.5 Gegenbauer Moments
Many newly developed orthogonal moments are based on a particular family
of orthogonal polynomials. In particular, Gegenbauer Moments are based
on Gegenbauer Polynomials (GP), which are a class of orthogonal polyno
mials on the interval [1,1]. GPs are characterized by a single parameter A
that determines the form of the polynomial. So, Gn(x; X) denotes Gegebauer
polynomials of order n with the parameter A restricted to A > .5 [45, 148].
The GP system is related to another family of polynomials, namely Jacobi








T(2A) r(n + A + .5)
n [)
where T(x) is the Gamma function. It is interesting to observe that if A = .5,
Gn(x] .5) becomes the Legendre polynomial (see Section 2.4.6 for more infor
mation of Legendre polynomials and moments) [45, 148].
The Gegenbauer moment ^4n(A) is given by
An(X) = cn(X) J f(t)Gn(t; A)(l
- *2)<A - .5)dt
where Cn is the normalizing constant expressed as:
where A^O [45, 148].
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In case of a two-dimensional image f(x,y) we can define the (p,q) Gegen
bauer moment as follows:
Am(X) = CP(X) /(,
v)Gp{u-
A)(l - u2)^-5Hl - v2fx-Vdudv
where A > |.
In their research in Chinese character recognition, Chiang et al. [45, 148],
developed a four dimensional feature vector based on lower order Gegenbauer













U = A3t0(\) + A0,S{X)
Their research also showed that in general, Gegenbauer moments with
smaller As have higher recognition power. Also, as was aforementioned when
A =
.5,
Gegenbauer polynomials become Legendre polynomials. This means
that Moments extracted from Gegenbauer polynomials have much greater
recognition power than those based on Legendre moments (see Section 2.4.6
on Legendre moments) [45, 148].
2.4.6 Legendre Moments
The use of Legendre moments was proposed by Teaque [198] and later in
vestigated as a feature used in recognition of Chinese, Farsi and English
characters, Arabic and Farsi numerals and even simple images [7, 55, 147,
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in case of digital images:
(2p+l)(2q + l)^^ . SrW w, .
A- =
M-l iV-1 SE^^ . V)
V A '
x=0 y=0
Figure 2.29: Reconstruction of the letter
'E'
by Legendre moments. From
top to bottom row and left to right in each row: original input image, re
constructed image with up to second order moment through up to twentieth
order moment [47].
The Legendre polynomials {Pp(x)} are a complete orthogonal basis set
on the interval [1,1]:
/ Pp{x)Pq(y)dx = 2p+lPq
The nth order Legendre polynomial is defined by:
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where the Legendre coefficients are given by:
C"k-[ l)
2[(q-k)/2]\[(k + q)/2]\kl
if q k is even, and is zero otherwise.
Figure 2.29 shows reconstruction abilities of Legendre moments as applied
to capital letter CE\
2.4.7 Tchebichef Moments
Tchebichef (sometimes referred to as Chebyshev) moments (TM), unlike
Zernike and Legendre moments, belong to the class of discrete orthogonal
moments [282]. As the result, the implementation of these moments does
not involve any numerical approximation or coordinate space
transforma
tions [283].




where the set of discrete classical Tchebichef polynomials is defined by
tn(x) =
n!^(-irfe( N-l-k \ ( n+k \(x
n k j \ n I \ k
x=0




2n + 1 1
'
2n + 1
for the image represented by f(x,y), the Tchebichef moment with order
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where p,q E [0,N 1] and tn is the basis set. The inverse moment transform
can be used to reconstruct the original image and is given by:
N-1N-1
f(x,y) = ^ ^2 Tmntm{x)tn(y)
m=0 n=0
if the moment is limited to the < P order, then f(x, y) can be approximated
by
P n
J\x^y) / / v *nmim*'nm\X)tn\y)
n=0 m=0
Original lirujic- Reconstructed Images
jpgi
Hiei Hfir *^
sSr^^^B^ ^ fli^^^^^ B^^^^^ ffi^^^ ^b^^^^^b
HbB qnfgH Sanaa* Biuiu. buibs* Bsisa mubu ihswb





inm BBWpi j^mm inrmtfnc aaajai BBMHI wmww98t*~**"~ B^^^ tar" *** B^^^^ My*"**" g^^m Hg^^w i|""*
||[ ft ^",l* P|U''H'
Ej**'gf1"''* H^1111 p****
'tiifHiiirf ujrfciiBu iiiiMn* ^^^BI wn^un ^BWR HPBaHi H5BBBBBI
50 31 25 6 7 3 1 1
Using Legendre Moments
Recn. Error:








'^g*. ||$ ^gr ^yj gay 1^ Vtaffc less





7 8 9 10 11 12 13 14
Figure 2.30: Reconstruction of the letter
'E'
by Tchebichef, Legendre and
Zernike moments, with reconstruction error shown [183].
Certain properties of TM make them particularly attractive as feature
representing moments. Symmetry property can be used to significantly re
duce the required computation time for Tchebichef moments. The scaled
Tchebichef polynomials have the same symmetry property as the classical
Tchebichef polynomials:
tn(N - 1 - X)
= (~l)ntn(x)
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This relation allows the subdivision of the domain of the original image into
four equal parts and performing the computation of the polynomials only in
the first quadrant. In addition to significantly reducing the computation time
the symmetry property is also useful in minimizing storage space needed for
TM.
Another attractive property of TM is the possibility of writing TM in terms
of geometric moments as follows:
P q k t
Tpq = ApAq J2 Ck(p, N) J2 CM,N)xJ2J2 sk)sij)m




It is obvious that TM depend on the geometric moments up to the same order.
The explicit representation of the TM in terms of the geometric moments up






























In practical experiments, TM are most often compared against Zernike
and Legendre moments and are shown to be effective feature descriptors,
with superior feature representation capability [183]. Figures 2.30, 2.31, 2.32
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demonstrate superior performance (via reconstruction) of TM as compared
to Zernike and Legendre moments.
Original Image Reconstructed Images
M ftg fm i&MMM fm
698 552 435 362 288 261 249 207
Using TchebichefMoments
Recn. Error ;





14 16 18 20 22 24 26 28
Figure 2.31: Reconstruction of the Chinese character by higher order
Tchebichef and Legendre moments with reconstruction error shown [183].




T '% ffi ! %0 m s-
614 552 493 429 33 1 $01 290 262
Using TchebichefMoments





14 16 18 20 22 24 26 28
Figure 2.32: Reconstruction of the Chinese character by higher order
Tchebichef and Legendre moments with reconstruction error shown [183].
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2.4.8 Krawtchouk Moments
Originally introduced for image reconstruction by Yap at al. [281] , Krawtchouk
moments (KM) have also been utilized as pattern descriptors [284]. KM are
based on orthogonal Krawtchouk polynomials satisfying:
TV
:=0
^Tj{x)kn(x)kn(x) = p(N,n,p)5pq 0 < m,n < N
where
p(N,n)P)=^jpn(l-Pr
The hypergeometric representation of the Krawtchouk polynomial is given
by:
X \ K ( AT P
n
with the weight function being:
J(x) = ( Z ) pxq
kn(x) =
qn I J F I -n, x
-




Krawtchouk moments like Tchebichef moments are discrete orthogonal mo
ments and so unlike Zernike or Legendre moments do not require any numer
ical approximation in their computation. Furthermore, KM do not require






where n,m = 0,1,2, ...TV The inverse moment transform is used to recon
struct the image and is given by:
N N
m=0 n=0
f(X, V) = ^2J2 Knmkn(x)km(y)
In their experiments Yap et al. [281] compared KM with Tchebichef, Zernike
and Legendre moments with results demonstrating superior performance of
KM with respect to image reconstruction and concluded that they would be
Roman V. Yampolskiy 76 May 10, 2004
2.4. METHOD OF MOMENTS Page 77
ideally suited for image processing. KM required as little as twenty moments
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Figure 2.33: Reconstruction of the letter
'E'
by Tchebichef, Legendre,
Zernike, Pseudo-Zernike and Krawtchouk moments of orders 9 through 16,
with reconstruction error shown [284].
Figure 2.33 demonstrates a superior performance of KM, as a result of
them being able to represent sharp edges even at the lower moments, a prop
erty inherited from lower order weighted Krawtchouk polynomials, which
have relatively high spatial frequency components. Later on, Yap et al. [284]
compared KM with Hu's invariants in the pattern recognition task and once
again concluded that KM provided a better alternative in terms of accuracy.
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2.4.9 Zernike Moments
Khotanzad et al. [123, 124] proposed using Zernike moments (ZM) for image
recognition. ZM are based on Zernike complex polynomials, which form a




< 1. They are expressed by
[124, 213]:
Vnm(x,y) = Vnm(p,9) =
Rnm(p)ejme
where n > 0, \m\ < n, n
- \m\ even, p =
y/x2
+ y2, 0 = ian_1(y/a;),j =
\P-i. and:
(n-|m|)/2





- |m|)/2 - s)\{{n + |m|)/2 - 5)!










= 1 if a 6 and 0 otherwise.
Figure 2.34: Reconstruction of the letter
'E'
by Zernike moments. From
top to bottom row and left to right in each row: original input image, re
constructed image with second order moment through up to twentieth order
moment [47].
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Figure 2.35: Examples of letters reconstructed with Zernike moments up to
the twelfth order [171].
kL'JHu;-;m:o:*]
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Figure 2.36: Examples of digits reconstructed with Zernike moments up to
the twelve order [136].
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Zernike moments are the projection of the image function f{x,y) onto
these orthogonal basis functions. The ZM of order n + m is given by:
Anm = [ [ f(x,y)V:m(p,9)dxdy







< 1 and with symbol * denoting the complex conjugate op
erator.
For computing of ZM of a given image, the center of the image is taken
to be the origin and pixel coordinates are mapped to the range of unit circle.
The pixels falling outside that range are not used in the computation. The




f{x,y) = lim Y]Y]AnmVnm(x,y)
n=0 m
where the second sum is taken over all \m\ < n, such that n \m\ is even.
Figures 2.34, 2.35 and 2.36 demonstrate reconstructive ability of Zernike mo
ments up to the twelve order.
Zernike moments could be expressed in terms of polar coordinates by chang
ing the integration variables:
n + i
r2^ r1
Anm = / f(r,9)V:m(r,6)rdrd9n Jo Jo
with x = rcos9 and y
= rsin9. This form can be utilized for derivation of
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2.4.10 Pseudo-Zernike Moments
A set of orthogonal polynomials related to Zernike Polynomials (ZP) is the
so-called set of Pseudo-Zernike polynomials with properties similar to those
of traditional ZP. The main difference is that Pseudo-Zernike polynomials
are defined not just in x, y but also in r as [47]:
n"~lml /o i M
RnU^V) = Rnm(r) = J^
C"1)'
'f? 1 I "w ifm7 ^? e If n m c i If nn. -4- \rn. \ A- \ .<? 1 '
s=0
s\( \m\ s)\( + \m\ + 1 s
The Pseudo-Zernike moments (PZM) are then defined by:
Pnm = Y,T f(x, y)Rnm(x,
y)e~imB
x y
where n > 0 and \m\ < n, while the condition ln \m\ is
even1
has been
relaxed [171]. As a result, there are approximately twice as many
Pseudo-
Zernike moments as there are conventional Zernike moments.
The set of Pseudo-Zernike polynomials contains (n+
1)2
linearly independent
polynomials of degree < n, whereas the set of Zernike polynomials contains
only
(n+1)(n+2)
linearly independent polynomials of degree < n [47].
PZN are less sensitive to image noise as compared to the conventional Zernike
moments and have a wider dynamic range. PZM of functions have the same
form and same rotational properties as ZM. Figures 2.37 and 2.38 demon
strate reconstructive abilities of Pseudo-Zernike moments up to the twelfth
order. Figure 2.38 could be compared with figure 2.35, which shows similar
reconstruction using Zernike moments. Clearly, PZM outperform traditional
Zernike moments for all cases demonstrated.
If desired, PZM can be computed in terms of the scale invariant Central
moments and the Radial-Geometric moments which are given as [55]:
^ =
EE/(^)(i2+y2)1/2^'
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Figure 2.37: Reconstruction of the letter
'E'
by Pseudo-Zernike moments.
From top to bottom row and left to right in each row: original input image,




I A Wmmm mmmm





7 8 9 10 II 12
Figure 2.38: Examples of letters reconstructed with Pseudo-Zernike moments
up to the twelfth order [171].
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2.4.11 Fourier-Mellon Moments
Heavily researched by Hew [95, 96, 97, 98, 99], orthogonal Fourier-Mellon mo
ments (FMM) are similar to Zernike moments. They have the same invariants
properties with respect to scale, rotation and translation of the image. The
Orthogonal Fourier-Mellon basis function is given by:
Upq(p,e) =
Qp(p)e"e
where p > 0, q is an integer and (p, 9) is the radial-polar form of (x, y). Qp{p)
is the radial polynomial given by:
A (-l)'(2p+l-)!
(p-s)\(p




Unlike with Zernike moments, for FMM there is no restrictions on q from p,
so there is no natural count on the number of non-redundant moments. As
a result of the behavior of Fourier-Mellon basis functions under conjugation,
one can make a big improvement in computation time required, by not calcu
lating redundant moments of the image. Unlike with the ZM or Pseudo-ZM,
FMM can't be expressed in terms of geometric moments [97].
Figures 2.39 and 2.39 demonstrate reconstructive abilities of FMM on two
English characters, namely
'b'
and 'h'. As can be seen from the images, a
very large number of FMM is required for a recognizable quality reproduc
tion of the original image to be reconstructed. But this is exactly the quality
of reconstruction we are looking for if we are to believe that FMM capture
all the necessary information of as Hew himself puts it in [99]:
We seek the moments which best record the structure perceived
by the human eye-brain combination. We must therefore assess
moment sets by visual inspection of reconstructed images; if a
human cannot recognize the digit in a given reconstruction, then
moments which generated it did not capture the appropriate de
tails.
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-12 moments. $3 moments. 84 moments. 105 moments.
IfJ13 D
i2C momnrta, 231 momwits, 336 moments. '141 moTirnifn.
Figure 2.39: Reconstruction of the letter
'b'
by Fourier-Mellon moments.
Reconstructed image with up to 441 moments [97].
4"2 moments. 3 moments. 84 moments. i&5 moments,
136 moments. 231 moments. 336 moments. 441 moments.
Figure 2.40: Reconstruction of the letter
'h'
by Fourier-Mellon moments,
Reconstructed image with up to 441 moments [97].
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2.5 Structural Approaches
2.5.1 Structural Features
This is a high-level feature, which is partially inspired by the way humans
process patterns. Instead of describing an image in terms of individual pixels
or their statistical groupings, general shape of an object is used as a feature,
so it is also referred to as Discrete Features. For example the number of loops,
junctions, crossings, and end points are used to classify patterns [186, 259].
The coordinates and other additional descriptions of these entities may be
included. Figure 2.41 demonstrates structural features, which can be used
to properly classify digit '6'. For this feature extraction method to succeed,
an important processing step image thinning is a must, since a character




Figure 2.41: Digit six with some of its structural features shown.
The biggest problem with the structural feature extraction approach is
the actual extraction of the feature. While it is extremely easy for humans
to pick out such elements of the pattern as holes and crossing, it is really
challenging to accurately do so in a computer algorithm. Many different
approaches exist, but the actual implementation is irrelevant as long as it
produces structural elements of the pattern as its output. Many features
listed in this thesis are potential structural feature extractors. For example,
Hough transform (see Section 2.6.3) is often used to detect loops or circles
in images.
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Typically a decision tree classifier is used with this feature [201]. Given
a description of the pattern in terms of its structural elements it is capable
of pinpointing with high accuracy the type of the pattern is being examined.
This is especially effective within small groups of structurally diverse pat
terns, such as digits. Figure 2.42 shows just such a decision tree used by Lee
at al. [142] to preclassify a subset of digits, the other digits are later classified
using a Hopfield neural network.
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Figure 2.42: Decision tree for numerical images [142].
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2.5.2 Feature Points
A type of structural (See section 2.5.1) feature, Feature Points (FP) or Fork
points as they are sometimes called are very popular, particularly in Asian
character recognition [79, 154, 155], but they are also used with other alpha
bets [59, 103, 118]. FP represent places of interest in the pattern. Those
are locations at which significant structural changes take place in the image.
Feature points can also assist in decomposition of large strokes into smaller
segments. Examples of those include intersections of two or more strokes,
end points of strokes as well as corner points made up by two strokes touching
at their ends. Figure 2.43 shows FP from 1-fork to 6-fork along with their
conventional names. Figure 2.45 demonstrates examples of characters with
certain feature point configurations.
Type Conventional name Examples
1-fork Endpoirit








5-fork Pentaline point ^^
6-fork Hexalinc point ^+
Figure 2.43: Basic point types with examples [237].
If feature points are not used to improve recognition of strokes in the
pattern, they are used as a set to describe a pattern and classify it based on
such a description set. Different researchers often try to come up with an
original definition of feature points, which they feel would allow for a highly
descriptive set to represent an image. For example Hu et al. [103] propose
the following definitions of feature points, which includes Directional and
Bend points:
Terminal point: a T point is the point, which has only one neighbor in
its 8-neighborhood.
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Intersection point: an I point is the point which has at least three
neighbors in its 8-neighborhood.
Directional point: a D point is the point at which a branch goes from
one direction to its opposite direction horizontally or vertically.
Bend point: a B point is the point at which the curvature of the curve
is high. The detection of the B point is done by examining a number
of consecutive points.
Once defined, a set of different points can be used to represent any pattern.
Sometimes subdividing image into subzones and performing feature point
extraction on each zones results in a more successful pattern description.
The main challenge of FP feature is in locating the actual fork points. A
straightforward way of doing so is by utilizing a set of simple masks configured
to define different point types. An example of such feature point templates
is shown in Figure 2.44.
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2.5.3 Strokes
A type of structural feature closely associated with Feature Points (See Sec
tion 2.5.2), strokes are utilized particularly heavily in Asian character recog
nition [152, 177, 257, 267], Chinese being the most popular choice. This
is mostly due to the fact that Asian characters are made primarily of in
dividual strokes, also called radicals. While the combinations formed from
multiple strokes can be very complex, any pattern in principle can be decom
posed into just a few basic stroke types. The most commonly accepted basic












Figure 2.46: Basic types of strokes [3].





as well as short stroke pattern called dot Figure
2.47 shows same sample Asian characters along with four basic stroke types
extracted from each [46]. A set of strokes of each type can be used as a
feature vector component describing the original pattern. Total number of
strokes of each type, as well as their locations and sizes can be used to further
increase descriptive power of this feature.
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Figure 2.47: (a) Original characters; (b) Horizontal strokes; (c) Right-
diagonal strokes; (d) Vertical strokes; (e) Left-diagonal strokes [46].
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Many different stroke extraction techniques exist [173, 189, 196, 238], but
most often the first step in extracting individual stokes from the pattern is to
locate the Feature Points, which can be used to more accurately determine
boundaries of, and relationships between the strokes. A preprocessing step
of thinning is necessary to properly detect individual strokes, but as any pre
processing process it might result in the corruption of the original pattern
and creation of ghost strokes or ghost feature points. A simple line-tracing
algorithm can be used to detect the strokes afterward. As with any structural
feature, extraction of the feature itself is the most challenging step with this
approach.
In online character recognition, an additional ability of strokes to describe
patterns can be derived from examining the relationships between neigh
boring or touching strokes. Figure 2.48 demonstrates some twelve different
stroke relation types. Those relationships as a set can be used to improve
overall discriminatory ability of the strokes feature and are not much harder
to obtain than strokes themselves.






















Figure 2.48: Inter-stroke relation types [153].
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2.5.4 Character Profiles
One of the simplest in terms of both understanding and implementation is
the Character Profile feature. Typically two (left and right) or four (left,
right, up and down) character profiles are being extracted. The
profiles
give a measure of the variations of the shape on each side of the character
[171]. Motivation for using just two profiles is that each half of the
contour
can be approximated by a discrete function of either x or y. Figure 2.49
demonstrates digit
'5'
and two discrete functions approximating its profiles
from left and right [262].
Figure 2.49: Digit
'5'
with left profile XL(y) and right profile XR(y). For
each y value, the left (right) profile value is the leftmost (rightmost) x value
on the character contour [262].
In some situations distinguishing between two different characters based
on only two profiles is not feasible due to the similarity in shapes, as for
example with handwritten digits
'4'
and '9'. In such a case, additional in
formation is needed and it can be extracted from two additional sources,
namely top and bottom profiles. Figure 2.50 demonstrates all four profiles
for all Arabic digits as well as for some Latin characters [115].
Either outer or inner profiles may be extracted. To compute vertical
profiles, we first locate the uppermost and lowermost points in the contour.
The contour is split at these two points. To get the outer profiles for each
y value, select the outermost x value on each contour half. To get the inner
profiles for each y value, the innermost x value is chosen. Horizontal profiles
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Figure 2.50: Left, Right, Lower and Upper profiles [115].
are computed in similar fashion, by dividing the contour into upper and lower
halves.
Features Extracted From Character Profiles
The profiles can be used directly as feature vectors or processed further.
Kimura et al. [125] proposed a series of additional features which can be
extracted from the character profiles. Assuming that the left and right pro
files are described by LP(k) and RP(k), where k = 1,2, ...,N, the following
additional global features can be computed:
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The set of first differences of the left and right profiles:
LDIF(k) = LP(k)
- LP(k - 1), k = 2, 3, ...,N
RDIF(k) = RP{k)
- RP(k - l),fc = 2,3, ...,7V
Width equivalent feature:
W(k) = RP(k)
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Figure 2.51: Maxima and Minima points on contour of digit
'3'
[125].
Local features are then defined for obtaining specific characterizations of
the different patterns. The ratio is defined as:
Ratio = N/MAXk{W(k))
Location of maxima and minima points is given as:
LMX = location of MAXRl(LP(k))
RMX - location of MAXRl(RP(k))
Roman V. Yampolskiy 94 May 10, 2004
2.5. STRUCTURAL APPROACHES Page 95
where i?i is specified range within which LMX and RMX are evaluated.
In a similar fashion we can define LMIN and RMIN [125].
An important feature in characterization of numerals according to Kimura










LPEAK = abs(LPEAK+) + abs(LPEAK~)
RPEAK = abs(RPEAK+) + abs(RPEAK~)
where R2 is a specified range on LDIF(k) or RDIF(k). Figure 2.51
shows some of the additional features extracted by Kimura and his team
from digit '3'.
Contour Sampling
Fu et al. [76] used an interesting oversimplification of the Profile feature. In
his research, while trying to recognize Latin characters instead of taking the
whole profile as a feature, Fu decided to utilize a sampling approach. Taking
eight points around the character and finding the smallest distance to the
contour of the pattern in order to get an 8D feature vector. Amazingly, the
whole procedure was done MANUALY with the help of a ruler. Figure 2.52
visually demonstrates the approach taken by Fu and his team. While it is
possible to implement this feature in software, it still would have limited dis
criminatory abilities and could only be utilized on relatively low in diversity
pattern sets.
Peripheral Shape Features
Horizontal Peripheral Background Area (HPBA) and Vertical Peripheral Back
ground Area (VPBA) features are utilized by Tang et al. [243] in their work
on Chinese character recognition. While essentially they represent the same





Figure 2.52: Contour profile sampling [76].
feature as Character Profiles, they provide a slightly different approach to
thinking about this feature.
In order to find HPBA, the image is first subdivided into 2x4 subzones.
The character is separated into left and right parts, each of which consists
of four horizontal sections. Hence, there are a total of eight sections labeled
S,\, Si, ..., Si in the character image input. Strip Slh consists of several lines.
Suppose k lines of S%h, {X\ \ i = 1, 2, ..., fc}, may touch the strokes of the char
acter. This definition can be easily observed in Figure 2.53 demonstrating
extraction of HPBA.
The more formal mathematical definition as presented in Tang [243] follows:
Let | A^ | be the distance between the outermost stroke edge and the charac
ter image frame along line A^ and H%h xV be the subarea of the ith horizontal
section Slh. The horizontal peripheral background area in the ith. horizontal
section Slh is the quotient of the sum of | X\ |'s in the zth horizontal section
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Figure 2.53: Feature extraction using HPBA and HPLD [243].
S%h divided by the subarea of the zth horizontal section Slh. The HPBA of the
zth horizontal section Slh, denoted by Wh can be represented by the following
formula:
VPBA is found in a very similar manner. First the character image is divided
into 4x2 subframes. The character is separated into up and down parts,
each of which consists of four vertical sections. The VPBA of the ith vertical
section S%v, denoted by Wv can be represented by the following formula:
Ht = JEi^A}/(^ xK)
Alternative definitions of the Character Profile feature can be encountered
in [261, 66, 136], but they are not sufficiently different from above to be
granted detailed description.
Roman V. Yampolskiy 97 May 10, 2004
2.5. STRUCTURAL APPROACHES Page 98
2.5.5 Graph Description
Definitely a structural feature, Graph Description (GD) utilizes well devel
oped mathematical graph theory to recognize different patterns. The first
step is to extract the information about nodes and edges from the pattern,
along with the description of the relationship between them. Theoretically
any pattern can be described in terms of a graph with a certain number












Figure 2.54: Demonstration of graph representations of letters
'K'
and 'X'.
It is clearly seen how different characters can have same graph morphology.
The main difficulty in applying this approach is to accurately extract
the necessary information from the original image. Different line or circle
detection algorithms can be utilized alongside with feature point detection
procedures. After the graph description of an unknown pattern is extracted,
it can be compared to the database of known graph templates. The type of
the closest match is most likely the type of the pattern being investigated.
It is also seen from Figure 2.54 that sometimes different characters have
morphologically equivalent graphs with exactly the same number of nodes
and edges related in precisely the same way. This presents an additional
difficulty with this approach, which can be solved by relying on additional
information about the pattern. Overall, variations on the GD theme are very
common with the character recognition researchers [13, 33, 35, 262], which
make it a worthwhile to describe high-level feature.
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2.5.6 Crossings Method
One of the oldest and most primitive methods, Crossing method is sometimes
referred to as Sonde method in literature. While Sonde and crossing methods
are very similar, a small but important difference exists, which will become
apparent from the following descriptions.
Figure 2.55: Method of stroke analysis via slits [232]
Slit Method
In its most primitive stages the method of crossings was identified with an
observer looking at the pattern through the number of slits. The number
of observed black regions for each slit is the value recorded as the feature
being extracted. An example of slit analysis approach is shown in Figure
2.55, where two slits are used on digit
'4'
with upper slit showing two black
regions and bottom slit containing just one black region [232].
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Crossing Method
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images can't be distinguished
when only the vertical detecting lines are used; (b) '2', '3', and
'5'
images
cannot be distinguished by the horizontal detecting lines [180].
A generalized version of slit method is shown in Figure 2.56. Relatively
well known as Crossing method, it is close relative of Projection Histogram
method (see section 2.3.1). As shown, the detecting lines are arranged par
allel to the #-axis and the y-axis of the frame. The number of intersections
with the detecting lines for a given input pattern is counted. In panel (a), if





not distinguishable, but this can be fixed by utilizing x-axis parallel
detect-
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ing lines. In panel (b), some examples are shown where the input characters
'2', '3', and
'5'
cannot be distinguished. This method is not affected by the
position displacement of characters [180].
The crossing method is not invariant with respect to size of the input pat
tern. Contracting the count list is such a way that runs of the same count
are neglected can counteract this. For example, [0,2,2,2,3,3,3,0] becomes
[0,2,3,0]. A side effect of this contraction is some loss of the information,







Figure 2.57: Sonde method. Extracted feature vectors shown under their
respective patterns. Digit zero means not crossing and one denotes stroke
crossing [180].
Sonde method is an adaptation of crossing method to the task of digit
recognition. Crossing method due to its simplicity can be made slightly more
powerful by observing that most digits (namely 2, 3, 5, 6, 8, 9) are written
around two basic points shown as little circles at slit crossings in Figure 2.57.
As a result each slit can be subdivided into two halves divided at such basic
points with independent stroke crossing counts for each subslit. Figure 2.57
demonstrates just such an approach. If the input pattern crosses the bars,
then T is counted, and otherwise
'0'
is recorded. This counts are shown as
feature vectors under each one of the example characters '2', '3', '5', 'S\ An
observant reader will notice that in this example the bar spanned between
two focal points is neglected because this bar cannot effectively distinguish
among the numerals '2', '3', and '5', while it is effective in discriminating
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them from digit *0\ which is not part of this example [180].
This feature extraction methodology is only acceptable on very limited
in
its diversity patterns, such as digits. A perfect example of this, is panel (d)
in Figure 2.57, which shows that a letter
'S'
has the same feature vector as
digit
'5'
after processing with Sonde method [180].
Both Sonde and Crossing methods are very simple approaches and as a result
the loss of information content is very significant. Despite its obvious limita
tion, this feature extraction approach can be used if the number of categories
of characters is limited and especially, if the character shapes are predefined
as in the machine printed fonts [232].
The above-described methodology extracts local features of character strokes
by looking from awindow that is a very thin rectangle. If a stroke lies perpen
dicular to the window, then the local information about it will be extracted.
Even if the stroke shifts in one of the two directions parallel to the stroke,
the window can catch the stroke in the same way as before. For a given
position displacement, the crossing method is invariant if the sequence of
'0'
in the count list in its beginning part and ending part are contracted. As a
result, the shape of the distribution of the count list is invariant. The con
traction of zeros at both sides of the distribution is a very simplistic example
of normalization of feature space [180].
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2.6 Transform Based Approaches
2.6.1 The Fourier Transform
Fourier Transform (FT) is a very popular tool for signal processing. It is
a way to characterize the outer boundary of the character. It is reversible,
meaning the original image is reconstructable, often from just a few coef
ficients. Also, Fourier feature can be made invariant to position, size and
orientation of the pattern with some additional processing.
Two-dimensional version of Fourier transform can be directly applied to the
image and the resulting coefficients can be used as features. Alternatively, a
one-dimensional function of the image can be extracted and used instead of
a 2D representation of the original pattern. Fourier processing in this case
would be done on the ID signal. In practice, the Fourier coefficients are com
puted for the contours of the pattern from some starting point to the current
point. The lower coefficients describe the coarsest details of the pattern with
the higher coefficients providing additional details.
Figure 2.58 demonstrates contours of the character
'A'
reconstructed with
an increasing number of Elliptic Fourier descriptors, a particular subtype of
Fourier descriptor family
Figure 2.58: Contour of the character
A'
reconstructed with an increasing
number of Elliptic Fourier descriptors. [171].
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Fourier transforms are mathematically defined by [19, 171]:
+oo


















with a particular coefficient given by:
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Fourier Transform is just one type of a transform used as a feature ex
traction method; multiple other transform based feature extraction method
ologies exist:
Zahn and Roskies Fourier Invariants [171]
Elliptic Fourier Descriptors [254]
Granlund's Elliptic Fourier Descriptors [171]
Kuhl and Giardina's Elliptic Fourier Descriptors [262]
Lin and Hwang's Elliptic Fourier Descriptors [63]
Sinusoidal Kernel Transform [171]
Discrete Cosine and Sine Transforms [171]
Slang Transform [262]
Walsh Hadamard Transform [171]
Haar Transform [38]
Hartley Transform [171]
Polar and Log-Polar Transform [171]
Karhunen Loeve Transform [89, 144, 279]
Cubic Spline Approximation [262]
Orthonormal-Shell-Fourier Descriptor [24, 25]
Wavelet Transform [1, 51, 50, 104, 108, 114, 182, 223, 227]
Hexagonal and Rectangular Wavelets [137]
Biorthogonal Wavelets [39]
Fourier Wavelet Descriptor [38]
Wavelet Pocket Transform [219]
Multiwavelet Transform [39]
Descriptions and some comparisons of different transform based approaches
can also be found in [20, 49, 58, 88, 156, 165, 169, 170, 174, 292].
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The share magnitude of different transforms indicates importance of this
approach to pattern recognition in general and character recognition in par
ticular. The approaches listed above have multiple practical implementations
such as in a case of FT, which can be calculated as: Continuous, Discreet or
Fast FT, with the last one being the most popular choice for obvious reason
[227]. Different transforms also have different invariant properties and so a
particular type of transform can be chosen based on the predominance of
particular diversity type in the pattern pool [21]. Alternatively, good invari
ance properties of different transforms can be combined by creating features,
which are based on a number of different transforms at the same time.
Quality of a transform as a feature extraction approach can be estimated
based on its ability to reconstruct the original pattern, using as few coeffi
cients as possible to approach a certain level of restoration accuracy. Figures
2.60, 2.61, 2.62, 2.63 and 2.64 show reconstruction ability of Elliptic Fourier
Descriptors, Zahn and
Ruskies'
FT, and finally Granlund's FT.
Figure 2.60: Character
'4'
reconstructed by elliptic Fourier descriptors of
orders up to: 1, 2, ..., 10, 15, 20, 30, 40, 50, 100 [262].
Figure 2.61: Character
'5'
reconstructed by elliptic Fourier descriptors of
orders up to: 1, 2, ..., 10, 15, 20, 30, 40, 50, 100 [262].
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reconstructed using the Zahn and
Ruskies'
Fourier
transform with the number of coefficients equal to 5, 13, 25 and 65 [129].
Figure 2.63: Character
'S'
reconstructed using the Granlund Fourier trans
form with the number of coefficients equal to 5, 13, 25 and 65 [129].
Figure 2.64: Character
'S'
reconstructed using Zehn and
Ruskies'
FT mod
ified by Krzyzak at al. Number of coefficients equal to 5, 13, 25 and 65
[129].
*
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2.6.2 Gabor Filter
Gabor functions (GF) can be used to model cells in the visual
cortex ofmam
mals, and are capable of detecting strokes of particular
orientation even of
short length [106]. GF are a product of Gaussian and sinusoidal functions
developed originally by Gabor, initially as signal carriers in
communications
[271]. An important property of GF is that they can achieve a joint
optimal
resolution with respect to both the spatial and spatial-frequency domains
[105].
GF have been applied in computer vision, texture analysis, fingerprint recog
nition, face recognition and more recently in numerous character
recognition
applications [56, 84, 90, 91, 105, 269, 270, 286]. It is particularly useful in the
Chinese and Japanese character recognition where it is capable of detecting




or any other desired orientation [277].
2D Gabor Filter is described by the impulse response [102]:
h(x,y) = g{xcos9 + ysin9,-xsm9 +
ycos9)ejX{xcosB+ysine)




X is the wavelength of Gabor filter and 9 is the orientation angle of Gabor
filter. crx, ay are the standard deviation of Gaussian along the x-direction
and y-direction. The application of Gabor filter h(x,y) to an image I(x,y)




S(x,y,9)= J2 E H^,Vi)e ^ e^cos9^^+s^y^
Xi=x-^- yi=y-^-
where M and N are dimensions of the Gabor filter.
In order to decrease the size of the feature vector, strokes in only a selected
number of orientations should be detected. As a result, we need to be able to
find optimal filter frequencies to be used by GF. Kyrki et al. [131] proposed
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a method for finding such filter frequencies. The strategy used is based on
the possibility of using higher-level knowledge to determine the number of
required orientations. If we take the smallest meaningful angle in the pattern




if d denotes the smallest distance, which can be measured in the image, the












We conclude that the spatial radius of the GF must be at least r, as it is
impossible to detect orientation changes with smaller spatial radius.
Figure 2.65 demonstrates an original character image being decomposed into
four direction features according to the four basic directions. Darker color
represents high directional feature [236]. Figure 2.66 shows orientation maps
produced by Gabor filters for letters 'A', 'L', T and
'o'
with r = .1 and
r = 1.1. It is easy to note that character
'o'
which has uniform distribution
of edge orientations produces an almost perfectly even distribution of edge
frequencies [253]. Such orientation maps can serve as feature vectors, each









f # <* -4k
(O
Figure 2.65: The results of using the Gabor filtering process: (a) an origi
nal image; (b)horizontal feature image; (c) right-diagonal feature image; (d)
vertical feature image; (e) left-diagonal feature image [236].
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Figure 2.66: Orientation maps produced by Gabor niters for letters 'A',
'L'
Tand'o'. (b)r =
.l; (c) r = 1.1 [253].
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Figure 2.67: Hough trans
form of a line [111].
Figure 2.68: Hough trans
form of a circle [111].
2.6.3 Hough Transform
The Hough Transform (HT) has been developed by Paul Hough in 1962 and
patented by IBM. Originally designed for detection of straight lines, it has
been later modified to include ability to detect curves, circles and ellipses.
Hough transform currently is a standard tool in the domain of computer
vision because it is particularly robust to missing and contaminated data.
This feature extraction technique requires that the image is presented in its
thinned/skeletonized form, since the thick strokes will result in many not
collinear lines detected for each stroke segment [171].
In the simplest case, HT of a line, the transform occurs from the (x,y)
space of the original image to the (r, 9) space. Figure 2.67 demonstrates the
relationship between the detected line and the r and 9 variables. The origin
of the (x,y) space is the center of the image with individual pixels being
single units for both axes [111]. A line in the original image space (x,y) can
be defined by the equation:
:rcos# + ysin# = r (2-17)
The parameter space can be subdivided into a number of bins, called
accumulators. Each such bin corresponds to a range of values of r and 9.
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Figure 2.69: Hough trans








For each foreground pixel, all values of r are computed for all possible values
of 9, and accumulators corresponding to all (r, 9) satisfying equation 2.17
get incremented by one. In case of a gray scale image, increment amount is
taken to be equal to the intensity value of the pixel in the original image. A
threshold can later be used to choose which bins have accumulated sufficient
evidence for presence of a line. Length of the detected lines is directly related
to the value of the used threshold and is at least as big [171]. The circles can
be detected in a very similar way, the formula becomes:





and this time a three dimensional parameter space is used, namely: (r,9,d)
[172]. Figure 2.68 demonstrates the Hough transform for circles.
A Hough transform of a preprocessed image of a machine-printed P is
shown in Figure 2.69. The horizontal axes is the 9 values and they range
from
0
to 360. The vertical axis is the r value and it ranges from 0 to 40
pixels. The grid lines are spaced in increments of 14.4 degrees in the hori
zontal and 2 pixels in the vertical direction. The image being transformed
is shown on the left. The single long straight line in the
'P'
is transformed
into the bright spot at (r = 12,9 = 180). In Figure 2.70, a circle location
extracted from the character
'P'
using Hough transform is shown [111].
Hough transform is subject to the following properties:
1. In case of translation by a vector V{xy, yy):
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r'
= (x + xy ) cos 9 + (y + yy) sin 0
x cos 0 + y sin # + :ry cos 9 + yy sin 9 =
r + i^(0), where K(9) = xvcos9 + yvsm6. The row a'[9] will be
translated by K(9).
2. Under dilation or contraction: the existing strokes will be longer or
shorter, respectively. This results in a'[r, 9} > a[r,9] or a'[r,9] < a[r,9]
in case of contraction.
3. Under rotation by angle a:
rf
(x cos a + y sin a) cos 9 + (x sin a y cos a) sin 9
x cos(a 9) + sin(a 0)
which results in a'[r, 9] = a[r, a 9] and shift of columns a'[r] by a 9.
where a is the parameter space of the original image, and
a1
is the parameter
space of the transformed image [171].
Some researches have attempted to utilize Hough transform as a feature
extraction method for character recognition, using it for identification of He
brew, Bengali, and Latin characters [111, 240, 212], while others applied it
in an image retrieval application [172, 22].
Kushnier et al. [130] used Hough transform space to extract features neces
sary for classification of a subgroup of Hebrew characters. Hebrew language
characters are particularly suitable for this type of treatment due to the fact
that almost all of them are made up of a small number of simple strokes.
After thresholding out the bins with low cell count, the coordinates (r, 9)
of the remaining cells were used as an extracted feature [130]. Since, the
dimensionality of the feature vectors computed as stated above is variable,
only first K cells (sorted by magnitude) were used in the final feature vec
tors. Simple feature template matching was used in order to appropriately
classify characters and overall system performance was reported as being in
high eighties [130].
Feature Maps
While recognizing handwritten Latin characters, Pinales at al. [212] used
Hough space in order to extract the directional information about the original
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image. This information was stored in several feature maps having the same





where 9k = ^,fc = 0 iVtf
- l,x = 0 X - 1 and y
= 0, ...,Y
- 1, and
fc(r,0) is the Hough transform of the original image,
I(x,y). The feature
maps still contain all the information about the original image, as can be
verified by checking that I(x,y) = 5^fc Mk(x,y).
As the next step, Pinales at al. [212] extracted a set of local features from
the information rich feature maps. For each zone they tried to detect the
stroke orientations. In order to do that, they divided each feature map into
a set of Na parallel rectangular slices {Ri,t} oriented at a given angle 9t and
at a distance Ti from the center of the image. Then, for each slice {Ri,t}
they computed local features by:
IP AT AT , + , AT , /
^x,yeRi,tMk^X^y">
{r> onx
Fi*Nd*Ne + t*NB + k= N (2.20)
2^j=o 2^x,yeRi,t m3\x-> y)
where i = 0,l,...,Ns-l,t = 0,l,...,Nd~l,k = 0,l,...,Nd-l,Ns is the
number of parallel slices, Nd is the number of slice orientations and Nd is the
number of feature maps [212].
Modified Hough Transform
A slight modification to the process of feature extraction by Hough trans
form was suggested by Singh et al. [231]. They noticed that HT is subject to
a significant limitation, namely, the value computed by accumulator cells is
not necessarily the size of the single continuous stroke in the original pattern
that is located along this line. This occurs as a result of HT only considering
individual points. The total value in the accumulator cell is the sum of those
points along an infinitely long line through the original pattern, which is not
necessarily a continuous line. As a result, Hough transform is very likely to
concentrate on short line segments, which just happen to be located on the
same line in terms of (r, 9).
In order to verify the presence of a genuine continuous line, Singh et al.
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[231] propose looking at the original image and noting which points actually
lie on the infinite line and whether they do in fact form a continuous stroke.
As line is being traced from there, it enters the image to where it exits; we are
likely to encounter some gaps in the stroke. By scanning over empty space,
we can see if the line continuous after a certain distance has been passed
along the stroke's path. In addition, keeping the count of encountered pixels
would allow us to determine the actual length of the stroke. As part of this
process, gaps and noise in the image can be eliminated if not already taken
care of in the preprocessing stage [231].
Fuzzy Hough Transform
Sural et al. [240] used a modified Hough transform in order to recognize Ben
gali characters. Hough transform was employed as a way of getting structural
information about the patterns. See Section 2.5.1 to learn more about struc
tural features. Since, usually thresholding is applied to accumulator cells,
some of the important information may be lost in the process. In order to
solve this problem, researchers proposed a fuzzy approach, based on fuzzy
sets, for extracting information from Hough space accumulator cells. Called
Fuzzy Set Membership Functions (FSMF), they are listed in Figure 2.72 for
9 values in first quadrant. Similar membership functions are defined for 9
values in the other quadrants as well [242].
The fuzzy sets presented in Figure 2.72 serve the following purpose: LL
and SL extract length information of the different lines in the character pat
tern. HL, VL and TL represent their skew, while NT, NB, NVC, NR, NL
and NHC provide spatial distribution of these lines. Using those FSMF,
the characteristics of the original pattern can be described. The following
properties can be attributed to above-mentioned FSMF:
1. (j,a(x)[Q, 1], where A is a fuzzy set from Figure 2.72
2. The height of each fuzzy set, h(A) = 1 and so each such set is normal.
3. The core of the fuzzy sets TL, NT, NB, NVC, NR, NL, NHC represents
crisp features. The core of the fuzzy sets HL and VL stand for strictly
horizontal or vertical lines. The core of LL is a diagonal line.
4. Fuzzy sets LL and SL denote straight lines with all possible lengths in
the pattern [240].
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Based on FSMF shown in Figure 2.72, Sural at al. [240] synthesized ad
ditional fuzzy sets to represent each line in an original character pattern as a
combination of its length, orientation and positioning. The actual member
ship values for those new fuzzy sets are determined using intersections of the
basic fuzzy sets, also known as t-norms. A fuzzy intersection or a t-norm i is
a binary operation on the unit interval that satisfies the following properties
for any p,q,r, e[0, 1]
1. i(p,l) =p
2. q < r => i(p, q) < i(p, r)
3. i(p,q) = i(q,p)
4. i{p,i{q,r)) = i(i(p,g),r)
5. i(p^q) = min(p,q), standard intersection used by Sural at al.
where p, q,r stand for membership values in arbitrary fuzzy sets. T-norm
based synthesized fuzzy set definitions utilized by Sural are summarized in
Figure 2.74, which includes both definitions and the notation used [241].
Amongst the synthesized fuzzy sets, the following definitions are proposed:
Long Slant Line near the Left (LSL)
=
i(i(TL,LL),NL)
Short Slant Line near the Right (SSR)
=
i(i(TL, SL), NR)
Nearly Vertical Long Line near the Left (VLL) = i(i(VL, LL), NL)
etc.
In the same way circle-based Hough transform fuzzy sets are defined,
namely, Small Circle (SC), Dense Sircle (DS), Near Top (NP), Near Centre
(NC), etc., as well as synthesized ones: Small Dense Circle near the Top
(SDT), Large Dense Circle near the Center (LDC), etc. Figure 2.71 demon
strates above-mentioned fuzzy sets used for circle detection in the work under
consideration [241].
In terms of the values obtained from synthesized fuzzy sets, any nonzero
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output implies the existence of the corresponding feature in the original pat
tern. As a result, Sural et al. [240] chose the height of each such synthesized
fuzzy set to define a feature element. They took a compilation of such feature
elements as an assembled feature vector for a particular character. Some of
the fuzzy feature element extracted from Bengali characters by Sural et al.
can be seen in Figure 2.73.
In its essence, Fuzzy Hough transform is not really a feature, rather it is
an extremely powerful methodology for extracting high level features from
the image. As such is a very useful tool in particular to someone interested
in identifying structural information in artificial patterns such as scanned
characters. While the presents of even few noise pixels can result in so-called
ghost lines being incorrectly detected by Hough transform, it is still accurate
enough to allow high degree of recognition even for difficult alphabets such
as Hebrew of Bengali.
Kuzzy Set Membership Function Notation
Large circle f1U'2,J
IC
Small circle 21X: ifc<iXr,
2(1 -LC) ifcxx'4i
SC
Centre near right border
(f]
CRB






















Sparse circle 2DC ifCount nc
2(1 -DC) Otherwise
PC
Figure 2.71: Fuzzy set membership functions defined on Hough transform
accumulator cells for circle detection from a pattern of height X and width
Y [241].
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Short line / 2




HULL) if count > &-^-
Y2
Nearly horizontal line 1IL
Nearly vertical line 1-1 IL VL
Slant line 2HL if0 *45.<)
2(.1-IIL) if0 > 45.0
TL
Line near top border
[) ifHL > VL
0 otherwise
NT
Line near bottom border 1-NT tlTIL > VL
0 otherwise
NB
Line near vertical centre
2NT if(IIL > VLandp )
NVC
2(1 -NT) if (III. > VLand P> )
0 otherwise
Line near right border (f.) ifVL>HL
0 otherwise
NR









2<1-NR) if(VL > ULand p>4.
0 otherwise
Figure 2.72: Membership functions of fuzzy sets defined on Hough transform
accumulator cells. X and Y denote the height and width of each character
pattern [240].
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Character
Pattern
Iluuglt cell size (Ap, A9) - (0.5,t>. (Aa, Ab, Ac) - (1,1,0.8)
Values nf the feature elements
LSI. SSK VLL S1)T l.DC
^ 0.32 0,81. 0.19 0.80 031
*5 0.42 0.45 0 25 0,<>4 0.52
V 0.63 0K3 0 21 0,43 0 13
* 0.63 0 96 0.13 0.1 1 0 35
tl 0.25 0.53 0.12 0.20 0 27
1'
0.36 0 14 0.88 0.46 0 14
* 0.2^ 0.78 025 0,55 0 35
*l 0,28 0.32 0 27 0,91 0.62
Figure 2.73: Some of the fuzzy features extracted by Hough transform from
eight scanned Bengali characters [240].
Synthesized Fuzz> Sot Definition
( / m t-norm)
Notation
Long slant line HHL.IL) LSL
Short slum line /rnjsu SSL
Nearly horizontal short line near vertical centre /(IIUSL.NVC) 11SVC
Nearly vertical long line near left border /(VLXUNL) VLL
Nearly vertical long line near right border /(VLXL.NR) VLR
Nearly horizontal long line near top border /(HLXL.NT) hit
Nearly horizontal long line near bottom border /(ULXL.NB) I1LB
Nearh vertical long line near horizontal centre /(VLXUNI1Q VLIIC
Nearly vertical short line near horizontal centre /(VL.SL.NIIC) VSIIC
Large dense circle with centre near mid-point /(LC'.DCCMP) LOM
Large sparse circle with centre nearmid-point HLCS't.CMV) LPM
Large sparse circle with centre near bottom
border on horizontal mid-point
/UCXCXBBXXLM) LPBM
Small sparse circle with centre near left border on
vertical mid-point
Ase.KxxB.evM) SPLM
Small dense circle with centre near top border on
horizontal mid-point
/{SCDCXTBXIIM} SDTiM
Small sparse circle with centre near top left
border
/(SC.PCXTBXXB) SPTL
Small sparse circle with centre near top right
border
/(SCPCXTBXRB) SPTR
Small sparse circle with centre near bottom
border on horizontal mid-point
/(SCPCCBBXIIM) SPBM
Small sparse circle with centre near mid-point /(SCPCXMP) SPVl
Small dense circle with centre near mid-point /(SC.DCXMP) SDM
Figure 2.74: Synthesized fuzzy set definitions using t-norms [241]
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2.6.4 Chain Code
The Chain Code method is a popular end robust method for representing
contours of different objects. The basic idea was introduced in 1961 by Free
man, and so it is sometimes referred to as
Freeman Coding [171]. In this
approach, an arbitrary curve is represented by a sequence of
small vectors
of unit length and a limited set of possible directions, thus termed the
Unit-
Vector method. Figure 2.75 shows two most popular types of chain coding,
namely
4- and 8-dirrectional chain codes [175].
2*- >0
(a) (b)
Figure 2.75: Chain code numbering schemes: (a) Directions for 4-directional
chain code, (b) Directions for 8-direcional chain code [175].
Encoding is based on the fact that successive contour points are adjacent
to each other. Depending on whether the 4-connected or the 8-connected
grid is employed, the chain code is defined as the digits from 0 to 3 or 0 to 7.
A chain can be coded by the absolute image address of one of its points fol
lowed by the relative position of the remaining points to their predecessors.
In case of isolated character encoding, absolute position of the starting pixel
is irrelevant and so can be omitted. On the other hand, the determination of
the starting point is an important factor once it comes time to compare two
chain coded patterns, since the same pattern can give very different feature
vectors based on the selected starting point [276].
Figure 2.76 shows a contour shape encoded with the Chain Code method,
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Chain Code: 11110303030303222221
Figure 2.76: An example of the 4-directional chain code representation [175].
including the starting point which is shown, but not included in the ex
tracted feature itself. In its pure form, Chain Code is not an ideal feature
for character recognition, but its many modifications have been successfully
used by multiple researchers (see following subsections). In its unchanged
form, Chain Coding has been used in combination with other methodolo
gies as a way to achieve stroke extraction, structure and shape description,
noise reduction as well as line detection. Interested reader is directed to
[33, 46, 64, 145, 163, 191, 276, 290] for detailed information.
Normalized Generalized Chain Code
Generalized Chain Code (GCC) is a special type of chain coding that uses as
its bases multiple concentric coding rings. To improve efficiency, the number
of ring sizes that can be used is limited, and they are usually determined
in advance in order to assign unique binary codes to all the vector nodes.
The actual coding ring size used at each coding step is determined based on
the smoothness of the trace in such a way that a larger coding ring should
encode a longer straight curve segment. Figure 2.77 shows the conventional
(1,2,3)-GCC coding rings [157, 288].
Yuen in [288] proposes a new chain coding method for real-time recog
nition of on-line handwritten characters, he calls it Normalized Generalized
Chain Code. The proposed GCC approach does not require and predeter
mined coding ring size since it includes all the possible coding rings. The
Roman V. Yampolskiy 121 May 10, 2004





















ized GCC 8-node ring
[288].
proposed GCC code contains just two parameters. The first one is the spe
cific coding ring order n. Each coding ring contains M
= 8n nodes, where
n = 1,2,3 The second parameter is the actual node number i, where
i = 0,l,2,...,8n- 1 [288].
The NGCC code has a dynamic range of 0 < i/n < 8, which has an af
fect of reducing the NGCC ring to having only eight primary nodes as shown
in Figure 2.78, along with some eight unnormalized nodes shown in brack
ets. The NGCC coding is equivalent to the chain coding shown in right part
of Figure 2.75 [288]. Since this feature was used solely in on-line character
recognition, we will not go into further details as this survey concentrates on
the off-line feature extraction methods and so NGCC is beyond its scope.
Chain Code Histogram
This method is away of combining Chain Codes with the idea of image zoning
(see Section 2.2.3) and Projection Histograms (see Section 2.3.1). Actually,
the image zoning is completely optional as the whole pattern can be sub
jected to the same exact process. Basically in the process of generating this
feature for some region of the input image, we generate the Chain Code rep
resentation of the object. Either four or eight different values make up the
new representation depending on the Chain Coding method selected. For
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each zone of interest we compute the total number of occurrences of unit
vectors of each type, which we represent as a regular histogram. Figure 2.79







,n n n, n
(d)
Figure 2.79: (a) The 8-directional Freeman chain code; (b) The contour of
a sample shape, square; (c) Chain Code representation of a square; (d) The
Chain Code Histogram of the square [109].
Chain Code Histogram is a discrete function
p(k)
= nk/n
where nk is the number of chain code values A: in a chain code, and n is the
number of links in a chain code. The CCH shows the probabilities for different
directions present in the contour. One of the advantages of the CCH is its
independence of the choice of the starting point. However, the chain coding
direction (clockwise or counterclockwise) should be same for all patterns. The





rotations cause only a circular shift in
the CCH. To achieve better rotation invariance the Normalized Chain Code
Histogram was proposed by Iivarinen et al. [109]. Unlike CCH, it takes into
account the lengths of the different directions. The NCCH is defined as
pn(k)
= (lknk)/l
where nk is the number of chain code values k in the chain code, lk is the
length of the direction k, and / is the length of the contour. For example,
in case of 8-directional chain code, lk 1, k = 0,2,4,6, and lk = \[2, k =
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1, 3, 5, 7. The NCCH can be made invariant to discrete rotations of (360/K),
where K is the number of direction in the chain code. In theory by making K
very large, rotation invariance can be achieved. In practice, discrete nature
of the pattern causes some errors [109].
Overall, CCH method is mentioned by multiple researchers including Cao
[31] and Laaksonen [136].
Chain Code Transform
In a manner similar to Hough Transform (HT) (see Section 2.6.3), Chain
Code Transform (CCT) is another approach to transforming an image into
the parameter space r 9. Proposed in 1985 by Cheung et al. [44] this
method was aimed at retaining good properties of HT, while improving on
the noise sensitivity problem, which is the main drawback of the Hough
Transform methodology [171].
CCT is based on simple chain code encoding approach followed by one
additional step, namely parameter transformation. After the character is
thinned and chain-code tracing is performed using the 4-directional chain
code, the information about the directions and positions of the strokes are
extracted from the chain-coded character and recorded in the r 9 plane.
Each pixel is considered as a single stroke segment with the direction 9 given
by its chain-coded label which is quantized into four directions [44]. The
perpendicular distance r from the origin to the stroke segment is calculated
from the coordinates (x,y) of the pixel according to the following equation:
x if a = 0
r=
, V2/2(x-y) ifa = l
y if Ci = 2
a/2/2(x + y) if a = 3
The parameter space is subdivided into rectangular cells with a contour
set up in each cell. For each pixel of the pattern being examined, the con
tour of the cell at the corresponding (r, 9) coordinates are incremented. The
algorithm is demonstrated in Figure 2.80 where a
45
stroke is shown in Fig
ure 2.80 (a). The thinned stroke and its chain coded equivalent are given in
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(d>
Figure 2.80: Example of Chain Code Transform: (a) A
45
stroke; (b) Same
stroke after thinning; (c) Stroke labeled with chain-codes; (d) Transformed
pattern [44].
Figures 2.80 (b) and 2.80 (c) respectively. The transformed pattern is given
in Figure 2.80 (d), where the counter in the corresponding (r, 9) coordinate
registers the number '4', which is equal to the length of the detected stroke
[44].
Main advantage of CCT versus Hough Transform approach is its low sen
sibility to noise and high speed. In comparative tests, conducted by Cheung
et al. [44] CCT also showed higher recognition levels when used on a set of
complex Asian characters [44, 171].
Run Length Coding
Chain Coding is not the only approach to image compression. Another pop
ular alternative, which made its way into the world of character features is
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the so-called Run-Length coding approach. While many
variations exist, the
main idea behind Run-Length Coding (RLC) is very simple and is demon
strated in Figure 2.81 [185]. Since, while describing any pattern, we are
only interested in the information contained
in the foreground, we can safely














Figure 2.81: Run Length coding example [185].
In order to fully describe the pattern, all we need is for every row of the
image to specify the locations of the beginning and end points of each run
of set-on pixels. The format for that type of encoding is shown at the top of
Figure 2.81.
Typically RLC is used as the methodology in the stroke extraction approach,
particularly as it pertains to Asian character recognition. Fan et al. [67]
utilized Run-Length coding for stroke extraction from Chinese characters
without using thinning preprocessing step. This is done in order to avoid
distortions around junction area generated by typical thinning process. In
order to capture the complete range of possible stroke directions, non-vertical
and non-horizontal Run-Length descriptors are introduced, particularly at 45
and 135 degrees [67].
Run-Length Coding can also be used for simple handwriting compression
as demonstrated by work of Yuen et al. Interested reader is directed to [289]
for details, which are beyond the scope of this thesis.
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Compensated Run Length Coding
In their work, Mori et al. [178, 179] utilize RLC for robust recognition of
deformed or degraded Kanji characters. While the general idea of individual
stroke extraction remains the same as with Fan et al. [67], they postulate
that the degradation of the image comes from additive and subtractive noise.
As the intensity of these types of noise increases, stroke run length becomes
harder to extract. In order to resolve this, they go one step beyond and intro
duce a new approach they call Compensated Run Length (RLC), which can
better extract the stroke directional information from characters corrupted
by noise. RLC utilizes the complementary relationship between additive and
subtractive noise in terms of black and white runs.
In the experiments described by Mori et al. [178, 179], CRL is not really
an independent feature rather it is a methodology for extracting stroke infor
mation about Asian characters, which is later utilized as the feature based
on which classification is performed. Stroke information by itself would be
classified as the structural feature (see Section 2.5.1) in this thesis. As a
result, no detailed description of the proposed by Mori et al. algorithm is
presented here. An interested reader is guided to the original papers by Mori
et al. [178, 179] for detailed information regarding implementation of CRL
and evaluation of its performance.
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2.7 Fractal Based Approaches
2.7.1 Fractal Encoding
Trees, coastlines, snowflakes and many other natural phenomena are believed
to exhibit fractal properties, meaning they contain at different scales smaller
copies of itself. Similar idea can be applied to the description of individual
characters. Non-fractal images, such as characters, can be made self-similar
by covering them with affine transformations of the original image.
The set of transformations becomes the descriptive feature in this case. The
parameters used to describe affine transformations are the features used to
characterize each character. Since we only want to recognize characters and
not fully reconstruct them, a small number of transformations is sufficient.
An algorithm for automated determination of complete affine-transformation
covering is given in work of Baldoni [9] .
Main advantage of this methodology is the fact that the number of fea
tures used for encoding the character is not dependent on the size of the
image, but only on the complexity of the pattern being recognized. Figure
2.82 shows hand-constructed fractal encoding of digits
'174'
and '7'. Fig
ure 2.83 shows how a printed character
'F'
could be approximated with six
affine-tranformation of itself. Finally, figure 2.84 shows a fractal encoding of
digit
'7'
generated using algorithm developed by Baldoni at. el [9].
K^i I i() it
(a) (b) (c)
Figure 2.82: (a) Binarized digits
T,'4'
and T; (b) Digit covering with four
self-affine transformations; (c) Digit fractal reconstruction [9].
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is covered with six contracted copies of itself, each bar is



























Figure 2.84: (a) Digit
'7'
inside the square box ABCD and application of
first affince contraction resulting in A'B'C'D'; (b) Coverage using five con
tractions; (c) Fractal reconstruction [9].
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2.7.2 Fractal Feature
The underlining idea of Fractal Feature (FF) is similar to that of Fractal
Encoding, but in the latter case additional properties of the fractals are
used
as a feature. More specifically the idea of the fractal
dimension is being
explored by such researchers as Tang et al. [244, 245, 250, 251]. Fractal
dimension contains information about geometric structure of the fractal, it
determines how much
'space'
it takes between arbitrary m and m + 1 dimen
sional manifolds [247].
Multiple approaches to determining the fractal dimension exist, such as
Haus-
dorff dimension, Minkowski dimension, Divider dimension and a very pop









BCD is popular because it is easy to compute or to estimate. Let F be
a non-empty and bounded subset of 9n, and = {wi : 1, 2, 3...} be covers of
the set F. N$(F) denotes the number of covers, such that
N5(F) = \$:di<5\
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The Box Counting Dimension can be defined by the following:
dimBF = lim
log2 NS(F)
5-0 - log2 S
In the feature extraction method proposed by Tang et al. [247] a complex
multi-step process is involved. First, central projection of the 2D image is ac
quired. Next, a wavelet transformation of the ID projection from step one is
obtained. Finally, computation of the divider dimension for the wavelet pat
tern is performed. The last step is performed three consecutive times, which
results in three feature vectors. Figures 2.85 and 2.86 show the computed
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2.8 Other Approaches
2.8.1 Characteristic Loci
One of the features, which processes the background of the image rather than
the character itself is the so called Characteristic Loci feature. Suggested by
Glucksman in 1967, this method has never been improved on, judging by the
available literature, and now is almost completely obsolete [85, 171]. The
major idea is that for every background pixel a 4-tuple is computed with
each entry representing the number of times a ray
omitted in one of the four
directions (East, West, South, North) would intersect the actual pattern of
interest. Figure 2.87 demonstrates a 4-tuple computed for a point inside
some hypothetical character.
It is interesting to note that the way the idea was presented in the origi
nal paper involved a conscious observer standing on a particular pixel within
the image making visual observations of the four directions, and reporting
his findings. A number of such observers at different points in the image
would communicate their findings in order to arrive at a common decision as
to the nature of the character being observed [85].
Figure 2.87: 4-tuple calculated for the hypothetical background pixel x [180].
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Mathematically this feature can be defined as:
f. = It^l (2 21)
#{SiUS2U...USN
{ ' }
where jj^S is the cardinality of the set S. Individual sets are built based
on the described above principal, namely, for each turned off pixel in the
image a code is calculated. Pixels pi and pj, which share the same code Ci,
get grouped together in a set Si respectively. From this definition the main
problem with this feature can be deduced, namely its high dimensionality.
Based on the type of characters that are being recognized the number of pos
sible codes can become extremely large [171]. For example if we take Asian
characters, which are made up of between 4 and 40 strokes, we will end up
with: N = 404, which is 2560000 potential codes. Clearly, this is not useful
due to its high dimensionality.
Glucksman performed his experiments on the Roman alphabet. In that case
he only had to deal with 256 possible codes, since maximum number of used
strokes is limited to 4, N = 44. Unfortunately, back in 1960 computers were
not as fast as they are today and so even that was too much to handle. As a
result, Glucksman proposed a variety of methods in order to further reduce
the number of possible codes. Since he worked with a relatively low in com
plexity character sets, he suggested only using three possible values, namely:
0 meaning no intersection, 1 one intersection and 2 any other number
of intersections. This results in 81 possible codes, still excessive by 1960's
standards [180].
Glucksman suggested only considering background pixels, which are located
inside the bounding box for the character. This removes all the codes, which
contain mostly zeroes. The suggested bounding box can be seen in figure 2.88.
Finally, Glucksman decided to combine all sets where exactly two correspond
ing digits are zero. This means that c*
= [0,Xi,yi,0] and Cj = [0,Xj,yj,0]
can be grouped together in a generalized code [0, 1, 1,0], representing corner
pixels for connected patterns. This process is demonstrated in figure 2.88.
This left Glucksman to consider only fifty one different code combinations
[171].
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Figure 2.88: Left: full ternary code. Right: 4-tuples with three or four zeroes
removed [171].
Depending on just how simple the character set in question is, one might
consider reducing the coding scheme to its binary variation, where a 0 - means
no intersections and a 1 is for any number of intersections other than zero.
This reduces the code dimensionality to just around 16 possible combina
tions, but unfortunately most useful information is lost as well. Characters





The fact that this feature is not currently being used can be explained by its
extreme sensitivity to noise or defects in the image. Even a single incorrectly
set pixel is capable of changing the resulting codes. Characteristic loci feature
is also sensitive to shape variations making it perform less than acceptably
on handwritten characters. No professional grade literature is available re
porting experiments on Asian or Arabic characters using Characteristic Loci,
which lets us conjecture that due to the "curse of
dimensionality"
as well as
to above mentioned shortcoming. This feature is now mostly of historical
interest and has no potential for future research.
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2.8.2 N-Tuple
The iV-tuple feature was originally proposed by Bledsoe [17] in December of
1959. So, it makes it one of the oldest known feature extraction methods
used in character recognition, but despite its age it is still a valuable feature
extraction technique as demonstrated by its ongoing use, see work of Ander





Figure 2.89: Left: locations of the two 2-tuples. Right: Same two 2-tuples
learning letter T and the resulting memory states [17].
The basic idea behind the method is to take sample measurements at
different points in the image and see if a particular relationship holds. As
suming we are dealing with a binary image, for every sample point we get
either a 1 or a 0 representing a set or a turned-off pixel respectively. Each
such sampling gives us a 1-tuple, which does provide some useful informa
tion. Unfortunately due to the shifting in location of the character within the
image, same exact sample point can result in complementary binary values
being produced by the same character. This problem is the result of 1-tuple
features, lacking information about relative states of other points within the
image. This can be easily corrected by using n > 1, as the size for our
n-
tuple.
Figure 2.89 demonstrates an image being sampled with two 2-tuples. For
each tuple four possible results can be produced: 00 or 01 or 10 or 11.
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Figure 2.90: System learning letter T in two different locations within the
image [17].
Right subimage of figure 2.89 demonstrates the system learning letter T. If
character is shifted within the image, different memory states will arise as
can be seen in figure 2.90, but some states are impossible to be generated
by certain characters despite any amount of shifting. Bledsoe and Browning,
[17], gave particular emphasis to this property of their method:
...the very shape of the character, such as the letter T forbids
certain states for certain pairs. The existence of these states lies
at the heart of our method, for without them the logic would
saturate...
A more formal, mathematical definition of the n-tuple method is presented
in [171]. Input image is seen as string 5, whose size is equal to the number
of pixels in the input image. S is divided into N sub-strings Si, which are
referred to as n-tuples. If presented as binary numbers have a value between
0 and
2n
1 and form an N-dimensional vector.
In classification step each class is defined by a representative template repre
sented by n-tuples, which are found in the following manner. Let K sample
patterns be elements of the learning set of a class c. The template n-tuples
for c are initially set to zero. At the iteration i, where i = 1...K, N n-tuples
are extracted from the ith sample of the class is being learned, c, resulting
in p\. The template n-tuples are updated by a bitwise operation OR. If
after i iterations the jth, j = 1...JV, template n-tuple is (0, 0, x, ..., x), where
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for characters 'B', 'G\
'5'
[17].
x = 0, 1, and if the jth, n-tuple extracted from p?+1 is (0, l,x, ..., x), the jth
template n-tuple will become:
(0,0,x,...,x) OR(0,l,x,...,x) = (0,l,x,...,x)
This formula tends to create n-tuples saturated with ones if the data is noisy
or if a large learning set presents shape variations within character class [171].
In their original experiment Bledsoe [17] used 75 2-tuples to learn an al
phanumeric database. Figure 2.92 shows a set of three templates trained by
the system to recognized characters: 'B', 'G\ and '5'. In order to classify
a new pattern, we only need to compare the feature vector in question to
the pre-assembled set of templates. For all stored templates we compare the
feature vector is being classified to the template and give it a score based
on similarity measure, which is defined in terms
of number of corresponding
mutually equal positions.
Figure 2.91 shows the "score
cards"
achieved by the system while classifying
printed characters
'T'
and 'A'. It is interesting to observe that the scorecard
can be used to deduce which characters are most closely related by looking
for similar scores. For example, by finding second best score for recognition
of character (T\ we can see that character T is its closest match, which we
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Figure 2.93: 10 basic shapes learned by the system used in [17].
Variety of modifications to the original feature extraction method were pre
sented by Bledsoe [17]. For example, they considered using non-exclusive
n-tupling scheme where the same sample point can be a part of multiple
n-tuples. This resulted in a modest improvement in the overall recognition
rate. Additionally, experiments were conducted with multiple values for n,
namely: 1,2,3,4 and 8. Overall tendency of the system was to improve as
n increased. If Bledsoe [17] were to try higher order n-tuples, they would
see that once n becomes larger than 12, curse of dimensionality sets in and
performance drops as reported in Maurycy [171]. Finally meaningful-shape
n-tuples were introduced with encouraging results. 10 shapes used by [17]
can be seen in figure 2.93.
It is interesting to see a certain level of interest in this feature present till this
day; despite its lack of invariance to size and orientation as well as problems
it has handling shape variations and noise. Jung et al. [116], used N-tuple
feature as a part of a generator designed to extract features from any binary
character patterns. Such a generator was intended to be used in an auto
matic universal character recognition system. Systems of that nature are
particularly suited for cases where little or no prior information is available
about the shape of characters of interest. Additionally, Jung showed that the
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power of N-tuple feature comes from the fact that it relies on the difference
in shape between classes of characters, rather than on the shape of character
itself.
Anderson and Gaborski [4] have successfully used a variation on the N-tuple
feature in their relatively recent work on ZIP code recognition. Presented
bellow is a brief outline of features they have extracted.
TV-king and TV-knight features
Those chess inspired features are an obvious modification of n-tuple method.
A detailed description can be found in work of Anderson and Gaborski [4],
who found 3-king, 7-king, 5-kinght, and 9 knight to be particularly useful.
Just like in the n-tuple method a logical relationship between some pixels in
the image is being extracted. The names n-king and n-knight simply refer
to the way pixels are chosen in the sampling process.
In chess a king can move by one square in any direction. A knight can
move in an
'L'
shaped path, which is 2 x 3 or 3 x 2 units long. This concept
can be generalized to a path of arbitrary length n as indicated by the feature
name being prefixed with an integer indicating the size, namely: n-king, and
n-knight. By taking an n x n square, we can take pixels on the perimeter of
that square related by stretched king or knight moves. For example, there
are four 5-king features, ai,ck,em, and og, and four 5-king features, bj, dl, fn}
and hp, centered at the
'*'
as shown bellow:
a b c d e
p . . . f
o . * . g
n . . . h
m 1 k j i
In order for the above idea to work in general case, n must be even for
the n-king North-South and
East-West features to be defined, n must also
be of the form Am + 1 for the n-knight features to be useful [4].
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Fuzzy Line features
Another modification of the same idea presented in work of Anderson and
Gaborski [4] is the so called fuzzy line feature, which gives rise
to fuzzy-n-
knight and fuzzy-n-king features. This time they attempt to get a
larger
number of pixels contributing to the feature being extracted, by not limiting
themselves to a product of just two pixels, but rather a sum of products of
multiple pixels. Example they present makes the above idea crystal
clear.




the four fuzzy-3-knight features are: (a + b) x (h + i), (c + /) x (d + g),
and (a + d) x (/ + i). For a
five-by-five example presented above, the four
fuzzy-5-features extracted from the perimeter are: (b + c + d) x (j + k + I),
(d+ e+ f) x (l +m+ n), {f+ g+ h) x (n+o+p), and (h+ i+ j) x (p+ a+ b).
Anderson and Gaborski report that their fuzzy feature provides a reliable
line detection method for lines going through pixel
'*'
and shows good over
all performance. One downside of this method is a very high number of
features being extracted, between 600 and 1700 features as indicated in [4].
Fortunately, Anderson and Gaborski provide a way of significantly reducing
the number of used features without sacrificing performance. Using a genetic
algorithm they evolve a subset of features, which while far fewer in number,
still manage to perform at practically the same level. Interested reader is
directed to [5] for detailed information.
2.8.3 Shadow Code
First introduced by Burr [26] in 1988 Shadow Coding is a popular feature
extraction methodology utilized by multiple researchers, see [229, 248, 249,
122, 214, 216, 215, 194] for details. A very similar idea was independently
proposed by Lursinsap et al. [164], they called it Light Receptor Model. It
is not sufficiently different from Shadow Code feature to be given its own
Roman V. Yampolskiy 140 May 10, 2004
2.8. OTHER APPROACHES Page 141
(a) (b)
Figure 2.94: (a) Seven-segment bar mask used for digit recognition, (b)
13-segment bar mask used for alphabetic capital letters, (c) illustration of
encoding the character
'S'
with shadow projections shown in black [26].
section in this thesis, but interested reader is directed to [164] for detailed
description.
A Shadow Code is defined based on a bar mask array like the one shown
in Figure 2.94 (a). A simple pattern, such as a digit, can be encoded using
just seven-segment bar mask. A more complicated pattern like a letter needs
a larger number of bars. Figure 2.94 (b) shows a 13-segment bar mask in
tended for recognition of capital letters. Finally part (c) of the same Figure
is demonstrating the encoding of the character 'S\
In extracting Shadow-Code-feature an input character is first normalized
so it matches the full size of the bar mask. A shadow projection operation
is defined, which simultaneously projects a point in the original pattern onto
its three closest vertical, horizontal, and diagonal bars. Shadow being cast,
turns on a set of bits distributed uniformly along the length of the bar. Once
all the points in the original pattern are projected, the number of set-on
pixels in each bar is summed up. The character is represented by those n
numbers, where n is the number of bars used in the mask [26].
As the result, the pattern is coded in such a way that the shape and structure
information are captured and embedded in the resulting code. Although the
bars do not touch in the example shown in Figure 2.95 (a), in the actual
implementation the bars bi,b2 and 64 intersect at the top-left corner and
likewise with the rest of the bars. In order to normalize the feature-vector,
we divide the length of the shadowed region by the total length of the bar.
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Figure 2.95: (a) 16-bar
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tained by simply re-ordering the
components of the code vector
[249].
Shadowed regions can clearly be seen in Figure 2.95 (b). The final normalized
shadow vector is shown in Figure 2.95 (c) [248].
In order to simplify the determination of the nearest bar on which the
shadow falls, instead of computing the distance from each pixel to each bar
we can do the following: divide the rectangle into several domain regions, as
indicated by the dashed lines in Figure 2.97, in such a way that the required
bar can be found by simply determining in which region a pixel of interest
falls. For example in Figure 2.97 (a), there are three dashed lines dividing the
rectangle into six regions. A pixel located in the region marked
'1'
projects
its horizontal shadow onto the bar b\\ the vertical shadow will be projected
on bar 63 or 65 depending on whether the pixel falls in region
'3'
or '5'; finally
its diagonal shadow has to be projected onto bar 64 [249].
This feature is size independent since the resulting Shadow Code has always
the same dimension, as we have to stretch or truncate the input pattern to
fit the bar mask properly. In order to achieve rotation invariants for Shadow
Code, it is only required to consider the angles, which are multiples of 90.
Due to the shape of the shadow bar frame, the rotated vectors can be easily
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Figure 2.97: Bar domains in which the dashed lines indicate (a) horizon
tal, (b) vertical, (c) diagonal bars where pixels in each region project their
shadows [215].
obtained by changing the order of the vector components as shown in Figure
2.96 [248].
The key step in Shadow Coding is the design of a projection mask that
emphasizes the most important structures of the pattern under consideration
[122]. As the pattern becomes more complicated, the number of bars in the
mask tends to increase in order to capture the inherit complexity of the task.
For example, the 32 segment bar mask used by Shirali-Shahreza et al. [229]
to encode Persian/Arabic characters is shown in Figure 2.98. The illustration
of an Arabic digit
'8'
encoded using this mask is demonstrated in Figure 2.99.
Extended Shadow Code
An interestingmodification of this feature is being used by Sabourin [215] and
by Parker [194] for signature verification purposes. They propose combin
ing multiple shadow masks to capture information about an entire signature,
they call this approach an Extended Shadow Coding and it is demonstrated
in Figure 2.100. A great number of possible bar masks used in signature ver
ification shown in Figure 2.101, it demonstrates the great variety of possible
encodings inherited in this feature extraction method. The researcher, based
on the desired properties being extracted, can select an appropriate mask
from the pattern being classified. A deeper description of their approach is
not included here as it is beyond the scope of this thesis.
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Figure 2.98: 32 segment bar Figure 2.99: Illustration of
mask [229]. encoding of Arabic digit
'8'
using [229].
Figure 2.100: Shadow mask for signature verification. Left: An individual
sampling square showing the six projection areas to be measured. Right:
The signature is drawn over a grid of these squares. Bottom: Each shadow
calculation projects the signature in each square onto the projection areas
[194].
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Figure 2.101: Fifteen bar mask representations [215]
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2.8.4 Template Matching
This technique is fundamentally different from all other feature extraction
methods and so can be in a class by itself. In template matching method, no
additional processing is performed and the image itself is used as a feature
vector. In the classification stage, a measure of similarity between the image
in question and the elements of the set of all templates are calculated. The
pattern depicted in the image is assigned the same class as the one to which
the most closely matched template belongs. An alternative is to measure the
degree of dissimilarity and classify the pattern based on the template with
lowest such degree.
prototype 3 prototype 8 prototype 8
OOO
Figure 2.102: Fitting of different templates to the pattern in question [93].
One of the most popular measures of similarity between the gray level
patterns and the elements of the template set is the mean square distance:
M




where M is the total number of pixels in Z, the original image and T
is the set of all templates. In binary images other similarity measures are
used, such as Jaccard and Yule distances [262]. If n^- is the number of pixel






Roman V. Yampolskiy 146 May 10, 2004
2.8. OTHER APPROACHES Page 147
where
_
f M/ (xm = i)K(ym = j)
Sm(hj)
0, otherwise
i,j G {0, 1} and ym and xm are the mth pixels of the binary image Y and





It is obvious from the definition, that template matching has some serious
shortcomings. Templates are only capable of recognizing characters of the
same size and rotation and are not tolerant of even smallest variations in
shape of the character. Noise in images presents additional problems for
template matching. While it is possible to avoid some of the above problems
by means of using multiple templates for every type of character, this makes
the computational burden on the classification algorithm even greater. Figure
2.103 demonstrates some alternative templates for a small set of digits.
Figure 2.103: Multiple templates for digits with alternative representations
[93].
Overall, trivial lock of computational resources large enough to evalu
ate significant number of templates is what keeps straightforward template
matching from becoming more popular.
Deformable Templates
A modified version of Template Matching is well know under the name of
Deformable Templates. In this approach, the template is not a fixed static
structure; rather it is flexible entity, which can be fitted to better match
the pattern in question. The degree to which a template can be made to
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look like the pattern, without changing its morphology,
serves as the value
based on which the recognition takes place. Algorithm should only change
the
templates7
size and orientation, but not their overall structure.





patterns for digits '3\
'3'
and T respectively. An alternative approach is
to morph the pattern in question to make it look as much as possible like
the template, while keeping the template static. Figure 2.104 shows
how the
deformable template approach can be used to recognize a particular pattern,
namely digit '6'. Overall this approach is a big improvement
over classical
template matching as is demonstrated by numerous successful implementa
tions [14, 43, 93, 110, 161, 195].









Figure 2.104: Ten templates fitted to an image with pattern in question [93].
Elastic Matching
Not really a feature in itself, Elastic Matching (EM) is a classification process
closely related to the concept of templates and briefly introduced here for the
completeness of presentation. In EM Dynamic Programming, algorithms are
used in matching sequences of points with the purpose of measuring similar
ity between a given set of points and an unknown sample set. The matching
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is not exact, so only slightly different patterns can be recognized as being
essentially the same. This is achieved by using such operations as: insertion
and deletion of individual points or even of small sequences of points [220].
Figure 2.105 demonstrates Elastic Matching between a template and an un
known pattern.
Elastic Matching is a relative popular classification approach, which has been
used in recognition of handwritten digits [151, 207, 220] and Chinese charac
ters [113]. Its main drawback is relatively high computational cost.
TEMPLATE
UNKNOWN
Figure 2.105: Determination of an unknown pattern via point to point dis
tance measurement as performed by Elastic Matching [220].




Knowledge is of two kinds. We know a subject ourselves, or we
know where we can find information on it.
Samuel Johnson (1709 - 1784)
3-1 NN for Pattern Recognition
Choice of a classifier is an important factor in recognition type problems
such as a character identification. Traditionally statistical classifiers were
widely used, but in the last few years Neural Network (NN) based approaches
are gaining popularity. NN is currently one of the fastest growing research
methodologies in science and engineering. New neural network models are
being proposed very frequently. While each new type of artificial neural net
work is being derived as an improvement with respect to prior models, little
or no attention is devoted to comparing specific types of networks for partic
ular applications in order to determine the optimal classifier.
Well known NN learning abilities alongwith the possibility of achieving a high
performance due to computational parallelism have resulted in many Optical
Character Recognition (OCR) applications based on various NN [76, 82]. In
many cases, researchers who are not experts in NN need more advice and
practical recommendations on the NN type choice, which for this application
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area is still not clearly determined. This situation could be explained by
difficulty of conducting a theoretical comparison of different NN. The prob
lem might be partly solved by conducting and experimental research and
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Figure 3.1: Differences in performance of RBFN and MLPN as reported by
different researchers if the field of pattern recognition.
Figure 3.1 depicts the results received by different researchers in various
domains, in which MLP and RBF were applied. Based on shown data, one
can see that the majority of researchers demonstrate their preferences to
wards the RBF type networks. Experiments in this study investigate which
of the two examined networks is preferable in the area of character recogni
tion.
This chapter compares Multiple Layer Perceptron Network (MLPN) with
Radial Basis Function Network (RBFN) in pattern classification applica
tions. Comparison of both theoretical and applied properties of the above-
mentioned neural networks is conducted based on theoretical analysis of
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the available results, as well as experiments conducted by the author. An
overview of published results shows a significant amount of analysis per
formed in related areas such as: odder, speech, speaker, and satellite image
recognition to name just a few. Figure 3.1 provides a summary of published
results, in which MLPN and RBFN are compared.
In recent literature there were a number of publications devoted to the study
of how neural networks can be successfully applied to OCR [18, 181] and
handwritten character recognition [143, 188]. By studying performance of
different NN types in OCR, this thesis, among its other goals, aims at in
vestigating if the results given in Figure 3.1 could be expanded to character
recognition.
For the purposes of this study two very prominent NN types were selected.
MLPN was chosen due to its wide spread use and RBFN was selected as its
biggest competitor, since in recent years it has quickly gained ground both
in terms of its reported performance and amount of utilization.
3.1.1 Multiple Layer Perceptron Network
Input Layer Hidden Layer Output Layer
Figure 3.2: Model representation of MLPN.
Multi-Layer Perceptron network is the most popular neural network type.
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The MLP network consists of several layers of neurons. Each neuron in a
certain layer is connected to each neuron of the next layer. There are no
feedback connections. The weights are considered as NN parameters to be
adjusted during training. The most often used MLP-network consists of three
layers: an input layer, one hidden layer, and an output layer. The hidden and
output layers usually have a non-linear activation function. Typically, some
type of backpropagation algorithm is used in training this type of network.
Figure 3.2 is a model representation of a typical MLPN.
3.1.2 Radial Basis Function Network
A typical Radial Basis Function Network consists of three layers of neurons:
input, hidden and output. Each neuron belonging to the hidden layer rep
resents a cluster in the input data space. The hidden layer, as a whole, is
a series of such clusters. A radial function, typically Gaussian, serves as
an activator for each of the centers. The output for the activation function
is determined based on the Euclidian distance between the center and the
input vectors. The output neurons calculate a weighted sum of the hidden
neurons. Input data values are uniquely assigned to the neurons in the in
put layer, which pass the data on to the hidden layer directly without any
weights. Hidden layer neurons are called RBF units and are determined by
a parameter vector called center and a scalar value called width [16]. Figure
3.3 is a model representation of a typical RBFN.
3.1.3 MLPN vs RBFN
Previous research [60, 68, 75, 218] has pointed to several potential advantages
of the MLP neural networks.
1. Unlike the polynomial filter or Gaussian classifier, no assumption is
made about the underlying data distribution for designing the MLP
networks, so the data statistics do not need to be estimated [171].
2. The MLP network exhibits a great degree of robustness or fault toler
ance because of built-in redundancy. Any errors in a few nodes or links
thus will not impair overall performance significantly.
3. Implementation of MLP is simple and well documented, due to its
popularity, there exist a large number of design packages as well as
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Input Layer Hidden Layer Output Layer
Figure 3.3: Model representation of RBFN.
hardware chips.
Potential advantages of the RBF neural networks include [218]:
1. Local approximation of the data, using only a few hidden units for a
given input.
2. Additional control over the network via supplementary parameters.
3. Parameters in the hidden and output layers are trained separately using
a fast and efficient hybrid algorithm.
4. Only one hidden layer with full connectivity is used.
5. Hidden layer is non-linear, but output layer is linear.




Whatever you can do or dream you can, begin it. Boldness has
genius, power, and magic in it.
Johann Wolfgang von Goethe (1749
-
1832)
4.1 Description of Programs
A large number of different programs were created to support the exper
iments behind this investigative study. They can be roughly divided into
five subgroups: data generation, parameter initialization, feature extraction,
pattern classification and finally, data analysis. The feature extraction group
comprises the largest number of members due to the main topic of this the
sis. A listing of all programs written with short descriptions of their purpose
follows:
getData.m Extracts individual digit data from a text file and converts it
into usable ID and 2D forms. Extracts digit labels along the way.
myChain.m Extraction of chain code feature. Number of utilized elements
could be constrained. Results are saved in the chain, out file.
chain.out Contains the output from the Chain Code feature extraction
method.
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myCMoment.m Extraction of Central Moments feature. Number of ex
tracted moments could be adjusted.
myConf.m Generates confusion matrix for a particular feature extraction
method. Used in analyzing results of
experiments.
myDriver.m Controls the experiments. Allows selecting the feature extrac
tion method to be used alongwith the classifier. Basically, it determines
which files from the my* library will be run.
myFFT.m Extraction of Fast Fourier Transform feature. Finds a 2D FFT.
Number of extracted elements could be changed.
myFractal.m Extraction of the fractal dimension feature. Calculates the
fractal dimension using box-countingmethod. Smallest feature in terms
of the size of the resulting feature vector.
myFuzzy.m Extraction of Fuzzy Zoning feature. Number of utilized ele
ments could be constrained. Additionally, Fuzzy Mask could be altered
or replaced with another.
myGabor.m Extraction of the Gabor feature from the original pattern.
Uses one scale and one orientation. Size of the feature extraction vector
could be scaled down as desired.
myHHist.m Extraction of Horizontal Histogram feature.
myHist.m Extraction of Horizontal and Vertical Histogram feature.
myHough.m Extraction of Hough transform feature.
myHu.m Extraction of Hu's 7 moment features.
myMLP.m MLP based classifier used to process extracted feature vector.
Also, it reports results of the classification process in an easy to under
stand summary.
myRBF.m RBF based classifier used to process extracted feature vector.
Also, it reports results of the classification process in an easy to under
stand summary.
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myMoment.m Extraction of Geometric moments. Number of extracted
moments could be changed.
myNMoment.m Extraction ofNormalizedMoments. Number of extracted
moments could be changed.
myNTuple.m Extraction of the N-tuple feature from the original pattern.
2-tuple is implemented, with the sum of the tuples being used after one
of the sample points is multiplied by a factor of 10.
myParams.m Initializes all the variables for controlling the experiment,
including size of the training and testing data, size of the feature array
and dimensions of input data.
myPixel.m Direct extraction of the individual pixels without any feature
extraction method. Serves for comparison purposes and for template
matching.
myProfile.m Extraction of Character Profile Feature. Upper, Lower, Left
and right character profiles are extracted.
myRandom.m Simulates extraction of the 25D feature from the original
pattern. Used as the base measurement in evaluating experiments.
mySimple.m Extraction of Simple ID Zoning Feature.
mySquares,m Extraction of Concentric Squares Zoning Feature. Center
of squares is located in the center of gravity. It automatically deter
mines the maximum possible number of concentric squares based on
the location of the center of gravity.
myVHist.m Extraction of Vertical Histogram feature.
myWavelet,m Extraction of the Wavelet Transform feature from the orig
inal pattern. Takes the well-known wavelet transform of the given
matrix. Daubechies wavelet coefficients are used for wavelet transform
operation, which is saved in wavcoeff.mat.
wavcoeff.mat Contains wavelet coefficients for myWavelet.m file.
myZoning.m Extraction of classical Zoning feature.
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20x30digits.txt Contains all the input patterns in the textual format.
myData.mat Contains all the input patterns extracted from the text file
and saved as a Matlab matrix.
For detailed descriptions of the implemented feature extraction methods,
reader is directed towards respective chapters on a particular feature extrac
tion methodology, which usually include a short algorithm
outline as well as
the basic invariance properties of the approach.
4.2 Data Set Description
All experiments have utilized a library of handwritten digits originally ex
tracted from the US Census forms and postal zip codes. Library is available
from Rochester Institute of Technology's public directorymaintained by doc
tor Peter G. Anderson at: www.cs.rit.edu/usr/local/pub/pga/Images/Digits.
The selected library consists of over four thousand binarized and manually
labeled images, which present a healthy mix of all ten digits from 0 to 9.
Digits are represented by a 20 by 30 text matrix, where ones denote back
ground pixels and zeros foreground pixels respectively.
The library was selected for a number of reasons, among them:
Library is publicly available and is free to use, which makes it easy for
others to reproduce my results.
Digits are extracted from a real-world source, namely US Census forms
and US postal zip codes.
All digits are fully labeled by human evaluators, which results in a very
high degree of accuracy.
Each digit is preprocessed (binarized).
Library is large enough to allow for the separation of data into multiple
groups for training and testing purposes respectively.
Figures 4.1 and 4.2 demonstrate digits from zero to nine, which are typical
of those found in the library. Each digit is followed by a label identifying the
character.
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Figure 4.1: Examples of digits 1 through 6 from the data set utilized.
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Figure 4.2: Examples of digits 7, 8, 9 and 0 from the data set utilized.
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4.3 Description of Experiments
Initial experiments were aimed at choosing the network type, which is more
appropriate for the area of character recognition. Experiments were designed
to facilitate comparison against the following criteria:
Percentage of accurately recognized digit patterns in never before seen
data sets.
Training time required by the NN to learn to properly discriminate
patterns of interest.
Time required by the NN to recognize a particular instance of a digit.
Simulation was implemented using Matlab's Neural Networks Toolbox
(NNT) version 3.0, which is one of the best-known NN simulators. NNT was
applied, because its widespread availability makes the experiments easily re
producible by any interested party.
In the case of MLPN the transfer function, which was used is called tan-
sig, it is a hyperbolic tangent sigmoid transfer function defined as: n =
2/(1 + exp(2 * n)) 1. In order to better train the network advantage
was taken of Matlab's trainbr network training function, which updates
the weights and biases according to Levenberg-Marquardt optimization al
gorithm. It minimizes a combination of squared errors and weights and then
it determines the correct combination so as to produce a network, which
has good generalizing ability. That process is called Bayesian regularization.
Trainbr can train any network if its weight, net input, and transfer functions
have derivative functions [278].
Initially, an attempt was made to bypass the feature extraction step, but
since that resulted in 20 x 30 = 600 inputs the performance of the net
works were sub-optimal with respect to training time. In order to achieve a
reasonable training time for the networks, the feature extraction algorithm
described above has been used for decreasing the total number of inputs to
just 25 signals going into the input layer. This reduction helped to lower the
overall complexity of the problem, while maintaining the accuracy levels at
around industry standards [233]. Since the ultimate goal was to directly com
pare MLPN with RBFN the first step had to be determination of individual
parameters, which would optimize performance of each network type.
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4.3.1 Experiment 1: Optimization ofMLPN
In this and other experiments described below, 25 inputs were used, as it is
the size of the feature vector produced by the Fuzzy Zoning feature extrac
tion approach. The number of outputs was based on the possible number of
different digits and so was set to ten. For all optimization experiments data
set of size 2500 was used. All experiments were repeated multiple times to
insure that the consistent results have been achieved and that they are repro
ducible. For each new investigation, the parameters were optimized based




Figure 4.3: Recognition accuracy in percentages (vertical-axis) achieved by
MLP based on the number of hidden nodes used.
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In case of the MLPN an attempt to boost its recognition accuracy by
finding optimal parameters for its topology was made. First, determination
of the optimal number of neurons in the hidden layer was performed. By
simulating NN with the number of neurons in the range of 1 to 50, it was
discovered that the best results came from having about 25 neurons in the
hidden layer. Figure 4.3 shows how accuracy ofMLPN varies with a changing
number of hidden nodes and also demonstrates a strong performance peak
in the 25-node region.
MLP
Figure 4.4: Recognition rate in percentages (vertical-axis) achieved by MLP
based on the number of training epochs used.
The other parameter, which could be tweaked to improve MLPN's perfor-
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mance, was the number of epochs used to train the
network. By evaluating
number of epochs in the range of 1 to 500, it was discovered that the best re
sults came from about 50 training epochs. Figure 4.4 shows how accuracy
of
MLPN varies with changing number of training epochs and also
demonstrates
a relative performance pick in the 50-epoch region. Finally, an attempt to
find the optimal learning rate - Alpha and best performing value for the mo
mentum rate - Beta was made. Figure 4.5 demonstrates the performance of
MLPN based on the value of Alpha (solid line) and Beta (dashed line).
Alpha/Beta comparison





























i i i i i i i i
0.1 0.2 0.3 0.4 0.5 0.6
Value
0.7 0.8 0.9
Figure 4.5: Recognition rate in percentages (vertical-axis) achieved by MLP
based on the Alpha/Beta value used.
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4.3.2 Experiment 2: Optimization of RBFN
As far as optimization of RBFN is concerned, varying the width parameter
of radial basis functions in the range of one to thirty resulted in best perfor
mance at the spread level of 10. Figure 4.6 shows an unquestionable single
peak in accuracy at the spread value of 10, under which an accuracy of above
90 percent was achieved.
RBF
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Figure 4.6: Percentage of accurate recognition (vertical-axis) achieved by
RBFN based on width of radial basis centers.
4.3.3 Experiment 3: Performance Comparison
This experiment was aimed at determining the neural network type, which
performed better with respect to accurate character recognition. In order to
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establish, which network is more suited for the problem at hand, each net
work was tested on successively larger training sets, logging which network
showed superior performance.






Figure 4.7: Time required by MLPN and RBFN to fully train, based on the
size of the training set.
Specifically, after both of the networks were set up with their respective
optimal parameters, (MLPN 25 neurons in the hidden layer and 50 train
ing epochs, RBFN - spread value of 10) determined in previous experiments,
and the training process was started. Data set was randomly split into two
groups with approximately two-to-one ratio, used for training and testing re
spectively. Specifically, each network's performance was tested after training
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them with data sets in the range of 100 to 2500 data elements as depicted
in Figure 4.8. This figure compares performance of MLPN vs RBFN on the
training sets ranging in size from 100 to 2500 elements with respect to recog




Figure 4.8: Performance of MLPN vs RBFN on the training sets ranging in
size from 100 to 2500 elements (horizontal-axis) with respect to recognition
accuracy in percentages.
After evaluating the training/testing cycle the following results were achieved;
which are given in Figures 4.9 and 4.10 and summarized bellow. Figure 4.9
describes experiments performed with MLPN and aimed at investigating an
influence of different factors on recognition accuracy and NN's training time.
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Figure 4.10 describes experiments performed with RBFN and aimed at inves
tigating the influence of the training set size and spread factor on recognition
accuracy and training time.
MLPN optimization and eva nation experiments.














10 1-50 22% 85%
2
Effect ofnumber of training
epochs on accuracy.
20 1-500 46% 77%
3
Effect of learning rate on
accuracy
10 .1-1 69% 80%
4
Effect ofmomentum rate on
accuracy
10 .1-1 66% 82%
5
How the size oftraining set
effects the training time.
15 100-1500 OMin 125Min
6
How the size of training set
effects the accuracy.
50 100-2500 55% 83%
Figure 4.9: MLPN performance statistics,
RBFN optimization and evaluation experiments.










Effect of spread value on
accuracy.
30 1-30 57% 93%
2
How the size of training set
effects the training time.
15 100-1500 OMin 10Mb
3
How the size oftraining set
effects the accuracy.
50 100-2500 67% 88%
Figure 4.10: RBFN performance statistics,
1. Training Time: RBF had a very strong advantage over MLP against
this criterion. Inmost cases it took approximately ten times less time to
train RBF than MLP. In particular for data sets of relatively large size,
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training time for MLP was significantly over 2 hours, while RBF took
no more than 15 minutes. Figure 4.7 shows the relationship between
the size of the data set, and the training time required by each neural
network type on training sets of up to 1500 characters.
2. Recognition Time: In the experiments no statistically significant
differences between recognition time required by MLP versus the time
required by RBF was found. This could be explained in part by pecu
liarities of the NN implementation utilized in Matlab's NN toolbox.
3. Recognition Accuracy: To measure accuracy the percentage of cor
rectly recognized never before seen digits for each network type was
computed. Regardless of the size of training set, RBFN outperformed,
or did at least as well as MLPN.
4.3.4 Conclusions with respect to MLPN and RBFN
Theoretical investigation and experimental study of the choice of the NN
type for application in pattern recognition has been conducted and resulted
in practical recommendations on NN type and parameter selection. Most
popular MLP and RBF were compared against criteria of recognition ac
curacy, training and recognition time. Both types were initially optimized
before comparison was performed, in total more than 250 experiments have
been conducted. Figures 4.9 and 4.10 summarize all the performed experi
ments.
The study demonstrated the advantage of the RBFN against both recog
nition accuracy and training time criteria with the gain of about 10 to 20
percent in recognition accuracy and a very significant gain in training time.
Experiments performed did not allow getting statistically significant differ
ence in recognition time. The results allow recommending an application of
RBFN for alphanumerical character recognition, as well as in adjacent areas
of pattern recognition. The RBF spread factor parameter should be chosen
around value 10. Experiments demonstrate that 10-fold increase in the train
ing set size requires 10 times more time for training but results in about two
times increase in recognition accuracy.




Sir Francis Bacon (1561 - 1626)
5.1 Taxonomy of Features
This thesis clearly shows how human ingenuity has translated into dozens
of different feature extraction methodologies (FEM). New features are con
stantly being proposed and old ones improved upon by many researchers. In
order to better understand the direction of future developments as well as to
be able to more honestly compare different features, classification of feature
extraction methods themselves is necessary.
The general majority of known feature extraction methods can be classified
into four broad distinct categories, namely:
Image itself perfectly describes the pattern, but is computationally
too demanding, and so makes classification very difficult.
Distributions statistical features of the pattern, such as area, center
of mass, pixel count in
sub-windows and so on.
Series expansion coefficients pattern represented as an infinite series,
such as Fourier, Walsh, or Cosinus. A small subset of all terms is being
taken and their coefficients are used as features.
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Structural features the pattern is being described in terms of its com
prising features at a higher level, for example loops, strokes, end points,
etc [171].
Many researchers have proposed more involved taxonomy structures for
classifying different types of feature extraction methods. Fisher [69] suggests
an all inclusive taxonomy of geometric features, which contains well over a
hundred different approaches. His taxonomy could be found in the Appendix
A located in Chapter 7.
A more limited in size and in scope classification approach is shown in the
work of Trier et al. [262]. In their approach, the features are subdivided
into four groups based on the type of character pattern they are applied to.
Those types are: gray scale patterns, binary solid characters and binary outer
contours of the character, and finally, vector representations or skeletons of
the pattern. Figure 5.1 demonstrates classification of some eleven features





(skeleton)solid character outer contour
Template matching Template matching Template matching
Deformable templates Deformable templates
Unitary Transforms Unitary transforms Graph description
Projection histograms Contour profiles Discrete features
Zoning Zoning Zoning Zoning
Geometric moments Geometric moments Spline curve
Zernike moments Zernike moments Fourier descriptors Fourier descriptors
Figure 5.1: Classification of feature extraction methods for the various char
acter representation forms [262]
Laaksonen [136] expanded on the work above and added some additional
four features to the classification scheme. He has also rearranged and grouped
the features. In figure 5.2 five subgroups can be seen, namely: templates,
transforms and moments, descriptors and codes, discrete features and finally,
zoning is in a group by itself.
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Template matching X X X
Deformable templates X X
Unitary transforms X X
Log-polar transform * X X
Geometric moments X X
Zernike moments X X




Project ion histograms X




Fourier descriptors X X
Graph description X
Discrete features X
Zoning X X X X
Figure 5.2: Features from taxonomy by Trier, but rearranged and grouped
and methods marked with an asterisk have been added [136].
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A smaller subgroup of features is taken by Laaksonen and arranged in
a different fashion, as can be seen in Figure 5.3. Transforms, moments,
wavelets, algebraic features, and histograms are grouped under the title Vol
ume features. Excluded features are template matching, deformable tem
plates, and zoning [136].
structural statistical

















refer to the way the features are selected [136]
The heuristic methods are based on some properties, which are found
useful in the classification of a particular type of characters, often based on
research in human perception. The systematic methods are more rigorous
and try to describe the character in precise mathematical terms. Structural
methods work well with tree-based classifiers or with sets of rules. Statistical
ones are well suited for neural networks or some traditional classifiers [136].
In this work the author has grouped the features into seven different some
what interrelated sets. They are shown in the Figure 5.4 with some but
definitely not all the known features placed in their respective sets.
While many features and feature modifications are not yet listed in Figure
5.4, it is believed that any not yet listed feature could be classified without
addition of a new class to the taxonomy, particularly due to inclusion of
the Miscellaneous group. It is also possible to get a more general classifica
tion by reassigning Fractal Based Features to the Transform group and the
Histogram Based approaches to the Structural group, resulting in only five
different sets.
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Feature Classification Included Examples
Image Partitioning Approaches Zoning, Fuzzy Zoning, Meta-Zoning,
Angular Partitions, Radial Coding, Track
and Sectors
Histogram Based Approaches Vertical andHorizontal Projection
Histograms, Ring Projections





Structural Approaches Structural Features, Feature Points,
Strokes, Character Profiles, Graph
Descriptions, Crossing Methods
Transform Based Approaches Fourier, GaborFilter, Hough, Chain Code
Transform,Wavelet Transform
Fractal Bas edAppro aches Fractal Encoding, Fractal Feature
Miscellaneous Approaches Characteristic Loci, N-Tuples, Shadow
Codes, Templates
Figure 5.4: A taxonomy proposed by the author for the feature extraction
methods utilized in character recognition.
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5.2 Summary of Results
Previous chapters introduced the reader to the FEMs described in the lit
erature, often alongside the results achieved by the investigators. However,
the performance of different approaches could not be directly compared since
different sets of data were used in almost all the experiments.
In this chapter, FEMs from seven sets described in the taxonomy section
above are implemented and their performance is reported. They are all com
pared against the same data set, which is good since it keeps the comparison
fair, but also might be bad since the data might be best suited for a par
ticular feature extraction methodology. The same goes for the classifier as
well. Neural network, namely RBFN, is used to classify all features with
same pros and cons as above to be considered. Overall, author has decided
that fundamental fairness of comparison outweighs any bias a data set or a
classifier may have towards a particular feature extraction approach.
Initially MLPN was supposed to be a second classifier, but after experi
ments showed that it is an inferior recognizer and same conclusion was found
in literature (see Chapter 4) it was decided not to use MLP as a classifier
all together. The fact that MLPN tended to run out of memory and took
almost ten times longer to accomplish the same task as RBFN was also a
contributing factor.
For the recognition experiments data set was divided into four groups a
thousand characters each. Classifier was trained on the three thousand char
acters and tested on the fourth. The fourth thousand used for testing was
switched places with each of the thousand-character-sets used in the pro
cess of training. The average performance in all four cases was taken as the
final accuracy of the feature. This approach is know as leave-one-out method.
Figure 5.5 demonstrates a classified listing of tested feature extraction meth
ods along with the accuracy achieved by each one and the size of the feature
vector produced. It can be seen that the recognition accuracy of our charac
ter recognition system can change from as little as 16.2 percent to as much
as 91.6 percent depending on the feature extraction method. Variance just
as great can be seen in the size of the extracted feature vectors, which range
from just 1 to the size of the original input pattern (600).
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ID Zoning 60.4 25
2D Zoning 91.6 25
Fuzzy Zoning (linear mask) 84.7 25
Fuzzy Zoning (quadratic mask) 66.9 25
Center ofPattern Zoning (Concentric Squares) 43.2 9
Center ofImage Zoning (Concentric Squares) 41.6 9
Histogram Based Approaches
Vertical Histogram 43.2 20
Horizontal Histogram 71.2 30
Vertical andHorizontal Histogram 71.7 50
Method OfMoments
Geometric Moments 53.4 15
CentralMoments 48.1 15
Normalized Moments 41.2 15
Hu'sMoments 36.6 7
StructuralApproaches
Character Profiles 79.9 100
TransformBased Approaches
Hough Transform 88.6 25
Chain Code Transform 42.4 100
Gabor Filter 76.2 600
Fast Fourier Transform 72.3 600
"Wavelet 46.9 400
FractalBasedApproaches
Fractal Dimension (box counting) 16.2 1
Other Approaches
Direct PixelMatching 71.1 600
N-tuple 60.2 20
Randomly Generated Feature (for testing) 10 (average) 25
Figure 5.5: Listing of tested feature extraction methods with achieved accu
racy and size.
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Figure 5.5 illustrates performance of tested feature extraction methodolo
gies, while keeping the features grouped based on the taxonomy proposed by
the author. It might be helpful to look at the ranking of features not consid
ering their class, but solely based on their performance. Figure 5.6 organizes
feature extraction techniques based on the shown recognition accuracy from











Vertical andHorizontal Histogram 71:7
Horizontal Histogram 71.2
Direct PixelMatching 7L1






Center ofPattern Zoning (Concentric Squares) 43.2
Vertical Histogram 43.2
Chain Code Transform 42.4
Center ofImage Zoning (Concentric Squares) 41.6
Normalize d Moments 41.2
Hu'sMoments 36.6
Fractal Dimension (box counting) 16.2
Randomly Generated Feature (for testing) 10 (average)
Figure 5.6: Listing of tested feature extraction methods sorted by accuracy.
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Another very important property of the feature is the size of the
feature
vector itself. Smaller feature vectors allow for much faster classification as
well as reduce the burden on the available computer memory. Figure 5.7
organizes feature extraction techniques based on the respective size from
smallest to largest. It is important to keep in mind that with any feature,
the size of the feature vector can always be reduced by not including some





Fractal Dimension (box counting) 1
Hu'sMoments 7
Center ofPattern Zoning (Concentric Squares) 9
Center ofImage Zoning (Concentric Squares) 9
Geometric Moments 15
CentralMoments 15





Fuzzy Zoning (linear mask) 25
Fuzzy Zoning (quadratic mask) 25
Hough Transform 25
Randomly Generated Feature (for testing) 25
Horizontal Histogram 30
Vertical andHorizontal Histogram 50
Character Profiles 100
Chain Code Transform 100
Wavelet 400
Gabor Filter 600
Fast Fourier Transform 600
Direct Pixel Matching 600
Figure 5.7: Listing of tested feature extraction methods sorted by respective
size of the feature vector.
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5.3 Normalized Accuracy Measure
The measure of accuracy as shown in the Figures 5.5 and 5.6 is determined by
simply taking the percentage of accurately recognized characters from all the
cases being tested. While this approach does unambiguously demonstrate
the overall performance of the pattern recognizing system, it is not an objec
tive measure of performance by a particular feature extraction methodology
since it does not take into account the size of the feature vector.
This is clearly a problem as can be demonstrated with a simple but exag
gerated example. Suppose feature X has recognition accuracy of 86 percent
and consists of a 35D feature vector. Another feature, Y, has recognition
accuracy of 94 percent, but consists of a 136D feature vector. Which feature
is showing a better performance? The approach usually taken by most re
searchers is simply to select the best performing feature in absolute sense, in
this case X.
Another approach would be to truncate feature vectors from all feature ex
traction approaches to the same size and do the direct comparison based on
recognition ability of resulting feature vectors. So in the case of our ongoing
example we might truncate Y to be same size as X, namely 35D. It would
not be to surprising if the performance of Y dropped significantly as the
result, to perhaps as little as 37 percent. Under this methodology feature
X, shows superior performance. This is a problem since this methodology is
highly biased against large feature arrays. Some features require a certain
dimensionality in order to achieve a particular level of performance, so this
approach is not a feasible solution to our feature comparison problem.
The alternative approach, Normalized Accuracy Measure (NAM), proposed
by the author does not artificially restrict the size of the feature vectors;
rather it takes into account their dimensionality in calculating the discrimi
natory ability of the feature. NAM is defined as absolute accuracy achieved
by the feature divided by the dimensionality of the feature vector. In case of
our example NAM of X is 2.46 and NAM of Y is .69. Clearly X is a superior
feature extractor per unit of information.
Figure 5.8 shows listing of tested feature extraction methods sorted by Nor
malized Accuracy Measure from highest to lowest.
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Fractal Dimension (box counting) 16:2
Hu's Moments 5.22
Center ofPattern Zoning (Concentric Squares) 4.8




Fuzzy Zoning (linear mask) 3.3
CentralMoments 3.2
N-tuple 3.0
Normalize d Moments 2:7









Randomly Generated Feature (for testing) .4
Gabor Filter
.12
Fast Fourier Transform ,12
Direct Pixel Matching .11
Wavelet
.11
Figure 5.8: Listing of tested feature extraction methods sorted by achieved
accuracy normalized for the size of the feature vector.
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An optional additional step in calculation ofNAM may be the subtraction
of 100 divided by the number of distinct symbol classes from the absolute
accuracy in order to take into account the probability of successfully guessing
the character. This step slightly reduces the NAM measure and allows for
the possibility of having negative NAM values.
Negative performance is not something a real-world feature extraction ap
proach would ever have, but it is important to include it for sake ofmathemat
ical completeness. Assuming in our example we a dealing with recognition
of digits, we need to subtract 100/10 = 10 from absolute accuracy. In this
case NAM ofX becomes 2.17 and NAM ofY is now .62. Still, X is a superior
feature extractor per unit of information.
Figure 5.9 shows listing of tested feature extraction methods with achieved
Normalized Accuracy Measure reduced by the average number of accurate
character recognitions produced by random guessing. Normalization for ran
dom guessing rarely makes a difference in the relative ranking of feature ex
traction methods, but it does happen sometimes as can be seen highlighted
in bold in Figure 5.9 for Geometric Moments and Hough Transform methods.
Also, the Randomly Generated Feature has the NAM of 0 under this calcu
lation scheme, which is a desired property of any feature evaluation measure.
The NAM is a valuable tool for unbiased evaluation of feature extraction
methods. It provides a single value to represent the quality of a feature. The
NAM takes feature size into account and is geared towards rewarding more
compact feature representations, while progressively
'punishing'
excessively
large features as their size increases. In addition, it prevents random guessing
from affecting the feature performance. The Normalized Accuracy Measure
is also easy to calculate regardless of the type of data set or the number of
different character classes included.
Overall, NAM could be thought of as capacity of the feature to describe
the pattern in a given unit of information. It is valuable that the zero mark
is assigned to the random guessing process as a starting point for evaluat
ing real features. It is also great to observe that as the size of the feature
approaches that of original pattern (600) in Figure 5.9, NAM approaches
zero.
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Fractal Dimension (box counting) 6.2
Hu's Moments 3.8
Center ofPattern Zoning (Concentric Squares) 3.7





















Direct Pixel Matching .10
Wavelet
.09
Figure 5.9: Listing of tested feature extraction methods with achieved accu
racy normalized for the size of the feature vector and for random guessing.
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5.4 More on Individual Features
The following sections provide additional details about implemented features
as well as some analysis of those features.
5.4.1 Image Partitioning Approaches
All features in this subsection are based on the idea of dividing the pat
tern into a number of zones of varying shape and calculating the number of
foreground pixels in those zones.
ID Zoning
A variation on classical zoning in which a zone is defined as TV continuous
pixels, instead of a two-dimensional box surrounding a number of image
points. Big advantage of this feature is ease of implementation, but since the
recognition results turned out to be inferior to classical zoning no additional
analysis will be performed.
2D Zoning
This is one of the earliest discovered feature extraction approaches, but it
showed excellent performance in comparison to other features examined in
this thesis. A number of additional experiments were performed on this fea
ture due to its successful operation.
First, we tried to determine the influence of the number of zones, out of
total 25, on the achieved level of performance. Figure 5.10 shows the results
of reducing size of the zoning feature vector. It is amazing to learn just how
resilient the zoning feature is to such truncation, particularly in early stages.
Twenty percent reduction in size of the zoning feature results in pattern
recognition accuracy drop of less than one percent.
Number of
Zones
5 10 15 20 25
Accuracy
(%)
37.3 62.7 83.4 91.0 91.6
Figure 5.10: Number of 2D zones versus accuracy.
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Additionally, taking even as six as five zones shows relatively good recog
nition accuracy level of over 37 percent. Remembering that zoning is similar
to human pattern processing, we would expect that taking the same number
of zones in the middle of the pattern, as opposed to the side, would improve
resulting performance. Experiment aimed at proving this theory resulted
in numbers depicted in Figure 5.11, which clearly demonstrates how perfor




0:5 5:10 10:15 15:20 20:25
Accuracy (%) 37.3 51.5 61.3 46.9 31.0
Figure 5.11: Location of five 2D zones versus accuracy.
Confusion matrix obtained from zoning feature is shown in Figure 5.12.








0 1 2 3 4 5 6
^
8 9
0 88 0 0 1 0 0 0 0 1 0
1 0 91 1 0 0 0 2 2 0 0
2 0 0 73 4 0 1 0 0 0 0
3 2 0 8 103 0 8 0 0 9 0
4 0 0 0 0 100 1 0 1 1 0
5 1 0 1 1 0 31 0 0 1 0
6 3 0 0 0 1 0 109 0 0 0
7
< 0 0 1 1 1 0 0 113 0 11
8 0 1 5 1 1 1 0 0 104 0
9 0 0 0 0 3 0 0 5 2 104
Figure 5.12: Confusion matrix produced by the zoning feature.
By examining Figure 5.12, we can see that the most commonly confused







c8\ This is not surprising, as the zoning feature produces results similar to
those of a blurred human visual system and to a human the above-mentioned
digit pairs do look alike.
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Fuzzy Zoning (linear mask)
A variation on zoning feature proposed by the author and aimed at reducing
effect of sharp borders between zones by allowing a single pixel to contribute
to multiple zones. The actual contribution of the pixel depends on the type
of fuzzy mask utilized. In this case a linear mask was used and produced
promising results showing performance among the top three features as com
puted by the simple accuracy measure. It did produce results inferior to
the simple 2D zoning, but it might be a result of an under-optimized fuzzy
mask. The fact that this feature was used to optimize the classifier used
by the pattern recognition system on all other features should be taken into
consideration during evaluation of this feature's performance.
Fuzzy Zoning (quadratic mask)
Same as above, but with a quadratic function based mask. This was a result
of trying to produce a better fuzzy mask, but unfortunately since the design
was done by hand it did not turn out to be any better. Perhaps in future
experiments the fuzzy mask could be evolved using a Genetic Algorithm
search to produce an optimal set of weight for the Fuzzy Mask.
Center of Pattern Zoning (Concentric Squares)
Same as zoning, but zones are not squares rather they are progressive perime
ters from the center of the pattern to the edges of the image. Relatively low
recognition accuracy made this feature not valuable in the face of 2D zoning
or even Fuzzy zoning.
Center of Image Zoning (Concentric Squares)
Same as above, but the center for concentric squares is not the center of the
pattern, but the static center of the image. Performance was inferior to all
other zoning approaches.
5.4.2 Histogram Based Approaches
All features in this subsection are based on the idea of projecting the char
acter onto a number of bins in order to get a histogram graph.
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Vertical Histogram
Projection of the character onto the row of bins located at the bottom of
the character. This feature represents a simple approach with low tolerance
for rotation invariance, and consequently mediocre results. Relatively small
feature size, but that heavily depends on the width of the input characters,
or the chosen number of bins.
Horizontal Histogram
This feature is same as above, but projection is taken along the side of the
character with the height of the input pattern equal to the size of the feature
vector. This feature is about 50 percent larger than the Vertical Histogram
and is respectively better.
Vertical and Horizontal Histogram
This feature is a combination of the Vertical and Horizontal histogram fea
tures. The size of this feature is equal to the sum of the two components, but
the performance is practically the same as from the Horizontal component
alone. So, consequently it has no advantage over the Horizontal histogram
and its grater size makes it an inferior feature.
5.4.3 Method Of Moments
All features in this subsection are based on the idea of calculating statistical
moments over the 2D pattern.
Geometric Moments
These classical moments are well-established character descriptors, compris
ing of: mass, center of mass, average energy, skewness, kurtosis, etc. How
each increase in the moments order effects achieved recognition can be seen
from Figure 5.13. Low order moments can be seen to contain lots of useful
information, with higher order moments providing additional support in rec
ognizing character in question.
Overall, acceptable performance was achieved particularly considering only a
small number of total moments were extracted. As Figure 5.13 shows, adding
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additional moments keeps the accuracy growing. For fairness of comparison
with other features, no optimal number of moments was searched for.
Number ofGeometric
Moments
1 3 6 10 15
Moment Order (p + q) 0 1 2 3 4
Accuracy (%) 14.8 29.8 49.4 51.8 53.4
Figure 5.13: Number of Geometric moments versus accuracy.
Normalized Moments
This is feature similar to Geometric moments, but translated with respect
to the center of mass and normalized with respect to Oth order geometric
moment.
Hu's Moments
This feature consists of a set of seven moments invariant to size, orientation
and position. One of the best properties of this feature is a very small size of
the feature vector. Performance is very respectable if the small dimensional
ity of this feature is taken into consideration. As the difference in magnitude
between the first and higher order moments could be very dramatic, a nor
malizing constant needs to be employed to make
all moments contribute, at
least to some degree, to the final decision of the classifier. The value of such
constant can greatly influence performance of this
feature. However, since
other feature extraction methods were not optimized in any way, it seems to
be unfair to try and find the best value for such constant for application with
Hu's moments. As a consequence, other researchers who chose to optimize
performance of Hu's moments may report slightly better results.
5.4.4 Structural Approaches
The only feature in this
subclass is based on the outer boundaries of the
character.
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Character Profiles
A feature based on the distance from the outer perimeter of the character to
the side of the image. Four profiles in total were extracted, namely: Upper,
Lower, Left and Right. Their relative performance and their size can be seen
from Figure 5.14.
Combination of all four profiles produced the best feature in terms of ab
solute accuracy, but combining just Left and Upper profiles resulted in good
accuracy, considering the savings in the size of the feature in comparison to
having all four subfeatures are being combined into a single vector. The size
of this feature heavily depends on the size of the input pattern, and in this
case ranges from 20 to 100 units of information.
Profile
Type
Left Eight Up Down All Left & Up




30 30 20 20 100 50
Figure 5.14: Accuracy produced by different types of Profile feature.
5.4.5 Transform Based Approaches
All features in this subsection are based on the idea of transforming the image
into an alternative mathematical space.
Hough Transform
Feature based on the well established in computer vision concept of Hough
Transformation often used for detection of straight lines or with some mod
ifications of circles. Since this feature showed high recognition accuracy in
comparison to most other features, its Confusion matrix is shown in Figure
5.15
We can see that the most commonly confused digit pairs as produced by




'7'; this is consistent with
the line detecting ability of the Hough Transform, as the differences between
those digits are very close to being a single stroke.
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Hough
Transform








0 1 2 3 4 5 6 7 8 9
0 88 0 0 1 0 0 0 1 2 0
1 0 90 2 0 0 0 5 0 3 0
7 1 0 70 1 0 0 0 2 2 2
3 1 0 0 104 1 1 0 1 3 2
4 1 0 0 0 91 0 0 0 1 0
5 0 0 1 1 0 35 0 0 2 0
6 0 1 2 0 6 3 106 0 2 0
^
1 0 8 1 1 0 0 116 2 0
8 2 1 5 3 1 3 0 0 81 6
9 0 0 1 0 5 0 0 1 20 105
Figure 5.15: Confusion matrix produced by the Hough Transform feature.
Chain Code Transform
This feature is based on image compression techniques commonly used in
computer vision applications. For a relatively large feature vector, it only
produced mediocre results.
Gabor Filter
This feature is based on Gabor functions, which are used to model the cells
in the mammal's visual cortex system. For a very large feature vector, it only
produced second-rate results. The size of this feature can be greatly reduced
to improve the performance to size ratio, but not the overall accuracy
Fast Fourier Transform
This feature utilizes common Fast Fourier Transform function to produce as
many FFT points as desired. How the number of such points affects the
overall accuracy can be seen in Figure 5.16.
Clearly, as the number of FFT points increases so does the performance
of this popular feature. At a reasonable size of about 30 feature points, the
accuracy produced is very ordinary.
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Number of
FFT Samples
10 20 30 40 50 60 600
Accuracy (%) 31.0 40.1 49.2 54.0 66.8 68.1 72.3
Figure 5.16: Number of Fast Fourier Transform coefficients versus accuracy.
Wavelet
This feature is similar to the other transform based approaches and uses the
Wavelet decomposition of the pattern to accomplish its duty. Daubechies
wavelet coefficients are used for wavelet transform operation. Overall per
formance with respect to the size of the feature vector is less than average.
Perhaps performance can be improved by utilizing a different type of wavelet
instead of Daubechies.
5.4.6 Fractal Based Approaches
The only feature is this subclass is based on the idea of utilizing fractal
properties of the pattern.
Fractal Dimension (box counting)
This feature is unique in this experiment as it produces the only ID feature
vector, which holds the fractal dimension of the image calculated using a
popular Box Counting approach. This results in the lowest recognition ac
curacy of all features, but if its size is taken into account, the evaluation
drastically changes.
5.4.7 Other Approaches
The features in this subsection don't have much in common, but nonetheless
they are very interesting approaches.
Direct Pixel Matching
This approach is unique in a way that it is not a feature extraction method
ology at all. Rather, this is just a direct search for the similar pattern as
encoded by individual pixels. In order to make the system accept the original
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pattern as if it was a feature, individual pixels are taken to represent dimen
sions in the feature vector. The size of this input vector equals to the size of
the original image. This situation is the reason for finding different feature
extraction methodologies in order to deal with more reasonable amounts of
data.
N-tuple
This feature takes measurements at a number of sample points around and
within the pattern and records the relationship between them. The most
challenging part is the selection of optimal (or just good) sampling locations.
Figure 5.17 shows how with the increasing number of such points perfor
mance of this feature also improves. Sampling points in our implementation
were selected by visual inspection of patterns, perhaps, systematic determi




1 3 5 10 15 20
Accuracy
19.6 32.7 37.1 44.7 54.9 60.2
Figure 5.17: Number of N-Tuples versus accuracy.
Randomly Generated Feature (for testing)
This was just a control variable in the experiments used to check the cor
rectness of implementation and as the comparison accuracy level for all other
features. A random number generator was utilized to produce an array con
sisting of 25 elements. Not surprisingly performance of this
'feature'
resulted
in the accuracy consistent with statistically predictable random guessing.
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Conclusions
Now this is not the end. It is not even the beginning of the end.
But it is, perhaps, the end of the beginning.
Sir Winston Churchill (1874 - 1965)
6 . 1 Accomplishments
Feature extraction methods are as diverse as the people who invent them.
As long as we have no shortage of computer scientists, new and improved
pattern description methodologies will be proposed. Collecting and organiz
ing such ideas is an important and interesting pursuit.
This thesis attempted to do just that. The largest known compilation of
feature extraction methods for character recognition together with descrip
tions and evaluations was assembled and classified. A novel feature was
included called Fuzzy Zoning, which showed one of the best performance lev
els of all the tested features. Many different features of various types were
implemented and compared in a novel manner, namely utilizing the Nor
malized Accuracy Measure. As a byproduct of the experiments MLPN and
RBFN were optimized and compared, as a result RBFN was judged to be a
superior pattern recognizer for the character recognition applications.
The following is a list of the main accomplishments and contributions of
this thesis:
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1. Large scale review of the Feature Extraction (FE) approaches for Char
acter Recognition (CR) based on both literature review and experimen
tal results was conducted. Both universal (designed for large number
of different data sets) and specific (aimed at a particular type of char
acters) methods are included in this review.
2. Based on review developed an original classification system, which
groups FE methods depending on their theoretical approach. The de
veloped classification system aids in comparison and analysis of the
FE methods. Classification has been verified by the CR experiments,
which confirmed its validity.
3. Representative subset of all the FE methods reviewed has been selected
for more detailed analysis and implementation. The subset included
at least a few methods from each cluster generated by the developed
classification system.
4. Over thirty programs have been implemented to support the exper
iments, including neural network classifiers, feature extractors, and
experiments controlling software. Experiments were performed using
Matlab's Neural Network Toolbox version 3.0 and ran on Intel Celeron
processor with clock speed of 1.8 GHz.
5. Analysis, optimization and comparison of two different classifiers, namely
MLPN and RBFN were conducted. Neural network's optimal parame
ters for learning rate, spread, momentum, number of layers, number of
nodes and number of epochs for this particular application were found.
RBFN was chosen as the superior classifier, both in terms of its speed
and accuracy.
6. A novel FE method, called Fuzzy Zoning (FZ), was developed. FZ's
main competition was with other zoning approaches and unlike all of
them, it was designed to counteract the problem of sharp between zone
borders. In order to accomplish that, FZ allows a single pixel to con
tribute to multiple zones at the same time. FZ was analyzed and
included in the classification with other zoning based features.
7. Based on experiments and test results, all FE methods were ordered
against their respective accuracy in percentages. As this ordering didn't
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consider time complexity required for the classifier to work
with a par
ticular feature, the size of the feature vectors was taken into considera
tion for comparison purposes. A new metric was developed, which was
called Normalized Accuracy Measure (NAM). Unlike a simple accuracy,
this metric considers time complexity of feature classification. This ap
proach allows optimizing the total CR operation, which includes both
feature extraction and classification.
8. All feature extraction methods were compared and ordered against the
developed NAM metric.
Muchmore involved experiments could be designed and theywill no doubt
generate intriguing results, but unfortunately those attempts need to be re
served for the future projects due to the limited time allowed for completion
of this work. The next section briefly outlines potential areas of future re
search.
6.1.1 Future Work
In the future, this research might be advanced by including descriptions of
many other feature extraction approaches, particularly those recently devel
oped and those created by combining multiple approaches in a single feature
vector.
From the experimental point of view, implementing a larger subset of fea
tures as well as trying to experiment on a different character set, for example
Asian characters can produce more fruitful experiments with exciting results.
Trying other, non-neural network, classifiers might also be beneficial. Finally,
based on the results obtained from studies in human psychology, looking at
a pattern while considering other characters making up the same word might
show some promising outcomes.
Roman V. Yampolskiy 194 May 10, 2004
Chapter 7











4. Connected Component Labeling
5. Corner and Interest Point Feature Detectors
(a) Curvature Scale Space
(b) Forstner Operator
(c) Moravec Operator
(d) Harris/Plessy Corner Finder
(e) Subpixel Corner Finding
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(f) Susan Corner Finder
(g) Wavelet-Based Salient Point Detection





7. Edge Detection and Enhancement
(a) Adaptive Edge Detection
(b) Canny/Deriche Edge Detector
(c) Color Edge Detectors
(d) Edge Types
i. Edge Type Labelling
(e) Energy Function Based Edge Detectors
(f) Evaluation of Edge Detectors
(g) Extended Edge Detection
(h) First Derivative, Gradient Edge Detection
(i) High-pass Filter Edge Enhancement
(j) Hueckel and other Parametric Fitting Edge Detectors
(k) Kirsch Compass Edge Detector
(1) Marr-Hildreth, Laplacian of Gaussian, Zero-Crossing, Difference
of Gaussian Edge Detector
(m) Mathematical Morphology Based Edge Detectors
(n) Multi-Dimension Edge Detection
(o) Multi-Scale Edge Detectors
(p) Optimal Edge Detectors (See also Canny Edge Detector)
(q) Other Edge Detectors
(r) Prewitt/Sobel Edge Detector
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(s) Range/Depth Image Edge Detectors
(t) Regularization Based Edge Detectors
(u) Roberts Cross Edge Detector
(v) Robinson Edge Detector
(w) Second Derivative Operators (including Zero Crossing)
(x) Subpixel Methods (See Subpixel Methods)
(y) Walsh Function/O 'Gorman Edge Detector







(f) Hough Transform (See Transforms: Hough)
(g) Hysteresis Tracking
(h) Paired Boundaries, Paired Contours
(i) Relaxation Linking
(j) Search Trees
(k) Subjective Contours / Illusory Contours
i. Stochastic Completion Fields
9. Gabor Filters
10. Global Structure Extraction
(a) Ribbons
(b) Salient Features
(c) Symmetry Lines (See also Symmetry)
(d) Symmetry Planes









(a) Subpixel/Superresolution Methods (See Subpixel Methods)
15. Model-Based Feature Detection/Segmentation





(a) Bayesian Network Methods (See Bayesian Networks)
(b) Boundary-Region Fusion
(c) Facet Model-Based Extraction
(d) Range Data Based
(e) Region Boundary Extraction
(f) Spectral Based (Monochrome and Multi-Spectral)
(g) Texture Based
(h) Methods
i. Algorithm Comparison Methods
ii. Common Approaches
iii. Divide and Conquer
iv. Knowledge/Model Guided





viii. Split and Merge
ix. Thresholding
x. Watersheds of Gradient Magnitude
19. Ridge and Valley Detection
20. Scanline Slices
21. Skew Analysis and Estimation





23. Special Feature Extraction
(a) Focus of Expansion
(b) Ground Plane
(c) Horizon
(d) Occluding Contour Detection
(e) Vanishing Point
24. Surface Patches in Volumes
(a) Optimal surface detection
(b) Zucker-Hummel
25. Surface Segmentation from 2 1/2D or 3D data
(a) Curvature-Based
(b) Cylinder Extraction
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(c) Planar Facet Models/Triangulation
(d) Planar Surface Models




26. Surface Fitting/Region Growing
(a) Cylinder Patch Extraction
(b) Dense
(c) Planar Patch Extraction
(d) Quadric Patch Extraction
(e) Sparse
(f) Surface Shape Classification













(e) Integrating Multiple Methods
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(f) Line Drawings (See Line Drawings)
(g) Monocular Depth Cues
(h) Monocular Visual Space
(i) Motion



















(g) Shape Texture/Surface Roughness Characterization
i. Spectral Scale
31. Structural Texture Representations
(a) Grammatical Representations
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32. Statistical Representations
(a) Co-occurrence, Cocurrence, Cooccurrence Matrices





(f) Markov Random Field Representations
(g) Moments of Intensity (See 2D Moments and their Invariants)
(h) Primitive Length, Run Length
(i) Spatial Frequency
33. Texon/Texel Invariants and Representations
34. Texture Field Grouping/Segmentation (See Texture-based Region Seg
mentation)
35. Texture Gradients/Directions/Oriented Patterns
36. Wavelet Descriptors
37. Topological Image Description
38. Visual Routines, Empirical Feature Detectors
39. Volume Detection
(a) Voxel Model Recovery
(b) Generalized Cylinder Estimation
(c) Superquadric Estimation [69]
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