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Az orvosi képfeldolgozásban jelentős probléma az, hogy a szegmentáló algoritmusok
számítási ideje nagy. Ebből adódóan korlátozottak a felhasználási lehetőségek. Dip-
lomamunkám fő célja olyan csont- és érszegmentáló eljárás fejlesztése, amely rövid
idő alatt képes pontos eredményt előállítani.
A jelenlegi sajnos növekvő betegszám miatt, nagy a diagnosztikai nyomás az
orvosokon, ezért az egyre gyorsabb és precízebb eljárások fejlesztései indokoltak.
Különböző feladatoknál, mint például a csontok szegmentálása a klasszikus régió
növelő algoritmusok nem minden esetben adnak pontos eredményt. A képeken az
intenzitások több helyen azonosak, ezért a régió növelő eljárások sok esetben kifoly-
nak. Ezen felül az orvosi képek nagysága miatt az algoritmusok időigényei jelentősen
megnövekednek.
Olyan csont- és érszegmentáló algoritmust mutatok be a dolgozatomban, amely
a különböző átfolyásokat minimális idő alatt vágja le a képről.
A munkámat két nagyobb részben tudom prezentálni. Az elsőben egy régió növe-
lő eljárást mutatok be, míg a második részben olyan módszereket részletezek, amely
segítségével a régió növelő eljárások hibáit, és gyengeségeit korrigálom. Mivel a régió
növelő algoritmusok a szegmentálni kívánt belső szervből sok esetben "átfolynak",
olyan megoldásokat kellett keresnem, amelyek képesek ezeket a részeket kijavíta-
ni. Az itt részletezett algoritmusok, azon felül, hogy megoldást nyújtanak, időben
optimális megoldást adnak a felmerülő problémákra.
A munkám során valós nagyságú képeken tesztelhettem az általam fejlesztett
algoritmusokat, és ezáltal pontos következtetéseket tudtam levonni azzal kapcsolat-
ban, hogy mennyire eredményesek az eljárások, illetve mennyire megfelelő szegmen-
tálási eredményt tudnak biztosítani.
Mindig is érdekesnek találtam az orvosi képfeldolgozást, és ezzel a témával le-
hetőségem volt belelátni mélyen ebbe a területbe. Számomra az orvosi informatika
egy nagyon izgalmas téma, és egyben nagyon hasznos is. Olyan eljárások kutatásá-
ra van lehetőség az iparágban, amelyek hasznosak lehetnek az emberek számára és
nagyban megkönnyítik a szakemberek munkáját.
Motivációm továbbá az, hogy ezeket a módszereket oly módon valósítsam meg,
hogy azok alkalmazhatóak legyenek valós környezetben is. A C++ nyelv mélyebb
elsajátítása, és különböző fejlesztési technikák gyakorlati alkalmazása jelentős fejlő-
dési lehetőséget biztosított számomra.
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1.2. Dolgozat felépítése
A dolgozatomat négy részre osztottam. A 2. fejezetben bemutatom a CT (computed
tomography) működését és megfogalmazom a CT képeknél gyakori szegmentálási
problémákat.
A 3. fejezetben olyan régió növelő eljárásokat mutatok be, amit a szív, máj vagy
a gerinccsigolyák szegmentáláshoz nagyrészben használni szoktak.
A 4. fejezetben ismertetem az izoperimetrikus távolság fa algoritmus működé-
sét. A kontrasztos CT képeknél az intenzitások azonossága miatt a szegmentáló
algoritmusok nem minden esetben pontos vágást eredményeznek, amelyre az izope-
rimetrikus távolság fa algoritmus egy jó megoldást biztosít.
Az 5. fejezetben az általam javasolt algoritmus tesztelését és mérési eredménye-
it mutatom be. Először szimulált adatokkal tesztelem az algoritmus helyességét,
majd az algoritmus zaj tűrésének a vizsgálatával folytatom. Végül megnézem az
algoritmus működését valós CT képeken is.
1.3. Köszönetnyilvánítás
Szeretnék köszönetet mondani Szűcs Ádám István doktorandusznak, hogy segített a
dolgozat elkészítésében és egy nagyszerű témát fogalmazott meg amin dolgozhattam
az elmúlt időszakban.
Köszönet illeti, hogy szakirodalmat biztosított, segített az algoritmusok megér-
tésében és tanácsokat adott a dolgozat felépítésében és elkészítésében. Tanácsaival
nagyban hozzájárult az eredmény eléréséhez.
Köszönet illeti dr. Kovács Attilát, aki környezetet biztosított az implementá-
lás megvalósításához. Gyakorlati labort írt ki ezen témák kutatására és egy éven
keresztül lehetőséget adott, hogy részt vehessek benne.
Ezen felül szeretném megköszönni a MEDISO kft.-nek is, hogy megfelelő minősé-
gű számítógépeket és orvosi képek megjelenítésére alkalmas szoftvereket biztosított,
amit használni tudtam tesztelésre a munkám alatt.
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2. fejezet
Az orvosi képalkotás háttere és a
probléma áttekintése
Radiológiának nevezzük a képalkotó orvosi diagnosztika összességét. A képalkotás
alatt valamilyen szemmel nem érzékelhető, fizikai jelenség felhasználásával látható
képet hozunk létre az élő szervezet belsejének, alak és működésbeli viszonyairól.
Röviden: a képalkotó eljárások segítségével tesszük láthatóvá a láthatatlant.
Az orvosi diagnosztikában használt módszerek között nagy jelentőségűek a to-
mográfiás (rétegvizsgálatokra alkalmas) módszerek, amelyek a vizsgált objektumról
térbeli információkat tartalmazó képeket alkotnak, ellentétben a vetületi képeket
előállító eljárásokkal (például: planáris röntgen, gamma kamera). A legfontosabb
ilyen módszerek: CT (Computer Tomography), SPECT (Single Proton Emission
Computed Tomography), PET (Pozitron Emission Tomography), MRI (Magnetic
Resonance Imaging). E módszerek egymással párhuzamos képszelet-sorozatot állí-
tanak elő a vizsgálat során, ahol az egymás mellé helyezett szeletek tartalmazzák a
háromdimenziós információt.[10]
Diplomamunkámban kontrasztos CT képeken különböző elváltozások szegmentá-
lására alkalmas eljárásokat mutatok be. A következő két fejezetben fogom ismertetni
a CT vizsgálat és a képalkotás részeit.
2.1. Komputertomográfia
A CT, azaz Computed Tomography, egy speciális röntgen vizsgálat, amely a röntgen
sugarakat felhasználva készít anatómiailag pontos felvételeket az emberi testről és a
belső szervekről
A komputertomográfia a vizsgálni kívánt testrészt pár milliméter nagyságú kép-
szeletekre bontja, majd a készülék röntgensugarak kibocsátásával feltérképezi ezeket
a szeleteket. Ezek a röntgensugarak áthaladnak a testen és különbözőképpen nye-
lődnek el az egyes szervekben. Amennyiben egy szerv összetétele valamilyen kóros
folyamat következtében megváltozik, változik annak sugáráteresztő, illetve sugárel-
nyelő képessége is, így az elváltozás láthatóvá válik a felvételen. A szerveken áthaladó
sugarakat a röntgendetektor felfogja és az így kapott jeleket pedig a megjeleníthető
képpé alakítja.[1]
A vizsgálat segítségével láthatóvá válnak a daganatos, illetve kóros elváltozások,
vérzések, belső sérülések, valamint gyulladások is.
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2.1.1. A CT technikai fejlődése
1895-ben Wilhelm Conrad Röntgen felfedezte a (azután róla elnevezett) röntgen-
sugarakat Németországban. Ez a felfedezés vezetett aztán a röntgen készülékek
gyógyításban való használatához már a rákövetkező évben 1896-ban.
A következő nagy lépésre 1917-ig kellett várni, amikor is Johann Radon megte-
remtette a CT működésének alapjait matematikai számításaival.
Ezt követően folyamatosan zajlott a technika fejlesztése a világ minden táján,
mígnem eljutottak az 1971-es első, ma is ismert CT felvételének elkészítéséig.
Az első CT felvételt 1971. október elsején készítették Londonban. Ekkor még
rendkívül fejletlen, homályos képet eredményezett a vizsgálat, amely hosszú idő
alatt készült el. Ennek ellenére hatalmas segítséget nyújtott az érintett páciens
diagnózisában és megoperálásában.
Innentől kezdve a fejlődés megállíthatatlan volt, 1973-ban már az USA-ban lévő
méltán híres Mayo Clinic-en is használták a CT készüléket. Azonban a készített
felvételek minősége, és a vizsgálat ideje meg sem közelítette a mai szintet. 80×80
felbontású képek készültek, öt percet igényelt a rögzítése egy-egy képkockának.
Összehasonlításként ma körülbelül 1024*1024 mátrixú képeket szeletenként akár
0,3 másodperc alatt tudnak a szakorvosok készíteni.[2]
2.1.2. CT vizsgálatok
A CT vizsgálatok által különböző szerveket, szöveteket tudunk megvizsgálni. Min-
den egyes részre különböző típusú CT vizsgálat szükséges. Azt, hogy milyen vizs-
gálatra van szükség azt az orvos határozza meg. A következő fejezetekben a CT
vizsgálat különböző típusait szeretném bemutatni.
2.1.2.1. Angiográfiai CT
A CT angiográfia (CTA) olyan vizsgálat, amely röntgensugárzást alkalmaz az ar-
tériás vérerek áramlásának megjelenítésére az egész testben, az agyat kiszolgáló
artériáktól kezdve egészen a tüdő, vese és lábakig. A CTA vizsgálatokat a következő
vizsgálatokkor használják:
1. Tüdő artéria vizsgálatánál.
2. A véráramlás vizualizálása a vese artériákban (a veséket ellátó) a magas vér-
nyomás és a veseelégtelenség gyanúja esetén.
3. Az aneurizmákat azonosítására. Az aneurizmák egy gyengített véredény falá-
nak beteg területei, amelyek kihajlanak, ezáltal veszélyeztetve a beteg életét.
4. Az ateroszklerotikus betegség észlelése esetében, amely a lábakban lévő arté-
riák szűkületét jelenti.
5. A medencében az artériák szűkülése vagy elzáródása vizsgálatánál.
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2.1.2.2. Mellkasi CT
A mellkas CT-szkennelése speciális berendezéseket használ a mellkas szerveinek és
szöveteinek többszörös keresztmetszeti képének megszerzéséhez. A CT olyan képe-
ket készít, amelyek sokkal részletesebbek, mint a hagyományos mellkasi röntgen.
A CT különösen hasznos, mert egyszerre számos különböző típusú szövettel, be-
leértve a tüdőt, a szívet, a csontokat, a lágy-szöveteket, az izom- és a véredényeket
képes feltérképezni. A CT-vizsgálat pontosabb információkat szolgáltathat az ered-
mények jellegéről és mértékéről, vagy bizonyos esetekben meghatározhatja, hogy a
mellkasban milyen szervi rendellenesség található.
2.1.2.3. Koponya CT
A koponya CT egy olyan vizsgálat, amely részletes információt nyújt a fejsérülé-
sekről, agydaganatokról és más agyi betegségekről. Ezek elváltozások mellett még
megfigyelhetőek a csontok, a lágy-szövetek és az erek is. A koponya CT a következő
vizsgálatoknál nyújthat segítséget:
1. A koponyatörések és agykárosodások megállapítása a fejsérülésekben szenvedő
betegeknél.
2. Vérrög vagy vérzés észlelése az agyban.
3. Agyi tumor detektálása.
4. A koponya betegségeinek vagy rendellenességeinek észlelése.
5. A koponya oldalán lévő csont betegségeinek diagnosztizálása, amelyek hallási
problémákat is okozhatnak.
2.1.2.4. Gerinc CT
A gerinccsigolyák csont szerkezetét és a gerincvelőt a CT szkennelés világosan és
pontosan mutatja be. Segítséget add a sérült betegek gerincvelői károsodásának az
észlelésében és a műtétek utáni vizsgálatokban.
2.2. CT típusok
2.2.1. Alacsony dózisú CT
Az alacsony dózisú CT vizsgálatok jelenleg a tüdőcsomók felderítésére és a kezelhető
tüdőrákos esetek kimutatására szolgálnak. Ennek oka, hogy a CT vizsgálat alatt a
tüdő egészéről sokkal pontosabb, részletgazdagabb képet kapunk. A hagyományos
mellkasi röntgenvizsgálatok alkalmával a tüdő egy része nem teljesen vizsgálható,
mert a rávetülő anatómiai képletek, vagyis a sugár útjában lévő rekeszizom, valamint
a szív és a nagy erek árnyékolása nem teszik lehetővé a tüdő teljes átvizsgálását, ne-
hezítve ezzel a pontos diagnózist. Az alacsony dózisú CT sokkal hatékonyabb, mint
egy átlagos mellkasi röntgenvizsgálat, a hátránya viszont, hogy az alacsony dózi-
sú CT vizsgálatok számos csomót vagy nagyobb lokalizált károsodást is feltárnak,
amelyeket a tüdőrákoktól meg kell különböztetni.[21]
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2.1. ábra. a kép normál dózisú CT, b kép alacsony dózisú CT felvétel.
2.2.2. Kontrasztos CT
Sok esetben a CT-vizsgálat önmagában nem ad megfelelően értékelhető képet, ha-
nem kontrasztanyag alkalmazására van szükség. A kontrasztanyag olyan vegyület,
amely megváltoztatja a vizsgálni kívánt szervek, szövetek elérhető jelszintjét. En-
nek következtében a vizsgálni kívánt szervezet jobban láthatóvá válik az orvosok
számára, ezekben a szövetekben kontrasztos anyag jobban felgyülemlik, az esetleges
eltérések jobban látszanak, így a vizsgálat nagyobb eséllyel egy pontosabb eredményt
mutathat ki.
A 2.2 ábrán jól látható a kontrasztos és a kontrasztanyag nélküli vizsgálat közti
különbség. Kontrasztanyaggal lehetőség van több elváltozást kimutatni. Dolgoza-
tomban kontrasztos CT képekkel fogok foglalkozni.
Nagyrészben kontrasztos medence CT képeken fogom tesztelni az algoritmusai-
mat. A főbb feladatom az, hogy egy sikeres csigolyaszegmentálás után a felesleges
részeket levágjam a csigolyáról. A 2.1 ábrán látható, hogy az aorta a gerinchez
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2.2. ábra. Kontraszt nélküli és kontrasztos CT kép.[6]
közel helyezkedik el és emiatt a régió növelő algoritmusok sok esetben a gerincből
átfolynak az aortába.[12]
2.3. Orvosi képek, DICOM
A Digital Imaging and COmmunications in Medicine (DICOM), azaz Digitális kép-
kezelés és kommunikáció az orvostudományban, szabványok átölelő halmaza infor-
máció kezelésére, tárolására és továbbítására orvosi képekben. Fájlformátum definí-
ciót és hálózati kommunikációs protokollt is egyaránt tartalmaz.
A DICOM-ot úgy tervezték, hogy lehetővé tegye több gyártótól származó szken-
nerek, szerverek, munkaállomások és hálózati hardverek integrációját egyetlen kép-
archiváló és kommunikációs rendszerré. A DICOM-ot széles körben alkalmazzák a
kórházak, és egyre jobban elterjed a kisebb alkalmazásokban is, mint a fogorvosi és
körzeti orvosi rendelőkben.[3]
2.4. Képmátrix
Az orvosi képek és képsorozatok képelemekből állnak. A leképezés-technika ko-
rai szakaszában a képek mindig 2D metszeti CT képek voltak. A detektálási és
a képrekonstrukciós módszerek fejlődése azonban lehetővé tette azt, hogy egy mé-
résből egyből egy úgynevezett három dimenziós adathalmazt hozzanak létre. Így
a tomográfiás felvételek 3D képanyaga állhat több 2D képrekonstrukciós eljárás so-
rán előállított 2D képek sorozatából de előállhat egyetlen 3D rekonstrukciós eljárás
eredményeként is. Ez utóbbi esetben a 3D adathalmazt 2D képek sorozatára lehet
bontani. A feldolgozás és a képek matematikai modelljének leírása során a tomográ-
fiás felvételek képeit mindig 3D adathalmaznak tekintjük, azaz nem különböztetjük
meg a 2D, vagy a 3D módszerrel előállított képanyagokat.
Az orvosi képek mindig valamely testrészről, vagy a leképező gép látóterébe he-
lyezett fantomról készülnek, ennek megfelelően elvárás, hogy a képfeldolgozás során
az egyes metszeti síkokhoz, a képelemekhez vagy a képelemek egy halmazához geo-
metriai információt biztosítsunk. Ezt úgy lehet elérni, hogy képeket egy úgynevezett
világ koordinátarendszerben helyezzük el és így biztosítjuk, hogy a képeken távol-
sághoz, területhez vagy térfogathoz kapcsolódó méréseket végezhessünk.
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Egy képet vagy a tomográfiás képsorozat 3D adathalmazát képelemek rendezett
halmazaként tekintjük, ami 2D esetben négyszögbe, 3D esetben téglatestbe történő
rendezést jelent. Erre az elrendezésre utal a képmátrix fogalom is, amelyet szoktak
használni 2D és 3D esetekben is. Ezekben az esetekben a képelemeket 2D-s vagy 3D
egységeknek képzeljük el, azaz elemi téglalapként "pixel" vagy téglatestként "voxel"
modellezzük. Léteznek ettől eltérő modellek is: pl. 2D esetben az optimális szom-
szédsági viszonyok miatt a négyszögek helyett hatszögekkel is szoktak képmátrixot
definiálni.[14]
2.3. ábra. Voxel struktúrák.
A 3 dimenziós voxel adathalmaz mindig vízszintes az x tengelyre, és fentről
lefelé mutat az y tengely, 2.2 ábra. Három különböző metszetet szokás használni a
képmegjelenítés során.[15]:
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1. Transzverzális: az (X,Y) síkkal párhuzamos.
2. Frontális: az (X,Z) síkkal párhuzamos.
3. Szagitális: az (Y,Z) síkkal párhuzamos.
2.5. Nukleáris Medicina
A nukleáris medicina egy önálló szakterület különböző terápiás és diagnosztikai vizs-
gálatokra, amely a radioaktív sugárzás vizsgálatán alapszik. A módszert Hevesy
György Nobel-díjas magyar tudós dolgozta ki és vezette át a klinikai vizsgálatokra
A diagnosztikai alkalmazások esetén in vitro és in vivo vizsgálatokat külön-
böztetünk meg.
Az in vitro diagnosztika során a betegtől származó mintákban (vér, testned-
vek, szövetek) levő anyagmennyiségek radioizotópos laboratóriumi meghatározása
történik.
Az in vivo vizsgálatok esetén úgynevezett radiofarmakonokat juttatunk a be-
teg szervezetébe, általában intravénásan, ritkábban inhalálva, valamilyen testüregbe
vagy a szövetek közé. Ezek valamilyen szerv, szövet, vagy funkció specifikus vegyü-
letből és hozzákapcsolt radioaktív izotópból állnak. Utóbbi a diagnosztikus eljárá-
sok esetén nyomjelzőként szerepel, a radioaktív sugárzás detektálásával eloszlásuk a
szervezetben kívülről nyomon követhető.
A különböző kóros folyamatokban elektíven dúsuló és hosszabb ideig ott is ma-
radó farmakonok pedig alkalmasak arra, hogy a hozzájuk kapcsolt megfelelő radi-
onuklidot a kóros célterületre juttatva lokális sugárkezelést végezzünk, a környező,
ill. ép szövetek, szervek kímélete mellett.[7]
2.6. A probléma leírása
A modern képalapú orvosi adathalmazok nagy méretűek, amelyek így még a leg-
hatékonyabb algoritmusokat is nehéz feladat elé állítják. Több gigabájtos képek,
nagy felbontásban, és sajnos gyakran relatíve magas zajjal teszik nehézzé az algo-
ritmizálást. A kontrasztos CT képeken ezen felül sokszor az egymás mellett lévő
szerveknél az intenzitások azonosak, így egy egyszerű régió növelő eljárás is nem
kívánt eredményt adhat.
A 2.1 ábrán jól megfigyelhető, hogy mennyire azonos intenzitások láthatóak. Ha
egy bizonyos területre szeretnénk fókuszálni, meghatározni az adott rész területét,
sok esetben régió növelő eljárásokat kell használnunk. Ezek az algoritmusok rend-
szerint intenzitás alapján dolgoznak, és semmilyen más információt nem tudnak
felhasználni a szegmentálás érdekébe.
A csontokat intenzitás alapján relatíve könnyű megkülönböztetni környezetüktől,
viszont ha egy daganatot vagy más szervet szeretnénk szegmentálni, akkor precízebb
algoritmusokat kell használnunk. Ilyen helyzetekben a régió növelő eljárások gyakori
választás az orvosi informatikában. Sok esetben ezek az algoritmusok nem csak a
keresett szervet szegmentálják. A leggyakoribb hiba az úgynevezett átfolyás. Két
szerv egymás mellett azonos intenzitással megtévesztő lehet és rendszerint az algo-
ritmusok hibás eredményt is adnak. Az orvosoknak, hogy jó eredményt tudjunk biz-
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tosítani különféle korrigáló módszereket kell alkalmaznunk annak érdekében, hogy
a vizsgálni kívánt szervet teljes mértékben szegmentálni tudják.
2.4. ábra. Kontrasztos CT kép.
Az orvosi képfeldolgozásban még most is nyitott kérdés bizonyos szerveknek a
szegmentálása. Az intenzitások egyformasága mellett nagyon nagy probléma még
a kép mérete, így a mai világban ezt a feladatot nagyrészben az orvosok saját ke-
zűleg szokták elvégezni, amely rengeteg időt vesz igénybe. Minden egyes páciens
kontrasztos CT képénél ezt egy orvos kell, hogy elvégezze.
Az általános szegmentáló algoritmusok nagyrészben nem igazán tudják a kívánt
szervet meghatározni. Majdnem minden esetben átfolyások sokasága jelenik meg a
képeken.
Az orvosi képfeldolgozás kutatása nagyon fontos, hiszen nem megengedhető, hogy
rengeteg időt elraboljanak az ilyen típusú feladatok. Megfelelő algoritmusok biztosí-
tása sokat segítené az orvosok munkáját és rövidítheti a páciensek várakozási idejét.
Célom olyan algoritmusok után kutatni és fejleszteni, amely segítségül lehet majd




A képszegmentálás a képfeldolgozás egyik legfontosabb alapproblémája, mely a ha-
sonló tulajdonságú pixelek homogén területekbe történő csoportosításával foglalko-
zik. Az alkalmazott eljárások sokfélék: megtaláljuk köztük a digitális szűrők, mate-
matikai morfológia, statisztika, valószínűség számítás, döntéselmélet eszközeit hasz-
náló megoldásokat. A probléma igazi nehézsége azonban abban rejlik, hogy maga a
szegmentálási folyamat szubjektív és függ a képről meglévő előzetes ismereteinktől is.
Tehát nem beszélhetünk abszolút értelemben vett jó vagy rossz szegmentáló algorit-
musról. Mindig az adott probléma analízise során derül az ki, hogy melyik eljárástól
várhatjuk a legjobb eredményt. Különböző szegmentálási módszerek léteznek:
1. Küszöbölés: A kép hisztogramjának küszöbölésével határozzuk meg, hogy
mely intenzitású régiók tartoznak egy régióba. A módszer nem vizsgálja a
pixelek összefüggőségét.
2. Határvonal alapú szegmentálás: A régió határvonalának detektálásával
határozzuk meg a régiót.
3. Összefüggő komponens analízis: Homogén pixel térben összefüggő osztá-
lyokba sorolása a szomszédsági viszonyok figyelembe vételével.
4. Régió alapú szegmentálás: Olyan technikák tárgyalása, amelyek egyszerre
képesek a régió homogenitását és összefüggőségét vizsgálni.
Dolgozatomban a régió alapú eljárások módszereit használtam a csigolyák, az
aorta és a szív szegmentálásához. Következő fejezetben ismertetem a régió alapú
szegmentálások módszereit.
3.1. Régió alapú szegmentálás
A régió alapú szegmentálások lényege, hogy egy adott képen összefüggő szegmense-
ket meg tudják határozni. A régió alapú szegmentálás a következőként fogalmazható
meg: Legyen K egy képmátrix. Határozzuk meg azokat a Ki régiókat amelyekre iga-
zak az alábbi állítások:
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1. ∪ Ki = K, a régiók lefedik az egész képet.
2. Ki ∩ Kj = ∅, a régiók nem fedik át egymást.
3. ∀ Ki, P(Ki) = true, minden régióra teljesül a homogenitási kritérium.
4. P(Ki ∩ Kj) = false i 6= j, két különböző régió nem elégíti ki a homogenitási
kritériumot.
A szegmentáláshoz tehát definiálnunk kell egy homogenitási kritériumot, P(Ki),
amely eldönti, hogy azonos homogenitású-e az adott régió. Egy kritérium több tu-
lajdonságot is figyelembe vehet a homogenitás meghatározásához: intenzitás, szín,
textúra, mozgás. Egy intenzitásokkal teli képmátrixban erre egy jó példa a követ-
kező:
| max(Ki) − min(Ki) | < 3
Az adott régiókat a K képmátrixban akkor tekintsük homogének, ha azonos
nagyságú számok vannak benne. Az algoritmus a következő:
Algorithm 1 Régió alapú szegmentálás
1: procedure region_growing(K képmátrix, S régiók)
2: while K 6= ∅ do
3: eltávolítunk egy P pixel/voxel-t K-ból
4: készítünk egy Kp régiót, amely P-t tartalmazza
5: while találunk P
′
do
6: eltávolítunk egy P
′














10: hozzáadjuk KP -t a S-hez
11: end while
12: end procedure
Legyen S a régiók halmaza. Az első régió a K képmátrixból eltávolított érték
lesz p, amit a P halmazba beteszünk. Megnézzük minden szomszédját p-nek, hogy
megfelel-e a homogenitási kritériumnak P-vel. Azokat az értékeket amik megfelel-
tek, a P halmazba tesszük és K-ból szintén kivesszük. P halmazból kiveszünk egy
még nem vizsgált elemet és megnézzük azt, hogy az adott elemnek a szomszédai
megfelelnek-e a homogenitási kritériumnak. Ezt a lépést addig ismételjük, amíg
nem találunk olyan szomszédot ami megfelel a homogenitási kritériumnak. Az így
kapott P halmazt az S halmazba tesszük, és egy új értéket választunk ki K-ból. Ha
K nem tartalmaz elemeket akkor megtaláltuk az összes régiót.
A következő képsorozaton 3.1 ábra, jó látható, hogy az algoritmus hogyan keresi
meg a különböző régiókat. Minden egyes régió meghatározás után, még az adott
képmátrixban van érték, keresi a következő régiót.
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3.1. ábra. Régió alapú szegmentálás.[13]
3.2. Fast Marching és a Level Set metódus
Régió alapú szegmentálásnak számítanak a régió növelő eljárások is. A régió növelő
eljárásoknál, egy adott régiót szeretnénk kiszegmentálni egy adott képmátrixból. A
régió növelő eljárások általában egy pontból, esetleg egy kisebb területből indulnak.
A Fast Marching Metódus vagy a Level Set Metódus mindkettő egy olyan számí-
tási technika amely segítségével a növekvő felületeknek a mozgását írhatjuk le. Fast
Marching Metódust először J.A. Sethian mutatta be, amely egy közelítő megoldást
adott a növekvő felületek határ értékeinek parciális differenciálegyenletének, míg a
Level Set Metódust Osher és Sethian mutatta be, amely segítségével egy kezdeti
érték parciális differenciálegyenletnek adtak közelítő megoldást. Mindkét technika
széles-körben használt mint például:
1. Folyadékmozgás leírása.
2. Égés szimulálása.
3. Robotok navigálása és útvonaltervezés.
4. Kép szegmentáció orvosi képfeldolgozásban.
5. Régió növelés.
Hatékony működés érdekében a következő két módszert használjuk. Fast Mar-
ching Metódus esetében "Heap Sort Sémát" míg Level Set Metódusnál a "Narrow
Band Method" algoritmust.
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3.3. A határ érték formula
Képzeljünk el egy zárt görbét Γ egy sík felületén, amely normál sebességgel terjed
F. Továbbá legyen F > 0, így a görbület frontja mindig csak "kifelé" tágul. Az egyik
módja, hogy leírjuk a növekvő görbületet az hogy, kiszámoljuk minden egyes pont
(x,y) érkezését a T(x,y) időben, látható a 2.1 ábrán.
3.2. ábra. A határ érték probléma.
A fenti képet úgy kell értelmezni, hogy bal oldalon nem vesszük figyelembe a
harmadik t tengelyt még jobb oldalon pedig igen. A zárt felületet nevezzük most
már objektumnak vagy maszknak.
Az egyenlet, amely leírja az érkező felületet növekedését: T, könnyen meghatá-
rozható használva a távolság = sebesség * idő képletet.
dx = F (dT )
3.3. ábra. Idő függvényében a növekedés.
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Több dimenzióban dT/dx átírható a T gradiensének a hosszára. A 3.3-as ábrán
ez jól látható.
|∇T |·F = 1, T = 0 a Γ felületén.
A fent látható egyenletrendszer az Eikonal-nek nevezett határ érték problémára
vezethető vissza.
|∇T |= 1/F
T = 0 a Γ felületén.[16]
Ez számunkra előnyös, hiszen rengeteg numerikus algoritmus létezik az egyen-
letrendszer megoldására. A legnépszerűbb ezekre a Fast Marching metódus, amit a
későbbiekben részletezni fogok.[23]
3.4. A kezdeti érték probléma
Tegyük fel, hogy az adott objektumunk Γ, terjed F sebességgel, amely lehet pozitív
és negatív is. Így a Γ kifelé is és befelé is terjedhet, emiatt egy (x) ponton többször
is áthaladhat, így a T(x) nem egy egyértékű függvény.
3.4. ábra. A Front mozgás leképezése a kezdeti érték problémára.
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Ezt figyelembe kell venni és megoldást kell keresnünk rá. Helyezzük az adott
Γ kezdeti pozícióját egy magasabb dimenziós függvénybe φ. Most meg tudjuk ha-
tározni a φ függvény mozgását az x(t) függvény és t segítségével. Minden egyes
időpillanatban, φ(x(t),t) függvény 0. szintjét számoljuk.
A kérdés továbbra is fennmaradt: Mit reprezentál a következő egyenlőség?
φ(x(t), t) = 0.
Ha tudjuk a kezdeti értékeket t = 0 időpillanatban milyen értékekkel is rendel-
kezik az x(t), akkor már meg is kaphatjuk a φ függvényünket. A jól ismert mozgás




Alkalmazva a lánc szabályt:
φt + ∇φ(x(t), t) · x(t)′ = 0
Továbbá az x(t)′ sebesség a felületre jellemző F erő segítségével meghatározható,
x(t)′ = F (x(t)) ∗ n, ahol n =
∇φ
|∇φ|
. Az előző egyenlet most már átírható:
φt + ∇φ(x(t), t) · F · n = 0




φt + F |∇φ|= 0,
ahol adott
∇φ(x(t), t = 0).
Ez tehát a level set metódus, amit egy közönséges Hamilton-Jacobi egyenletre
tudtunk átírni.
3.4.1. Numerikus ábrázolás
A numerikus implementáláshoz a képeket és a függvényeket diszkretizálni kell. Az
egyenlet a következőképpen írható fel:
φn+1ijk = φ
n
ijk − ∆t[max(Fi,j,k, 0)∇
+ + min(Fi,j,k, 0)∇−]
ahol
∇+ =[max(D−xijk , 0)
2 + min(D+xijk , 0)
2+
max(D−yijk, 0)
2 + min(D+yijk, 0)
2+
max(D−zijk, 0)
2 + min(D+zijk, 0)
2]1/2
∇− =[max(D+xijk , 0)
2 + min(D−xijk , 0)
2+
max(D+yijk, 0)
2 + min(D−yijk, 0)
2+
max(D+zijk, 0)
2 + min(D−zijk, 0)
2]1/2
A Dijk jelölések a −x, +x, −y, +y, −z, +z irányban vett φnijk deriváltakat jelentik.
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3.5. Előnyei a két perspektívának
Több hasznos előnye van a két perspektívának:
1. Mindkettő változatlan magasabb dimenzióba.
2. A topológiai változások a front Γ esetén könnyedén kiszámíthatóak.
3. Mindkettő numerikusan implementálható megfelelő számítási igénnyel.
Különbségek a perspektívák között:
1. A legnagyobb különbség az, hogy a level set eljárás nem enged meg negatív
számokat az F sebesség függvénynél, még a kezdeti érték formula meg igen.






Ebbe a fejezetben bemutatom az izoperimetrikus algoritmust, az eljárás működését
és a futási idejét. Az izoperimetrikus távolság fa a jól ismert izoperimetrikus problé-
mából ered: Adott egy fix terület, határozzuk meg azt a részformát, ami a legkisebb
kerületet eredményezi. Az R2-ben jól ismert, hogy ez a forma a kör. A feladat te-
hát, egy adott formát úgy kettévágni, hogy a keresett felület izoperimetrikus aránya
minimális legyen. Sajnos ez diszkrét esetben (gráf reprezentáció) ezt meghatározni
NP-Nehéz, és olyan közelítő megoldásokat kell keresni amely rövid időn belül egy
megfelelő vágást tud eredményezni.[19]
Három főbb részben részletezem az izoperimetrikus algoritmus működését. Az
első részben ismertetem a gráf vágás alapfogalmait, a második részben pedig be-
mutatom az izoperitmetrikus arány értékének a meghatározását egy gráf esetén.
Ezután, részletesen kifejtem az ezen alapuló algoritmusokat, és vázolom az eljárások
működését, idő igényét.
4.1. Bevezetés
Adott egy egy G gráf. A gráf particionálása egy olyan metódus, amely kiválaszt
valahány csúcsot és élt bizonyos megszorítások között. Egy jó példa lehet erre az
olyan típusú feladat amikor egy adott gráfban, ki kell választani azokat az éleket és
csúcsokat amelyek segítségével a legkevesebb él felhasználásával feszítőfát kapunk.
Több aspektusa is lehet egy ilyen felosztásnak, particionálásnak: hány darab
részre lehetséges felosztani a kapott gráfot, vannak esetleg súlyok az éleken és a
csúcsokon, vagy vannak olyan megszorítások, amelyek korlátozzák a csúcsok és élek
darabszámát, esetleg az összegüket. Az izoperimetrikus feladat tulajdonképpen egy
olyan gráfvágás, ahol két részre kell felosztani a adott gráfot. A kapott részgráfokon
izoperimetrikus arány segítségével lehetséges meghatározni, hogy mennyire is volt
sikeres a vágás, particionálás.
4.2. Az izoperimetrikus arány egy gráf esetén
Az első részben szeretném megfogalmazni mit is nevezünk egy gráf esetén izoperi-
metrikus aránynak.[20]
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Legyen G = (V, E) egy gráf, ahol V a csúcsok halmaza és az E ⊆ V × V az
élek halmaza. Egy e él két csúcsa legyen vi és vj; továbbiakban jelöljük ezt : eij-el.
Legyen n = |V | és m = |E|. ahol |·| jelölje az adott halmazok számosságát. Legyen
minden egyes élnek eij, egy nemnegatív, valós értékű súlya, amit wij-el fogunk jelölni.










Egy véges gráfban az infimum egyben a minimum is. A határa egy halmaznak






VolS jelöli az S csúcsainak a számát, az ∂S pedig az S határánál lévő csúcsok számát.
A súlyok minden egyes élre 1 vagy 0 értéket vehetik fel.[11]
4.3. Izoperimetrikus algoritmus megvalósítása
A gráfokat általában mátrix formában szokták tárolni/reprezentálni. Ebben az eset-
ben ez egy speciális mátrix, úgynevezett Laplace mátrix:









di ha i = j,
−wij ha eij ∈ E,
0 különben.
ahol di a vi csúcs éleinek a súlyösszege:
di =
∑
wij, ∀eij ∈ E





0 ha vi ∈ S,
1 ha vi 6∈ S.
Meghatározni egy adott terület határát, |∂S|, az x és a Laplace mátrix segítsé-
gével most már könnyen megtehető:
|∂S|= xT Lx











Az xT r = k kikötéssel és eltekintve attól, hogy x-be csak egyesek és nullák lehetnek,
meg tudjuk határozni azt az x-et amelyre az izoperimetrikus arány a minimális.
Bevezetjük a Langrange multiplikátort Λ, és meghatározzuk a következő függvény
minimumát.
Q(x) = xT Lx − Λ(xT r − k).
Keressük azokat az x-eket ahol ez a függvény minimális, deriváljuk Q(x)-et x
szerint, majd tegyük egyenlővé nullával:
dQ(x)
dx
= 2Lx − Λr = 0.
Vigyük át a Λr-t az egyenletrendszer másik oldalára:
2Lx = Λr.
Mivel, a megoldás "viszonylagos" értékeivel foglalkozunk a 2-es szorzó és a mul-
tiplikátor elhagyható.
Tudjuk, hogy az L mátrix szinguláris, a sorokat és oszlopokat szummázva ered-
ményül nullát kapnánk, így be kell vezetnünk egy megszorítást. Vegyünk ki a gráfból
egy vg csúcsot majd töröljük ki azt a sort és oszlopot az L mátrixból, amely ezt a
csúcsot tartalmazta. Rögzítsük le xg = 0 és töröljük ki az x és r vektorokból az xg
elemet, így a megoldandó egyenlet felírható:
Lgxg = rg,
ahol Lg azt a Laplace mátrixot jelenti, ahol a g-edik oszlop és sor törölve van,
xg esetében az xg = 0 érték rögzített és rg elemet is kivettük. Ekkor már egy nem
szinguláris egyenletet kaptunk.
Fentebb említettem, hogy eltekintünk attól, hogy x-be egyesek és nullák lehet-
nek. Mivel az egyenletet megoldva pozitív valós számokat kaptunk, kell keresni egy
olyan xi számot, ami felett minden x-beli elem 1 lesz és az alatt pedig 0. Ezzel
az xi-vel lényegében ketté vágtuk a fát: egy S és egy S̄-re. Egy ilyen vágási mód
például a median cut, amely átlag értéket számol x-ből (granatálja az |S|= |S̄|).
Ezen felül a jump cut és a criterion cut-ot említeném meg.
Algorithm 2 Összefoglalva
1. Válasszunk ki egy csúcsot,vg.
2. Oldjuk meg az Lgxg = rg egyenletet.
3. Valamilyen vágás alapján vágjuk ketté a gráfot S és S halmazokra.
Az egyenlet megoldására speciális algoritmust használok, amely kihasználja a
Laplace mátrix tulajdonságait és ezáltal nagy gráfok esetén is lineáris időben meg-
oldja az egyenletet. Az algoritmus két részből áll, egy úgynevezett "no-fill ordering"
és egy "solver".
A "no-fill ordering" algoritmusnál szeretnénk meghatározni azt a sorrendet ami
szerint eliminálni fogunk, a második algoritmusnál felhasználjuk a kapott sorrendet
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és elvégezzük az eliminációt. A következő fejezetekben pedig az algoritmusokat
fogom részletesebben bemutatni és működésüket elmagyarázni.
4.4. Gráf ábrázolás és elimináció
Tudjuk, hogy a lineáris egyenletrendszer megoldása nagyon gyors, mivel a mátrix
ritka, szimmetrikus és pozitív-definit. Mivel az orvosi képek nagysága szignifikán-
san nagy, további optimalizációs algoritmusokat kell használnunk. Szükségünk van
még olyan optimalizációs eljárásokra, amelyek segítségével még gyorsabb eredményt
tudunk elérni.
Olyan megoldó algoritmust kell találnunk amely minimális idő alatt meg tudja
oldani az egyenletrendszert. Tudjuk, hogy a kapott szegmentált maszkot gráfként
ábrázoltuk, továbbá, a Laplace mátrix tulajdonságait felhasználva egy erre ideális
megoldást tudunk alkalmazni.
4.4.1. Minimum Degree Ordering
Legyen A egy Laplace mátrix, amely egy G gráfot ír le. Eliminálni szeretnénk az A
mátrixot a lehető legkevesebb idő alatt. Egy eliminációs eljárás során ha a sorrendet
nem vesszük figyelembe, akkor felesleges számítások kerülhetnek be a későbbiekben.
Tekintsük a következő képet:
4.1. ábra. Fill Ordering.
A fehér, átlátszó kockák jelöljék a 0 értékeket a mátrixban vagy már az eliminált
helyeket, a szürke kockák jelöljék a nem nulla értékeket és a piros kockák pedig
azokat, ahol az eliminálás során új értékek kerültek be a mátrixba. A fenti ábra jól
mutatja, hogy ha nem végzünk semmilyen sorrendbeli módosítást, akkor a későbbi-
ekben sok olyan érték kerül be a mátrixba, amivel az elején nem kellett számolni és
ezek miatt a műveletigény jelentősen növekedhet.[18]
Keressünk egy olyan sorrendet, ami nem hoz létre új értékeket a mátrixban.
Ennek a számítási költsége ismét nagy lehet, és nem a megfelelő gyorsaságbeli ered-
ményt kaphatjuk. A következő képen 4.2 ábra, nézzük meg mennyi számítási mű-
veletet lehet elkerülni azzal, hogy ha kiválasztjuk a megfelelő sorrendet.
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4.2. ábra. No-Fill Ordering.
Kell találnunk egy olyan módszert, amellyel könnyedén a 4.2 ábrán látható struk-
túrát elő tudjuk állítani.
Jól megfigyelhető, hogy ha sikeresen találunk egy megfelelő sorrendet akkor
könnyedén ki tudjuk eliminálni az elemeket anélkül, hogy akár újabb elemeket hoz-
tunk volna létre.
Felhasználva, hogy a mátrixunk egy gráfot ábrázol, keressük azokat a csúcsokat
amelyek a legkisebb fokszámúak.
Algorithm 3 Minimum Degree Ordering
1: procedure minimum_ordering(G)
2: while G != Ø do
3: válasszuk ki a legkisebb fokú csúcsot, legyen ez y
4: sorrendhez adjuk hozzá y-t
5: end while
6: end procedure
A fa ábrázolás a legjobb módszer ha eliminálni szeretnénk egy mátrixot. Segítsé-
gével olyan sorrendbe tudjuk eliminálni az elemeket, hogy az eliminációs lépések ne
hozzanak létre új értéket a mátrixban. A fa ábrázolást felhasználva könnyen tudunk
keresni kis fokszámú csúcsokat, amellyel az eliminációs lépéseket tudjuk számolni.
4.4.2. Elimináció
Ezeket felhasználva két részben megtudjuk oldani az egyenletrendszert. Az első rész-
ben egy úgynevezett "Minimum Degree Ordering"-el meghatározunk egy sorrendet
ami alapján megoldható lesz az egyenletrendszer.
A módszer lényege, hogy a fa leveleitől elkezdjük rekurzívan visszaépíteni a fát.
Kiválasztunk egy levelet, töröljük az élet a levél és a szomszéd között, majd megnéz-
zük, hogy a szomszéd az él törlése után levél lett-e vagy sem. Ha igen, így haladunk
tovább egészen addig még ez a feltétel teljesül, és ha nem teljesül, akkor keresünk
egy másik levelet a fából. Ezt addig kell csinálni még minden élt ki nem törlünk.
4.4.2.1. No-Fill Ordering
A "No-Fill Ordering" algoritmus az, amely a "Minimal Degree Ordering" ötletén
alapul. Ezt az algoritmust a következőképpen implementáltam le és teszteltem a
működését.
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Algorithm 4 No-Fill Ordering
1: procedure compute_ordering(degree[ ],tree,ground,ordering[ ])
2: k = 0
3: degree[ground] = 0
4: ordering[N - 1] = 0
5: for each every node in graph do
6: while degree[node] equals 1 do
7: ordering[k] = node
8: degree[node] = degree[node] - 1
9: node = tree.neighbor(node)
10: degree[node] = degree[node] - 1




Látható, hogy a legkisebb csúcsokat keressük azzal kiegészítve, hogy itt mindig
egy levélből indul majd az elimináció. A levelekből mindig ki tudjuk eliminálni
teljesen a mátrixot anélkül, hogy új értékek kerülnének bele.
A 4.3 ábrán látható egy kisebb gráf reprezentálása, és az eliminációs lépések.
4.3. ábra. No-fill Ordering.
Az eliminációs lépéseknek a sorrendjét tároljuk, és utána a kapott sorrendet
felhasználva megtudjuk oldani az egyenletrendszert. Első lépésben kiszámoljuk az r
értékeit, majd visszafelé meghatározzuk az x vektor értékeit. Az r értékei pontosan




1: procedure solve_system(ordering[ ],diagonal[],tree,r[],output[ ])
2: k = 0
3: degree[ground] = 0
4: ordering[N - 1] = 0
5: for each non-ground node in graph do
6: r[tree[ordering[k]]] = r[ordering[k]]
7: k = k + 1
8: end for
9:
10: output[ordering[N- 1]] = r[ordering[N - 1]] k = N - 2
11:
12: for each non-ground node in graph do
13: output[ordering[k]] = output[tree.neighbor(ordering[k])] + r(ordering[k])




A fenti fejezetben megmutattam, hogy egy fa esetén meg lehet oldani az egyenlet-
rendszert lineáris időben. Tudjuk, hogy a keresett vágást pontosan az izoperimet-
rikus algoritmus fogja megadni. Mivel az algoritmus egy fa ábrázolás segítségével
működik, kell keresnünk egy ideális fát. Arra fogunk törekedni, hogy egy olyan fát
találjunk amiben pontosan egy él köti össze a kívánt részhalmazt a levágni kívánt
fáról.
A legfontosabb feladat az, hogy keressünk, konstruáljunk egy olyan fát, amire
igazak a fenti kijelentések: a levágni kívánt részt pontosan csak egy él kösse össze a
fő objektummal.
A sikeres vágás érdekében vegyük figyelembe a következő feltételeket:
1. A keresett objektum összefüggő kell, hogy legyen.
2. A gradiens értékeinek a segítségével, csoportosítható kell legyen mi tartozik a
keresett objektumhoz és mi nem.
3. A "távolság transzformáció" értékével legyenek meghatározva az élek értékei.
A 3-as pontban említett távolság transzformációt, az élek értékeinek a meghatá-
rozására a következőképpen írjuk fel:
wij = D(vi) + D(vj)
Ahol wij értéke a vi és vj csúcsok súlya által meghatározott súly. D() pedig
az adott csúcs távolság transzformációs értéke. A következő fejezetben a távolság
transzformáció egy lehetséges implementálását szeretném bemutatni.
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4.5.1. Távolság transzformáció
Ahhoz, hogy egy olyan fát tudjunk konstruálni ami kielégíti a fentebb már emlí-
tett feltételeket, szükségünk lesz egy úgynevezett "Távolság transzformációra". A
transzformáció tulajdonképpen egy maszkon meghatározza egy bizonyos határtól
mért távolságokat.
Képzeljünk el egy teljesen fehér kört. A feladatunk, hogy határozzuk meg a
kör szélétől befelé a középponting milyen távolságra vannak az adott pontok. A
kör széle adott és minden pontjának az intenzitása 0. Haladva a középpont felé az
intenzitások értéke növekszik jelezve, hogy az adott pontok a kör szélétől távolabb
vannak. A 0 intenzitású pontokat jelöljük fekete színnel, és a nagyobb intenzitásokat
pedig arányosan egyre fehérebben.
4.4. ábra. Távolság transzformáció.
A fenti képen jól látható, hogy a kör középpontja lesz a legvilágosabb rész. Ha
a transzformációt bentről kifelé indítottuk volna el, akkor pontosan az ellenkezőjét
kaptuk volna a jelenlegi képnek. Felmerülhet az a kérdés, mi történik ha az adott
kép nem egy kör.
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4.5. ábra. Távolság transzformáció egy általánosabb kép esetén.[5]
Megfigyelhető, hogy az adott kép közepe a világosabb. Ez számunkra egy jó
tulajdonság mivel könnyen tudunk ebből egy fát konstruálni és elég könnyen igaz
lesz az az állítás, hogy a két objektumot csak egy él kösse majd össze. Két kör
egymás mellett erre egy tökéletes példa, hogy könnyen lássuk, hogy miért.
4.6. ábra. Távolság transzformáció két kör esetén.[4]
Ahol a két objektum összeér ott a távolság transzformált érték mindig nagyobb
lesz. Most már csak egy olyan algoritmust kell használni, ami ezt figyelembe veszi
és így konstruálja meg a fát.
4.5.1.1. Távolság
Kézenfekvőnek tűnhet első ránézésre az euklideszi vagy a Chebyshev, esetleg a Ta-
xicab távolság. Egy adott pontból kiindulva kiszámoljuk a távolságokat, és azt
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használjuk fel a fa konstruálásra. Sajnos ez nem minden távolságra tud jó ered-
ményt hozni. Ha a maszk nem egy kör vagy valamilyen egyszerű objektum akkor
nem tiszta értékeket kapunk.
4.5.1.2. A leggyakrabban használt távolság fajták
Legyen p és q egy egy pont. p = (p1, p2, p3) és q = (q1, q2, q3)
1. Euklideszi távolság: d(p, q) =
√
(q1 − p1)2 + (q2 − p2)2 + (q3 − p3)2
2. Chebyshev távolság: d(p, q) = max(|p1 − q1|, |p2 − q2|, |p3 − q3|)
3. Taxicab távolság: d(p, q) = |p1 − q1|+|p2 − q2|+|p3 − q3|
4.7. ábra. Az euklideszi távolság és a Taxicab távolság összefüggése.[8]
Jól megfigyelhető az euklideszi és a Taxicab távolság közti különbség. Zöld az
euklideszi távolság még a piros, sárga, kék a Taxicab.
Általában a nagyon tetszőleges képekre a Chebyshev távolság transzformáció
nem egyértelmű és tiszta eredményt mutatott, csak az euklideszi távolság adott
megfelelő távolság transzformáltat.
Az FMM teljes nevén Fast Marching Method algoritmus segítségével számoltam
távolság transzformáltat.
A következő fejezetben szeretném tisztázni, hogy mire alapszik az algoritmus és
hogyan oldja meg a problémát.
4.5.1.3. Fast Marching metódus
A Fast Marching metódus egy numerikus eljárás amit James Sethian fejlesztett ki.
Az eljárás a következő nemlineáris parciális differenciálegyenlet rendszert oldja meg.
|∇u(x)|= 1/f(x) ∀x ∈ Ω
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u(x) = 0 ∀x ∈ ∂Ω
Az algoritmus hasonló a Dijkstra algoritmusára annyi különbséggel, hogy az új
értékek(csúcsok) más módon vannak számítva.[16]
A csúcsokat jelöljük a következőképpen:
1. Az eddig még nem kiszámított csúcsokat távol-nak.
2. Egyszer már kiszámított csúcsokat figyelembe vett-nek.
3. A teljesen feldolgozott csúcsokat pedig kész-nek.
Ezenkívül szükséges meghatározni az adott objektum felületét, ami a következő-
képpen képzelhető el:
4.5.1.4. Egy felület meghatározása
Adott egy objektum. Az objektum összes voxel értéke 1, és minden más érték az
objektumon kívül 0. A felület meghatározása a következő: végigmegyünk az összes
ponton és keressük azokat a voxeleket, aminek van legalább egy 0 értékű szomszédja.
Mivel tudjuk, hogy az objektum összefüggő és teljes ezért minden olyan pont, aminek
van egy 0 értékű szomszédja, csak felület lehet.
Képzeljünk el egy gömböt, a felülete pontosan csak azokat a pontok lesznek, ahol
igaz az a kijelentés, hogy egy pontnak az egyik szomszédja legalább nulla értékű.
Ezen az elven működik az én algoritmusom is.[22]
4.5.1.5. Az FMM algoritmus
Jelölje ∂Ω az adott objektum felületét.
1. Legyen az összes csúcs értéke ∞ és jelöljük távol-nak őket.
2. ∀ x ∈ ∂Ω, az x értéke legyen 0 és jelöljük figyelembevett-nek.
3. Minden egyes x-re ami távol-nak van jelölve számoljuk ki az új értékét. Ha az
kisebb mint a mostani, akkor a kisebbik legyen az új érték.
4. Legyen x
′
figyelembevett, és az értéke már biztos nem lehet kisebb. Akkor
jelöljük kész-nek.
5. Minden x szomszéd x
′
-nek ami nem elfogadott, számoljuk ki az új értékét.
6. Ha az új érték kisebb, akkor a kisebbik legyen az új érték, és a távoli csúcsokat
mostantól tekintsük figyelembevett-nek.
7. Ha létezik még a figyelembevett csúcs akkor ismét a 3-as pont, különben
vége.[9]
Az algoritmus lényegében annyit csinál, hogy egy sorba eltárolja az összes 0 ér-
tékű elemet, majd ezeket egyesével kiveszi és a szomszédain kiszámolja az adott
ponttól mért távolságokat, majd az összes kiszámolt szomszédot beleteszi a sor vé-
gére. Ezután a szomszédokat figyelembe vett-nek nevezi, és a csúcsot pedig késznek.
Ezt addig ismétli még minden csúcs "kész" nem lesz. A szomszédok értékeinek a
kiszámítása a következő:[17]
xi,j,k = min(xi±1,j,k, xi,j±1,k, xi,j,k±1) + 1
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4.6. Az izoperimetrikus algoritmus lépései
A fejezet első része a szükséges matematikai háttér áttekintése volt, a második
rész pedig a numerikus algoritmusok részletezése. Most nézzük meg lépésenként az
algoritmus működését:
1. Előállítani egy maszkot az adott képből.
2. Kiszámítani a távolság transzformáltat.
3. A maszk ábrázolása fa adatszerkezetben.
4. Kiválasztani egy pontot a nem levágni kívánt részből.
5. Feszítőfa meghatározása, felhasználva a távolság transzformált értékeit.
6. No-fill ordering algoritmus első része.
7. Megoldani az egyenletrendszer.
8. Megkeresni a vágási pontot, amely minimalizálja az izoperimetrikus rátát.
Az izoperimetrikus algoritmus az egyenletrendszert lineáris időben oldja meg. A
több időt igénylő algoritmusok a távolság transzformáció számítása és a feszítőfa
keresése. E két algoritmus igényel több időt, és fejlesztési lehetőségként ezeknek a
kicserélése javasolt. A következő fejezetben részletezni szeretném az algoritmusok





Ebben a fejezetben olyan képeket vizsgálunk meg, ahol a különböző régió-növelő
eljárások nem kívánt eredményt mutatnak. Ezenfelül rámutatok arra mikor tudnak
pontos eredményt adni, és minek kell teljesülnie, hogy ez meg is történjen. Megvizs-
gáljuk az izoperimetrikus algoritmus működését, és megfigyeljük milyen gyorsaság-
gal hajtódnak végre az egyes lépések az algoritmusban. Megfigyelhetjük mennyire
sikeresen tudja a hibás eredményeket korrigálni az algoritmus, azaz olyan képeket
mutatok majd be, ahol jól látható, hogy mennyire eredményes ez az algoritmus a
szegmentálás terén, mennyire fogja kijavítani a Level Set metódus hibáit.
Különböző méretű képeken tesztelem az algoritmust, viszont a fő célom az, hogy
minél nagyobb képeken vizsgáljam az algoritmus működését, hogy következtetést
tudjak levonni a klinikumban is felhasználható eredményességéről. Megfigyelem az
algoritmusok futási idejét és rámutatok olyan, hibákra ahol az algoritmus gyengébb
minőséget állít elő.
5.1. Kontrasztos medence CT
Az első kép egy kontrasztos CT vizsgálaton készült. Feladat az, hogy egy gerinccsi-
gyolyát kiszegmentálva, az olyan részeken, ahol átfolyások történtek, vágjuk ketté a
kapott képet.
A kontrasztos medence CT-nél gyakori probléma a csontok, az erek, főként az
aorta megkülönböztetése. Az orvosok tapasztaltsága miatt ez gondot nekik nem
okoz, de a különböző régió növelő eljárások sok esetben nem pontos szegmentáci-
ót eredményeznek. Az 5.1. ábrán jól megfigyelhető a gerinccsigolya és az aorta
találkozása. A Level Set metódus eredménye a 5.2 ábrán látható.
Mivel a régió növelő által szegmentált objektum minden szempontnak megfelelt,
a keletkezett vágás pontos szegmentációt adott. A legfőbb szempontok, hogy a két
objektum csak egyszer érjen össze, és ez lehetőleg minimális legyen. Ha az ember
szabad szemmel nem tudná pontosan megmondani, hogy a kapott objektum két
különböző rész vagy egy, akkor az algoritmus is nem várt eredményt mutathat.
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5.1. ábra. Kontrasztos medence CT felvétel.
5.2. ábra. Aorta és a gerinc szegmentálása.
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5.3. ábra. Szétvágva a képet intenzitás szerint.
A 5.3 ábrán jól látható az izoperimetrikus algoritmus eredménye, a szegmentálás
sikeresen kettévágta az objektumot. Az izoperimetrikus arány pont ott a legkisebb,
ahol a két objektum összeér és jól látható, hogy az algoritmus ezt sikeresen meg is
közelítette.
A 5.4 ábrán egy másik csigolya-szegmentáció látható, a vágás itt is sikeres: 5.5.
ábra.
5.4. ábra. Aorta és a gerinc szegmentálása 2.
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5.5. ábra. Szétvágva a képet intenzitás szerint 2.
Az 5.5 ábrán jól látható, hogy az izoperimetrikus algoritmus olyan esetekben
mindig pontos eredményt ad, amikor a feltételek teljesülnek. Ilyen esetekben az
izoperimetrikus arány meghatározása a vágással teljesen azonos.
Ezen felül az is megfigyelhető, ha a szegmentálás csak kis helyen folyik át, és
az összekapcsolt felület is kicsi, az nagyban befolyásolta az algoritmus pontosságát.
Ez egy fontos észrevétel, mivel ha olyan átfolyások születnek, ahol az összekapcsolt
felület nagy, és szemmel is nehezen vennénk észre, hogy a kapott masz két különálló
egység, akkor az algoritmus egy hibásabb eredményt fog számunkra adni.
A 5.6 ábrán egy látszólag nem elkülöníthető két objektumot figyelhetünk meg,
ahol még a logikus emberi gondolkodással se tudnánk meghatározni a két objektumot
elválasztó vonalat.
5.6. ábra. Erősen összefüggő maszk.
A 5.6 ábrán, hogy két különböző objektum látható csak egy sejtés. Nem az a
lényeg, hogy mi is pontosan az objektum, hanem a formája jól tükrözi az olyan
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alakzatokat, amikor majdnem egy teljesen elválaszthatatlan objektum keletkezik. A
fenti képen sérül az a feltétel, hogy egy kisebb felületen érjen össze a két objektum.
A 5.7 ábrán látható, hogy a vágás nem teljesen tökéletes, habár nem is tudnánk
megmondani mi sem, hogy pontosan mi is lenne a megfelelő. Az izoperimetrikus
algoritmusra igaz az, hogy mindig törekszik a gömb és a körszerű alakokra. Az olyan
szituációkban ahol a két test nem csak egy kisebb helyen érintkezik következésképpen
az algoritmus nem fog pontos eredményt mutatni.
5.7. ábra. Erősen összefüggő maszk vágása.
Következő képeken nézzük meg mi történik, ha nagyon tetszőleges maszkokon
vizsgáljuk az algoritmus működését.
Az 5.8 ábrán valamilyen egység látható, ami egy vékony és hosszú csőszerű alak-
zatban ér véget. Kérdés az, hogy az algoritmus hol vágja el a kapott objektumot.
Pontosan attól, hogy ez milyen szervet is ábrázol vonatkoztassunk el, mivel a fel-
adat most olyan képek vizsgálata, amelyek egyszerre több ponton is megsértik az
algoritmus feltételeit.
5.8. ábra. Szív, máj.
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Jól látható, hogy az algoritmus figyelembe veszi az egységeket és a nagyobb terü-
leteket el tudja választani a kisebbektől. Az 5.8 ábrán jól látható, hogy az algoritmus
megtalálta a két különálló egységet. Az intenzívebb piros jelzi az objektum egyik
részét, még a sötétebb a kivágni készült részt mutatja.
Az utolsó két ábrán 5.9, 5.10 az algoritmus lényegében három alakzatra bontotta
a maszkot. Az elsőn két körszerű alakot láthatunk, még a másodikon egy szegmentált
szívet. Itt persze a feltételek nem teljesültek arra, hogy jó eredményt kapjunk, de
mégis értelmezhető megoldást nyújtott az algoritmus.
Fontos figyelembe venni az algoritmus utolsó lépését. Megkeresni azt az inten-
zitást ami képes kettévágni a kapott objektumot két különbözőre, a lehető legmeg-
felelőbb módon. A dolgozatom nagyrészben az átlag számítást és az ehhez hasonló
módszereket használtam mivel azokon az objektumokon ahol vizsgáltam az algorit-
mus viselkedését, tökéletes megoldást adott. Egy másik módszer lehet erre esetleg
egy logaritmus keresés, ami a kapott objektum intenzitásán működik és így adja
vissza a lehető legjobb eredményt.
5.9. ábra. Myokardiális szív felvétel, máj.
5.10. ábra. Myokardiális szív felvétel, bal kamra.
A 5.9, 5.10 képek egy klinikai SPECT myokardiális szív felvétel. Az izoperimet-
rikus algoritmus itt nem teljesen sikeresen szegmentálta ki a májat szívről, mivel
az átlag szétvágás intenzitás alapján nem volt elég precíz. Ilyen esetekben érdemes
keresni egy jobb izoperimetrikus arányt, amely pontosabb vágást eredményez.
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5.1.1. Szimulált képek
5.11. ábra. Szimulált kép, két gömb.
Az első tipikus teszt az algoritmus tesztelésére, két gömb egymás mellett né-
mileg összeérve. A fenti képen jól látható, hogy ha ábrázoljuk az egyenletrendszer
eredményét mit kapunk.
Az algoritmust a bal oldali gömbből indítottam és vizsgáltam a működését. Jól
látható, hogy az intenzitások csökkenni kezdenek. Ha egy jó vágást szeretnénk kapni,
akkor meg kell keresni azt az intenzitást, ahol a két objektum összeér. Többnyire
az intenzitások átlagának a meghatározásával vágtam ketté az objektumokat, de ez
nem minden esetben adott pontos vágást.
5.1.1.1. Izoperimetrikus algoritmus
Az algroritmus robosztusságának a vizsgálata alatt a képet zajjal szennyeztem. Mi-
vel itt már egy bináris maszkot kell feldolgozni, zaj alatt a maszk bizonyos pontjainak
a kitörlését kell érteni. A bináris maszkon feketével a 0 értékű voxelek, fehérrel az 1
értékű voxelek láthatók. Törlés alatt az 1 értékű voxeleket 0-ra állítottam.
Kitöröltem bizonyos pontokat az objektumból és teszteltem, hogy mennyire ma-
rad stabil az algoritmus. 1% ,5% ,10%, 15%, 20%-al teszteltem az algoritmus sta-
bilságát. Az algoritmus 20%-nyi zajjal minden esetben hibás vágást eredményezett.
15% estén pedig nem minden esetben adott jó megoldást. Ez azért történhetett meg,
mivel az algoritmus feltételezi, hogy a gráf összefüggő, és 15%-nál a gráf nagyrészben
szétesett. A 5.12 ábrán jól látható a zajos képek és a vágás eredménye.
5.1.1.2. Régió növelő eljárás
A régió növelő eljárásnál is szintén két gömb esetén vizsgáltam az algoritmus ro-
busztusságát. Kezdetben az intenzitások értéke 300 HU, és a kép minden egyes
pontjához normál eloszlásból generált értéket adtam hozzá, hogy az átlag nulla le-
gyen. A zaj és az eredeti kép közti arányt decibelben adtam meg. A decibel (dB)
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5.12. ábra. 5%, 10% és 20%-nyi pont törlése a bináris maszkból, és a vágás.
két mennyiség arányának logaritmikus mértéke, amit széles körben használnak az
akusztika, a fizika, az elektronika és az informatikában is.
A jel-zaj viszony (SNR, signal-to-noise) a képalkotásban egy képalkotó rendszer
érzékenységének fizikai mérésére szolgál. Az iparági szabványok az SNR-t decibelben
(dB) mérik. 32.04 dB felett a kép minőségét kiválónak tekintik, még a 20.0 dB alatt
pedig elfogadhatónak. Az SNR-t a következőként lehet meghatározni:























ahol, az x, y, z a K képmátrix méretét jelöli, és a K(x,y,z) pedig az adott értéket
a képmátrixban.
Az 5.13 ábrán az első sorban a szennyezett képek láthatóak, alatta pedig a szeg-
mentálás eredménye. Az első oszlopban az SNR 39.2 dB és látható, hogy a szeg-
mentálás eredménye pontos. A második oszlopban az SNR 28.05 dB amely már egy
jóval szennyezettebb kép. A szegmentálás még mindig majdnem sikeres. A harma-
dik oszlopban egy nagyon szennyezett képet láthatunk, ahol az SNR 9.06 dB. A
szegmentálás itt már hibás eredményt adott.
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5.13. ábra. Első sor a zajos képek, második a szegmentálás eredménye.
5.1.2. Az algoritmusok időigényei
Ebben a fejezetben az algoritmusok időigényeit mutatom be. A felhasznált képeket
három különböző csoportba osztottam a méretük alapján:
1. Első típusú képek mérete: 512*512*64
2. Második típusú kép mérete: 128*128*32
3. Harmadik típusú kép mérete: 32*32*32
5.1.2.1. Régiónövelés
Az eljárást különböző iteráció szám szerint vizsgáltam. 10 iterációtól kezdve 160
iterációig mértem a futási időt. Az első mérések egy 128*128*32 méretű képen
készültek, átlagban 4000-12.000 voxel felhasználásával.
Megfigyelhető, hogy algoritmus időigénye jelentősen növekszik az iteráció szám
növelésével. Ha egy nagyobb képen vizsgáltam az algoritmust, akkor a voxelek
függvényében az időigény arányosan nőtt. Egy 40.000-120.000 voxelnyi nagyságú
képen az eljárás pontosan tízszer több időt igényelt.
5.1.2.2. Gráfépítés
Mivel fontos szerepe van a gráf ábrázolásnak az izoperimetrikus algoritmusban, nagy
hangsúlyt fektettem a gráf felépítésének az optimalizációjára. Az egyenletrendszer






A távolság transzformáció idő igénye szignifikánsak több az eddig felhasznált al-
goritmusoktól. Továbbfejlesztési lehetőség, egy olyan algoritmust keresni, amely
jelentősen lecsökkenti a távolság transzformáció időigényét.
5.1.2.4. Egyenletrendszer megoldása
Megfigyelhető, hogy az egyenlet megoldó rendszer rettentő gyorsasággal képes meg-
oldani az egyenletrendszert. Nagyon nagy képek esetén is nem kell egy egész má-
sodperc, hogy egy helyes eredményt kapjunk.
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5.16. ábra. Távolság transzformáció.
5.17. ábra. Megoldó algoritmus.
5.1.3. Következtetés
Következtetésként arra jutottam, hogy az izoperimetrikus távolság fa algoritmus he-
lyessége minden esetben jó, ha a kért három feltételt teljesíteni tudjuk. Nagyon
fontos, hogy a szegmentálás milyen maszkot eredményez. Ezen kívül fontos meg-





Dolgozatomban az izoperimetrikus távolság fa és a régió növelő eljárásokkal ismer-
kedtem meg. Lehetőségem volt mélyen belemerülni és elsajátítani különböző al-
goritmusokat, amelyeket az orvosi képalkotásban gyakran használnak daganatok,
elváltozások vagy más szervi rendellenességek szegmentálásához.
Az izoperimetrikus algoritmust ötletét először Leo Grady írta le, és jelenleg nem
lehet találni olyan implementálást, amely megvalósítaná az izoperimetrikus algorit-
must teljesen. Célom az ötlet megértésén kívül egy olyan algoritmus implementálása
volt, amely megoldja az izoperimetrikus távolság fa problémát.
Dolgozatom során több, az orvosi képfeldolgozásban jól ismert numerikus algo-
ritmust megismertem: Fast Marching, Level-Set eljárás, régió alapú szegmentálások,
ezek mind segítségül voltak az algoritmus implementálásában. A legnagyobb prob-
lémát viszont, az egyenletmegoldó eljárás implementálása okozta.
Az orvosi képek nagysága miatt az egyenletrendszer megoldó algoritmusok ál-
talában nem elvárt idő alatt futnak le. Leo Grady publikációjában említett egy
lineáris megoldást, amely sajnos több hibát is tartalmazott. Az ötlet, hogy egy gráf
ábrázolás segíthet az egyenletrendszer megoldásában jónak tűnt, de a publikációban
leírt módszer nem bizonyult helyesnek.
Dolgozatomban az egyenletrendszer megoldó algoritmust teljes egészében ismer-
tettem, és vázoltam, hogy a gráf ábrázolás miért is segíthet az egyenlet megoldá-
sában. Gráf ábrázolás segítségével tényleg lineáris idő alatt sikerült megoldani az
egyenletrendszert, és 100.000 voxelt tartalmazó kép esetén is mindössze 0,002 má-
sodperc volt szükséges a megoldáshoz.
Az izoperimetrikus algoritmus mindig két jól elkülöníthető objektumokra vágta
szét az adott maszkot. Az olyan esetekben amikor a maszk nem összefüggő volt,
vagy esetleg a szegmentálni kívánt rész több helyen összeért a levágni kívánt résszel,
az algoritmus nem pontos vágást eredményezett.
A klinikában az orvosi képalkotásban ismert szegmentációs eljárások mint példá-
ul: gerinccsigolya és szív szegmentáció, rendszerint kifolynak az adott területről. Az





[1] CT alapfogalmai. https://medicoverdiagnosztika.hu/vizsgalatok/ct/.
[Online; megnézve 5-május-2019].




Communications_in_Medicine. [Online; megnézve 5-május-2019].
[4] Distance Transformation. https://www.mathworks.com/help/images/ref/
watershed.html. [Online; megnézve 5-május-2019].
[5] Distance Transformation 2. http://homepages.inf.ed.ac.uk/rbf/HIPR2/
distance.htm. [Online; megnézve 5-május-2019].
[6] Kontrasztos CT. http://www.svuhradiology.ie/diagnostic-imaging/
ct-2/. [Online; megnézve 5-május-2019].
[7] Nukleáris Medicina. http://oftankonyv.reak.bme.hu/tiki-index.php?
page=Nukle%C3%A1ris+medicina&structure=Orvosi_Gradu%C3%A1lis&no_
bl=y. [Online; megnézve 5-május-2019].
[8] Taxicab Distance. https://en.wikipedia.org/wiki/Taxicab_geometry#
/media/File:Manhattan_distance.svg. [Online; megnézve 5-május-2019].
[9] J. A. Bærentzen. On the implementation of fast marching methods for 3D
lattices, 2001.
[10] Balkay László. Tomográfia. https://www.tankonyvtar.hu/hu/tartalom/
tamop425/0019_1A_Orvosi_lekepezestechnika/ch12.html. [Online; meg-
nézve 5-május-2019].
[11] Sravan Danda, Aditya Challa, B S Daya Sagar, and Laurent Najman. Revisiting
the Isoperimetric Graph Partitioning Problem. IEEE Access, 2019.
[12] Dr. Kónya Judit. Kontrasztos CT. https://www.webbeteg.hu/cikkek/
adattar/2427/kontrasztanyagos-koponya-ct. [Online; megnézve 5-május-
2019].
45
[13] Dr. Rövid András, Dr. Vámossy Zoltán, Dr. Sergyán Szabolcs. Régió alapú
eljárások.
[14] Emri Miklós. Képmátrix. https://www.tankonyvtar.hu/hu/tartalom/
tamop425/0019_1A_orvosi_kepfeldolgozas/ch02.html#id490077. [Online;
megnézve 5-május-2019].
[15] Máté Eörs. Orvosi Képfeldolgozás.
[16] Ricardo Fabbri, Luciano da Fontoura Costa, Julio C. Torelli, and Odemir Marti-
nez Bruno. 2d euclidean distance transform algorithms: A comparative survey.
ACM Comput. Surv., 40:2:1–2:44, 2008.
[17] Pedro F. Felzenszwalb and Daniel P. Huttenlocher. Distance transforms of
sampled functions. Theory of Computing, 8(19):415–428, 2012.
[18] A. George and W. H. Liu. The evolution of the minimum degree ordering
algorithm. SIAM Rev., 31(1):1–19, March 1989.
[19] Leo Grady. Fast, quality, segmentation of large volumes – isoperimetric distance
trees. In Proceedings of the 9th European Conference on Computer Vision -
Volume Part III, ECCV’06, pages 449–462, Berlin, Heidelberg, 2006. Springer-
Verlag.
[20] Leo Grady and Eric L. Schwartz. Isoperimetric partitioning: A new algorithm
for graph partitioning. SIAM J. Scientific Computing, 27:1844–1866, 2006.
[21] Takekazu Kubo, Yoshiharu Ohno, Daisuke Takehara Nobuyuki Takenaka, Mi-
zuki Nishino, Shiva P. Gautam, Kazuro Sugimura, H U Kauczor, and Hiroto
Hatabu. Standard-dose vs. low-dose ct protocols in the evaluation of localized
lung lesions: Capability for lesion characterization—ilead study. In European
journal of radiology open, 2016.
[22] R. Monneau. Introduction to the fast marching method. 2014.
[23] Elisabeth Rouy and Agnès Tourin. A viscosity solutions approach to shape-
from-shading. SIAM Journal on Numerical Analysis, 29(3):867–884, 1992.
[24] Györke Tamás. Nukleáris Medicina. http://oftankonyv.reak.bme.hu/, 2012.
[Online; megnézve 5-május-2019].
46
