An infinite horizon optimal regulation problem is solved online for a deterministic control-affine nonlinear dynamical system using a state following (StaF) kernel method to approximate the value function. Unlike traditional methods that aim to approximate a function over a large compact set, the StaF kernel method aims to approximate a function in a small neighborhood of a state that travels within a compact set. Simulation results demonstrate that stability and approximate optimality of the control system can be achieved with significantly fewer basis functions than may be required for global approximation methods.
I. INTRODUCTION
Reinforcement learning (RL) has become a popular tool for determining online solutions of optimal control problems for systems with finite state and action spaces. Due to technical challenges, implementation of RL in systems with continuous state and action spaces has remained an open problem. In recent years, adaptive dynamic programming (ADP) has been successfully used to implement RL in deterministic autonomous control-affine systems to solve optimal control problems via value function approximation [1] - [11] . ADP techniques employ parametric function approximation (typically by employing neural networks (NNs)) to approximate the value function. Implementation of function approximation in ADP is challenging because the controller is void of pre-designed stabilizing feedback and is completely defined by the estimated parameters. Hence, the error between the optimal and the estimated value function is required to be sufficiently small to establish closed-loop stability.
Many standard function approximation methods that have been applied to ADP are designed for approximation on a compact subset of the state space. The intuition is that if a state has its initial position inside of the compact set, then the weight estimates should converge fast enough to their ideal values to provide good approximation of the value function so that the state is not allowed to leave this compact set. This research is supported in part by NSF award numbers 1161260 and 1217908, ONR grant number N00014-13-1-0151, and a contract with the AFRL Mathematical Modeling and Optimization Institute. Any opinions, findings and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the sponsoring agency.
One way to achieve accurate function approximation is to use some knowledge about the system to determine the basis functions. For instance, for a linear system, the value function is known to be quadratic in terms of the state components, so the NN basis functions used are the quadratic monomials in R n . Therefore, once the weights achieve the ideal weights, the approximation of the value function can be extended beyond a compact subset of the space to the entire space itself.
For general nonlinear systems, generic basis functions are used for function approximation. Possible choices are polynomials, Gaussian radial basis functions (RBF), universal kernel functions and others. A limitation of these methods is that approximation is only ensured in a compact neighborhood of the origin. Since only a finite number of basis functions can be used in practice, the accuracy of function approximation depends on the shape of the basis functions. For example, for a Gaussian RBF network, the function approximation decays quickly outside of the compact set. If instead polynomial basis functions are used, then the function approximation grows as a polynomial. The use of a generic basis to obtain a sufficiently accurate approximation of the value function over a sufficiently large neighborhood in the absence of domain knowledge requires a large number of basis functions, and hence, a large number of unknown parameters.
In adaptive systems that employ parametric function approximation, convergence of the parameter estimates to their true values requires sufficiently rich data. For example, online ADP techniques such as [7] , [9] , [12] require persistence of excitation for convergence, and data-driven ADP techniques such as [13] , [14] establish convergence under eigenvalue conditions that quantify richness of the recorded data. A larger number of unknown parameters require correspondingly larger amounts of excitation and richness of the recorded data. Hence, implementation of ADP techniques such as [1] - [14] using generic basis functions is difficult, and such implementations are scarcely found in the literature.
Motivated by the fact that the required data-richness decreases with decreasing number of basis functions, this paper establishes the use of basis functions that move with the state trajectory to maintain an accurate approximation of the value function in a neighborhood of the current state. These are referred to as State-Following (StaF) kernels. In Part I of this paper [15] , the theory of reproducing kernel Hilbert spaces (RKHSs) is used to establish continuous differentiability of the ideal weights with respect to the system state. Furthermore, it is established that a smaller number of basis functions is required to approximate functions if the domain of approximation is smaller, in the sense of set containment. Motivated by the need to reduce the number of basis functions required for value function approximation in model-based RL, this paper presents a StaF-based extension of the data-driven model-based RL technique developed in results such as [13] , [16] , [17] .
II. STAF KERNEL FUNCTIONS
The objective in StaF-based function approximation is to maintain good approximation of the target function in a small region of interest in the neighborhood of a point of interest x ∈ R n . In state-of-the-art online approximate control, the optimal value function is approximated using a linear-inthe-parameters approximation scheme, and the approximate control law drives the system along the steepest negative gradient of the approximated value function. To compute the controller at the current state, only the gradient of the value function evaluated at the current state is required. Hence, in this application, the target function is the optimal value function, and the point of interest is the system state.
Since the system state evolves through the state-space with time, the region of interest for function approximation also evolves through the state-space. The StaF technique aims to maintain a uniform approximation of the value function over a small region around the current system state so that the gradient of the value function at the current state, and hence, the optimal controller at the current state, can be approximated. In the following, a brief overview of StaF-based function approximation is provided. For a detailed development of StaF-based function approximation, the reader is directed to Part I of this paper [15] .
To facilitate the discussion, let H be a universal RKHS over a compact set χ ⊂ R n with a strictly positive kernel k :
Then, there exists a unique set of weights W H such that
where · H denotes the Hilbert space norm.
In the StaF approach, the centers are selected to follow the current state
T : χ → χ L . Since the system state evolves in time, the ideal weights are not constant. To approximate the ideal weights using gradient-based algorithms, it is essential that the weights change smoothly with respect to the system state.
Let B r (x) ⊂ χ denote a closed ball of radius r centered at the current state x. Let H x,r denote the restriction of the Hilbert space H to B r (x). Then, H x,r is a Hilbert space with the restricted kernel k x,r defined as k
In Part I of this article [15] it is established that if the kernels are l−times continuously differentiable then the function W Hx,r :
is also l−times continuously differentiable. Thus, if the functions c i : χ → χ are l−times continuously differentiable, then the functions W : χ → R L defined as W (x) W Hx,r (c (x)) are also l−times continuously differentiable.
To motivate the use of StaF kernel functions, the development in [15] establishes that in general, uniform approximation of a function over a smaller approximation region requires a smaller number of kernels. Furthermore, provided the region of interest is small enough, the number of kernels required to approximate continuous functions with arbitrary accuracy can be reduced to n + 1 where n is the state dimension. In the following, the StaF-based function approximation approach is used to approximately solve an optimal regulation problem online via value function approximation.
III. STAF KERNEL FUNCTIONS FOR ONLINE APPROXIMATE OPTIMAL CONTROL

A. Problem Formulation
Consider a control affine nonlinear dynamical system of the formẋ
t ∈ R ≥t0 , where t 0 denotes the initial time, x : R ≥t0 → R n denotes the system state f : R n → R n and g : R n → R n×m denote the drift dynamics and the control effectiveness, respectively, and u : R ≥0 → R m denotes the control input. The functions f and g are assumed to be locally Lipschitz continuous functions such that f (0) = 0 and ∇f : R n → R n×n is continuous. In the following, the notation φ u (t; t 0 , x 0 ) denotes the trajectory of the system in (1) under the control signal u with the initial condition x 0 ∈ R n and initial time t 0 ∈ R ≥0 . The control objective is to solve the infinite-horizon optimal regulation problem online, i.e., to design a control signal u online to minimize the cost functional
under the dynamic constraint in (1) while regulating the system state to the origin. In (2), r : R n × R m → R ≥0 denotes the instantaneous cost defined as
for all x o ∈ R n and u o ∈ R m , where Q : R n → R ≥0 is a positive definite function and R ∈ R m×m is a constant positive definite symmetric matrix. In (3) and in the reminder of this paper, the notation (·) o is used to denote a dummy variable.
B. Exact Solution
It is well known that since the functions f, g, and Q are stationary (time-invariant) and the time-horizon is infinite, the optimal control input is a stationary state-feedback policy u (t) = ξ (x (t)) for some function ξ : R n → R m . Furthermore, the function that maps each state to the total accumulated cost starting from that state and following a stationary state-feedback policy, i.e., the value function, is also a stationary function. Hence, the optimal value function V * : R n → R ≥0 can be expressed as
for all x o ∈ R n , where U ⊂ R m is a compact set. Assuming an optimal controller exists, the optimal value function can be expressed as
The optimal value function is characterized by the corresponding HJB equation [18] 
for all x o ∈ R n , with the boundary condition V (0) = 0. Provided the HJB in (6) admits a continuously differentiable solution, it constitutes a necessary and sufficient condition for optimality, i.e., if the optimal value function in (5) is continuously differentiable, then it is the unique solution to the HJB in (6) [19] . In (6) and in the following development, the notation ∇f (x, y, · · · ) denotes the partial derivative of f with respect to the first argument. The optimal control policy u * : R n → R m can be determined from (6) as [18] u
The HJB in (6) can be expressed in the open-loop form
and using (7) , the HJB in (8) can be expressed in the closedloop form
The optimal policy can now be obtained using (7) if the HJB in (9) can be solved for the optimal value function V * .
C. Value Function Approximation
An analytical solution of the HJB equation is generally infeasible; hence, an approximate solution is sought. In an approximate actor-critic-based solution, the optimal value function V * (x o ) is approximated by a parametric estimatê V : χ × R L → R and the optimal policy u * (x o ) is approximated by a parametric estimateû : χ × R L → R. The objective of the critic is to learn the ideal parameters W ∈ R L , and the objective of the actor is to implement a stabilizing controller based on the parameters learned by the critic. Motivated by the stability analysis, the actor and the critic maintain separate estimatesŴ a andŴ c , respectively, of the ideal parameters W . Substituting the estimatesV andû for V * and u * in (8), respectively, a residual error δ : R n × R L × R L → R, called the Bellman error (BE), is computed as
To solve the optimal control problem, the critic aims to find a set of parametersŴ c and the actor aims to find a set of parametersŴ a such that δ x o ,Ŵ c ,Ŵ a = 0, ∀x o ∈ R n .
Since an exact basis for value function approximation is generally not available, an approximate set of parameters that minimizes the BE is sought. The expression for the optimal policy in (7) indicates that to compute the optimal action when the system is at any given state x o ∈ R n , one only needs to evaluate the gradient ∇V * at x o . Hence, to compute the optimal policy at any given state x o , one only needs to approximate the value function over a small neighborhood around x o . As established in [15] , the number of basis functions required to approximate the value function is smaller if the approximation space is smaller in the sense of set containment. Hence, in this result, instead of aiming to obtain a uniform approximation of the value function over the entire operating domain, which might require a computationally intractable number of basis functions, the aim is to obtain a uniform approximation of the value function over a small neighborhood around the current system state.
StaF kernels are employed to achieve the aforementioned objective. To facilitate the development, let χ ⊂ R n be compact. Then, for all > 0, there exists a function V 
for some function c : χ → R nL . The approximate value function and the approximate policy can then be expressed asV
where σ : χ×χ L → R L denotes the vector of basis functions introduced in Section II. It should be noted that since the kernel functions change as the system state changes, the ideal weights also change as the system state changes. The state-dependent nature of the ideal weights differentiates this approach from state-ofthe-art ADP methods in the sense that the stability analysis needs to account for changing ideal weights. Based on the development in [15] , it can be established that the ideal weight function W : R n → R L defined as
Hx,r , is continuously differentiable with respect to the system state provided the functions σ and c are continuously differentiable.
D. Online Learning Based on Simulation of Experience
To learn the ideal parameters online, the critic evaluates a form δ t : R ≥t0 → R of the BE at each time instance t as
whereŴ a (t) andŴ c (t) denote the estimates of the actor and the critic weights, respectively, at time t, and the notation x (t) is used to denote the state the system in (1) at time t when starting from initial time t 0 , initial state x 0 , and under the feedback controller
Since (8) constitutes a necessary and sufficient condition for optimality, the BE serves as an indirect measure of how close the critic parameter estimatesŴ c are to their ideal values; hence, in RL literature, each evaluation of the BE is interpreted as gained experience. Since the BE in (11) is evaluated along the system trajectory, the experience gained is along the system trajectory.
Learning based on simulation of experience is achieved by extrapolating the BE to unexplored areas of the state space. The critic selects a set of functions {x i : R n → R n } N i=1 such that each x i maps the current state x (t) to a point x i (x (t)) ∈ B r (x (t)). The selected functions x i satisfy the following assumption.
Assumption
1. The selected set of functions
where
, and λ min {·} denotes the minimum eigenvalue.
The critic then evaluates a form δ ti : R ≥t0 → R of the BE for each x i as
wherê
The critic then uses the BEs from (11) and (14) to improve the estimateŴ c (t) using the recursive least-squares-based update laẇ
are learning gains, and Γ (t) denotes the least-square learning gain matrix updated according tȯ
In (16), β ∈ R >0 is the forgetting factor, and Γ ∈ R >0 is the saturation constant. Motivated by a Lyapunov-based stability analysis, the actor improves the estimateŴ a (t) using the update laẇ
where η a1 , η a2 ∈ R >0 are learning gains,
) .
E. Stability Analysis
For notational brevity, time-dependence of all the signals is suppressed hereafter. Let B ζ ⊂ R n+2L denote a closed ball with radius ζ centered at the origin. Let B χ B ζ ∩ R n . Let the notation (·) be defined as h sup ξ∈Bχ h (ξ) , for some continuous function h : R n → R k . To facilitate the subsequent stability analysis, the BEs in (11) and (14) are expressed in terms of the weight estimation errorsW c W −Ŵ c andW a = W −Ŵ a as
where the functions ∆, ∆ i : R n → R are uniformly bounded over B χ such that the bounds ∆ and ∆ i decreases with decreasing ∇ . Let a candidate Lyapunov function V L :
where V * is the optimal value function, and
The update law in (16) 
Since the optimal value function is positive definite, (19) and [21, Lemma 4.3] can be used to show that the candidate Lyapunov function satisfies the following bounds
for all t ∈ R ≥t0 and for all Z o ∈ R 2+2L . In (20) , v l , v l :
To facilitate the analysis, let ι ∈ R >0 be a constant defined as
The sufficient conditions for the subsequent Lyapunov-based stability analysis are given by
Note that the sufficient conditions can be satisfied provided the points for BE extrapolation are selected such that the minimum eigenvalue c, introduced in (13) is large enough and that the StaF kernels for value function approximation are selected such that and ∇ are small enough. To improve computational efficiency, the size of the domain around the current state where the StaF kernels provide good approximation of the value function is desired to be small. Smaller approximation domain results in almost identical extrapolated points, which in turn, results in smaller c. Hence, the approximation domain cannot be selected to be arbitrarily small and needs to be large enough to meet the sufficient conditions in (21) . Theorem 1. Provided Assumption 1 holds and the sufficient gain conditions in (21) are satisfied, the controller in (12) and the update laws in (15) - (17) ensure that the state x and the weight estimation errorsW c andW a are ultimately bounded.
Proof: The time-derivative of the Lyapunov function is given bẏ
Using the fact that the ideal weights are continuously differentiable functions of the state, the time derivative of the ideal weights can be expressed aṡ
Using (15) 
Provided the sufficient conditions in (21) hold, the time derivative of the candidate Lyapunov function can be bounded aṡ
Using (20), (21) , and (23), [21, Theorem 4.18] can be invoked to conclude that Z is ultimately bounded, in the sense that lim sup t→∞ Z (t) ≤ v l −1 (v l (ι)) .
IV. CONCLUSION
In this paper an infinite horizon optimal regulation problem is solved using a new approximation methodology called the StaF kernel method. Motivated by the fact that a smaller number of basis functions is required to approximate functions on smaller domains, the StaF kernel method aims to maintain good approximation of the value function over a small neighborhood of the current state.
State-of-the-art solutions to solve infinite horizon optimal regulation problems online aim to approximate the value function over the entire operating domain. Since the approximate optimal policy is completely determined by the value function estimate, state-of-the-art solutions generate policies that are valid over the entire state space. Since the StaF kernel method aims at maintaining local approximation of the value function around the current system state, the StaF kernel method lacks memory, in the sense that the information about the ideal weights over a region of interest is lost when the state leaves the region of interest. Thus, unlike existing techniques, the StaF method generates a policy that is nearoptimal only over a small neighborhood of the origin. A memory-based modification to the StaF technique that retains and reuses past information is a subject for future research.
