Abstract -Shape models are used for many tasks in modern image analysis, e.g., segmentation, tracking, etc. Rarely, the quality of fit of adapted shape models is automatically determined to decide whether the model fitting was successful. This paper develops a principal strategy to measure the success of the model adaptation and defines a quality of fit measure for Stable Mass-Spring Models, which are especially appropriate for this purpose. The parameters of this measure can be estimated from a successfully fitted model instance. The quality of fit measure was tested with two medical segmentation tasks (left ventricles in SPECT data and lymph nodes in CT data) and could be shown to work well. Using application-specific thresholds on the quality of fit, we were able to detect automatically whether a segmentation succeeded or failed.
INTRODUCTION
Shape models incorporate knowledge about specific shapes or classes of shapes (e.g. Mass-Spring Models [1] , Active Shape Models [2] , Stable Mass-Spring Models [3] , etc.). They are different from models that only have knowledge of shape properties or features like smoothness of curvature (e.g. Active Contour Models [4] ). Shape models are used for many tasks in image analysis today where specific objects play an important role, e.g., object segmentation, object tracking, or even object registration. The techniques using shape models are mostly evaluated by comparing the adapted shape models with some kind of ground truth, which is often a manual segmentation of an expert.
Rarely, the quality of fit of adapted shape models is calculated, describing how well the model fits the data, i.e., whether the model knowledge is found in the data. This would not be a replacement for a comparison to the ground truth, but a method to identify a failed segmentation automatically without requiring expert knowledge.
Furthermore, object recognition based on shape models would benefit strongly from such a measure, because by using a quality of fit function it can be decided whether a model has adapted to an expected target object in the dataset. If a model can be guaranteed to adapt to its target structures under certain circumstances (e.g., a close starting point, as stated in [5] ) the quality of fit of an adapted model allows one to judge the existence of target structures in the data, which is the goal of object recognition. 1 The text was submitted by the author in English.
As far as we know, only [6] uses a simple quality of fit measure to estimate the fitness of mass-spring model individuals during a genetic approach for object classification. In this case, the quality of fit depends on whether the sensors connected to the masses have high inputs and whether the global scaling of the model does not change. This is an interesting approach, but it only works for the rare case of mass-spring models that do not deform without scaling.
PROBLEM STATEMENT
The quality of fit shall be calculated for a Stable Mass Spring Model (SMSM) that has already adapted to the data. We will also show that this kind of shape model is especially appropriate for this task.
The quality of fit should be high, if a model fits the data without significant deformation. If the model does not find data to fit or adapts to data not belonging to its target structure, the quality of fit should be low.
APPROACHES AND TECHNIQUES
After the characterization of the requirements of a quality of fit function, different types of models are investigated regarding their appropriateness for calculating a quality of fit for them. Finally, a specific quality of fit function is defined for SMSMs.
Characterization of the Quality of Fit
Shape models balance model (i.e., shape) knowledge and data information. This way, artifacts, noise, or missing data can be compensated by knowledge about what kind of data is expected. In the ideal case, model knowledge and data information match perfectly when a model is adapted to the data (case 1 in Table 1 ). This case occurs when an undeformed model can be per-
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On the other hand, models with a bad fit show two possible behaviors, as our tests show (see Section 4):
(i) The model keeps its shape, but does not match the structures in the data it has adapted to (case 2 in Table 1 ). Hence, it is located at the wrong position.
(ii) The model collapses, since it was attracted by structures in the data that differ strongly from the expected object shape (case 3 in Table 1 ). Hence, it adapted to a wrong structure.
A third possible alternative is that the model both collapses and does not match with the data at the same time (case 4 in Table 1 ). However, this alternative is unlikely (if the model does not match any data, there is no reason why it should have deformed) and was therefore not observed. Table 1 schematically illustrates the possible behaviors.
To compute the quality of fit of a shape model, it must be determined how much the adapted model complies with the data information and its own shape knowledge.
Suitability of Different Model Types
The model's compliance with the data can be determined by comparing the expected data with the real data for all sensors of the model. This can be easily achieved for sensor-based models which perform a discrete data sampling, e.g., Mass-Spring Models, Active Shape Models, etc., but it can be much harder for implicit models like Deformable Superquadrics [7] , for which an integration of the data correspondence over the whole, implicitly given model boundary would be necessary.
The compliance with the model's own shape knowledge can be determined by measuring the deformation of the model, which is its change of shape decoupled from translation, rotation and possibly scaling. Many shape models have no direct ability to determine the pure deformation, or even the pure scaling.
Active Shape Models determine whether a model shape is valid or not [2] . In order to get quantitative information about the deformation, an implied probability distribution by the underlying point distribution model has to be used. However, this probability distribution heavily depends on the chosen set of training examples from the object class to describe, which makes the deformation estimation doubtful.
For some physically-based shape models, there is also a problem with the deformation calculation, because they are based on some sort of springs (e.g., Mass-Spring Models) or similar entities (like the simplices in finite element models [8] ), which describe both deformation and scaling at the same time. Even more problems arise if the model topology can change (like in [9] ) and the local forces are redistributed over the model elements.
Stable Mass-Spring Models (SMSMs), however, offer the possibility of directly estimating the deformation. This type of mass-spring model uses an additional torsion force to maintain the springs' rest directions and has a rotatable coordinates system. Therefore, a significant deformation leads to high torsion forces and can thus be measured directly.
For this reason, we will use SMSMs to calculate the quality of fit in a straightforward and consistent way. SMSMs use different forces in their adaption process. The sensor force acts on the sensors at the masses and pulls them in direction of the expected data (e.g., intensity sensors strive for high intensities in the data, so that they would have a high sensor input after an ideal adaptation). Hence, an SMSM matches the data if its sensors receive the expected input. Besides the spring forces known from regular mass-spring models, SMSMs have an additional torsion force acting against the contortion of the springs, which is the reason for deformation. So, an SMSM matches its shape knowledge when its torsion forces are low.
Definition of a Quality of Fit Function
In this section, a quality of fit function q overall will be defined for Stable Mass-Spring Models. This function consists of two components measuring the quality of fit regarding only the model knowledge (deformation and possibly scaling) or the data, respectively.
The quality of fit for the model knowledge q model directly depends on the measured and decoupled model shape (i.e., the deformation) and size, as Eq. (1) shows, because either a strong deformation or scaling prevents a high quality of fit. In some cases, where size does not matter, q model should only depend on the shape.
(1)
The needed qualities of the shape fit q shape (Eq. (2)) and the size fit q size (Eq. (3)) are similarly defined for the current torsion force f torsion and the current spring force f spring . We use a delimited linear filter function with force limits for good fit (marked with upper index "1" in Eq. (2) and a bad fit (marked with upper index "0" in Eq. (2)). The limit for the good fit is necessary, because the instances of the target objects in the data vary, and even in models with a perfect fit torsion and spring forces occur at a low level without affecting this perfect fit. Furthermore, the limit for the bad fit is necessary, because there is no fit anymore above a certain force strength. In between these limits, we state a direct linear relation for simplicity.
The quality of fit of the data q data directly depends on the values of the model's different groups of sensors, as Eq. (4) shows. The single qualities of fit for all these groups are averaged, weighted by the group sizes , so that all sensors are weighted equally. In principle, asymmetric weightings are imaginable, but they have to be carefully adjusted to the semantics of individual models.
The single qualities of fit for the different sensor groups are computed similarly to q shape and q size as a delimited linear filter function of the average sensor values s i of these groups (see Eq. (5)). Again, an upper sensor value limit exists, above which a fit has q model q shape if size does not matter
the quality of 1 (meaning 100%), along with a lower sensor value limit , below which a fit has the quality of 0 (meaning 0%).
(5)
According to Table 1 , the overall quality of fit q overall is composed from the qualities of fit by combining the model knowledge q model and the data q data by a numerical AND operation (i.e., minimum), as Eq. (6) shows, because both are necessary for a successful model fitting.
(6) Equation 6 yields an absolute value q overall ∈ [0, 1] for the quality of fit, where the good fit value is 1 (100%) and the bad is 0 (0%). In accordance with Table 1 , this results in a quality of fit function that is only high if the model complies with the data and its own model knowledge (shape/possibly size).
Parameter Estimation for the Quality of Fit Function
The quality of fit function introduced in Section 3.3 depends on a set of parameters defining the limits of the used linear filter functions. In each case, these force and sensor value limits describe where the qualities of fit of the different aspects become good or bad respectively. So it is straightforward to measure these limits in sample models with good or bad fitting and to estimate the limit parameters directly from these measurements.
The good fitting case can be easily covered by a well-fitted model on an arbitrary dataset (upper index "fitted" in the following equations). Equations (7), (8) , and (9) show the corresponding parameter estimations.
The bad fitting case cannot be easily constructed, because this requires adapted models, in which only the specific aspects (shape, size, data) have a bad fit. Since the sensor values and the resulting forces interact with each other in the model adaption process, and each model adaptation process strives for a good fit, these bad fitting cases cannot be constructed by adaption, but have to be simulated.
For the shape fit, a bad case can be constructed by randomly permuting the positions of the model's masses, which normally deforms the model completely It is difficult to directly generate a bad size fit, because it is a priori not clear at which scaling level the size becomes bad. However, this information is implicitly encoded in the model, because the sensors have only strength to scale the model to a certain level. So it is given by the spring force constants in relation to the other force constants and the expected data value range.
Since the inner (torsion and spring) forces of the model react on the sensor forces acting externally, the spring forces of an undeformed model are limited by the possible sensor forces. In a balanced state after the model adaption, those spring forces are defined by the still acting sensor forces plus the minimal allowed torsion forces in the non-deformed case. On this basis, the spring forces for a bad size fit are estimated by Eq. (11), using the highest possible sensor forces in the doubled target structure's bounding box region B . This is the region where good fits to the target structure are barely possible (see [5] for an application study on this), and therefore, where the highest sensor values should occur in the target object's environment, in which the locally adapting Stable Mass-Spring Models are normally used. Thus, to estimate the necessary parameters for the above-defined quality of fit function, only a successfully fitted model on a real sample dataset is needed. For higher robustness of the parameters and for a wider consideration of the possible variance of good fitting on different individual target structures of the modeled class, it would be reasonable to average these parameter estimations over several well-fitted models on different data.
EXPERIMENTS AND RESULTS
In this chapter, the material of the two application cases and the experiments for testing the quality of fit are described. Finally, the measured results are shown. 
Material
We tested the presented quality of fit function on two medical segmentation tasks:
(i) segmentation of the left ventricle in SPECT data (12 left ventricles), and
(ii) segmentation of enlarged lymph nodes in CT datasets of the neck (27 lymph nodes).
In both application cases, a working 3D segmentation model was available ( [10, 11] , see Fig. 1 ) that only needed to be placed and started in direct vicinity to the target objects. The models converge in both application cases, due to the use of damping effects during the adaptation. Thus, a balanced state can nearly always be reached. Furthermore, the quality of fit parameters were estimated as described in Section 3.4 on a randomly chosen automatically well-fitted model.
Experiments
We started the SMSMs directly on the target objects (left ventricles and lymph nodes) so that the segmentation always succeeded in these cases, and we calculated the quality of fit as described in Section 3. Afterwards, we started the same number of SMSMs at randomly chosen positions in the dataset where no similar objects lay in the vicinity. In these cases, where the segmentations always failed, we calculated the quality of fit again. The simulations were stopped, when the models had converged or when a maximal step count of 1000 simulation steps was reached. This finishing condition DORNHEIM is necessary, because in some cases, models do not stop clearly, but finish in a slight oscillation, due to the time discrete simulation.
Results
For the successful fits, we measured significantly higher quality of fit values in both application cases than for the unsuccessful fits (see Tables 2 and 3 ). But the value ranges for successful and unsuccessful fits lie close together, so that they may overlap. However, it is possible to determine application-specific thresholds for separating the successful from the unsuccessful segmentations automatically with only minor false classifications.
Furthermore, in our experiments, the quality of fit's value range [0, 1] is fully (Table 3) or mostly ( Table 2) used, but most of the quality of fit values lie inside this value range [0, 1] . This depends on an adequate parameter estimation of the quality of fit function and yields a detailed discrimination ability of the quality of fit function.
Another interesting observation was that the unsuccessful segmentations failed in exactly two ways:
(i) The SMSM did not deform, but drifted towards regions in the dataset without prominent structures, where they did not fit to this information, of course (see Fig. 3 ). This behavior corresponds to case 2 in Table 1 .
(ii) The SMSM deformed completely to stick to data that was not similar to their rest shape (see Fig. 5 ). This behavior corresponds to case 3 in Table 1 .
SMSMs deforming in data regions without prominent structures (corresponding to case 4 from Table 1) were not found. Of course, all successful fits corresponded to case 1 from Table 1 , because they fitted the data and stuck to their model knowledge (shape, size).
INTERPRETATION AND CONCLUSIONS
As shown in Section 4, the presented quality of fit function for SMSMs clearly worked as desired. Well-fitted models (in the case of successful segmentations) always had high quality of fit values, while poorly fitted models (in the case of unsuccessful segmentations) always received significantly lower values. Thus, using a threshold to determine the success of segmentation automatically by an SMSM is principally possible. Furthermore, the introduced parameter estimation method for the quality of fit function (Section 3.4), which only relies on a single sample in each application case, was adequate for the two application cases and was the reason for the detailed discrimination ability of the quality of fit function.
The SMSM model concept proved to be appropriate for calculating a meaningful quality of fit function. This is because they are sensor-based models using torsion forces that directly correspond to their deformation, and spring forces that directly correspond to their scaling. Finally, the results described in Section 4.3 support our theory in Section 3 about the possible combinations of model compliance with the data information, their own shape knowledge, and the corresponding implications (see Table 1 ).
In future work, it is promising to develop object recognition methods on difficult medical data by using this quality of fit function. As a special case, it is also possible to use it for the automation of several model-based segmentation applications that need manual start point placements. Last but not least, the concrete extension of this quality of fit concept to other kinds of models, as mentioned in Section 3.2, would be very valuable.
