Abstract. Redundancy of experimental data is the basic statistic from which the complexity of a natural phenomenon and the proper number of experiments needed for its exploration can be estimated. The redundancy is expressed by the entropy of information pertaining to the probability density function of experimental variables. Since the calculation of entropy is inconvenient due to integration over a range of variables, an approximate expression for redundancy is derived that includes only a sum over the set of experimental data about these variables. The approximation makes feasible an efficient estimation of the redundancy of data along with the related experimental information and information cost function.
imental data. We know that it is reasonable to repeat experiments as long as they yield essentially new data, and to stop repetition when the data become redundant. In order to describe this concept objectively, we have introduced in previous articles [2, 3] two statistics called experimental information I and redundancy R of experimental data based on the entropy of information [4] . Their difference C = R − I can be interpreted as the information cost function of the experimental exploration. From the cost function minimum, the proper number N • of experiments can be determined in an objective way. The entropy of information is defined by the integral of a nonlinear function of the probability density function of experimental data, and consequently its calculation is numerically demanding. This property represents a serious obstacle, especially when treating multivariate data. Therefore, our aim is to show how this obstacle can be effectively avoided by estimating data redundancy without integration. For this purpose we first briefly repeat the route to the definition of redundancy [2, 3] and subsequently show how the integral in the corresponding expression can be approximated.
The performance of the derived approximate method of calculation is demonstrated using two-dimensional normally distributed random data.
Redundancy of experimental data
Let us consider a phenomenon characterized by N measurements of a variable x using an instrument with span
Properties of the instrument are specified by calibration on a unit u. The probability density function (PDF) of the instrument's output scattering during calibration is described by the scattering function ψ(x, u).
When the scattering is caused by mutually independent disturbances in the experimental system, the scattering function is Gaussian [1, 4] :
We apply this function in our further treatment. The mean value u and standard deviation σ can be estimated statistically by repetition of calibration.
Let x i denote the most probable instrument output in the i-th experiment. Using ψ(x, x i ) we describe the properties of the explored phenomenon during the i-th experiment. Similarly, the properties in a series of N repeated experiments, which yield the basic data set {x i ; i = 1, . . . , N }, are described by the experimentally estimated PDF:
In addition, we introduce a uniform reference PDF ρ(x) = 1/(2L) indicating that all outcomes of the experiment are hypothetically equally probable before executing the experiments.
Based upon functions f N (x) and ρ(x) we describe the indeterminacy of variable x by the negative value of the relative entropy [5, 6, 7] :
Similarly, we describe the uncertainty H u of calibration performed on a unit u by:
Using the difference of these statistics we define the experimental information:
Using Eq. 2 in this expression we get:
If we express the logarithm in the second term as:
we obtain:
The second and the fourth term on the right side of this equation yield 0 and we get:
With the last term we introduce the statistic called redundancy of data:
with which we get the basic relation:
If |x i − x j | ≫ σ for all pairs i#j, there is no overlapping of functions ψ(x, x i ), ψ(x, x j ); therefore, the sum in the logarithm is ∼ 0, and consequently the redundancy is R ∼ 0. In the opposite case, when |x i − x j | ≪ σ, it follows that ψ(x, x i ) ∼ ψ(x, x j ). Due to good overlapping in this case, the corresponding term in the expression of R yields log(2)/N and R > 0.
This property indicates that experimental information is increasing with increasing N as I ∼ log(N ) if the acquired data are well separated with respect to σ. However,
with an increasing number of data, they are ever more densely distributed, which results in an increasing overlapping of distributions that causes increasing redundancy of measurements. Although the expression in Eq. 10 for redundancy R is rather cumbersome due to the included integral, we expect that R could be estimated without integration by the simpler function of distances between data points. For this purpose we next consider the properties of the scattering function ψ(x, x i ).
If the Gaussian function ψ(x, x i ) = g(x − x i , σ) is considered as an approximation of the delta function δ(x−x i ), and the logarithm as a slowly changing function, the integration in Eq. 10 can be carried out, which yields for the redundancy the first order approximate expression without the integral:
If we take into account Eq. 1, we get for the redundancy the following approximate expression that depends only on standard functions of distances between data points:
However, this first order approximation is rather rough because the distribution ψ(x i , x j ) has the width σ > 0 and the logarithm in Eq. 10 includes the fraction of functions
To proceed to a better approximation,
we have examined the case of just two data points, since it mainly determines the property of the redundancy. In this case the integration of the first three terms in a Taylor series expansion of the logarithm yields the second approximation:
which is obtained from the previous one by merely chang- 
Numerical investigations have further shown that this formula also yields good results in cases with many data points.
Since the integral is excluded from Eq. 15, the redun- 
Numerical examples
To demonstrate the properties of the approximations R 1 , In order to provide for reproduction of the demonstrated example, we consider a two-dimensional Gaussian random phenomenon with zero mean value. The standard deviation of both components is equal to s = 2.5, while their covariance is zero. The data generated by a standard Gaussian generator are represented in the twodimensional span (−10, +10) ⊗ (−10, +10) using the scattering width σ = 0.5. In such a case we can theoretically predict that the proper number of data samples should be
For the demonstration, a set of N max = 100 twodimensional data samples {(x i , y i ); i = 1 . . . N max } was generated. The corresponding probability density function was estimated using Eq. 2 adapted to the two-dimensional case with statistically independent components:
The resulting PDF with N = 100 is graphically represented in Fig. 2 . From the generated data the redundancy was calculated using Eqs. 10 and 15 adapted to the two-dimensional case. The dependence of redundancy R on the number N of accounted data points is shown in Fig. 3 . 
Conclusions
From the statistics introduced in the previous articles [2, 3] based on information entropy, we have here derived an approximate formula for the calculation of redundancy R of experimental data. It is important that this formula does 
