The Internet routers employing the random early detection (RED) algorithm for congestion control suffer from the problem of chaotic queue oscillation. It is well known that the slowly varying nature of the average queue size computed using an exponentially weighted moving average (EWMA) used in the RED scheme causes this chaotic behavior. This paper presents a new mathematical function to model the weighting parameter used in the EWMA. The proposed weighting function incorporates the knowledge of the dynamic changes in the congestion characteristics, traffic characteristics and queue normalization. Using this pragmatic information eliminates the slowly varying nature of the average queue size. It is evident from our simulations that the proposed approach not only reduces the chaotic queue oscillation significantly but also provides predictable low delay and low delay jitter with high throughput gain and reduced packet loss rate even under heavy load of traffic conditions. Keywords: Random early detection; Queue oscillation; Congestion characteristics; Traffic characteristics; Queue normalization Article: 1. Introduction At this time the drop-tail mechanism is the only practicable solution in the Internet routers to control network congestion when the queue buffer becomes full. When the Internet routers start to drop significant amount of packets, in practice the network operators add more memory (buffer) to the routers. This practicable solution leads to high delay and delay jitter at the Internet routers causing poor Quality of Service (QoS) to the Internet users. In generalized term the schemes called the Active Queue Management (AQM) techniques have been proposed to alleviate this problem. The most commonly referred AQM technique is the random early detection (RED) and it was introduced by Floyd and Jacobson [1] in 1993.
Introduction
At this time the drop-tail mechanism is the only practicable solution in the Internet routers to control network congestion when the queue buffer becomes full. When the Internet routers start to drop significant amount of packets, in practice the network operators add more memory (buffer) to the routers. This practicable solution leads to high delay and delay jitter at the Internet routers causing poor Quality of Service (QoS) to the Internet users. In generalized term the schemes called the Active Queue Management (AQM) techniques have been proposed to alleviate this problem. The most commonly referred AQM technique is the random early detection (RED) and it was introduced by Floyd and Jacobson [1] in 1993.
The RED scheme uses a number of processes and control parameters. The processes include calculation of average queue size using EWMA and calculation of probabilities for making decisions to drop packets. The control parameters include a weight parameter w q (used to calculate the average queue size in order to achieve a stable operating point for the queue size), two thresholds parameters q min and q max (used to control the average queue size) and the maximum packet drop probability p max (used to make packet drop decisions). The control parameters can be tuned to achieve low delay and low delay jitter with high throughput gain and reduced packet loss rate in a congested network. Network operators are naturally interested in the predictable low delay and low delay jitter, which are the major components of the QoS requirements. However, the guideline associated with the RED scheme suggests choosing a small constant value for w q . It makes the average queue size sensitive to different congestion characteristics, traffic characteristics and queue normalization resulting in an instantaneous queue oscillation.
The instantaneous queue oscillation leads the system to a chaotic state. The chaotic behavior of the instantaneous queue oscillation has been studied by Ranjan, Abed and La [2] using the bifurcation behavior. They stated that the bifurcations occur as the average queue size slowly varied due to small and inaccurate value of w q and it moves the queue dynamics from a stable fixed point to an oscillatory behavior and finally to a chaotic state. Thus the network operators cannot provide their customers a QoS delivery in congested routers. Therefore, continuous tuning of control parameters for different traffic conditions becomes necessary to adapt to the average queue size and to keep the system from reaching to a chaotic state. In spite of its drawbacks, the RED algorithm has been recommended by the Internet Engineering Task Force (IETF) with the expectation that the users of the RED in the Internet routers make their own effort to select suitable control parameters for their network [3] . Therefore it becomes necessary to find an automatic tuning mechanism for the RED.
Since the introduction of the RED algorithm several AQM techniques [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] 17, 18] have been proposed including the adaptive RED (denoted by ARED) [11] , the refined RED (we denote it by R-RED) [12] , the double slope RED (DS-RED) [13] and the modified RED (M-RED) [14] . The ARED scheme was proposed in 2001 as an improvement to the RED scheme. The ARED, while satisfying all the AQM requirements [1] , increases throughput when the network is not congested and decreases the congestion otherwise. It also offers predictable average delay at the router which satisfies the QoS requirement. The ARED scheme incorporates the link speed to set w q (which is a constant) automatically to achieve its goals. The ARED keeps the average queue size within a target range halfway between the thresholds q min and q max modifying p max slowly and infrequently using the AIMD (additive-increase-multiplicative-decrease) policy. This process gives a better result than the RED in general for throughput gain with the added advantage of a predictable queuing delay. However, the chaotic queue oscillation is still a problem in ARED especially in a heavily congested network.
M-RED technique [14] was proposed by Feng et al. mainly for the purpose of handling bursty traffic conditions in RED gateways. The authors suggested a simple modification to the conditions used by the RED to make packet marking/dropping decisions. Although this approach pro-vides higher throughput than RED it cannot reduce the chaotic queue oscillation because it does not incorporate a mechanism for that. Similarly the DS-RED technique [13] was also developed focusing on improving the throughput compared to the RED scheme. In this technique the fundamental way of calculating the drop function in RED has been changed to achieve better stability in the changes in average queue size. The same as the M-RED this technique also does not incorporate any mechanism to control the queue oscillation.
The queue oscillation problem that is caused by the slowly varying nature of the average queue size in RED was addressed by Wang and Shin in 1999 in their R-RED technique [12] . In the R-RED technique the dynamic adjustments of the queue weight w q and maximum drop probability p max were incorporated. The R-RED sets different values for the weight within six different windows that are defined with respect to the surplus over buffer size. The main purpose of doing this is to detect the transient congestion quickly when the buffer is nearly full and to sense the congestion resulting from bursty traffic. At the same time they also tuned the setting of maximum drop probability so that the burstiness of incoming traffic is controlled to avoid buffer overflow. The parameters w q and p max are adjusted discretely (not continuously) at different levels between the minimum and maximum threshold within the queue buffer. This paper presents a technique called -AutoRED‖ that adopts the desired properties of the RED or the ARED scheme, when it is used with the RED-based or the ARED-based schemes, respectively. In contrast to R-RED the proposed approach adjusts the parameter w q continuously and uses the same approach as the RED to modify p max . The proposed technique modifies the fundamental way of calculating the average queue size using EWMA in the RED scheme. It models the weight used in the EWMA model by using the information of the network characteristics, namely congestion characteristics, traffic characteristics and queue normalization. This approach eliminates the slowly varying nature of the average queue size while preserving RED's original goal of filtering the changes in the instantaneous queue size resulted from the burst of traffic or transient congestion so that these instantaneous changes do not give significant increases in the average queue size. Thus AutoRED reduces the instantaneous queue oscillation to avoid the networks going into a chaotic state even in a highly congested network. It can also provide predictable low delay and low delay jitter with high throughput gain and reduced packet loss rate. The remainder of this paper is organized as follows: the core structure of the RED scheme is presented in Section 2. In Section 3 the proposed method is discussed. Section 4 presents simulation results. Section 5 presents the final conclusion.
Core structure of RED
In the RED scheme [1] the average queue size denoted by q avg,t is calculated using the following EWMA equation:
In this equation qt represents the instantaneous queue size at time t and wq is a small constant which is chosen according to the guideline of the RED scheme to allow network operators to tune the performance for different network conditions. This formula is used to compute the average queue size when the instantaneous queue qt is not empty. However, when the queue is empty the RED scheme [1] suggests the following formula to calculate the average queue size:
In this equation t is the current time, T is the start of the queue idle time and f(·) is a linear function of the time t. In order to interpret the effect of the weight parameter w q and the network characteristics on the average queue size, Eq. (1) is rewritten as follows:
In this equation, the term q avg, t -q avg,t-1 on the left hand side defines the changes in the average queue size over a unit time. Similarly the term q t -q avg,t-1 on the right hand side describes the changes in the instantaneous queue size with respect to the average queue size over a unit time. The above equation reflects two types of network characteristics namely the congestion characteristics (which include transient congestion) and the traffic characteristics (which include burst of traffic). The purpose of the weight w q on the right hand side is to filter the short-term changes in the queue size resulted from the burst of traffic or transient congestion. Thus the short-term change in the queue size does not significantly affect the average queue size increase, because the weight w q is set to a small constant value as recommended by the RED scheme.
Alternatively, the ARED recommends the weighting parameter w q to be calculated using a time constant -1/ ln(1 -w q ) and the channel capacity [11] . This alternative way of obtaining a value for w q is now used in both the RED scheme and the ARED scheme. From the Eq. (3), we can see that the average queue size increase is small and it only reflects the instantaneous network characteristics, not its dynamic changes in the network characteristics.
The goal of this paper is to model the weight w q as a time dependent parameter reflecting the dynamics of three types of network characteristics: (i) dynamics of congestion characteristics which include changes in transient congestion, changes between congestion and no congestion status, (ii) dynamics of traffic characteristics which include changes in burst of traffic and steady state and (iii) queue normalization. Incorporating the stated network characteristics into the calculation of w q allows the proposed scheme to derive a meaningful increase in the average queue size and eliminates the slowly varying nature of the average queue size that leads to chaos. As a result the chaotic queue oscillation is avoided or reduced significantly.
Proposed method
The proposed scheme redefines the EWMA model used in the RED scheme as follows:
where q t is the instantaneous queue size at time t, q avg,t-1 is the average queue size at time t -1, q avg,t is the average queue size at time t, w q,t is the newly defined time dependent weighting function, p t is the probability that the net-work can lead to congestion at each step according to the information available at current time t, ln() is the natural logarithm, and bs is the buffer size. The weight w q,t is modeled as a combination of three network characteristics: dynamics of congestion characteristics, dynamics of traffic characteristics and queue normalization. To further clarify the proposed model, the definition of the weighting parameter w q,t is rewritten as a product of three functions as follows:
Congestion characteristics
The first function I t is time dependent and it describes the dynamics of congestion characteristics of the network. It is used in the calculation of the average queue size so that the average queue size can be changed with respect to the dynamics of congestion characteristics of the network. It represents the probability that the system can lead to congestion in two steps (two consecutive times) according to the information available at time t. In order to describe this model mathematically, a new random variable t as a function of q t -q avg,t-1 (which is an indicator for congestion) is defined. It describes the dynamic changes in congestion characteristics of the network as follows:
where 1 indicates that the network is leading to congestion and 0 indicates that the network is leading to no congestion.
The variable t forms a sequence of independent Bernoulli trials [15] between two possible outcomes, congestion (1) or no congestion (0). If p t represents the probability that the network can lead to congestion at time t+1 based on the queue status at time t then the number of steps t required to obtain the first indication of congestion obey the probability law of Geometric distribution [15] :
represents the probability that the network is leading to congestion in two steps according to the information available at time t. In other words, it defines the probability that the system alternates between congestion and no congestion in two consecutive steps. In the proposed model this probability is used to alter q t -q avg,t-1 in order to incorporate the dynamics of congestion characteristics in the calculation of the average queue size. Fig. 1 shows the parameter I t as a function of p t and we can see that the dynamic range of this component is [0,0.25].
1. 1. Calculating the probability p t
The probability (p t ) that the network can lead to congestion at time t + 1 based on the queue status at time t is calculated using the following equation: p t = n t / (n t + ).
In this equation n t and stand for the number of times q i ≥ q avg,i-1 and q i < q avg,i-1 , respectively, within the time duration i = 0 ..., t. Hence the probability that the network can lead to no congestion at time t + 1 based on the queue status information at time t would be 1 -p t = / (n t + ) This process is used in the proposed approach to calculate the congestion characteristics function I t = p t (1 -p t ) dynamically.
Traffic characteristics
The second function is also time dependent but it describes the dynamics of the traffic characteristics of the network. It is used in the calculation of the average queue size so that the average queue size can be changed with respect to the dynamics of the traffic characteristics of the network.
In order to model this parameter, the effect of 1-unit packet increase in the queue size over two consecutive steps t and t + 1 is considered. That is, we call -1-unit packet increase‖ when q t -q avg,t-1 = 1 or when q tq avg,t-1 = x t and q t + 1 -q avg,t = x t + 1. Suppose there was a 1-unit packet increase in the queue size at time t (i.e. q t -q avg,t-1 = x t = 1) then the effect on the traffic characteristics by a 1-unit packet increase at time t +1 (i.e. q t+1 -q avg,t = 1 + 1) is 50%. Similarly if there was a 2-unit packet increase at time t (i.e. q t -q avg,t-1 = x t = 2) then the effect on the traffic characteristics by a 1-unit packet increase at time t + 1 (i.e. q t + 1 -q avg,t = 2 + 1) is 33.3% which is less than 50%. Using this trend the effect of 1-unit packet increase on the traffic characteristics over two consecutive steps can be defined as the following function f(x t ) with respect to increasing queue size
where the queue size increase x t satisfies 1 ≤ x t ≤ bs. In the proposed model the following function is chosen:
The reason for choosing this function is that it satisfies the modeling requirement and the condition in Eq. (12) as follows:
The Fig. 2 shows that the dynamics of the traffic characteristics follow the linear property with respect to increasing queue size. However Fig. 3 confirms that an effect of 1-unit packet increase on the dynamics of the traffic characteristics is nonlinear with respect to network's increasing queue size.
Justification for the constant 5.923
Let us first generalize the Eq. (14) as follows to obtain a value for the parameter -a‖:
In the proposed model the effect of 1-unit packet increase on the dynamics of traffic characteristics, when 1-unit packet increase was in the queue, is 50%. That is the following condition is satisfied when x t = 1:
To find a numeric value for the parameter -a‖ the mathematical expression on the left hand side is graphed for a range of values of the parameter -a‖. This graph is presented in Fig. 4 . From this figure we can see that the function is closer to the maximum value of 0.5 within the range 5.90 ≤ a ≤ 5.95. Therefore we extracted the data in this range and presented in Table 1 and then plotted them in Fig. 5 . Using the data in this table the average of the parameter -a‖ is calculated to 5.9225 (rounded to 5.923) and used in the model.
Queue normalization
The third function bs is a time independent parameter and it allows normalization of instantaneous queue size changes with respect to the buffer size. Therefore using these three parameters I t , t , and bs the weight w q,t can be obtained dynamically to incorporate the dynamic changes in the congestion characteristics and traffic characteristics in the calculation of average queue size. This new way of calculating the weight parameter eliminates the chaotic queue oscillation. Hence the weight w q is adjusted according to the 1-unit packet increase characteristics using this mathematical expression. It eliminates the slowly varying nature of the average queue size and provides continuous adjustment to the average queue size with respect to the traffic and congestion characteristics resulted from 1-unit packet increase in the instantaneous queue.
Simulation results
The experimental set up for the simulations use a simple dumbbell topology, shown in Fig. 6 , with a congested link of 10 Mbps bandwidth and 20 ms delay between the routers R1 and R2 in the bottleneck link. NS-2 is used in the simulations [16] . 
Comparison of queue oscillation
To show the chaotic queue oscillation behavior in RED and ARED implementations, a scenario of sudden traffic increase in the network by increasing the number of flows is chosen. In this scenario 10 flows ran for entire 60 seconds and suddenly 170 new flows joined the traffic at the 20th second at the same time, made 180 flows ran for remaining 40 seconds. It can be clearly seen, in Figs. 7 and 8, respectively, that the RED and the ARED cannot tolerate such a sudden heavy load of traffic. Both the RED and the ARED scheme suffer from the chaotic problem. However the ARED tries to bring the average queue size down according to its goal of yielding low delay. With the same topology and traffic conditions, the RED or the ARED were used for the first 11 seconds and then ran AutoRED for the next 49 seconds to compare how effectively AutoRED reduces the queue oscillation resulting from the RED or the ARED. Therefore the time axis should be considered as three segments: (i) RED or ARED running alone from 0 to 11th seconds; (ii) AutoRED running from 11 to 20th seconds with same density of traffic and (iii) AutoRED running with the increase traffic density from 20 to 60th seconds. These segments are referred to as S1, S2 and S3, respectively. The results of this simulation are presented in Figs. 9 and 10 , respectively.
Comparing Figs. 7 and 9 and Figs. 8 and 10, it can be clearly seen that the AutoRED significantly reduces the instantaneous queue oscillation than the RED and the ARED, respectively. For example in the segment S2, where the moderate traffic condition is present, the AutoRED started to control the queue oscillation. Similarly in the segment S3, where the heavy traffic condition is present, the AuotRED have the full control over the queue oscillation. Also the rapid but small fluctuations in the average queue size show predictable low delay and low delay jitter under heavy load of traffic conditions. Now comparing the results of AutoRED with the results of R-RED (Fig. 11) we can see similar behavior in the control of queue oscillation. The queue oscillation behavior of R-RED supports the results in Fig. 7 (d) of paper [12] . Due to the discrete adjustment in w q and p max of R-RED algorithm the fluctuation is not fast enough to give high throughput and low packet loss rate (see the results in Table 2 ). We also noticed, in R-RED, that the length of the average queue size and the instantaneous queue length are closer to each other and it is also an indication of the higher packet loss rate and the low throughput conditions.
Dynamics of the AutoRED

The weighting parameter w q,t
The weighting parameters w q and w q,t are compared in Fig. 12 . In this figure the w q values are recorder for the first 11 seconds and then the changes in w q,t are recorded for the remaining 49 seconds. It can be clearly seen that the RED's weighting parameter w q is constant in the first 11 seconds and then it is upgraded to w q,t to an adaptive status. It also indicates that the AutoRED makes rapid changes to the weighting parameter to reduce the oscillation behavior of the queue size. Fig. 13 shows the congestion characteristics presented in Eq. (7) and Fig. 1 . This graph shows that the probabilistic expression I t = p t (1 -p t ) represents the true congestion characteristics resulted in our simulation.
Congestion characteristics
That is, the level of congestion increases with respect to the increase in the actual congestion density (note that more traffic joined the queue at time 20 s). Also it indicates that the dynamics of the congestion (congestion to no congestion and no congestion to congestion in two steps) is lower and rapid when the density of the traffic is high. Fig. 14 shows the traffic characteristics presented in Eq. (8) and Fig. 2 . The similarity in the rapid changes in the segments S2 and S3 indicates that the effect of 1-unit packet increase on the dynamics of the traffic is consistent over the different density of the network traffic. Table 2 provides the results of number of packets dropped, number of packets sent, throughput, throughput gain, packet loss rate when RED, ARED, R-RED, Auto-RED with RED and AutoRED with ARED are implemented. It can be seen in this table that the proposed AutoRED with RED scheme performs better than the RED scheme and similarly the proposed AutoRED with ARED scheme performs better than the ARED scheme. It can also be noticed that the R-RED has low number of packets dropped as well as low number of packets sent, which results in a low throughput, throughput gain and high packet loss rate for the R-RED scheme. The overall comparison of the results in the table indicates that the AutoRED with RED algorithm provides higher throughput gain (92.14%) and reduced packet loss rate (7.86%).
Traffic characteristics
Performance analysis
Discussion
This section answers the question of why the equation in (5) reduces the queue oscillation appropriately in the RED-based algorithms. In the original RED scheme the weight w q is chosen as a small constant to ignore the short-lived bursty traffic when the average queue size is calculated to make the packet drop decision. The choice of small value for the weight leads to slowly varying effect on the average queue size resulting in slow response to transient congestion as well as to high continuous bursty traffic. This slow response characteristic is causing instantaneous queue oscillation. That is the fluctuation between the buffer over-flow and buffer underutilization.
The R-RED adjusts the weight w q and p max using six thresholds as a function of minimum and maximum thresholds used in the RED scheme. The main idea is to incorporate some strength of the burstiness or transient congestion into the calculation of w q in addition to incorporating the presence of bursty traffic as carried out in the RED scheme. This technique reduces the effect of slowly varying nature of the average queue size and as a result reduces the queue oscillation. In contrast the AutoRED focuses on reducing this slowly varying effect by incorporating congestion characteristics, traffic characteristics and buffer normalization. It adjusts the weight w q continuously thus provides meaningful rapid changes to the weight w q .
The AutoRED uses the strength and the effect of both the burstiness and the transient congestion. The strength quantifies the amount of the burstiness and the transient congestion. Similarly the effect quantifies the amount of threat of the burstiness and the transient congestion. The strength of the burstiness and the transient congestion is determined by the parameter t in Eq. (8) and the buffer normalization in Eq. (9) . This strength is obtained using the meaningful traffic scenario (i.e. the strength of the 1-unit packet increase) explained in Eqs. (12)- (16) . The effect of the burstiness and the transient congestion is determined by the parameter I t in Eq. (7) . If the RED gateway is less likely to have transition between congestion state to no congestion state or vice versa (that is I t is closer to a 0) then the congestion history states that the current burstiness or the transient congestion is insignificant so we can use this small value to ignore the burstiness as used in the RED scheme. If it is high likely to have transition between congestion to no congestion state or vice versa (that is I t is closer to a 0.25) then the congestion history states that the current burstiness or transient congestion is significant so we incorporate the amount of burstiness or transient congestion in the calculation of the average queue size.
The AutoRED, by incorporating the traffic characteristics, congestion characteristics and queue normalization makes rapid meaningful changes to the weight. This rapid and meaningful change in the weight w q can be clearly seen in Fig. 12 . This characteristic eliminates the slowly varying nature of the average queue size and in turn allows the RED mechanism to make rapid and meaningful packet drop decisions.
