Abstract. This work is devoted to description of all translation-invariant p-adic Gibbs measures (TIpGMs) for the q-state Potts model on a Cayley tree of order k. In particular, for the Cayley tree of order three we give exact number of such measures. Moreover we give criterion of boundedness of TIpGMs
The p-adic numbers were first introduced by the German mathematician K.Hensel. They form an integral part of number theory, algebraic geometry, representation theory and other branches of modern mathematics. However, numerous applications of these numbers to theoretical physics have been proposed [2] to quantum mechanics and to p-adic valued physical observable [8] . A number of p-adic models in physics cannot be described using ordinary probability theory based on the Kolmogorov axioms.
In [12] a theory of stochastic processes with values in p-adic and more general nonArchimedean fields was developed, having probability distributions with non-Archimedean values.
One of the basic branches of mathematics lying at the base of the theory of statistical mechanics is the theory of probability and stochastic processes. Since the theories of probability and stochastic processes in a non-Archimedean setting have been introduced, it is natural to study problems of statistical mechanics in the context of the p-adic theory of probability.
We note that p-adic Gibbs measures were studied for several p-adic models of statistical mechanics [3, 4, 6, 7] , [13] [14] [15] [16] [17] [18] [19] [20] .
The Potts model is one of the most studied models in statistical mechanics, since this model is related to a number of outstanding problems in statistical and mathematical physics, and graph theory [5] . Originally, the Potts model was introduced as a generalization of the Ising model to more than two spin values. It is known that [13] there exist phase transition for the q-state p-adic Potts model on the Cayley tree of order k if and only if q ∈ pN. In [19] it was fully investigated translation-invariant p-adic Gibbs measures for the q-state Potts model on a Cayley tree of order two. In this paper, for some conditions to k and prime number p, we shall fully describe the set of TIpGMs for the q-state Potts model on a Cayley tree of order k. Moreover, we shall show that there occurs a phase transition for the p-adic Potts model on a Cayley tree of order three.
definitions and preliminary results
2.1. p-adic numbers and measures. Let Q p be the field of p-adic numbers with norm | · | p . Recall that Q p is a non-Archimedean (ultra-metric) space, i.e. its norm satisfies the strong triangle inequality. We often use the following property (p-adic norm's property):
It is known [9, 21] that any p-adic number x = 0 can be uniquely represented in the canonical form
where γ = γ(x) ∈ Z and the integers x j satisfy:
We recall that Z p = {x ∈ Q p : |x| p ≤ 1} and Z * p = {x ∈ Q p : |x| p = 1} are the set of all p-adic integers and units of Q p , respectively. A number a ∈ Q p \ {0} is called a k-residue modulo p if there exists a number x ∈ Q p such that x k ≡ a(mod p). Otherwise, a is called a k-nonresidue modulo p. [21] ) Let f (x) be polynomial whose the coefficients are p-adic integers. Let a 0 be a p-adic integer such that for some i ≥ 0 we have
Then f (x) has a unique p-adic integer root a which satisfies a ≡ a 0 (mod p).
A more detailed description of p-adic calculus and p-adic mathematical physics can be found in [9, 21] .
Let (X, B) be a measurable space, where B is an algebra of subsets of X. A function µ : B → Q p is said to be a p-adic measure if for any A 1 , ..., A n ∈ B such that A i ∩ A j = ∅, i = j, the following holds:
A p-adic measure is called a probability measure if µ(X) = 1. A p-adic probability measure µ is called bounded if sup{|µ(A)| p : A ∈ B} < ∞ (see, [8] ).
We call a p-adic measure a probability measure [4] if µ(X) = 1.
2.2. Cayley tree. The Cayley tree Γ k of order k ≥ 1 is an infinite tree, i.e., a graph without cycles, such that exactly k + 1 edges originate from each vertex.
where V is the set of vertices and L the set of edges. Two vertices x and y are called nearest neighbors if there exists an edge l ∈ L connecting them. We shall use the notation l = x, y . A collection of nearest neighbor pairs x, x 1 , x 1 , x 2 , ..., x d−1 , y is called a path from x to y. The distance d(x, y) on the Cayley tree is the number of edges of the shortest path from x to y. For a fixed x 0 ∈ V , called the root, we set
the set of direct successors of x. Let G k be a free product of k + 1 cyclic groups of the second order with generators a 1 , a 2 , . . . , a k+1 , respectively. It is known that there exists a one-to-one correspondence between the set of vertices V of the Cayley tree Γ k and the group G k .
p-adic
Potts model. Let Q p be the field of p-adic numbers and Φ be a finite set. A configuration σ on V is then defined as a function x ∈ V → σ(x) ∈ Φ; in a similar fashion one defines a configuration σ n and σ (n) on V n and W n respectively. The set of all configurations on V (resp. V n , W n ) coincides with Ω = Φ V (resp.Ω Vn = Φ Vn , Ω Wn = Φ Wn ). Using this, for given configurations σ n−1 ∈ Ω V n−1 and σ (n) ∈ Ω Wn we define their concatenations by
We consider p-adic Potts model on a Cayley tree, where the spin takes values in the set Φ := {1, 2, . . . , q}, and is assigned to the vertices of the tree.
The (formal) Hamiltonian of p-adic Potts model is
where J ∈ B(0, p −1/(p−1) ) is a coupling constant, x, y stands for nearest neighbor vertices and δ ij is the Kroneker's symbol:
2.4. p-adic Gibbs measure. Define a finite-dimensional distribution of a p-adic probability measure µ in the volume V n as
where Z n,h is the normalizing factor, {h x = (h 1,x , . . . ,h q,x ) ∈ Q q p , x ∈ V } is a collection of vectors and H n (σ n ) is the restriction of Hamiltonian on V n .
We say that the p-adic probability distributions (2.3) are compatible if for all n ≥ 1 and σ n−1 ∈ Φ V n−1 :
Here σ n−1 ∨ ω n is the concatenation of the configurations. We note that an analog of the Kolmogorov extension theorem for distributions can be proved for p-adic distributions given by (2.3) (see [4] ). So, if for some functionh the measures µ (n) h satisfy the compatibility condition (2.4), then there is a unique p-adic probability measure, which we denote by µh, since it depends onh. Such a measure is called a p-adic Gibbs measure (pGM) corresponding to the Hamiltonian (2.2) and vector-valued functionh x , x ∈ V . The set of all p-adic Gibbs measures associated with functionsh = {h x , x ∈ V } is denoted by G(H). If there are at least two distinct p-adic Gibbs measures µ, ν ∈ G(H) such that µ is bounded and ν is unbounded, then it is said that a phase transition occurs. By another words, one can find two different functions s and h defined on V such that there exist the corresponding measures µ s and µ h , for which one is bounded, another one is unbounded. Moreover, if there is a sequence of sets {A n } such that A n ∈ Ω Vn with |µ(A n )| p → 0 and |ν(A n )| p → ∞ as n → ∞, then we say that there occurs a strong phase transition [16, 17] .
The following statement describes conditions onh x guaranteeing compatibility of µ
Theorem 4. (see [13, p.89 ]) The p-adic probability distributions µ n (σ n ), n = 1, 2, . . ., in (2.3) are compatible for Potts model iff for any x ∈ V \ {x 0 } the following equation holds:
where
is defined as (h 1,x , . . . , h q−1,x ) with
From Theorem 4 it follows that for any h = {h x , x ∈ V } satisfying (2.
for all x ∈ V . Then from equation (2.5) we get h = kF (h, θ), i.e.,
Denoting z i = exp p (h i ), i = 1, . . . , q − 1, we get from (3.1) 
Proof. It is easy to see that z i = 1 is a solution of i th equation of the system (3.2) for each i = 1, 2, . . . , q−1. Consequently, z = (1, . . . , 1) ∈ E q−1 p is a solution to (3.2). Assume that M = ∅. Without loss of generality we can take M = {1, 2, . . . , m}, m ≤ q − 1. Put z i = z, i ∈ M and z i = 1, i / ∈ M from (3.2) we get (3.3). As z * is a solution to (3.3) we get z = (z * , . . . , z * m , 1 . . . , 1) is a solution to (3.2). Now one can ask for what kind of k and prime number p any solution z = (z 1 , . . . , z q−1 ) to (3.2) has the form (3.4). In [19] it was proven that if k = 2 than for any prime number p any solution z ∈ E q−1 p to (3.2) has the form (3.4). In this work we shall consider case k > 2. Proof. For a given M ⊂ {1, . . . , q − 1} one can take z i = 1 for any i / ∈ M . Let ∅ = M ⊂ {1, . . . , q − 1}, without loss of generality we can take M = {1, 2, . . . , m}, m ≤ q − 1, i.e. z i = 1, i = m + 1, . . . , q. Now we shall prove that
we have
By assumption x i = 1, i = 1, 2, ..., m from (3.5) we get
From these equations we get
which is equivalent to
As x i , x j ∈ E p and (k 2 − k, p) = 1 we have
Hence, x i = x j for any i, j ∈ {1, . . . , m}. Let p = 2. Since k 2 − k ≡ 0(mod 4) we get k = 4n + 2 or k = 4n + 3. It is clear that (k, 2) = 1 if k = 4n + 3. In this case by Theorem 2 there exists k
. By p-adic norm's property we obtain
From (3.6) we get x i = x j for any i, j ∈ {1, . . . , m}.
By this theorem we have that any TIpGM of the Potts model corresponds to a solution of the (3.3).
Remark 1. Note that the condition (
2 , p) = 1 is a sufficient to any solution of the equation (3.2) has the form (3.4). In [19] it was shown that if k = p = 3 then the equation (3.2) has a solution z ∈ E q−1 3 which is not represented in the form (3.4).
Let M ⊂ {1, . . . , q − 1}, with |M | = m. Then corresponding solution of (3.3) we denote by z(M ) = exp p (h(M )). It is clear that h(M ) = h(m), i.e. it only depends on cardinality of M . Put
We denote by µ h(M )1 M the TIpGMs corresponding to the solution h(M ).
The following proposition is useful.
Proposition 1. For any finite Λ ⊂ V and any σ Λ ∈ {1, . . . , q} Λ we have
Proof is similar to the proof of the Proposition 1 in [10] . The following is a corollary of Theorem 7 and Proposition 1. = 0 we get
where Proof. We must check |z 3 − 1| p < p −1/(p−1) which is equivalent to
Let p = 2. It is easy to see that
This means that z 3 / ∈ E 2 . Let p = 2. If |q| p < |m| p then by p-adic norm's property we have (3.11) . One can see that (3.11) is not satisfied if |q| p > |m| p . Assume that |q| p = |m| p . Denote
Consequently, in this case the condition (3.11) is satisfied if and only if x 2 + x + 1 ≡ 0(mod p).
By Proposition 2 and Corollary 1 we get the following
if one of the following conditions is satisfied a) p = 2 and |q| 2 < |2m| 2 ; b) p = 2 and |q| p < |m| p ; c) p = 2, |q| p = |m| p and x 2 + x + 1 ≡ 0(mod p), where x = 1 − q/m. Now we shall consider the case θ = 1 + q/2. Dividing the equation (3.8) to z − 1 we obtain 8m
Denote D = q 2 + 12mq − 12m 2 and f (z) is a quadratic function (3.12) . Note that D = 0. So, the equation (3.12) has two distinct solutions z 2 and z 3 in Q p if √ D exists. It easy to see that z 2 = 1 and z 3 = −1 are solutions of (3.12) if q = 2m. One can see that z 3 / ∈ E p . We assume that q = 2m to find a solution of (3.12) belongs to E p \ {1}.
Let |q − 2m| p < |q| p . In this case we have q −3 f (1) p < 1 and q −3 f ′ (1) p = 1. Then by Hensel's lemma (3.12) has a unique solution in E p .
Let |q − m| p = |q − 2m| p = |q| p . Since |q| p = |m| p we get p > 3. Then we have |f ( Now we assume that θ / ∈ {1 − q, 1 + q/2} and consider the following equation 14) which is obtained after the change of variable z = x + A/3. Here
Note that if |θ − 1| p = |q| p and |m| p < max{|θ − 1| p , |q| p } then the equation (3.8) has no solution in E p . So, we assume that |m| p > max{|θ − 1| p , |q| p } to find nontrivial p-adic Gibbs measures. Under this condition, by p-adic norm's property from (3.9) and (3. Lemma 2. Let q ∈ pN and |m| p > max{|θ −1| p , |q| p }. Then a solution z of (3.8) belongs to E p iff the corresponding solution x = z − A/3 of (3.14) belongs to Z p \ Z * p . Proof. Since |m| p > max{|θ − 1| p , |q| p } we obtain 
boundedness of translation-invariant p-adic gibbs measures
Now we shall study the problem of boundedness of translation-invariant p-adic Gibbs measures. Note that if q / ∈ pN then by Theorem 5 there exists only one translationinvariant p-adic Gibbs measure µ 0 . In [13] it have been proven that p-adic Gibbs measure µ 0 is bounded if and only if q / ∈ pN. Assume that m ∈ {1, 2, ..., [q/2]} and z(m) ∈ E p \1 is a solution to the equation (3.3) . We shall show that corresponding p-adic Gibbs measure µ h(m) is not bounded. Since
We shall show that Z n,h(m) p → 0, n → ∞.
For the normalizing constant we have the following recurrence formula [13] Z n+1,h = A n,h Z n,h , where A n,h = x∈Wn a h (x). From this considering |z(m) − 1| p < 1, |θ − 1| p < 1 and q ∈ pN we have Z n,h(m) p < p −k|V n−1 | .
Hence,
Z n,h(m) p → 0, n → ∞.
Thus, we have proved the following Theorem 11. A translation-invariant p-adic Gibbs measure for the Potts model on the Cayley tree of order k is bounded if and only if q / ∈ pN.
