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We generalize the notion of Haldane pseudopotentials to anisotropic fractional quantum Hall
(FQH) systems which are physically realized, e.g., in tilted magnetic field experiments or anisotropic
band structures. This formalism allows us to expand any translation-invariant interaction over a
complete basis, and directly reveals the intrinsic metric of incompressible FQH fluids. We show that
purely anisotropic pseudopotentials give rise to new types of bound states for small particle clusters
in the infinite plane, and can be used as a diagnostic of FQH nematic order. We also demonstrate
that generalized pseudopotentials quantify the anisotropic contribution to the effective interaction
potential, which can be particularly large in models of fractional Chern insulators.
PACS numbers: 73.43.Lp, 71.10.Pm
The fractional quantum Hall (FQH) system is host
to a wide variety of topological phases of matter [1].
This complexity belies the deceivingly simple microscopic
Hamiltonian containing only the effective Coulomb inter-
action projected to a single Landau level (LL) [2]. The
understanding of different topological states was greatly
facilitated by the concept of pseudopotentials (PPs) in-
troduced by Haldane [3, 4]. This formalism allows one to
expand any rotation-invariant interaction over the com-
plete basis of the PPs, which are projection operators
onto two-particle states with a given value of relative
angular momentum. Furthermore, a combination of a
small number of PPs naturally defines parent Hamilto-
nians for some FQH model states, such as the Laughlin
states [5, 6]. The method has also been generalized to
many-body PPs [7, 8], which form the parent Hamiltoni-
ans of the non-Abelian FQH states [9, 10]. In many cases,
the ground state of these model Hamiltonians is believed
to be adiabatically connected to the actual ground state
of the experimental system. Thus, the relatively simple
(and to some degree analytically tractable) model wave-
functions and Hamiltonians give much insight into the
nature of the experimentally realized FQH states.
Recently, interest in the FQH effect has been renewed
due to emerging connections between topological order,
geometry and broken symmetry. An early precursor of
these ideas was the realization that rotational invariance
is not necessary for the FQH effect [4]. This lead to the
conclusion that FQH states possess new “geometrical”
degrees of freedom [11], uncovering a more complete de-
scription of their low-energy properties [12–14]. The no-
tion of geometry has also inspired the construction of a
more general class of Laughlin states with non-Euclidean
metric [15], which were shown to be physically relevant
in situations where the band mass or dielectric tensor is
anisotropic [16–18], or in the tilted magnetic field [19].
On the other hand, an intriguing co-existence of topolog-
ical order with broken symmetry [20, 21], leading to the
“nematic” FQH effect, has also been proposed [22, 23].
The nematic order is expected to arise due to sponta-
neous symmetry breaking, as suggested by recent numer-
ical evidence [24] and experiment [25].
A missing ingredient for the complete microscopic de-
scription of the mentioned geometry and broken sym-
metry in the FQH effect is the formulation of PPs for
systems without rotational invariance. A “rotationally
invariant” system is one where the effective interaction
V (qx, qy), which encompasses the bare Coulomb poten-
tial and the LL form factor [2], is a function of a single
metric g, i.e., V (qx, qy) = V (|q| =
√
gabqaqb). Note that
the metric g does not necessarily have to be Euclidean
in the lab frame, because its physics remain unchanged
upon a trivial coordinate transformation back to the Eu-
clidean metric. By contrast, if the Coulomb potential
and LL form factor are characterized by different met-
rics, rotational symmetry will be ‘truly’ broken. Note
that a finite system can break rotational invariance by
its boundary conditions, but recent work [8] has shown
that conventional PPs can nevertheless be defined in such
cases. In contrast, here we focus on describing a thermo-
dynamically large system without rotational invariance.
Such systems are highly relevant for experiment, yet they
cannot be described by the conventional PP formalism.
In this paper, we extend Haldane’s approach [3] and
construct a complete basis of the generalized PPs for any
two-body effective interaction. An immediate benefit of
the generalized PPs is that anisotropic FQH systems,
such as tilted magnetic field experiments, can be stud-
ied in a quantitative and universal language. Moreover,
the generalized PPs lead to several physical consequences
for FQH systems. First, we show that ground states
of purely anisotropic PPs feature new types of bound
states with “molecular” structures. In combination with
isotropic PPs, such molecular clusters might give rise to
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2novel types of order in partially filled LLs. Second, we
show the anisotropic PPs are a natural probe of the sim-
plest FQH nematic states [22, 23], and motivate the con-
struction of a more general class of orders that extend
beyond the “quadrupolar” instability of neutral excita-
tions of the Laughlin state. Third, we explicitly evaluate
the anisotropic PPs in a model fractional Chern insula-
tor (FCI), and show they are comparable in magnitude to
the isotropic PPs. This suggests that anisotropic PPs are
not only physically relevant in FCIs, but can be useful for
determining the optimal FCI models for realizing various
topological states. Finally, we highlight some broader
connections between generalized PPs and the emergent
geometry of FQH systems.
Generalized pseudopotentials.– Any two-body FQH
Hamiltonian, projected to a single LL, is given by:
H =
∫
d2~q`2B
(2pi)
2 V~qρ¯~qρ¯−~q, (1)
where ρ¯~q =
∑
i e
iqaR
a
i , a = (x, y), is the guiding-center
density operator with momentum ~q = (qx, qy) (we as-
sume the Einstein summation convention). The model in
Eq.(1) is believed to explain most of the observed FQH
states depending on the subtle energetics dictated by the
electron filling fraction ν and the effective interaction po-
tential V~q. The complexity ofH in Eq. (1) is hidden in the
fact that the guiding center coordinates do not commute:
[Rai , R
b
j ] = −iab`2Bδi,j , where ab is the anti-symmetric
tensor and `B is the magnetic length (we set `B = 1).
Interaction V~q can be written as V~q = V
bare
~q |FN (~q) |2,
where V bare~q is the bare Coulomb potential and FN (~q)
the form factor of the electrons in the N th LL. In the
simplest case of a sample with infinitesimal thickness
in the perpendicular direction, FN (~q) = FN (|q|l) and
V bare~q = V
bare
|q|c , with |q|2l(c) = qaqbgabl(c). The LL metric gl
parametrizes the effective mass tensor, and the Coulomb
metric gc describes the shape of the equipotential lines
around the electrons in a dielectric [11]. In the following,
we first assume isotropic metrics gl = gc = g = 12×2, and
return to the more general case in Eq. (6) at the end.
For two particles, the center of mass guiding center
coordinates commute with the Hamiltonian of Eq.(1).
Thus, the relevant Hilbert space is spanned by two-
particle eigenstates |m〉 of relative angular momentum
m [4]. Assuming ∆m ≡ (m′ − m) > 0, we obtain the
following expression for the matrix element:
〈m|ρ¯~qρ¯−~q|m′〉 =
√
m!
m′!
(
i
√
2q∗
)∆m
e−
1
2 |q|2L∆mm
(|q|2) .(2)
Here m,m′ are necessarily even for bosons and odd for
fermions, q ≡ 1√
2
(qx + iqy), and L
n
m (x) is the general-
ized Laguerre polynomial. From Eq.(1) it is clear that
if V~q is rotationally invariant with gl = gc = g = 12×2,
then 〈m|H|m′〉 ∼∑n cnδm,nδm′,n. It is thus useful to de-
compose the interaction into the standard Haldane PPs
Vm (|q|) as V|q| =
∑∞
m=0 cmVm (|q|), where Vm (|q|) =
e−
1
2 |q|2Lm
(|q|2). Many of the well-known FQH states
are described by model Hamiltonians formed by linear
combinations of select Vm.
We next focus on arbitrary anisotropic V~q. In this case,
the Haldane PPs no longer form a complete basis. We
define the generalized PPs as follows:
V +m,n (~q) = λnNmn
(
Lnm
(|q|2) e− 12 |q|2qn + c.c) , (3)
V −m,n (~q) = −iNmn
(
Lnm
(|q|2) e− 12 |q|2qn − c.c) , (4)
where the normalization factors are Nmn ≡√
2n−1m!/(pi (m+ n)!), and λn = 1/
√
2 for n = 0
or λn = 1 for n 6= 0. Physically, for n 6= 0, V +m,n is
equivalent to V −m,n up to a rotation of
pi
2n in momentum
space. Different generalized PPs are mutually orthogo-
nal:
∫
d2qV σm,n (~q)V
σ′
m′,n′ (~q) = δm,m′δn,n′δσ,σ′ , and any
effective interaction can be expanded as
V~q =
∞∑
m,n=0
σ=±
cσm,nV
σ
m,n (~q) , c
σ
m,n =
∫
d2qV~qV
σ
m,n (~q) .(5)
It is thus clear that we recover the Haldane PPs as special
cases of V +m,n with n = 0 (and V
−
m,0 = 0), so we can
write V +m,0 = Vm, c
+
m,0 = cm, c
−
m,0 = 0. For fermions, the
shortest-range generalized PP is V1,n; the quadrupolar
contour profile of V1,2 is clearly visible when compared
against the isotropic V1 Haldane PP (Fig.1).
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FIG. 1: (Color online) Contours of the leading-order
fermionic V1 (isotropic) and V
+
1,2 anisotropic pseudopotential.
Intra-LL “molecules”– To gain some intuition about
the generalized PPs, it is instructive to study the spec-
trum of the simplest anisotropic PP – V +1,2 – for small
numbers of electrons on an infinite disk. From Eq.(2)
it is clear that the ground state is a bound state with
negative energy. The bound states can be understood
as “molecular levels” of these particles, and the guiding-
center density profile of such “molecules” in the center of
mass (guiding-center) angular momentum M = 0 sector
are plotted in Fig.(2).
Note that for anisotropic Hamiltonians the effect of the
disk boundary cannot be removed for any finite system
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FIG. 2: (Color online) The guiding-center density 〈Ψ|ρ¯~q|Ψ〉
(a-c) and energy spectrum (d) of a 3-electron molecule on the
disk with 30 magnetic orbitals. The density is evaluated in
the ground state (a), first-excited state (b), and the highest-
energy “anti-bonding” state (c).The states are obtained by
exact diagonalization of V~q = V
+
1,2 in M = 0 sector.
size. This means that M , in contrast to rotationally-
symmetric systems, is no longer a good quantum number
for any eigenstate in the presence of the boundary. For
bound states in a large disk, however, the particle den-
sity decays exponentially towards the boundary, so that
the diagonalization within sub-Hilbert spaces of small M
are excellent approximations. The guiding-center den-
sity plots in Fig.(2) thus represent very well the “molec-
ular structures” of the few particle states in an infinite
plane at M = 0. For three electrons, the ground state
reflects an interesting bonding structure between the par-
ticles. There is also a localised “anti-bonding” state at
the highest energy, and the spectrum as a function of M
is symmetric about the zero energy. These properties are
qualitatively the same for any small cluster, and will be
studied in detail elsewhere.
One unique feature of particles within a single LL
(whose kinetic energy is quenched) is that the bound
states exist even for purely repulsive interaction. For
example, take two particles with interaction V~q = V1 +
λV +1,2, The ground state of this system is a bound state
regardless of how small λ is. One can easily construct an
effective interaction V~q consisting of V0, V1, V2 and V
±
1,2,
such that V~q > 0 for all ~q. Eq.(1) has bound states
even when the interaction is repulsive everywhere, and
the properties of these bound states are qualitatively the
same as those in Fig.(2), with the “molecule” size in-
creasing as λ decreases. This unique feature is a direct
consequence of the quenched kinetic energy and particle
statistics, and does not apply to free particles in two-
dimensional space, where no bound states exist for re-
pulsive interactions.
Physical applications.– We now provide two applica-
tions of the generalized PPs. First, we show that gen-
eralized PPs are a natural probe of the FQH nematic
states [22, 23]. Second, we demonstrate that anisotropic
PPs emerge naturally in FCIs [26], where they can be
comparable in magnitude to the isotropic PPs.
The FQH nematic [22, 23, 27–30] is a phase with topo-
logical order and a charge gap, but at the same time
spontaneously breaking rotational symmetry like a liq-
uid crystal [31]. Recent interest in such phases is fu-
elled by experiment [20, 25], and effective field theo-
ries [22, 23] which describe nematic states as the long-
wavelength instability of the quadrupolar spin-2 excita-
tion of the Laughlin state [11]. On the other hand, iden-
tifying nematic phases in microscopic models has proven
more subtle. Recent work [24] suggested that a nematic
phase might be realized in a model containing V1, V3 and
V5 Haldane PPs. However, the nematic phase was diag-
nosed by its response to changes in the sample geometry,
which modifies all the interaction PPs at the same time,
thus not conclusively ascertaining the quadrupolar char-
acter of the phase.
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FIG. 3: (Color online) (a) Nematic susceptibility χ in a model
with isotropic V1 = 1, V3, and V5 Haldane PPs. The re-
sults are averaged over 50 lowest states of a system of 8 elec-
trons on a square torus. The putative nematic phase [24]
occurs around V3 ≈ V5 ≈ 0.6. (b) Anisotropic PPs in an
FCI model. Left: the coefficients of anisotropic PPs for a
quadrupole interaction Vq = cos qx − cos qy, whose isotropic
PPs vanish. The first two PPs dominate. Right: PP magni-
tudes cm,0,cm,2,cm,4 for Vq = cos qx. Vm,2 is of comparable
magnitude as the isotropic PP Vm, at least for m = 0 and 1.
The generalized PPs can be used as a diagnostic of
the nematic phase by measuring the response to small
perturbations of the isotropic potential by Vm,n, while
preserving the geometry of the sample. In Fig. 3(a) we
plot the nematic response under adding or subtracting a
small amount of δV1,2 ∼ 10−3. The nematic susceptibil-
ity plotted in Fig. 3(a) is defined as χ ≡ |N (Vm; δV1,2)−
N (Vm;−δV1,2)|/(2δV1,2), where the nematic order N is
given by [24] N ≡ 1NΦ
∑
~q S~q(cos qx − cos qy), in terms of
the guiding-center structure factor, S~q [2]. The data is
for 8 electrons at filling ν = 1/3 (NΦ = 24 flux quanta)
on a square torus. Because of the gapless nature of the
nematic phase, the response was averaged over 50 lowest
4eigenstates. It is clear that the nematic response strongly
peaks around V3 ≈ V5 ≈ 0.6; the location of the peak is
in agreement with Ref. [24], while at the same time the
finite-size effect is reduced.
Another advantage of the method presented here is
that instead of V1,2, we can controllably vary other PPs
such as V1,4, V3,2, etc. Interestingly, the nematic suscep-
tibility under δV1,4 is strongly suppressed on the scale
of Fig. 3(a). The response under δV3,2 is qualitatively
similar to δV1,2, but smaller in magnitude. These results
suggest the quadrupolar nature of the nematic phase, re-
sulting from the instability of the long-wavelength part
of the Laughlin magnetoroton mode [32]. This is also
confirmed by the variational calculations using the mag-
neroton wavefunctions [33], which show the neutral exci-
tation going soft at small momenta in the nematic region
of Fig. 3(a). It would be interesting to construct gen-
eralized nematic states whose primary instabilities occur
in octupolar and higher order channels.
As a second application, we show that large anisotropic
PPs naturally arise in FCIs [34–38]. Since interactions
on a lattice are intrinsically directional, FCIs can possess
anisotropic PPs that are even larger than the isotropic
ones. The PP decomposition of an FCI requires a ba-
sis mapping between the single-body orbitals of the FCI
and FQH systems [39–44]. We adopt the mapping intro-
duced in Ref.[45], which maps a Chern number C Chern
band to a single LL with C-fold degeneracy [50] without
introducing basis anisotropy [39–41, 44]. For a clean re-
alization of large PP FCIs, we choose a Chern insulator
with almost uniform Berry curvature and Fubini-Study
metric, so as to restrict rotational symmetry breaking
to the interaction. Hence an interaction with predefined
symmetry (i.e., d-wave) will only lead to anisotropic PPs
of that symmetry. Using the 3-band, Chern number 3
model [46], we plot in Fig.3(b) its PP coefficients com-
puted via Eq. 5 for nearest neighbour interactions of the
(unprojected) form Vq = cos qx or Vq = cos qx−cos qy. In
the former case, Vm,2 is of comparable magnitude with
the isotropic PP Vm,0 (at least for m = 0 and 1), while
in the latter (quadrupole) case, the isotropic PPs cancel
and we are left only with anisotropic PPs.
Metrics in generalized PPs.– The existence of a geo-
metric degree of freedom for the dynamics within a single
LL is the starting point of recent theoretical approaches
to the FQH effect [11, 15–18, 22, 47]. The incompressibil-
ity of FQH phases in general does not require rotational
symmetry, but model wavefunctions (e.g., Laughlin [5],
Moore-Read [9] states, etc.) are rotationally invariant,
and intrinsic metric in them appears as a “hidden” vari-
ational parameter. Quantum fluctuations of the metric
determine the gap of the neutral excitations in the long-
wavelength limit [11, 33], which is crucial for the incom-
pressibility of the topological fluids. Geometric aspects of
the compressible quantum Hall phases can be more easily
probed experimentally, especially in higher LLs [48, 49].
While the importance of the metric in the many-body
states have been recognized, the generalized PPs allow
us to explicitly study the metric of the projected Hamil-
tonian of Eq.(1). It is straightforward to extend the gen-
eralized PPs above to the case of a general metric g. For
convenience, we introduce a complex vector ωa such that
abω∗aωb = i; then g
ab = ωa∗ωb + ωaωb∗. Further, we
define
q = ωaqa, |q|2 = gabqaqb. (6)
With the above redefinitions, the expression for the PPs,
Eqs. (3) and (4), as well as the orthogonality relations,
continue to hold. This means that in general, we can
expand any interaction as
V~q =
∑
m,n,σ
cgσn,mV
gσ
n,m(~q). (7)
More generally, because of the SO(2, 1) invariance of the
integration measure in the Hamiltonian (1), we find that
arbitrary two-body interactions are divided into equiva-
lence classes where the members of the same family are
interactions related to each other by a stretch and rota-
tion of the guiding center metric. In other words, we can
generate a family of interactions from the RHS of Eq. (7)
which have the same {cgσn,m}, but different PP metric η
in V ησn,m(~q); all such interactions lead to the same spec-
trum upon substituting in Eq.(1). For certain V~q that
are anisotropic in the lab frame, one can tune the metric
in Eq.(7) to minimize the coefficients of the anisotropic
PPs. More importantly, for gapped FQH fluids, we can
truncate the expansion of the anisotropic interaction into
the generalized PPs with appropriate metric. This would
give new classes of anisotropic model Hamiltonians that
could provide simpler description of topological phases
and phase transitions where geometry plays an impor-
tant role.
The technical details on explicitly defining the varia-
tional metric in the PPs are outlined in [46]. It can be
shown that for gapped FQHE phases, the main effect of
introducing particular anisotropy (i.e., by adding selected
V ±m,n) is to change the emergent metric of the gapped
ground state, without significantly reducing the incom-
pressibility gap. Similarly, tilting the magnetic field for
a quantum Hall sample with a finite thickness can be
shown to introduce rather small anisotropy, even with a
very large in-plane magnetic field [46].
Conclusions.– We have formulated a notion of general-
ized PPs that completely describe any two-body effective
interactions within a single LL. This allows for a sys-
tematic way to quantitatively describe anisotropic FQH
systems, such as tilted magnetic field systems, nematic
states and FCIs. The generalized PPs, possibly in combi-
nation with standard isotropic PPs, may give rise to new
topological states with broken symmetry at finite filling
factors. It would be interesting to study the dynamics
5of the few-particle “molecular” bound states for purely
anisotropic PPs in the limit of vanishing filling factor, as
well as the many-body phases at large anisotropy which
is ubiquitous in realistic FCI models.
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Supplemental Online Material for “Generalized Pseudopotentials for the Anisotropic
Fractional Quantum Hall Effect”
In this supplementary material we include some details on the metric as variational parameters for the generalized
PPs and for the anisotropic quantum Hall systems, and on how to compute the the decomposition into generalized
PPs for two physical systems mentioned in the main text: the quantum Hall system with a tilted magnetic field,
and the FCI system where anisotropy is induced by the lattice structure.
S1. THE VARIATIONAL METRIC OF THE
GENERALIZED PSEUDOPOTENTIALS
In the 2D manifold, the real space angular momentum
is given by acg
bcrapb (r
a and pa are real space and mo-
mentum operators respectively), and the projected guid-
ing center angular momentum is 12gabR
aRb. Thus the
definition of the angular momentum requires a metric.
For a lowest Landau level (LLL) Hamiltonian in which
the guiding center angular momentum with the metric g
is a good quantum number, the system is still isotropic
even when the metric is non-Euclidean and breaks rota-
tional symmetry with g 6= 1. But as long as the guid-
ing center angular momentum is conserved, the metric
g is the metric which describes properties of eigenstates.
For anisotropic Hamiltonians that contain more than one
metric [16], the metric that characterizes the eigenstates,
especially the gapped ground state, becomes an emer-
gent quantity. This emergent metric in fact enters the
definition of the generalized pseudopotentials (PPs), as
we now show.
The intra-LL Hilbert space, as indexed by the eigen-
states of the guiding center angular momentum, can be
organized by the metric of the guiding center angular mo-
mentum operator. To see that, it is convenient to rewrite
a unimodular metric g as
gab = ω
∗
aωb + ωaω
∗
b , (S1)
with ωa as the complex vector satisfying 
abω∗aωb = i. For
the special case of gab = 1, we have ωx = 1/
√
2, ωy =
i/
√
2. A guiding center ladder operator (that raises or
lowers the guiding center angular momentum) can thus
be defined as b = ω∗aR
a, with [b, b†] = 1. Correspond-
ingly, in Eq.(3-5) of the main text we have
q = ωaqa, |q|2 = gabqaqb. (S2)
With these redefinitions of |q|2 and q, the formulas for
generalized PPs remain the same as in the main text:
V g+m,n (~q) = λnNmn
(
Lnm
(|q|2) e− 12 |q|2qn + c.c) ,(S3)
V g−m,n (~q) = −iNmn
(
Lnm
(|q|2) e− 12 |q|2qn − c.c) ,(S4)
where we have inserted the superscript g to emphasize
the metric dependence V gσm,n, σ = ±. The normalization
factors Nnm and λn are defined in the main text.
The orthogonality relations of the generalized PPs con-
tinue to hold for arbitrary metric g. Similarly, we can
write the decomposition of any interaction V~q as
V~q =
∞∑
m,n=0
∑
σ=±
cgσm,nV
gσ
m,n(~q), (S5)
cgσm,n =
∫
d2qV~qV
gσ
m,n (~q) . (S6)
Remember that V~q can contain multiple metrics and the
system is anisotropic. According to Eq. (S5), such an
interaction can be expanded in terms of the generalized
PPs V gσm,n with an arbitrary unimodular metric g; physi-
cally, we can view g as a variational parameter in Eq.(S5),
and a different metric g will lead to a different set of PP
coefficients cgσm,n. If we are able to find the metric that
maximizes cg1 = c
g+
10 with all other PPs being small, this
metric is the emergent metric of the Laughlin state at 1/3
filling factor; the emergent metric of other topological
phases can be found analogously. The formulas Eq.(3),
Eq.(4) and Eq.(5) in the main text are the special cases of
Eq.(S3), Eq.(S4), and Eq.(S5) when we fixed gab = 1. If
V~q is rotationally invariant with metric g, then c
gσ
m,n = 0
if n 6= 0, and the Haldane PPs form a complete basis.
For a specific V~q in Eq.(S5), if we define a coefficient
vector ~cg with c
gσ
m,n as entries, it is a vector with the
following length
‖~cg‖2 =
∫
d2qV 2~q (S7)
that is independent of the metric g, assuming the in-
tegration does not diverge. The Hamiltonian of Eq.(1)
of the main text, on the other hand, is invariant under
an SO(2, 1) unitary transformation of the metric in the
measure of the integration [47]. If we plug V~q in Eq.(S5)
into the projected Hamiltonian Eq.(1) with an arbitrary
g, we can do a coordinate transformation as follows:
H =
∞∑
m,n=0
∑
σ=±
cgσm,n
∫
d2qV gσm,n (~q) ρ¯~qρ¯−~q
=
∞∑
m,n=0
∑
σ=±
cgσm,n
∫
d2qV ησm,n (~q) ρ¯~qρ¯−~q (S8)
S2
where η can be Euclidean. This implies that for each
fixed V~q there is an equivalence class of effective inter-
actions with ~cg given by Eq.(S5) and length Eq.(S7),
parametrized by an arbitrary unimodular g. We can
write the equivalence class to which V~q belongs as fol-
lows:
V~q,g =
∞∑
m,n=0
(
cg+m,nV
η+
m,n (~q) + c
g−
m,nV
η−
m,n (~q)
)
(S9)
It consists of interactions V~q,g parametrized by g. The
LHS of Eq.(S9) are basically interactions related to each
other by a stretch and a rotation, leading to the same
spectrum of the Hamiltonian.
While the equivalence class can be trivially detected
when V~q contains a unique metric, it is less obvious when
V~q is anisotropic – two seemingly different interactions
can be in the same equivalence class, essentially describ-
ing the same physical system. This is also important for
the determination of the proper model Hamiltonians that
are adiabatically connected to the realistic Hamiltonians
with anisotropic V~q: one can tune the metric on the RHS
of Eq.(7) of the main text to maximise the coefficient of
a specific set of PPs.
To illustrate this, it is convenient to pick a
parametrization of the vector ωa as
ωx =
1√
2
(
cosh
θ
2
+ e−iφ sinh
θ
2
)
, (S10)
ωy =
−i√
2
(
cosh
θ
2
− e−iφ sinh θ
2
)
. (S11)
By previous definition, this gives a metric
g =
(
cosh θ + sinh θ cosφ sinφ sinh θ
sinφ sinh θ cosh θ − sinh θ cosφ
)
.(S12)
With this, we can show by direct calculation the following
interesting relationship:
∂θV
g
1 = −
√
3
2
(
cosφV g+1,2 − sinφV g−1,2
)
. (S13)
This relation is particularly useful for maximising cg1. It
implies that the metric which maximises cg1 also leads to
the vanishing of cg+1,2. Thus for an isotropic Hamiltonian
of which the µ = 1/3 Laughlin state is the ground state,
the leading correction of adding V g±1,2 is to alter the in-
trinsic metric of the Laughlin state [15, 47], as long as the
spectrum remains gapped. We now illustrate this with
the following model:
V~q = V
η
1 + λV
η+
1,2 . (S14)
Without loss of generality we set the metric on the
RHS to be η = 1. The equivalent Vq,g with the metric
that maximises cg1 can be found variationally, which is
pertinent at ν = 1/3 filling factor with various competing
FIG. S1: (Color online) (a) The metric parameter θ which
maximises cg10 as a function of λ in Eq.(S14). (b) The depen-
dence of the strength of perturbation on λ. Note that λ is
also the strength of perturbation of the equivalent interaction
in Eq.(S14). By choosing the metric that maximises cg1, the
strength of perturbation is substantially reduced, especially
when λ is small.
phases against the Laughlin state[16, 19]. Formally we
have
V~q ∼ V~q,g = cg1V g1 +
′∑
m,n
cg+m,nV
g+
m,n (~q) (S15)
where the primed summation excludes V g+1,2 and V
g
1 ; the
V g−m,n are not present because of the symmetry of V
η+
1,2 .
Treating the second term of Eq.(S14) and Eq.(S15) as
the perturbation to the 1/3 Laughlin state, the strength
of perturbation of V~q is λ. Given that the coefficient
vector is invariant under the unimodular transformation,
the strength of perturbation of V~q,g is
g =
√√√√ ′∑
mn
(
cg+m,n
)2
=
√
1 + λ2 − (cg1,0)2/cg1,0 (S16)
The dependence of θ on g and g as a function of λ are
shown in Fig.(S1). It is clear that the main effect of
V g±1,2 is to modify the metric of the 1/3 Laughlin liq-
uid. In contrast, if one replaces V g±1,2 in Eq.(S14) with
other anisotropic PPs, the metric that maximises the V g1
component remains as η according to Eq.(S13), and the
incompressibility gap will be reduced much more signifi-
cantly.
S2. QUANTUM HALL SYSTEMS WITH TILTED
MAGNETIC FIELD AND FINITE THICKNESS
We assume the quantum Hall system is confined to a
two-dimensional sample with finite thickness. A strong
magnetic field is applied perpendicular to the sample in
the z-direction. To model the tilted field, we assume an
additional component of the in-plane magnetic field is
present along the x-direction. The single particle Hamil-
S3
tonian is then given by:
H =
1
2m
(
(Px + eAx)
2
+ (Py + eAy)
2
+ (Pz + eAz)
2
)
+
1
2
mω20z
2 (S17)
Here we model the finite thickness of the Hall sample with
a harmonic well. We define the canonical momentum
pii = Pi+eAi, with i = 1, 2, 3 along directions x, y, z. We
also define pi4 = mω0z. Thus Eq.(S17) can be written as
H =
1
2m
(
pi21 + pi
2
2 + pi
2
3 + pi
2
4
)
, (S18)
with the following commutation relationships
[pi1, pi2] = −i`−2Bz ,
[pi2, pi3] = −i`−2Bx ,
[pi3, pi1] = [pi1, pi4] = [pi2, pi4] = 0,
[pi3, pi4] = −i`−20 , (S19)
where the three length scales are given by `Bz =
1/
√
eBz, `Bx = 1/
√
eBx, `0 = 1/
√
mω0. We can thus
define two sets of coupled harmonic oscillators as follows
a =
1√
2
`Bz (pi1 − ipi2) , b =
1√
2
`0 (pi3 − ipi4) ,
[a, a†] = [b, b†] = 1,
[a, b] = [a, b†] = −1
2
`Bz`0`
−2
Bx
. (S20)
The Hamiltonian can now be rewritten as
H =
1
2ml2Bz
(
a†a+ aa†
)
+
1
2ml20
(
b†b+ bb†
)
. (S21)
One can perform a proper Bogoliubov transformation
to decouple the two sets of ladder operators and bring
the Hamiltonian into the normal form. It is important
to choose a right set of parameters to deal with the
transformation. Without loss of generality, we can set
ωz = 1/
(
m`2Bz
)
= 1, so the parallel field and the confin-
ing potential strength are all measured with respect to
the perpendicular field. We define the following parame-
ters
1 = 1 + ω
2
0 + ω
2
x, 2 = ω
2
0 , (S22)
ω21 =
1
2
(
1 −
√
21 − 22
)
, (S23)
ω22 =
1
2
(
1 +
√
21 − 22
)
, (S24)
where ±ω1 and ±ω2 are actually the eigenvalues, or
the characteristic frequencies of the decoupled oscilla-
tors X,X† and Y, Y † in the Hamiltonian, and ωx =
1/
(
m`2Bx
)
.The single particle Hilbert space is thus built
from these two sets of decoupled ladder operators, which
we label as |m,n〉 = 1√
m!n!
(
X†
)m (
Y †
)n |0〉, m,n are
non-negative integers. The Landau level is now indexed
by two integers
|m,n〉 = 1√
m!n!
(
X†
)m (
Y †
)n |0〉,
where |0〉 is the vacuum state. In Fig.(S2), we are looking
at the LLL state given by |0, 0〉 and the 1LL state given
by |1, 0〉. The 1LL is the second lowest single particle
energy state when ω0 > ωz.
We now look at the density-density interaction Hamil-
tonian with a bare Coulomb interaction
Hint =
∫
d3qV~qρqρ−q, (S25)
where V~q = 1/q
2 is the Fourier components of the
Coulomb interaction, and ρq =
∑
i e
i~q·r is the density
operator. Let us define the usual cyclotron and guiding
center coordinates as follows:
R˜1 = `2Bzpi2, R˜
2 = −`2Bzpi1,
R¯a = ra − R˜a, a = 1, 2,
[R˜a, R˜b] = −[R¯a, R¯b] = −i`2Bzab,
[R˜a, R¯b] = 0. (S26)
The part relevant to the Landau level form factor is thus
given by 〈m,n|ei(q1R˜1+q2R˜2+q3r3)|m,n〉. To get the form
factor it is useful to define the following functions:
f1 (x, y) =
(4 + x) (4− y)√x
16 (x− y) ,
f2 (x, y) =
(4− x) (4− y)√x
32 (x− y) ,
f3 (x, y) =
√
x (4− x) (4− y)
4
√
2 (x− y) ,
f4 (x, y) =
x− 4√
x (x− y) . (S27)
The form factor is thus given by
Fmn (~q, q3) = 〈m,n|ei(q1R˜
1+q2R˜
2+q3r
3)|m,n〉. (S28)
Using the functions fi, the form factor can be expressed
as
S4
Fmn (~q, q3) =
= exp{−1
2
((
f1
(
ω21 , ω
2
2
)
+ f1
(
ω22 , ω
2
1
))
qq∗
)} × exp{−1
2
((
f2
(
ω21 , ω
2
2
)
+ f2
(
ω22 , ω
2
1
)) (
q2 + q∗2
))}
× exp{−1
2
((
f3
(
ω21 , ω
2
2
)
+ f3
(
ω22 , ω
2
1
))
q3 (q− q∗)
)} × exp{−1
2
((
f4
(
ω21 , ω
2
2
)
+ f4
(
ω22 , ω
2
1
))
q23
)}
×Lm
(
f1
(
ω21 , ω
2
2
)
qq∗ + f2
(
ω21 , ω
2
2
) (
q2 + q∗2
)
+ f3
(
ω21 , ω
2
2
)
q3 (q− q∗) + f4
(
ω21 , ω
2
2
)
q23
)
×Ln
(
f1
(
ω22 , ω
2
1
)
qq∗ + f2
(
ω22 , ω
2
1
) (
q2 + q∗2
)
+ f3
(
ω22 , ω
2
1
)
q3 (q− q∗) + f4
(
ω22 , ω
2
1
)
q23
)
, (S29)
where q = 1√
2
(q1 − iq2) , ~q = (q1, q2). The effective two-
body interaction is thus given by V˜~q,q3 =
1
q2 |Fmn(q)|2.
One still needs to integrate over q3 to get the effective
2D interaction:
V~q =
∫ ∞
−∞
dq3V˜~q,q3F
2
mn. (S30)
The integration can be done numerically. We can now
apply Eq.(S6) to generate the generalised PPs, which are
plotted in Fig.(S2).
FIG. S2: (Color online) The magnitude of V g+3,2 induced by
the in-plane field of cyclotron frequency ωx. The coefficient
of V g+3,2 is normalised by c
g
1, evaluated at the metric that max-
imises cg1. We show the results for N = 0 (LLL) and N = 1
(1LL) Landau level, and several thickness parameters ω0.
It should also be noted that in Fig.(S2) we choose the
metric as the one that maximises cg1, which is a sensible
choice for understanding the ground states at 1/3 filling
factor and the phases competing with the Laughlin state
[16, 19]. At this metric we also have cg±1,2 = 0. We decom-
pose the effective Coulomb interaction in the lowest LL
and N = 1 LL in terms of the dominant anisotropic PPs,
i.e., we plot the coefficient of V g+3,2 , normalised by c
g
1, as a
function of ωx for several values of ω0. Interestingly, the
anisotropy induced by the tilt is actually rather small,
even for very large tilting angles.
S3. DETAILS OF THE FCI MODEL
In this section, we show that large anisotropic PP
components can exist in FCI systems and how we can
construct them in a general way. Since interactions on
a lattice are intrinsically directional, FCIs can possess
anisotropic PPs that are even larger than the isotropic
ones.
For an illustration of the PP decomposition of an
anisotropic Fractional Chern Insulator, we use a next-
nearest-neighbor (NNN) 3-band Chern number C = 3
model engineered such that it is close to ”ideal” - with
an almost flat band and almost uniform Berry curvature
and Fubini-Study metric. It has a large band flatness
ratio (ratio of bandgap vs. bandwidth) of approximately
40, mean-square fluctuation of the Berry curvature of
1.562× 10−3 and mean-square fluctuation of the Fubini-
Study metric of 1.09×10−2. Note that we require at least
3-bands to have an arbitrarily uniform Berry curvature.
The single-particle part of this FCI model consists
of real-space hopping elements indexed by Hij(dx, dy),
where i, j = a, b, c indexes the orbitals (colors) and dx, dy
labels the unit cells at positions dxxˆ+dy yˆ. The hoppings
in the xˆ and diagonal directions are
H(1, 0) =
 6.65 4i −64i −4.87805 7.57576i
−6 7.57576i −1.78571
 (S31)
and
H(1, 1) =
 −1.10833 −3.125(1 + i) −3.5i3.125(1− i) −2.94118 1.66667(1 + i)
3.5i −1.66667(1− i) 4

(S32)
Hoppings to the other NN and NNN unit cells are related
by the following symmetries: Upon a spatial rotation of
pi/2 clockwise (i.e. (1, 1) → (−1, 1)), Haa, Hbb, Hcc re-
mained unchanged, Hab, Hbc, Hba, Hcb are multiplied by
−i and Hac, Hca are multiplied by (−i)2 = −1.
