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The study of C∗-algebras associated with groups and dynamical systems is a
central topic in the ﬁeld of operator algebras, dating back to the foundational
works of Murray and von Neumann in this area. On one side, groups and
dynamical systems give rise to a rich source of examples of C∗-algebras with
interesting properties, and conversely the study of these C∗-algebras provides
valuable information about the original groups or dynamical systems. This
interplay between C∗-algebras and groups and dynamical systems reﬂects
how the ﬁeld of operator algebras has been intertwined with other areas
of mathematics such as harmonic analysis, representation theory of groups,
topological dynamics, and more recently, number theory.
The relevant C∗-algebras associated to a given group arise as C∗-comple-
tions of its group algebra, and there are two such C∗-completions which
are canonical: the full group C∗-algebra and the reduced group C∗-algebra.
For a dynamical system, by which we roughly mean a group action on a
∗-algebra, one typically studies its associated C∗-crossed products, which
are C∗-algebras that encode information about the dynamics. There are
two canonical C∗-crossed products, a full and a reduced one, and group C∗-
algebras are a particular case of crossed products (arising from a trivial group
action).
Given a normal subgroup Γ of a group G, the quotient G/Γ is also a
group and therefore we can talk about its group algebra and about dynamical
systems involving actions of G/Γ. Normality of the subgroup Γ may seem
to be a natural requirement, as otherwise the quotient G/Γ does not have a
canonical group structure. It is however still possible to give some meaning
to the group algebra of the “quotient” G/Γ for subgroups Γ which are “almost
normal” in G, even though G/Γ is not necessarily a group. This is the basic
idea behind Hecke pairs and Hecke algebras.
A Hecke pair (G,Γ) consists of a group G and a subgroup Γ ⊆ G for
which every double coset ΓgΓ is the union of ﬁnitely many left cosets. In
this case Γ is also said to be a Hecke subgroup of G. Examples of Hecke
subgroups include ﬁnite subgroups, ﬁnite-index subgroups and normal sub-
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groups. Hecke subgroups are also sometimes called almost normal subgroups
(although we will not use this terminology here) and it is in fact many times
insightful to think of this deﬁnition as a generalization of the notion of nor-
mality of a subgroup. The Hecke algebra H(G,Γ) of a Hecke pair (G,Γ) is
a ∗-algebra of functions over the set of double cosets Γ\G/Γ, with a suitable
convolution product and involution. It generalizes the deﬁnition of the group
algebra C(G/Γ) of the quotient group when Γ is a normal subgroup.
Although Hecke algebras retain some similarities with group algebras,
they are also quite diﬀerent in many aspects. The most basic and striking
diﬀerence is the fact that, unlike group algebras, the canonical basis of a
Hecke algebra does not consist solely of unitary elements, in general. Another
important point of distinction, and one which is of special relevance in this
work, has to do with their representation theory. As it is well-known, there
is a bijective correspondence between nondegenerate ∗-representations of a
group algebra and unitary representations of the underlying group. Hall
[18] asked if something analogous was true for Hecke pairs, i.e. if there is a
bijective correspondence between nondegenerate ∗-representations of a Hecke
algebra H(G,Γ) and unitary representations of G generated by the Γ-ﬁxed
vectors. Hall showed in [18] that this is not the case in general. However,
this correspondence has been established for several classes of Hecke pairs.
Whenever this correspondence holds we say that the Hecke pair satisﬁes
Hall’s equivalence.
Main goals
The present work has two main goals. The ﬁrst goal is to study C∗-comple-
tions of Hecke algebras and understand when certain of these completions
coincide, and to use this information to establish Hall’s equivalence for several
classes of Hecke pairs. The second goal is to develop a theory of crossed
products by Hecke pairs with a view towards applications in non-abelian
duality. This thesis is therefore divided into two parts, accordingly, which
are not completely disjoint, there being a direct inﬂuence of the ﬁrst part on
the second.
Part I
The interest in Hecke algebras in the realm of operator algebras was to a large
extent raised through the work of Bost and Connes [6] on phase transitions
in number theory, and since then several authors have studied C∗-algebras
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which arise as completions of Hecke algebras. There are several canonical C∗-
completions of a Hecke algebra H(G,Γ) which one can consider and these
are: C∗(G,Γ), C∗(L1(G,Γ)), pC∗(G)p and C∗r (G,Γ) (the reader is referred to
[42] and [24], or the ﬁrst chapter of this thesis, for the detailed deﬁnitions).
The full Hecke C∗-algebra C∗(G,Γ) is the maximal C∗-completion, i.e.
the enveloping C∗-algebra, of the Hecke algebra H(G,Γ). In clear contrast to
the case of group algebras of discrete groups, C∗(G,Γ) does not always exist.
The question of existence of the full Hecke C∗-algebra has been of particular
interest ([6], [2], [7], [18], [42], [16], [29], [5], [24], [12]). One of the reasons
for that, ﬁrstly explored by Hall [18], has to do with Hall’s equivalence. It
was shown in [18] that for Hall’s equivalence to hold it is necessary that the
Hecke algebra has an enveloping C∗-algebra, which does not always happen.
It was later clariﬁed by Kaliszewski, Landstad and Quigg [24] that Hall’s
equivalence holds for a Hecke pair (G,Γ) precisely when the enveloping C∗-
algebra C∗(G,Γ) exists and one has C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p.
The problem of deciding if a Hecke algebra has an enveloping C∗-algebra
seems to be of a non-trivial nature, with satisfactory answers, arising from
various distinct methods, known only for certain classes of Hecke pairs.
One of the main motivations for the present work is to give a uniﬁed
approach to this problem for a large class of Hecke pairs. We recover most
of the known cases in the literature but we also obtain several new ones. We
achieve this in Chapter 2 by associating a directed graph to a Hecke algebra
H(G,Γ), whose vertices are the double cosets and whose directed edges are
determined by how products of the form (ΓgΓ)∗ ∗ ΓgΓ decompose as sums
of double cosets. We prove that ﬁniteness of the co-hereditary set generated
by a vertex ΓgΓ, i.e. the set of vertices one encounters by moving forward in




where the supremum runs over the ∗-representations of the Hecke algebra.
Thus, analysing these co-hereditary sets gives valuable information regarding
the existence of enveloping C∗-algebras. Moreover, we prove that if all dou-
ble cosets generate ﬁnite co-hereditary sets, then the full Hecke C∗-algebra
C∗(G,Γ) exists and coincides with C∗(L1(G,Γ)).
We develop certain tools, based on iterated commutators in the group G,
that allow us to show that our assumptions hold in a variety of classes of
Hecke pairs, and thus enable us to answer aﬃrmatively the question of exis-
tence of enveloping C∗-algebras of the corresponding Hecke algebras. Some
of the new results we prove state that if a group G satisﬁes some general-
ized nilpotency property, then for any Hecke subgroup Γ the Hecke algebra
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H(G,Γ) has an enveloping C∗-algebra which coincides with C∗(L1(G,Γ)).
We point out that our results show that the classes of Hecke algebras
studied in the present work, and therefore many of those studied in the
literature, satisfy a stronger property than just having an enveloping C∗-
algebra: they are in fact BG∗-algebras. The standard reference for this class
of ∗-algebras is Palmer [35], but we also give a short description in Chapter
1. The reason for considering this stronger property is not only because of
how well-behaved these ∗-algebras are, but also because of their relevance in
the study of crossed products by Hecke pairs, developed in the second part
of this work.
The problem of deciding for which Hecke pairs one has the isomorphism
C∗(L1(G,Γ)) ∼= pC∗(G)p is also only partially understood. It is known that
this isomorphism holds for the class of Hecke pairs which satisfy Hall’s equiv-
alence, since for this class we have more generally C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼=
pC∗(G)p. Also, it was proven by Kaliszewski, Landstad and Quigg [24] that
C∗(L1(G,Γ)) ∼= pC∗(G)p whenever the Schlichting completion G is a Hermi-
tian group.
Another motivation for the present work comes from the wish to estab-
lish the isomorphism C∗(L1(G,Γ)) ∼= pC∗(G)p for the class of groups G of
subexponential growth. We achieve this in Chapter 3 by proving a more
general result, and obtaining also Kaliszewski, Landstad and Quigg’s result
for Hermitian groups as a corollary. For that we introduce the notion of a
quasi-symmetric group algebra: a locally compact group G will be said to
have a quasi-symmetric group algebra if for any f ∈ Cc(G) the spectrum
of f ∗ ∗ f relative to L1(G) is in R+0 . It follows directly from the deﬁnition
that Hermitian groups have a quasi-symmetric group algebra and it follows
from the work of Hulanicki ([22], [21]) that this is also the case for groups
of subexponential growth. We show that C∗(L1(G,Γ)) ∼= pC∗(G)p whenever
the Schlichting completion G has a quasi-symmetric group algebra.
By combining our result on quasi-symmetric group algebras, with our
results on the full Hecke C∗-algebra, and also a Theorem of Tzanev [42] con-
cerning C∗r (G,Γ), we are able to establish in Section 3.4 that C∗(G,Γ) exists
and C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ) for several classes of
Hecke pairs, including all Hecke pairs (G,Γ) where G is a nilpotent group.
Consequently, it follows that Hall’s equivalence holds for all such classes of
Hecke pairs.
It is natural to ask if the various canonical C∗-completions of Hecke al-
gebras are in general diﬀerent, or if they coincide for all Hecke pairs. In
other words, are there examples of Hecke pairs for which we have C∗(G,Γ) 
C∗(L1(G,Γ)) or C∗(L1(G,Γ))  pC∗(G)p ? This question was already raised
in [24] and in this setting we observe that the case pC∗(G)p  C∗r (G,Γ) is
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well understood to be a matter of non-amenability, following Tzanev [42].
According to [24], Tzanev claims in private communication with Kaliszewski,
Landstad and Quigg that the Hecke pair (PSL3(Qq), PSL3(Zq)) is such that
C∗(L1(G,Γ))  pC∗(G)p, but no proof has been published and no other ex-
ample seems to be known, as far as we know. We prove in Section 3.5 that
C∗(L1(G,Γ))  pC∗(G)p for the Hecke pair (PSL2(Qq), PSL2(Zq)), as sug-
gested by Kaliszewski, Landstad and Quigg in [24], but following a diﬀerent
approach than the one they suggest which does not use the representation
theory of PSL2(Qq).
Part II
Heuristically, a crossed product of an algebra A by a Hecke pair (G,Γ) should
be thought of as a crossed product (in the usual sense) of A by an “action”
of G/Γ. The quest for a sound deﬁnition of crossed products by Hecke pairs
may seem hopelessly ﬂawed since G/Γ is not necessarily a group and thus it
is unclear how it should “act” on A. Nevertheless, we will see that in some
circumstances such a deﬁnition can be given in a meaningful way, recovering
the original one whenever G/Γ is a group.
The term “crossed product by a Hecke pair” was ﬁrst used by Tzanev [41]
in order to give another perspective on the work of Connes and Marcolli [8].
This point of view was later formalized by Laca, Larsen and Neshveyev in
[30], where they deﬁned a C∗-algebra which can be interpreted as a reduced
C∗-crossed product of a commutative C∗-algebra by a Hecke pair.
It seems to be a very diﬃcult task to deﬁne crossed products of any given
algebra A by a Hecke pair, and for this reason we set as our goal to deﬁne a
crossed product by a Hecke pair in a generality that will cover the following
aspects:
• existence of a canonical spanning set of elements in the crossed product;
• possibility of deﬁning covariant representations;
• the Hecke algebra must be a trivial example of a crossed product by a
Hecke pair;
• the classical deﬁnition of a crossed product must be recovered whenever
G/Γ is a group;
• our construction should agree with that of Laca, Larsen and Neshveyev,
whenever they are both deﬁnable;
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• our deﬁnition should be suitable for applications in non-abelian duality.
We develop in Chapter 6 a theory of crossed products of certain algebras
A by Hecke pairs which takes into account the above requirements. Our
approach makes sense when A is an algebra of sections of a Fell bundle over
a discrete groupoid. To summarize our set up: we start with a Hecke pair
(G,Γ), a discrete groupoid X where G acts, a Fell bundle A over X with the
same ﬁber over every element in the same G-orbit, and we assume that the
G-action on X satisﬁes some “nice” properties. From this we give the orbit
space X/Γ a groupoid structure and we obtain a new Fell bundle A/Γ over
this groupoid. We can then deﬁne a ∗-algebra
Cc(A/Γ)×alg G/Γ ,
which can be thought of as the crossed product of Cc(A/Γ) by the Hecke
pair (G,Γ). We should point out that a crossed product for us is simply a
∗-algebra, which we can then complete with diﬀerent C∗-norms or an L1-
norm. Hence, we will always use the symbol ×alg when talking about the
(uncompleted) ∗-algebraic crossed product.
Our construction gives back the usual crossed product construction when
Γ is a normal subgroup of G. Moreover, many of the features present in
crossed products by discrete groups carry over to our setting. For instance,
the role of the group G/Γ is played by the Hecke algebra H(G,Γ), which
embeds in a natural way in the multiplier algebra of Cc(A/Γ)×alg G/Γ.
The representation theory of crossed products by Hecke pairs (developed
in Section 6.2) has many similarities with the group case, but some distinc-
tive new features arise. For instance, as it is well-known in the group case,
there is a bijective correspondence between nondegenerate representations of
a crossed product A × G and the so-called covariant representations of A
and G, which are certain pairs of unitary representations of G and represen-
tations of A. We will show that something completely analogous occurs for
Hecke pairs, but in this case one is obliged to consider pre-representations of
the Hecke algebra, i.e. representations of H(G,Γ) as (possibly) unbounded
operators. This consideration was unnecessary in the group case because
unitary operators are automatically bounded.
Similarly to crossed products by groups, one can make sense of regular
representations in the Hecke pair case by using the regular representation
of the Hecke algebra on 2(G/Γ). From regular representations it is then
possible to deﬁne reduced C∗-crossed products. Since the algebra Cc(A/Γ)
admits several C∗-completions there are several reduced C∗-crossed products
that one can form, as for example C∗r (A/Γ)×rG/Γ and C∗(A)×rG/Γ, each of
these thought of as the reduced C∗-crossed product of C∗r (A/Γ), respectively
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C∗(A/Γ), by the Hecke pair (G,Γ). These reduced C∗-crossed products
have always a faithful conditional expectation onto C∗r (A/Γ) (respectively,
C∗(A/Γ)), a property that determines the reduced crossed product uniquely,
just like reduced crossed products by groups. This is achieved in Chapters 7
and 8.
Complementing the reduced setting, one would like to form diﬀerent full
C∗-crossed products, as C∗r (A/Γ)×G/Γ and C∗(A/Γ)×G/Γ, but in general
their existence is not assured. They will always exist, however, if the Hecke
algebra is a BG∗-algebra, which as we establish in the ﬁrst part of this thesis,
is a property that is satisﬁed by several classes of Hecke pairs, including most
of those studied in the literature for which C∗(G,Γ) is known to exist. Full
C∗-crossed products are studied in detail in Chapter 9.
This theory of crossed products by Hecke pairs, which uses Fell bundles
over groupoids, is intended for applications in non-abelian duality theory.
We develop completely a Stone-von Neumann type theorem for Hecke pairs
which encompasses the work of an Huef, Kaliszewski and Raeburn [19], and
we envisage for future work a form of Katayama duality with respect to
Echterhoﬀ-Quigg’s “crossed product” [10].
The Stone-von Neumann theorem, in the language of crossed products by
groups, states that for the action of translation of G on C0(G) we have
C0(G)×G ∼= C0(G)×r G ∼= K(2(G)) .
In [19] an Huef, Kaliszweski and Raeburn introduced the notion of covariant
pairs of representations of C0(G/Γ) and H(G,Γ), for a Hecke pair (G,Γ),
and proved that all covariant pairs are ampliﬁcations of a certain “regular”
covariant pair. Their result was proven without using or deﬁning crossed
products, and can also be thought of as a Stone-von Neumann theorem for
Hecke pairs. Using our construction we express their result in the language of
crossed products (Chapter 10). In fact, it can be shown that the full crossed
product C0(G/Γ)×G/Γ always exists and one has
C0(G/Γ)×G/Γ ∼= C0(G/Γ)×r G/Γ ∼= K(2(G/Γ)) .
Moreover, our notion of a covariant representation coincides with the notion
of a covariant pair of [19], and an Huef, Kaliszewski and Raeburn’s result
follows as a direct corollary of the above isomorphisms.
Our construction was very much inﬂuenced and developed with the wish
of obtaining a form of Katayama duality for homogeneous spaces (those aris-
ing from Hecke pairs). Even though this has been left for future work, we
shall nevertheless explain what we have in mind and how our set up is suit-
able for tackling this problem, also as a justiﬁcation of the generality of our
assumptions in the deﬁnition of crossed products.
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Katayama’s duality theorem [25] is an analogue for coactions of the
duality theorem of Imai and Takai. One version of it states the follow-
ing: given a coaction δ of a group G on a C∗-algebra A and denoting by
A×δ G the corresponding crossed product, we have a canonical isomorphism
A×δ G×bδ,ω G ∼= A⊗K(2(G)), for some crossed product by the dual action
δ̂ of G. We would like to extend this result to homogeneous spaces coming
from Hecke pairs. In spirit we hope to obtain an isomorphism of the type:
A×δ G/Γ×bδ,ω G/Γ ∼= A⊗K(2(G/Γ)) .
The C∗-algebra A×δ G/Γ should be a crossed product by a coaction of the
homogeneous space G/Γ, while the second crossed product should be by
the “dual action” of the Hecke pair (G,Γ) in our sense. It does not make
sense in general for a homogeneous space to coact on a C∗-algebra, but it is
many times possible to deﬁne C∗-algebras which can be thought of as crossed
products by coactions of homogeneous spaces ([9], [10]).
It is our point of view that A×δ G/Γ should be a certain C∗-completion
of the ∗-algebra Cc(A × G/Γ) deﬁned by Echterhoﬀ and Quigg [10], which
we dub Echterhoﬀ and Quigg’s crossed product (a terminology used in [19]
for C∗(A×G/Γ) in case of a maximal coaction). We explain in Chapter 11
how our set up for deﬁning crossed products by Hecke pairs is suitable for
achieving such a Katayama duality result for Echterhoﬀ and Quigg’s crossed
product, and bring insight into the emerging theory of crossed products by








In this chapter we set up the conventions, notation, and background results
which will be used throughout this thesis, or at least throughout this ﬁrst
part of the thesis. The topics covered include: ∗-algebras and their (pre-
)∗-representations; Hecke algebras, their C∗-completions and representation
theory; directed graphs; groups of subexponential growth. We indicate the
references where the reader can ﬁnd more details, but we also provide proofs
for those results which we could not ﬁnd in the literature.
Convention. The following convention for displayed equations will be used
throughout this thesis: if a displayed formula starts with the equality sign, it
should be read as a continuation of the previously displayed formula.
A typical example takes the following form:
(expression 1) = (expression 2)
= (expression 3) .
By Theorem A and Lemma B it then follows that
= (expression 4)
= (expression 5) .
Under our convention starting with the equality sign in the second array
of equations simply means that (expression 3) is equal to (expression 4).
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1.1 ∗-Algebras and (pre-)∗-representations
Let V be an inner product space over C. Recall that a function T : V → V
is said to be adjointable if there exists a function T ∗ : V → V such that
〈Tξ , η〉 = 〈ξ , T ∗η〉 ,
for all ξ, η ∈ V . Recall also that every adjointable operator T is necessarily
linear and that T ∗ is unique and adjointable with T ∗∗ = T . We will use the
following notation:
• L(V ) denotes the ∗-algebra of all adjointable operators in V
• B(V ) denotes the ∗-algebra of all bounded adjointable operators in V .
Of course, we always have B(V ) ⊆ L(V ), with both ∗-algebras coinciding
when V is a Hilbert space (see, for example, [35, Proposition 9.1.11]).
Following [35, Def. 9.2.1], we deﬁne a pre-∗-representation of a ∗-algebra
A on an inner product space V to be a ∗-homomorphism π : A → L(V )
and a ∗-representation of A on a Hilbert space H to be a ∗-homomorphism
π : A → B(H ). As in [34, Def. 4.2.1], a pre-∗-representation π : A → L(V )
is said to be normed if π(A) ⊆ B(V ), i.e. if π(a) is a bounded operator for
all a ∈ A. We now make a seemingly similar deﬁnition, but where the focus
is on the elements of the ∗-algebra, instead of its pre-∗-representations:
Deﬁnition 1.1.1. Let A be a ∗-algebra. An element a ∈ A is said to be auto-
matically bounded if π(a) ∈ B(V ) for any pre-∗-representation π : A → L(V ).
Easy examples of automatically bounded elements in a ∗-algebra are uni-
taries, projections, or more generally, partial isometries.
Given a ∗-algebra A let
Ab := {a ∈ A : a is automatically bounded} . (1.1)
Deﬁnition 1.1.2 ([35], Def. 10.1.17). A ∗-algebra A is called a BG∗-
algebra if every element a ∈ A is automatically bounded, i.e. if Ab = A.
Equivalently, A is a BG∗-algebra if all pre-∗-representations of A are normed.
12




where the supremum is taken over all ∗-representations of A, will be called
the universal norm of A. An element a ∈ A will be said to have a bounded
universal norm if ‖a‖u <∞, and the set of all elements a ∈ A which have a
bounded universal norm will be denoted by Au, i.e.
Au := {a ∈ A : ‖a‖u <∞} . (1.3)
When Au = A the universal norm becomes a true C∗-seminorm, being
actually the largest possible C∗-seminorm in A. The Hausdorﬀ completion of
A in the universal norm is then a C∗-algebra called the enveloping C∗-algebra
of A, which enjoys a number of universal properties (see [35, Theorem 10.1.11]
and [35, Theorem 10.1.12]). For this reason, when every element a ∈ A has
a bounded universal norm, i.e. Au = A, it is said that A has an enveloping
C∗-algebra.
In general, a ∗-algebra does not necessarily have an enveloping C∗-algebra.
Perhaps the most basic example is that of a polynomial ∗-algebra in a single
self-adjoint variable.
We now look at the relation between automatically bounded elements and
elements with a bounded universal norm. It is known that every BG∗-algebra
has an enveloping C∗-algebra ([35, Proposition 10.1.19]), and the same proof
yields this slightly more general result, that an automatically bounded ele-
ment has a bounded universal norm:
Proposition 1.1.3. Let A be a ∗-algebra. We have that Ab ⊆ Au. In partic-
ular if A is a BG∗-algebra, then A has an enveloping C∗-algebra.
Proof: Suppose a /∈ Au. Then there is a sequence of representations
{πi}i∈N of A on Hilbert spaces {Hi}i∈N, such that ‖πi(a)‖ → ∞. Consider





and the pre-∗-representation π :=
⊕
i∈N πi of A on L(V ). It is clear by con-
struction that π(a) /∈ B(V ). Hence, a /∈ Ab.
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1.2 Hecke algebras
1.2.1 Left and double coset spaces
The two results in this subsection will not be used until the second part of this
thesis, but it is important to establish now some notation and conventions
concerning left coset spaces and double coset spaces.
Let G be a group, B,C subgroups of G and e ∈ G the identity element.
The double coset space B\G/C is the set
B\G/C := {BgC ⊆ G : g ∈ G} . (1.4)
It is easy to see that the sets of the form BgC are either equal or disjoint, or in
other words, we have an equivalence relation deﬁned in G whose equivalence
classes are precisely the sets BgC.
The left coset space G/C is the set
G/C := {e}\G/C = {gC ⊆ G : g ∈ G} . (1.5)
Given an element g ∈ G and a double coset space B\G/C (which can in
particular be a left coset space by taking B = {e}) we will denote by [g] the
double coset BgC. Thus, [g] denotes the whole equivalence class for which
g ∈ G is a representative.
If A is a subset of G we deﬁne the double coset space B\A/C as the set
of double cosets in B\G/C which have a representative in A, i.e.
B\A/C := {BaC ⊆ G : a ∈ A} . (1.6)
Proposition 1.2.1. Let A,B and C be subgroups of a group G. If C ⊆ A,
then the following map is a bijective correspondence between the double coset
spaces:
B\A/C −→ (B ∩ A)\A/C (1.7)
[a] → [a] .
Similarly, if B ⊆ A, then the following map is a bijective correspondence:
B\A/C −→ B\A/(A ∩ C) (1.8)
[a] → [a] .
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Proof: We ﬁrst need to show that the map (1.7) is well deﬁned, i.e. if
Ba1C = Ba2C, for some a1, a2 ∈ A, then (B ∩ A)a1C = (B ∩ A)a2C. If
Ba1C = Ba2C then there exist b ∈ B and c ∈ C such that a1 = ba2c,
from which it follows that b = a1c−1a−12 . Since A is a subgroup and C ⊆
A, it follows readily that b ∈ B ∩ A, and therefore a1 ∈ (B ∩ A)a2C, i.e.
(B ∩ A)a1C = (B ∩ A)a2C.
The map deﬁned in (1.7) is clearly surjective. It is also injective because
if (B ∩ A)a1C = (B ∩ A)a2C, then clearly Ba1C = Ba2C.
A completely analogous argument shows that map deﬁned in (1.8) is a
bijection.
Suppose a group G acts (on the right) on a set X and let x ∈ X. We will
henceforward denote by Sx the stabilizer of the point x, i.e.
Sx := {g ∈ G : xg = x} . (1.9)
Given a subset Z ⊆ X and a subgroup H ⊆ G we denote by Z/H the set of
H-orbits which have representatives in Z, i.e.
Z/H := {zH : z ∈ Z} .
Suppose now that H,K ⊆ G are subgroups and let x ∈ X be a point. The
following result establishes a correspondence between the set of H-orbits
(xK)/H and the double coset space Sx\K/H:
Proposition 1.2.2. Let G be a group which acts (on the right) on a set X.
Let x ∈ X be a point and H,K ⊆ G be subgroups. We have a bijection
(xK)/H −→ Sx\K/H ,
given by xgH → SxgH, where g ∈ K.
Proof: Let us ﬁrst prove that the map xgH → SxgH is well deﬁned, i.e.
if xg1H = xg2H, then Sxg1H = Sxg2H. If xg1H = xg2H, then there exists
h ∈ h such that xg1 = xg2h, which implies that x = xg2hg−11 , from which it
follows that g2hg−11 ∈ Sx. Thus we see that
Sxg1H = Sxg2hg−11 g1H = Sxg2H .
We conclude that the map is well-deﬁned. The map is obviously surjective.
It is also injective because if Sxg1H = Sxg2H, then there exists r ∈ Sx and
h ∈ H such that g1 = rg2h, from which it follows that xg1H = xrg2hH =
xg2H.
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1.2.2 Generalities about Hecke pairs and Hecke alge-
bras
We will mostly follow [26] and [24] in what regards Hecke pairs and Hecke
algebras and refer to these references for more details.
We start by establishing some notation which will be useful later on.
Given a group G, a subgroup Γ ⊆ G and g ∈ G, we will denote by Γg the
subgroup
Γg := Γ ∩ gΓg−1 . (1.10)
We now recall the deﬁnition of a Hecke pair:
Deﬁnition 1.2.3. Let G be a group and Γ a subgroup. The pair (G,Γ) is
called a Hecke pair if every double coset ΓgΓ is the union of ﬁnitely many
right (and left) cosets. In this case, Γ is also called a Hecke subgroup of G.
Given a Hecke pair (G,Γ) we will denote by L and R, respectively, the
left and right coset counting functions, i.e.
L(g) := |ΓgΓ/Γ| = [Γ : Γg] <∞ (1.11)
R(g) := |Γ\ΓgΓ| = [Γ : Γg−1 ] <∞ . (1.12)
We recall that L and R are Γ-biinvariant functions which satisfy L(g) =





is a group homomorphism, usually called the modular function of (G,Γ).
Deﬁnition 1.2.4. Given a Hecke pair (G,Γ), the Hecke algebra H(G,Γ) is
the ∗-algebra of ﬁnitely supported C-valued functions on the double coset
space Γ\G/Γ with the product and involution deﬁned by





f ∗(ΓgΓ) := Δ(g−1)f(Γg−1Γ) . (1.15)
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Remark 1.2.5. Some authors, including Krieg [26], do not include the factor
Δ in the involution. Here we adopt the convention of Kaliszewski, Landstad
and Quigg [24] in doing so, as it gives rise to a more natural L1-norm. We
note, nevertheless, that there is no loss (or gain) in doing so, because these
two diﬀerent involutions give rise to ∗-isomorphic Hecke algebras. In partic-
ular, the question of existence of an enveloping C∗-algebra is not perturbed
by this.
The Hecke algebra has a natural basis, as a vector space, given by the
characteristic functions of double cosets. We will henceforward identify a
characteristic function of a double coset 1ΓgΓ with the double coset ΓgΓ it-
self. It will be useful to know how to write a product ΓgΓ∗ΓhΓ of two double
cosets in the unique linear combination of double cosets:
Lemma 1.2.6. The expression for the product ΓgΓ∗ΓhΓ of two double cosets
in the unique linear combination of double cosets is given by:






where Cg,h(s) := #{wΓ ⊆ ΓhΓ : ΓgwΓ = ΓsΓ}.
Proof: Let us ﬁrst check that Cg,h(s) is well-deﬁned. It is clear that
Cg,h(s) does not depend on the representatives h and s of the chosen double
cosets, so it remains to verify that it is also independent on g. Given any
other representative βgγ of the double coset ΓgΓ, with β, γ ∈ Γ, it is not
diﬃcult to see that the map
wΓ → γ−1wΓ ,
gives a bijective correspondence between the sets {wΓ ⊆ ΓhΓ : ΓgwΓ = ΓsΓ}
and {uΓ ⊆ ΓhΓ : ΓβgγuΓ = ΓsΓ}. Hence we have Cβgγ,h(s) = Cg,h(s).
Now, to check the product formula we recall (for example from [24]) that






where the sum runs over a set of representatives for left cosets in ΓhΓ. Let
us ﬁx a representative g for the double coset ΓgΓ and let S be the set of
double cosets S := {ΓgwΓ : wΓ ∈ ΓhΓ/Γ}, i.e. the set of double cosets that
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appear as summands in (1.16). The number of times an element ΓsΓ ∈ S
appears repeated in the sum (1.16) is precisely the number Cg,h(s). Hence
we can write






Also, if a double coset ΓrΓ does not belong to S we have Cg,h(r) = 0, thus
we get






The reader can ﬁnd alternative ways of describing the coeﬃcients of this
unique linear combination in [26, Lemma 4.4]. In particular, the characteri-
zation (iii) of the cited lemma is very similar to the one we just described.
Remark 1.2.7. A direct computation or Lemma 1.2.6 imply that the double
cosets that appear in the expression for ΓgΓ∗ΓhΓ as a unique linear combina-
tion of double cosets are all of the form ΓgγhΓ, for some γ ∈ Γ. Conversely,
all the (necessarily ﬁnitely many) double cosets of the form ΓgγhΓ, with
γ ∈ Γ, appear in this linear combination, because Cg,h(gγh) = 0.
Given a Hecke pair (G,Γ), the subgroup RΓ :=
⋂
g∈G gΓg
−1 is a normal
subgroup of G contained in Γ. A Hecke pair (G,Γ) is called reduced if RΓ =
{e}. As it is known, the pair (Gr,Γr) := (G/RΓ,Γ/RΓ) is a reduced Hecke
pair and the Hecke algebrasH(G,Γ) ∼= H(Gr,Γr) are canonically isomorphic.
For this reason the pair (Gr,Γr) is called the reduction of (G,Γ), and the
isomorphism of the corresponding Hecke algebras shows that it is enough to
consider reduced Hecke pairs, a convention used by several authors. We will
not use this convention however, since we aim at achieving general results
based on properties of the original Hecke pair (G,Γ), and not its reduction.
A natural example of a Hecke pair (G,Γ) is given by a topological group
G and a compact open subgroup Γ. It is known that this type of examples
are, in some sense, the general case: there is a canonical construction which
associates to a given reduced Hecke pair (G,Γ) a new Hecke pair (G,Γ) with
the following properties:
1. G is a totally disconnected locally compact group;
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2. Γ is a compact open subgroup;
3. the pair (G,Γ) is reduced;
4. There is a canonical embedding θ : G → G such that θ(G) is dense in
G and θ(Γ) is dense in Γ. Moreover, θ−1(Γ) = Γ;
The pair (G,Γ) satisﬁes a well-known uniqueness property and is called
the Schlichting completion of (G,Γ). For the details of this construction
the reader is referred to [42] and [24] (see also [16] for a slightly diﬀerent
approach). We shall make a quick review of some known facts and we refer
to the previous references for all the details.
Henceforward we will not write explicitly the canonical homomorphism
θ, and we will instead see G as a dense subgroup of G, identiﬁed with the
image θ(G). The Schlichting completion (G,Γ) of a reduced Hecke pair (G,Γ)
satisﬁes the following additional property:
5. there are canonical bijections G/Γ → G/Γ and Γ\G/Γ → Γ\G/Γ given
respectively by gΓ → gΓ and ΓgΓ → ΓgΓ.
If a Hecke pair (G,Γ) is not reduced, its Schlichting completion (G,Γ) is
deﬁned as the completion (Gr,Γr) of its reduction. There is then a canonical
map with dense image G → G which factors through Gr, and this map is an
embedding if and only if (G,Γ) is reduced, i.e. G ∼= Gr.
Following [24], we consider the normalized Haar measure μ on G (so that
μ(Γ) = 1) and deﬁne the Banach ∗-algebra L1(G) with the usual convolution
product and involution. We denote by p the characteristic function of Γ, i.e.
p := 1Γ, which is a projection in Cc(G). Recalling [42] or [24], we always
have canonical ∗-isomorphisms:
H(G,Γ) ∼= H(Gr,Γr) ∼= H(G,Γ) ∼= pCc(G)p . (1.17)
The modular function Δ of a reduced Hecke pair (G,Γ), deﬁned by (1.13),
is simply the modular function of the group G restricted to G.
1.2.3 L1- and C∗-completions
As it is known, group algebras have two canonical C∗-completions, the re-
duced group C∗-algebra C∗r (G) and the full group C∗-algebra C∗(G). For
Hecke algebras the situation becomes more complicated, there being essen-
tially four canonical C∗-completions. We will review these completions in
this subsection, but ﬁrst we need to recall the deﬁnitions and basic facts
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about regular representations of Hecke algebras and L1-norms.
Deﬁnition 1.2.8. Let (G,Γ) be a Hecke pair. The mapping ρ : H(G,Γ) →







is called the right regular representation of H(G,Γ).
It can be checked that ρ does deﬁne a ∗-representation of H(G,Γ). For













2 δrtΓ = Δ(d)
1
2 δrΓd−1Γ . (1.20)
It can be easily checked, applying (1.19) to the vector δΓ for example,
that ρ always deﬁnes a faithful ∗-representation.
One could in a similar fashion deﬁne a left regular representation of
H(G,Γ), but in this work, however, it is the right regular representation
the one that will play a central role.
There are several ways of deﬁning a L1-norm in a Hecke algebra. One
approach is to simply take the L1-norm from L1(G), since the isomorphism
in (1.17) enables us to see the Hecke algebra as a subalgebra of L1(G). The
completion of H(G,Γ) with respect to this L1-norm is isomorphic to the cor-
ner pL1(G)p. Alternatively, one may take the following deﬁnition:





We will denote by L1(G,Γ) the completion of H(G,Γ) under this norm.
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As observed in [42] or [24], the two L1-norms described above are the
same. In fact we have canonical ∗-isomorphisms
L1(G,Γ) ∼= L1(G,Γ) ∼= pL1(G)p . (1.22)
There are several canonical C∗-completions of H(G,Γ). These are:
• C∗r (G,Γ) - Called the reduced Hecke C∗-algebra, it is the completion of
H(G,Γ) under the C∗-norm arising from the right regular representa-
tion.
• pC∗(G)p - The corner of the full group C∗-algebra C∗(G).
• C∗(L1(G,Γ)) - The enveloping C∗-algebra of L1(G,Γ).
• C∗(G,Γ) - The enveloping C∗-algebra (if it exists!) of H(G,Γ). When
it exists, it is usually called the full Hecke C∗-algebra.
The various C∗-completions of H(G,Γ) are related in the following way,
through canonical surjective maps:
C∗(G,Γ)  C∗(L1(G,Γ)) −→ pC∗(G)p −→ C∗r (G,Γ) .
As was pointed out by Hall in [18, Proposition 2.21], the full Hecke C∗-
algebra C∗(G,Γ) does not have to exist in general, with the Hecke algebra
of the pair (SL2(Qp), SL2(Zp)) being one such example, where p is a prime
number and Qp, Zp denote respectively the ﬁeld of p-adic numbers and the
ring of p-adic integers. Nevertheless, the existence of C∗(G,Γ) has been
established for several classes of Hecke pairs (see, for example, [24] and [18]).
The question of whether some of these completions are actually the same
has also been explored in the literature ([6], [24], [42]). We review here some
of the main results.
The question of when one has the isomorphism pC∗(G)p ∼= C∗r (G,Γ) was
clariﬁed by Tzanev, in [42, Proposition 5.1], to be a matter of amenability.
As pointed out in [24], there was a mistake in Tzanev’s article (where it is
assumed without proof that C∗(L1(G,Γ)) ∼= pC∗(G)p is always true) which
carries over to the cited Proposition 5.1. Nevertheless, Tzanev’s proof holds
if one just replaces C∗(L1(G,Γ)) with pC∗(G)p. In order to state Tzanev’s
result correctly we need to recall the notion of amenability for homogeneous
spaces: a pair (G,H) consisting of a locally compact group G and a closed
subgroup H is said to be amenable, in the sense of Eymard [13], if there
exists a left G-invariant mean on L∞(G/H, ν) where ν is a quasi-invariant
measure on G/H. The correct statement of Tzanev’s result is then:
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Theorem 1.2.10 (Tzanev). The following statements are equivalent:
i) pC∗(G)p ∼= C∗r (G,Γ).
ii) The pair (G,Γ) is amenable.
iii) G is amenable.
A known result concerning the isomorphism C∗(L1(G,Γ)) ∼= pC∗(G)p was
obtained by Kaliszewski, Landstad and Quigg in [24, Theorem 5.14], where
they showed that this isomorphism holds when G is a Hermitian group.
An important result of Kaliszewski, Landstad and Quigg regarding the ex-
istence of C∗(G,Γ) and the simultaneous isomorphisms C∗(G,Γ) ∼= C∗(L1(G,Γ))
∼= pC∗(G)p will be discussed in the next subsection.
1.2.4 Representation theory
As it is well-known, for any group G there is a canonical bijective correspon-
dence (i.e. category equivalence) between unitary representations of G and
nondegenerate ∗-representations of the group algebra C(G). Hall [18] asked
whether something analogous was true for Hecke pairs, and the following
deﬁnition is necessary in order to understand Hall’s question:
Deﬁnition 1.2.11. Let G be a group and Γ ⊆ G a subgroup. A unitary
representation π : G → U(H ) is said to be generated by its Γ-ﬁxed vectors
if π(G)H Γ = H , where H Γ = {ξ ∈ H : π(γ)ξ = ξ , for all γ ∈ Γ}.
The question which Hall posed in [18] is the following:
Question 1.2.12 (Hall’s equivalence). Let (G,Γ) be a Hecke pair. Is there
a category equivalence between nondegenerate ∗-representations of H(G,Γ)
and unitary representations of G generated by the Γ-ﬁxed vectors?
Whenever there is an aﬃrmative answer to this question, we shall say the
Hecke pair (G,Γ) satisﬁes Hall’s equivalence. In the work of Hall [18] and the
subsequent work of Glöckner and Willis [16], Hall’s equivalence was studied
and proven to hold under a certain form of positivity for some ∗-algebraic
bimodules. A more complete approach was further developed by Kaliszewski,
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Landstad and Quigg in [24], where Hall’s equivalence, positivity for certain
∗-algebraic bimodules, and C∗-completions of Hecke algebras were all shown
to be related. We brieﬂy describe here the approach and results of [24] and
the reader is referred to this reference for more details.
Let (G,Γ) be the Schlichting completion of a Hecke pair (G,Γ). Following












where the left and right inner products, 〈〉L and 〈〉R, on these bimodules are
given by multiplication within L1(G) by
〈f , g〉L = f ∗ g∗ , 〈f , g〉R = f ∗ ∗ g .
A ∗-representation π of H(G,Γ) is said to be 〈〉R-positive if
π(〈f , f〉R) ≥ 0 , for all f ∈ Cc(G)p . (1.23)
Similarly, a ∗-representation π of L1(G,Γ) is said to be 〈〉R-positive when
condition (1.23) holds for all f ∈ L1(G)p.
In [24, Corollary 5.19] Kaliszewski, Landstad and Quigg proved that, for
a reduced pair (G,Γ), there exists a category equivalence between unitary
representations of G generated by the Γ-ﬁxed vectors and the 〈〉R-positive
representations of H(G,Γ). This is in fact true for non-reduced Hecke pairs
(G,Γ) as well, as follows from the following observation:
Proposition 1.2.13. Let (G,Γ) be a Hecke pair and (Gr,Γr) its reduction.
There exists a category equivalence between unitary representations of G gen-
erated by the Γ-ﬁxed vectors and unitary representations of Gr generated by
the Γr-ﬁxed vectors.
The correspondence is as follows: a representation π : Gr → U(H ) is
mapped to the representation π ◦ q, where q : G → Gr is the quotient map.
Its inverse map takes a representation ρ : G → U(H ) to the representation
ρ˜ of Gr on the same Hilbert space, given by ρ˜([g]) := ρ(g).
Proof: First we observe that the assignment π → π ◦ q does indeed
produce a unitary representation of G generated by the Γ-ﬁxed vectors. This
is obvious since the spaces of ﬁxed vectors H Γr and H Γ are the same.
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Secondly, for the inverse assignment, we need to check that ρ˜ is well-
deﬁned, which amounts to show that ρ(g) = ρ(gh) for any g ∈ G and h ∈ RΓ.
For any s ∈ G and ξ ∈ H Γ we have
ρ(gh)ρ(s)ξ = ρ(g)ρ(s)ρ(s−1hs)ξ
= ρ(g)ρ(s)ξ ,
because s−1hs ∈ RΓ ⊆ Γ. Hence, ρ(gh) = ρ(g) on the space π(G)H Γ.
Since ρ is assumed to be generated by the Γ-ﬁxed vectors, it follows that
ρ(gh) = ρ(g).
It is also easy to see that ρ˜ is generated by the Γr-ﬁxed vectors and it is
clear from the deﬁnitions that these assignments are inverse of one another.
This correspondence does not change the Hilbert spaces of the representa-
tions, so that the intertwiners of representations are preserved in a canonical
way. It can then be easily seen that this deﬁnes a category equivalence.
In the light of Kaliszewski, Landstad and Quigg’s result, for a Hecke pair
(G,Γ) for which all ∗-representations of H(G,Γ) are 〈〉R-positive, there ex-
ists a category equivalence between unitary representations of G generated
by the Γ-ﬁxed vectors and nondegenerate ∗-representations of H(G,Γ). In
other words, Hall’s equivalence holds when all ∗-representations of H(G,Γ)
are 〈〉R-positive. Furthermore, Kaliszewski, Landstad and Quigg proved also
the following relation between 〈〉R-positivity and C∗-completions of Hecke
algebras:
Theorem 1.2.14 ([24] Corollary 5.11). Let (G,Γ) be a Hecke pair.
1. Every ∗-representation of H(G,Γ) is 〈〉R-positive if and only if C∗(G,Γ)
exists and C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p.
2. Similarly, every ∗-representation of L1(G,Γ) is 〈〉R-positive if and only
if C∗(L1(G,Γ)) ∼= pC∗(G)p.
1.3 Directed graphs
Recall that a simple directed graph G := (B,E) consists of a set B, whose
elements are called vertices, and a subset E ⊆ B2, whose elements are called
(directed) edges. A directed edge is thus a pair of vertices (a, b), which we
see as directed from a to b. Since we are only interested in directed graphs
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that are simple, i.e. such that there is at most one edge directed from one
vertex to another, we will henceforward drop the word simple and simply
write directed graph.
Let us now set some notation. Let G := (B,E) be a directed graph. If
the ordered pair (a, b) belongs to E we say that b is a successor of a.
Deﬁnition 1.3.1. Let G := (B,E) be a directed graph. A set of vertices
Y ⊆ B is said to be co-hereditary if it contains the successors of all of its
elements, i.e. if a ∈ Y and b ∈ B is a successor of a, then b ∈ Y .
It is easy to see that an arbitrary intersection of co-hereditary sets is still
a co-hereditary set. Hence, we can talk about the co-hereditary set generated
by a subset X ⊆ B of vertices:
Deﬁnition 1.3.2. Let G := (B,E) be a directed graph and X ⊆ B a set of
vertices. The co-hereditary set generated by X is the smallest co-hereditary
set that contains X.
Given a directed graph G := (B,E) and a set of vertices X ⊆ B, we will
denote by S(X) the set of all the successors of all elements of X, i.e.
S(X) := {a ∈ B : a is a successor of x, for some x ∈ X} . (1.24)
Similarly, we deﬁne the n-th successor set of X inductively as follows:
S0(X) := X , Sn(X) := S(Sn−1(X)) , for n ≥ 1 . (1.25)
We will often consider X to be a singleton set X = {b}, and in this case
we will use the notation S(b) instead of S({b}). The following result follows
easily from the deﬁnitions:
Lemma 1.3.3. Let G := (B,E) be a directed graph and X ⊆ B a set of




Remark 1.3.4. The sets of vertices we are going to consider in our appli-
cations will be sets with speciﬁc additional structure (for instance, the set of
vertices will typically be a basis of a vector space), and we are interested in
proving results of the type: all elements of the co-hereditary set generated
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by X have a certain property P . To do so, we use a certain form of “induc-
tion”. Namely, if we prove that all elements of X have the property P , and
if we prove that the property P is preserved upon taking successors, then by
Lemma 1.3.3 and the usual induction on N, all elements of the co-hereditary
set generated by X will also satisfy P .
1.4 Groups of subexponential growth
Deﬁnition 1.4.1. Let G be a locally compact group with a Haar measure
μ. For a compact neighbourhood V of e, the sequence {μ(V n) 1n}n∈N is called






will be called the growth rate of V .
It was shown by Guivarc’h [17, Théorème I.1] that if G is compactly gen-
erated and V is a compact neighbourhood of e that generates G, then the
limsup in (1.26) is in fact a true limit and it is always ﬁnite and greater or
equal to 1. This holds in fact for any locally compact group:
Proposition 1.4.2. Let G be a locally compact group and V a compact






always exists and is always ﬁnite and greater or equal to 1.
Proof: Let A := V ∩ V −1, which is clearly a symmetric compact neigh-
bourhood of e. By [17, Lemme I.1] and the fact that A ⊆ V we have, for any
n,m ∈ N, that
μ(A)μ(V mV n) ≤ μ(V mA)μ(A−1V n) ≤ μ(V m+1)μ(V n+1) . (1.27)
We notice that even though Guivarc’h is working under the assumption that
G is compactly generated, the proof of [17, Lemme I.1] is completely general
and holds for arbitrary locally compact groups. Using the cited lemma again
and the decomposition V k+1 = V k−1V 2 we see that we also have that
μ(V )μ(V k+1) ≤ μ(V k−1V )μ(V −1V 2) = μ(V k)μ(V −1V 2) . (1.28)
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Applying inequalities (1.27) and (1.28) we then have that








μ(V m)μ(V n) .
Hence the sequence {log (μ(V n) 1n )}n∈N is a sequence that satisﬁes the condi-
tions of [17, Lemme I.2] and therefore we conclude that the limit limn→∞ μ(V n)
1
n
exists and is ﬁnite. This limit is clearly greater or equal to 1 since μ(V ) ≤
μ(V n) for all n ∈ N.
Deﬁnition 1.4.3. A locally compact group G is said to be of
• subexponential growth if limn→∞ μ(V n) 1n = 1 for all compact neighbour-
hoods V of e.
• exponential growth if limn→∞ μ(V n) 1n > 1 for at least one compact
neighbourhood V of e.
The class of groups with subexponential growth is closed under taking
closed subgroups [17, Théorème I.2] and quotients [17, Théorème I.3]. We
observe that even though in [17] the author is only working with compactly
generated groups, the proofs of these results are completely general and hold
for any locally compact group.
It is known that if G has subexponential growth as a discrete group,
then it has subexponential growth with respect to any other locally compact
topology [21, Theorem 3.1]. The following is a slight generalization of this
result, and the proof is done along similar lines:
Proposition 1.4.4. Let H be a dense subgroup of a locally compact group
H. If H has subexponential growth as a discrete group, then H has subexpo-
nential growth in its locally compact topology.
Proof: Let A ⊆ H be a compact neighbourhood of e. First we claim that
HA = H. Since A is a neighbourhood of {e}, there is an open set U ⊆ A
such that e ∈ U . To show that HA = H, let g ∈ H. Since H is dense in H
and g(U∩U−1) is open, it follows that there exists h ∈ H∩g(U∩U−1). Thus,
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there exists s ∈ U ∩ U−1 such that h = gs, or equivalently, g = hs−1. Since
s−1 ∈ U ∩ U−1 we then have g ∈ hU , and thus g ∈ hA. Hence H = HA.
From the previous observation it follows that {hA}h∈H is an open covering
of the compact set AA, and since A has non-empty interior there must exist
a ﬁnite set F ⊂ H such that AA ⊆ FA. Hence, we have An ⊆ F n−1A, for
all n ≥ 2. Without loss of generality we can assume that F contains the














|F n−1| 1nμ(A) 1n = 1 .
Corollary 1.4.5. Let (G,Γ) be a discrete Hecke pair. If G (or Gr) has
subexponential growth, then so does G.
Proof: If G has subexponential growth than so does any of its quotients,
so in particular Gr also has subexponential growth. So to prove the state-
ment of this corollary we only need to prove that if Gr has subexponential
growth then so does G, and that follows directly from Proposition 1.4.4.
Groups with subexponential growth are always unimodular [17, Lemme
I.3] and amenable (see [35, Section 12.6.18]).
The class of groups with subexponential growth includes all locally nilpo-
tent groups and all FC−-groups [35, Theorem 12.5.17]. In particular, all
abelian and all compact groups have subexponential growth.
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Chapter 2
On enveloping C∗-algebras of
Hecke algebras
In this chapter we address two problems: the question of existence of the
full Hecke C∗-algebra C∗(G,Γ) and the question of when does C∗(G,Γ), pro-
vided it exists, coincide with C∗(L1(G,Γ)). These problems will be addressed
simultaneously through the same method.
In Section 2.1 we associate a directed graph to given ∗-algebra with a
speciﬁed basis and derive a suﬃcient condition, based on a property of the
graph, for the ∗-algebra to be a BG∗-algebra and therefore have an envelop-
ing C∗-algebra. This result is sharpened in Section 2.2 for Hecke algebras,
where we show that under a slightly stronger assumption on the graph we
can not only show the existence of C∗(G,Γ) but also that the isomorphism
C∗(G,Γ) ∼= C∗(L1(G,Γ)) holds.
We develop some tools, based on iterated commutators on the group G,
that allows us to show that the graph properties under consideration are
satisﬁed for several classes of Hecke pairs.
2.1 Graph associated with a ∗-algebra
Let A be a ∗-algebra. Suppose that we are given a ﬁnite set of elements
{b1, . . . , bn} ⊆ A satisfying a set of relations of the form⎧⎪⎨⎪⎩
b∗1b1 = λ11b1 + · · ·+ λ1nbn
...
b∗nbn = λn1b1 + · · ·+ λnnbn ,
(2.1)
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where λij ∈ C for each i, j ∈ {1, . . . , n}. We claim that the elements b1, . . . , bn
are automatically bounded, and this fact will pave the way for our study of
existence of enveloping C∗-algebras:
Theorem 2.1.1. Let A be a ∗-algebra and {b1, . . . , bn} ⊆ A a ﬁnite set of
elements satisfying relations as in (2.1). Then the elements b1, . . . , bn are
automatically bounded. In particular they have a bounded universal norm.
In order to prove Theorem 2.1.1 we will need the following lemma:
Lemma 2.1.2. Let n ∈ N and kij ∈ R+0 for every 1 ≤ i, j ≤ n. The set
B := {(x1, . . . , xn) ∈ (R+0 )n : x2i ≤ ki1x1 + · · ·+ kinxn ∀1 ≤ i ≤ n}
is bounded in Rn.







and let B˜ be the set deﬁned by
B˜ :=
{
(x1, . . . , xn) ∈ (R+0 )n : x1 + · · ·+ xn ≤ β
√
x1 + · · ·+ xn
}
,
We claim that B ⊆ B˜. To see this, let (x1, . . . , xn) ∈ B. We have





























x1 + · · ·+ xn ,
and therefore (x1, . . . , xn) ∈ B˜.
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Hence, it is enough to prove that the set B˜ is bounded. As it is well
known, linear functions in R grow faster than square roots, thus it is clear
that the set
Y := {x ∈ R+0 : x ≤ β
√
x}
is bounded in R. Let S : (R+0 )n → R be the function S(x1, . . . , xn) :=∑n
i=1 xi. We have that B˜ ⊆ S−1(Y ). Since S is only deﬁned for elements in
(R+0 )
n, the pre-image by S of a bounded set in R is also a bounded set in
(R+0 )
n. We conclude that B˜, and therefore B, is bounded.
Proof of Theorem 2.1.1: Let {b1, . . . , bn} ⊆ A be a ﬁnite set in A
satisfying relations as in (2.1) and B ⊆ (R+0 )n the set deﬁned by
B := {(x1, . . . , xn) ∈ (R+0 )n : x2i ≤ |λi1|x1 + · · ·+ |λin|xn ∀1 ≤ i ≤ n} .
Let π : A → L(V ) be a pre-∗-representation and ξ ∈ V a vector such that
‖ξ‖ = 1. We have that
‖π(bi)ξ‖2 = 〈π(b∗i bi)ξ, ξ〉 ≤ ‖π(b∗i bi)ξ‖‖ξ‖








Hence it follows that
(‖π(b1)ξ‖, . . . , ‖π(bn)ξ‖) ∈ B. Since the deﬁnition of
the set B is independent of π and ξ, and since by Lemma 2.1.2 we know that
B is bounded in Rn, it follows that
sup
‖ξ‖=1
‖π(bi)ξ‖ < ∞ ,
i.e. π(bi) ∈ B(V ), for all 1 ≤ i ≤ n, and all pre-∗-representations π.
Thus, the elements b1, . . . , bn are all automatically bounded and therefore
have bounded universal norms by Proposition 1.1.3
In practice though, Theorem 2.1.1 can be diﬃcult to apply, as in general
one is not given a set of elements {b1, . . . , bn} satisfying the prescribed rela-
tions, especially if the structure of the ∗-algebra A is not well understood.
For this reason we will describe a more algorithmic approach to Theorem
2.1.1 where the set {b1, . . . , bn} is not given from the start, but it is instead
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constructed step-by-step starting from one element b1. This method will
be explained through the language of graphs and will be especially useful
when applied to Hecke algebras, where knowledge from the Hecke pair can
many times be used to show that sets of elements {b1, . . . , bn} satisfying (2.1)
abound.
Let A be a ∗-algebra and B a basis of A as a vector space. Given a
basis element b0 ∈ B we will denote by Φb0 the unique linear functional
Φb0 : A → C such that
Φb0(b) :=
{
1, if b = b0
0, if b = b0
(2.2)
for every b ∈ B.
Deﬁnition 2.1.3. Given a ∗-algebra A with a speciﬁed basis B, we deﬁne
its associated graph as the directed graph G := (B,E), whose set of vertices
is the set B and whose set of edges is the set
E := {(a, b) ∈ B2 : Φb (a∗a) = 0} . (2.3)
Thus, given a vertex a ∈ B, its successors are precisely those basis el-
ements that have non-zero coeﬃcients in the unique expression of a∗a as a
linear combination of elements of B, i.e. if
a∗a = k1b1 + · · ·+ knbn ,
where each ki ∈ C is non-zero and the basis elements bi are all diﬀerent, then
the successors of a are precisely b1, . . . , bn.
Proposition 2.1.4. Let A be a ∗-algebra with basis B and G its associated
graph. If X ⊆ B is a ﬁnite co-hereditary set in G, then all elements of X
are automatically bounded. In particular, all elements of X have a bounded
universal norm.
Proof: Let X = {b1, . . . , bn} ⊆ B. Since X contains the successors of all
its elements, we must necessarily have
b∗i bi = λi1b1 + · · ·+ λinbn , 1 ≤ i ≤ n ,
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for some elements λij ∈ C (possibly being zero). It then follows from The-
orem 2.1.1 that all elements b1, . . . , bn are automatically bounded and in
particular have a bounded universal norm.
Corollary 2.1.5. Let A be a ∗-algebra, B a basis for A and G its associ-
ated graph. If A is generated as a ∗-algebra by the elements of the ﬁnite
co-hereditary sets of G, then A is a BG∗-algebra. In particular A has an
enveloping C∗-algebra.
Proof: Let B0 be the set of elements of the ﬁnite co-hereditary sets of
G. By Proposition 2.1.4, all elements in B0 are contained in Ab. Since the
elements of B0 generate the ∗-algebra A, we conclude that A = Ab, i.e. A is
a BG∗-algebra.
We can interpret the above corollary in the following (equivalent) way:
suppose we have a ∗-algebra A with a basis B. Suppose additionally that
we have a particular set B0 ⊂ B which generates A. If all the elements of
B0 generate ﬁnite co-hereditary sets of the associated graph, then A has an
enveloping C∗-algebra. Let us now give a couple of immediate examples:
Example 2.1.6. Let A be a ﬁnite-dimensional ∗-algebra. If we take any ba-
sis B, the associated graph necessarily has ﬁnitely many vertices (and edges).
Thus, the co-hereditary set generated by any b ∈ B is ﬁnite.
Example 2.1.7. Let G be a discrete group, C(G) its group algebra with
basis {δg ∈ C(G) : g ∈ G}. Since in the group algebra we have δ∗g ∗ δg = δe,
the only successor of δg in the associated graph is δe. Since δe is the only suc-
cessor of itself, the co-hereditary set generated by δg has only two elements,
δg and δe.
Some non-trivial examples, arising from Hecke algebras, will be computed
later in Section 2.4.
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2.2 A suﬃcient condition implying the iso-
morphism C∗(G,Γ) ∼= C∗(L1(G,Γ))
In Corollary 2.1.5 of the previous section we obtained a suﬃcient condition
for a ∗-algebra to have an enveloping C∗-algebra, namely when it is generated
by elements of the ﬁnite co-hereditary sets (with respect to a given basis). In
this section we will improve this result in the case of a Hecke algebraH(G,Γ):
under a suitable assumption we will not only assure an enveloping C∗-algebra
C∗(G,Γ) exists, but we will also be able to identify it with C∗(L1(G,Γ)).
Throughout this section and henceforward (G,Γ) will denote a Hecke pair.
We will always consider the canonical basis in the Hecke algebra H(G,Γ),
consisting of double cosets {ΓgΓ : g ∈ G}. This section is devoted to the
proof of the following result:
Theorem 2.2.1. Let (G,Γ) be a Hecke pair. If all double cosets generate
ﬁnite co-hereditary sets, then the enveloping C∗-algebra of H(G,Γ) exists and
coincides with C∗(L1(G,Γ)).
In order to give a proof of Theorem 2.2.1 we will make use of several
lemmas.
Lemma 2.2.2. Let (G,Γ) be a Hecke pair and ΓgΓ,ΓhΓ be two double cosets.
We have that the L1-norm satisﬁes the equality
‖ΓgΓ ∗ ΓhΓ‖L1 = ‖ΓgΓ‖L1‖ΓhΓ‖L1 .
In particular the following equality is also satisﬁed
‖(ΓgΓ)∗ ∗ ΓgΓ‖L1 = ‖ΓgΓ‖2L1 .
Proof: Recall from Lemma 1.2.6 that the unique expression of ΓgΓ∗ΓhΓ
as a linear combination of double cosets is given by






where Cg,h(s) := #{wΓ ⊆ ΓhΓ : ΓgwΓ = ΓsΓ}.
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Let Γs1Γ, . . . ,ΓsnΓ be the only elements in expression (2.4) with a non-
zero coeﬃcient. We then see that
















Now the sets Cg,h(si) := {wΓ ⊆ ΓhΓ : ΓgwΓ = ΓsiΓ} are all mutually
disjoint, for 1 ≤ i ≤ n, and their union is {wΓ ⊆ ΓhΓ}. Therefore, since
Cg,h(si) = #Cg,h(si), we get
‖ΓgΓ ∗ ΓhΓ‖L1 = L(g)L(h)
= ‖ΓgΓ‖L1‖ΓhΓ‖L1 .
The second claim in this lemma follows directly from the ﬁrst because
‖(ΓgΓ)∗ ∗ ΓgΓ‖L1 = Δ(g)‖Γg−1Γ‖L1‖ΓgΓ‖L1 = ‖ΓgΓ‖2L1 .
Lemma 2.2.3. Let n ∈ N and A = [aij] be an n × n matrix whose entries
satisfy: aii ∈ R+ and aij ∈ R−0 for all i = j. If there are vectors d =
(d1, . . . , dn) and z = (z1, . . . , zn) both in (R+)n satisfying the system
Az = d , (2.5)
then A is non-singular.
Proof: Let z ∈ (R+)n be a solution to the above system. Suppose that
KerA = {0}. Then, the set of solutions to the system (2.5) contains a line
L. Consider now the set S of all the (ﬁnitely many) points which are the
intersections of L with the canonical hyperplanes of the form xi = 0, and
take a point y ∈ S (not necessarily unique) which is closest to z. The point
y is the intersection of L with one of the hyperplanes xi = 0, say xi0 = 0
with 1 ≤ i0 ≤ n. Since y = (y1, . . . , yn) is in L, it is also a solution of the




ai0kyk = di0 ,
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implying that there exists at least one number yk which is negative. But on
the other hand, the open segment between z and y lies inside (R+)n because
z ∈ (R+)n and this segment does not intersect any hyperplane xi = 0 (by
choice of the point y). Thus the entries of y = (y1, . . . , yn) are all non-
negative, which is a contradiction. Therefore KerA = {0}.
In preparation for the next lemma we set some notation. Given two vec-
tors a = (a1, . . . , an) and b = (b1, . . . , bn) ∈ Rn, we will write a ≤ b whenever
ai ≤ bi for every 1 ≤ i ≤ n. We will denote the zero vector by 0 = (0, . . . , 0).
Also, given a set of vectors S ⊆ Rn, we will denote by C(S) the cone gen-
erated by S, i.e. the set of all linear combinations with coeﬃcients in R+0 of
the elements of S.
Lemma 2.2.4. Let n ∈ N and A = [aij] be an n × n matrix whose entries
satisfy: aii ∈ R+ and aij ∈ R−0 for all i = j. Assume that there are vectors
d = (d1, . . . , dn) > 0 and z = (z1, . . . , zn) > 0 satisfying the system Az = d.
Then, if
Ay ≥ 0 ,
for some y ∈ Rn, we must have y ≥ 0.
Proof: As we are in the conditions of Lemma 2.2.3, the matrix A is non-
singular. First we claim that {y : Ay ≥ 0} = C(A−1e1, . . . , A−1en), where
e1, . . . , en ∈ Rn are the canonical unit vectors. The inclusion ⊇ is obvious,
while the inclusion ⊆ follows from the fact that if Ay ≥ 0 then we can write
Ay as a positive linear combination of e1, . . . , en. Thus, to prove this lemma
it suﬃces to prove that A−1ek ≥ 0 for every 1 ≤ k ≤ n, and we will show
this by induction on n. The case n = 1 is obvious since a11 ∈ R+. Let us
now assume that the result holds for n− 1, and prove it for n. Let Bk be the
matrix obtained from A by deleting the k-th row and column. Since Az = d,














dk−1 − ak−1 kzk






Since the right hand side of (2.6) is a vector in (R+)n−1, and moreover
the entries of the matrix Bk satisfy the conditions in the statement of the
lemma, we can use the induction hypothesis on the matrix Bk. Let v :=











which exists by Lemma 2.2.3 (the reason for the chosen indexing of the entries
of v will become clear in the remaining part of the proof). The induction














dk−1 − ak−1 kzk























By the induction hypothesis again, we have zi − vi ≥ 0, for i = k.
Consider now the vector v˜ ∈ Rn given by v˜ := (v1, . . . , vk−1, 0, vk+1, . . . , vn).
We have that


































or in other words,

















We now notice that dk −
∑n
i=k akivi > 0, because all the aki ∈ R−0 for
k = i, vi ≥ 0 as we saw before, and dk > 0. We have already proven that
zi − vi ≥ 0, for i = k, from which it readily follows that z− v˜ ≥ 0. We can
now conclude that A−1ek = 1dk−Pni=k akivi (z− v˜) ≥ 0.
Proof of Theorem 2.2.1: We already know that if all double cosets
generate ﬁnite co-hereditary sets, thenH(G,Γ) has an enveloping C∗-algebra.
Thus, it remains to see that this enveloping C∗-algebra is the enveloping C∗-
algebra of L1(G,Γ), and for this we only need to show that
‖a‖u ≤ ‖a‖L1 , (2.7)
for any a ∈ H(G,Γ). Actually we only need to prove (2.7) when a is a double
coset a = ΓsΓ, since the result for a general a ∈ H(G,Γ) follows from the
following argument: if we write a in the unique linear combination of double
cosets, a =
∑n
















Let therefore ΓsΓ be a double coset and {Γs1Γ, . . . ,ΓsnΓ} the ﬁnite co-
hereditary set it generates. By Lemma 1.2.6 we have
(ΓsiΓ)
∗ ∗ ΓsiΓ =
n∑
j=1
λij ΓsjΓ , (2.8)









Let B be the set
B := {(x1, . . . , xn) ∈ (R+0 )n : x2i ≤ λi1x1 + · · ·+ λinxn , ∀ 1 ≤ i ≤ n} .
Let us also denote by C the subset of B determined by
C := {(x1, . . . , xn) ∈ (R+0 )n : x2i = λi1x1 + · · ·+ λinxn , ∀ 1 ≤ i ≤ n} .
It follows immediately from the triangle inequality applied to (2.8) that the
universal norm (in fact, any C∗-norm) satisﬁes
(‖Γs1Γ‖u, . . . , ‖ΓsnΓ‖u) ∈ B.
Moreover, from Lemma 2.2.2, the L1-norm satisﬁes





(‖Γs1Γ‖L1 , . . . , ‖ΓsnΓ‖L1) ∈ C. For ease of reading we will denote
by z := (z1, . . . , zn) the point
(‖Γs1Γ‖L1 , . . . , ‖ΓsnΓ‖L1). The idea for the
remaining part of the proof is to argue that z ∈ C is the point with the
largest coordinates in the whole set B.
For each 1 ≤ i ≤ n let gi : (R+0 )n → R be the function






The tangent hyperplane to the graph of gi at the point (z1, . . . , zn) is given
by the equation




λij(xj − zj) = 0 ,
which, using the fact that (z1, . . . , zn) is a zero of gi, we can reduce to




λij xj = z
2
i . (2.9)
We claim that 2zi − λii > 0. To see this we notice that
2zi − λii = 2‖ΓsiΓ‖L1 −
L(si)Cs−1i ,si(si)
L(si)
= 2L(si)− Cs−1i ,si(si)
≥ 2L(si)− L(si) = L(si) > 0 .
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Let us now take A = [aij] to be the n× n matrix whose entries are given
by aij := −λij for i = j, and aii := 2zi − λii, thus aij ∈ R−0 for i = j and
aii ∈ R+. We can easily see from (2.9) that Az = z2, where z2 = (z21 , . . . , z2n).
Consider now the set W deﬁned by
W :=
{
x ∈ (R+0 )n : Ax ≤ z2} .
We claim that W contains the set B. To see this, let (y1, . . . , yn) ∈ B. We
then have























λij yj ≤ z2i ,
and thus (y1, . . . , yn) ∈ W . In other words, if y ∈ B, then Ay ≤ z2. We can
rewrite this inequality as:
Ay ≤ z2 ⇔ 0 ≤ z2 − Ay ⇔ 0 ≤ A(z− y) .
Noting that we are under the conditions of Lemma 2.2.4, because the entries
of A satisfy the required conditions and Az = z2, we conclude that 0 ≤ z−y,
i.e. y ≤ z. Thus, we conclude that z has bigger coordinates than any other
point in B.
As we know, we have (‖Γs1Γ‖u, . . . , ‖ΓsnΓ‖u) ∈ B, so by the above we
must have ‖ΓsiΓ‖u ≤ zi = ‖ΓsiΓ‖L1 for any 1 ≤ i ≤ n. Thus, in particular,
‖ΓsΓ‖u ≤ ‖ΓsΓ‖L1 , for the initial double coset ΓsΓ. Since all double cosets
generate ﬁnite co-hereditary sets we conclude that this inequality holds for
any double coset ΓsΓ, and as we explained in the beginning of the proof, this
implies that the enveloping C∗-algebra of H(G,Γ) is C∗(L1(G,Γ)).
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2.3 Methods based on commutators
The basis of our study of enveloping C∗-algebras of Hecke algebras will be
Corollary 2.1.5 and Theorem 2.2.1. Our goal is to apply these results to
several classes of Hecke pairs, but so far we have not given any hint on how
to actually ensure that a given double coset generates a ﬁnite co-hereditary
set. The objective of this section is to provide some tools, based on iterated
commutators, to help us accomplish this task.
Given a group G we will denote by [s, t] the commutator of s, t ∈ G, i.e.
[s, t] := s−1t−1st .
More generally, given elements s1, . . . , sn ∈ G we will denote by [s1, . . . , sn]
the iterated commutator deﬁned inductively by
[s1, . . . , sn] := [[s1, . . . , sn−1], sn] .
Let us now return to Hecke pairs (G,Γ). We will be mostly interested
in commutators of the form [g, γ1, . . . , γn], where g ∈ G and γ1, . . . , γn ∈ Γ,
and the reason for that is given in the following result. We recall that Sn(X)
stands for the n-th successor set of a set of vertices X of a directed graph,
as deﬁned in (1.25).
Proposition 2.3.1. Let (G,Γ) be a Hecke pair and g ∈ G. Let {ΓxnΓ}n∈N0
be a sequence of double cosets satisfying the properties:
i) Γx0Γ = ΓgΓ,
ii) Γxn+1Γ is a successor of ΓxnΓ, for all n ≥ 0.
Then, there exists a sequence {γn}n∈N ⊆ Γ such that
ΓxnΓ = Γ[g, γ1, . . . , γn]Γ ,
for all n ≥ 1. In particular, all elements in Sn(ΓgΓ) have a representative
of the form Γ[g, γ1, . . . , γn]Γ, for some γ1, . . . , γn ∈ Γ.
Proof: We will choose such a sequence {γn}n∈N inductively on n ∈ N.
Suppose n = 1. Since Γx1Γ is a successor of ΓgΓ, it must be of the form
Γx1Γ = Γg
−1γgΓ for some γ ∈ Γ. Now we notice that




−1γgΓ = Γ[g, γ−1]γΓ = Γ[g, γ−1]Γ .
Choosing γ1 := γ−1 yields the desired result.
Now let us suppose that there exist elements γ1, . . . , γn ∈ Γ such that
ΓxkΓ = Γ[g, γ1, . . . , γk]Γ, for every 1 ≤ k ≤ n. Then, since Γxn+1Γ is a
successor of ΓxnΓ = Γ[g, γ1, . . . , γn]Γ, we can write
Γxn+1Γ = Γ[g, γ1, . . . , γn]
−1γ[g, γ1, . . . , γn]Γ ,
for some γ ∈ Γ. We have
Γxn+1Γ = Γ[g, γ1, . . . , γn]
−1γ[g, γ1, . . . , γn]γ−1Γ
= Γ[g, γ1, . . . , γn, γ
−1]Γ .
Choosing γn+1 := γ−1 yields the desired result for Γxn+1Γ.
Hence, since we can extend any ﬁnite sequence γ1, . . . , γn satisfying the
stated conditions to a sequence γ1, . . . , γn, γn+1 still satisfying the stated con-
ditions, it follows that there must be an inﬁnite sequence {γn}n∈N with the
desired requirements.
We will now establish a suﬃcient condition to ensure the ﬁniteness of the
co-hereditary set generated by an element ΓgΓ based on the iterated com-
mutators we considered above:
Theorem 2.3.2. Let (G,Γ) be a Hecke pair and g ∈ G. Suppose that for
any sequence of elements {γk}k∈N ⊆ Γ the total number of double cosets
#
{
Γ[g, γ1, . . . , γn]Γ : n ∈ N
}
is ﬁnite. Then ΓgΓ generates a ﬁnite co-hereditary set.
Proof: Suppose the co-hereditary set generated by ΓgΓ is inﬁnite. Then,
there must exist a sequence {ΓxnΓ}n∈N0 such that
i) Γx0Γ = ΓgΓ,




i(ΓgΓ), for all n ≥ 0.
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In particular, we have that ΓxiΓ = ΓxjΓ for i = j, implying that the set
{ΓxnΓ : n ∈ N} is inﬁnite.
By Proposition 2.3.1 there exists a sequence {γn}n∈N ⊆ Γ such that
ΓxnΓ = Γ[g, γ1, . . . , γn]Γ for all n ≥ 1. But, by assumption, the number
of double cosets in {Γ[g, γ1, . . . , γn]Γ : n ∈ N} is ﬁnite. Thus we arrive at a
contradiction and therefore the co-hereditary set generated by ΓgΓ must be
ﬁnite.
Corollary 2.3.3. Let (G,Γ) be a Hecke pair and g ∈ G. If one of the
following conditions holds, then ΓgΓ generates a ﬁnite co-hereditary set:
a) For every sequence {γn}n∈N ⊆ Γ there exists a ﬁnite set F ⊆ G and
N0 ∈ N such that [g, γ1, . . . , γk] ∈ F for all k ≥ N0.
b) For every sequence {γn}n∈N ⊆ Γ there exists a number N ∈ N such that
[g, γ1, . . . , γN ] ∈ Γ.
Proof: The result follows directly from Theorem 2.3.2. For a) we notice
that we can write {Γ[g, γ1, . . . , γn]Γ : n ∈ N} as the union of the two ﬁnite
sets {Γ[g, γ1, . . . , γn]Γ : n < N0} and {Γ[g, γ1, . . . , γn]Γ : n ≥ N0}.
For b), one can easily show, by induction, that [g, γ1, . . . , γn] ∈ Γ, for any
n ≥ N . Thus, we have{




Γ[g, γ1, . . . , γn]Γ : n ≤ N
}
,
which is a ﬁnite set.
There are diﬀerent classes of Hecke pairs that satisfy conditions a) and
b) of the above corollary. As we shall see in more detail in the next section,
condition a) is satisﬁed by groups satisfying certain generalized nilpotency
properties, whereas b) is satisﬁed when Γ is a subnormal subgroup of G, for
example.
2.4 Classes of Hecke Pairs
We will now use the methods developed in the previous sections to study
the existence of enveloping C∗-algebras for several classes of Hecke alge-
bras. Many of the well known results about the existence of a full Hecke
C∗-algebra for some classes of Hecke pairs will be recovered in a uniﬁed
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approach and some new classes will also be described. The isomorphism
C∗(G,Γ) ∼= C∗(L1(G,Γ)) will also be established in many of the considered
classes.
It should also be noted that all the classes of Hecke algebras considered
here are in fact BG∗-algebras, since our methods can be traced back to
Corollary 2.1.5, but since the focus is mostly on the existence of C∗(G,Γ) we
will not mention this in every case.
This section is organized as follows: the classes of Hecke pairs from 2.4.1 to
2.4.4 have been studied in the operator algebraic literature and results about
the corresponding full Hecke C∗-algebras are known. The results about the
remaining classes, 2.4.5 to 2.4.12, are essentially new, with the results for the
classes 2.4.5, 2.4.6 and 2.4.7 generalizing known results in the literature.
The classes we consider are presumably all diﬀerent (in the sense of con-
tainment), with the notable exceptions of 2.4.5 which is a particular case of
2.4.6, and 2.4.1 which is a particular case of 2.4.7.
We would like to remark that the results discussed in this section illus-
trate how our methods apply for natural classes of Hecke pairs and that we
have not, by any means, exhausted all the possible classes of Hecke pairs one
can study through these methods.
2.4.1 Γ has Finite Index in G
When Γ has ﬁnite index in G, the pair (G,Γ) is automatically a Hecke pair,
and the Hecke ∗-algebra is ﬁnite dimensional (actually, H(G,Γ) is ﬁnite di-
mensional if and only if Γ has ﬁnite index in G). As we have seen in Example
2.1.6, the co-hereditary set generated by a double coset is ﬁnite because the
graph of H(G,Γ) is itself ﬁnite. Hence, Theorem 2.2.1 tells us that C∗(G,Γ)
exists and C∗(G,Γ) ∼= C∗(L1(G,Γ)).
Of course this example, investigated by Hall [18, Section 4.2], is well-
known and completely understood, because a ﬁnite dimensional ∗-algebra is
automatically complete for any ∗-algebra norm. Hence we necessarily have
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ) ,
and all these C∗-algebras are isomorphic toH(G,Γ), without having to invoke
our Theorem 2.2.1.
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2.4.2 (G,Γ) is Directed
Recall that (G,Γ) is said to be directed if G = T−1T , where
T := {t ∈ G : Γ ⊆ tΓt−1} .
Directed Hecke pairs have been widely studied in the literature ([7], [18], [31],
[29], [4], [24], for example), in particular because of their association with the
theory of semigroup C∗-crossed products. It is known that when (G,Γ) is
directed the Hecke algebra has an enveloping C∗-algebra and moreover one
has
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ,
(see, for example, [24, Theorem 6.4]).
With our methods we can show that C∗(G,Γ) exists, since the Hecke
algebra is in fact generated by ﬁnite co-hereditary sets. To see this, we ﬁrst
notice that, for t ∈ T , we have ΓtΓ = tΓ. Hence, we also have
(ΓsΓ)∗ ∗ ΓtΓ = Γs−1tΓ (2.10)
for every s, t ∈ T , which means that the Hecke ∗-algebra is generated by the
set of double cosets {ΓtΓ : t ∈ T}. Taking s = t in equality (2.10) we see
that
(ΓtΓ)∗ ∗ ΓtΓ = Γ
Thus, the only successor of the double coset ΓtΓ is Γ. Since Γ is the only
successor of itself, it follows that the co-hereditary set generated by ΓtΓ
has only two elements, ΓtΓ and Γ, and is therefore ﬁnite. We conclude that
H(G,Γ) is generated by ﬁnite co-hereditary sets and therefore C∗(G,Γ) exists
by Corollary 2.1.5.
2.4.3 Iwahori Hecke Algebras
Let (G,Γ) be a Hecke pair such that H(G,Γ) is an Iwahori Hecke algebra
(see [18, Deﬁnition 5.12] for a precise deﬁnition of this concept). Sets of
generators and relations have been given for this class of Hecke algebras, but
for our purposes we will only need to know that:
1. There is a set S ⊆ G of elements of order two such that H(G,Γ) is
generated (as a ∗-algebra) by Γ and the double cosets ΓsΓ, with s ∈ S.
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2. for every s ∈ S the following relation holds:
(ΓsΓ)2 = L(s)Γ + (L(s)− 1)ΓsΓ .
For the remaining relations in H(G,Γ), which we will not make any use
in this work, we refer the reader to Hall’s thesis [18, Section 5.3.1].
It was proven by Hall [18, Proposition 2.24], through an estimate on the
spectral radius of certain elements, that an Iwahori Hecke algebra has an
enveloping C∗-algebra (actually Hall proved this for the case (SLn(Qp), B),
with B ⊆ SLn(Qp) an Iwahori subgroup, but her proof is completely general).
We can also conclude this from our methods, by proving that H(G,Γ) is
generated by ﬁnite co-hereditary sets. By point 1) we only need to see that
each double coset ΓsΓ with s ∈ S generates a ﬁnite co-hereditary set. So
let ΓsΓ ∈ H(G,Γ) with s ∈ S. Since s has order two we see that ΓsΓ is
self-adjoint and therefore relation 2) can be rewritten as
(ΓsΓ)∗ ∗ ΓsΓ = L(s)Γ + (L(s)− 1)ΓsΓ
Hence, the successors of ΓsΓ are only Γ and ΓsΓ itself. Thus, the co-
hereditary set generated by ΓsΓ has only two elements, Γ and ΓsΓ, and
is therefore ﬁnite. We conclude that H(G,Γ) is generated by ﬁnite co-
hereditary sets, and is therefore a BG∗-algebra and has an enveloping C∗-
algebra.
Remark 2.4.1. By a result of Hall [18, Theorem 6.10] and a result of
Kaliszewski, Landstad and Quigg [24, Corollary 5.11] it is known that, for
G = SL2(Qp) and Γ an Iwahori subgroup, we necessarily have
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p .
The analogous result for SLn(Qp) with n ≥ 3 is still open, as far as we know.
2.4.4 Γ is a Protonormal Subgroup of G
We recall that Γ is a protonormal subgroup of G (in the sense of Exel [12]),
if for every s ∈ G we have
Γs−1Γs = s−1ΓsΓ .
Subgroups with this property are also called conjugate permutable subgroups
in the literature.
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It was proven by Exel ([12, Proposition 12.1]) that when Γ is a protonor-
mal subgroup of G the enveloping C∗-algebra C∗(G,Γ) exists. Moreover, it
is completely clear from his proof that C∗(G,Γ) ∼= C∗(L1(G,Γ)), since the
bound he uses for the universal norm is actually the L1-norm. Our methods
can also recover this result, because in fact any double coset ΓgΓ generates
a ﬁnite co-hereditary set. We will actually prove that the co-hereditary set
generated by ΓgΓ consists only of ΓgΓ and S(ΓgΓ) and is therefore ﬁnite. In
other words, we will prove that
Sn(ΓgΓ) ⊆ S(ΓgΓ) ,
for every n ∈ N. It suﬃces to prove that S2(ΓgΓ) ⊆ S(ΓgΓ). The elements
of S2(ΓgΓ) are of the form Γ[g, γ1, γ2]Γ, where γ1, γ2 ∈ Γ, by Proposition
2.3.1. We have that





Since Γ is a protonormal subgroup there exist θ, ω ∈ Γ such that γ1gγ−12 g−1 =
gθg−1ω. Thus, we get











= Γg−1ωγ−11 gΓ .
By Remark 1.2.7, Γg−1ωγ−11 gΓ ∈ S(ΓgΓ). This ﬁnishes the proof.
2.4.5 Γ is Subnormal in G
Hecke pairs (G,Γ) in which Γ is normal in a normal subgroup of G have
been widely studied in the literature, in particular when G is a semi-direct
product ([7], [31], [29], [24]), and it is known that in this case H(G,Γ) has
an enveloping C∗-algebra and moreover
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ,
(see, for example, [24, Theorem 5.13]).
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We are now going to prove that when Γ is a subnormal subgroup of G,
C∗(G,Γ) exists and C∗(G,Γ) ∼= C∗(L1(G,Γ)). Recall that Γ is subnormal in
G if there are subgroups H0, H1, . . . , Hn such that
Γ = Hn Hn−1  · · ·H0 = G ,
where the notation Hi+1 Hi means that Hi+1 is a normal subgroup of Hi.
We claim that when Γ is subnormal in G, all double cosets ΓsΓ generate
ﬁnite co-hereditary sets. To see this we will use Corollary 2.3.3. Let s ∈ G
and {γk}k∈N ⊆ Γ. We will prove by induction that [s, γ1, . . . , γk] ∈ Hk for
1 ≤ k ≤ n. For k = 1 this follows from the following observation:
[s, γ1] = s
−1γ−11 sγ1 ∈ s−1Γsγ1 ⊆ s−1H1sγ1 = H1γ1 = H1 .
Now, let us prove that k ⇒ k + 1. For simplicity, let us write xk :=
[s, γ1, . . . , γk], which by induction hypothesis is an element of Hk. Thus,
we have
[s, γ1, . . . , γk, γk+1] = [xk, γk+1] ∈ x−1k Γxkγk+1
⊆ x−1k Hk+1xkγk+1 = Hk+1γk+1
= Hk+1 .
Thus, for any sequence {γk}k∈N we have [s, γ1, . . . , γn] ∈ Γ, which by
Corollary 2.3.3 b) implies that ΓsΓ generates a ﬁnite co-hereditary set. Since
this is true for all double cosets, Theorem 2.2.1 tells us that C∗(G,Γ) exists
and C∗(G,Γ) ∼= C∗(L1(G,Γ)).
Remark 2.4.2. It is known that any subgroup Γ of a nilpotent group G is
necessarily a subnormal subgroup (see, for example, [28, §62]). Hence already
from this we can conclude that the Hecke algebra of any Hecke pair (G,Γ),
with G a nilpotent group, has an enveloping C∗-algebra (which coincides with
C∗(L1(G,Γ))). In fact, this holds for any group G whose subgroups are all
subnormal. Groups with this property form a class that strictly contains the
class of nilpotent groups ([39, Theorem 6.11]). We will prove similar results
for other classes of groups which strictly generalize the class of nilpotent
groups.
Example 2.4.3. Let G be the group of n×n upper triangular matrices with
1’s on the diagonal and with entries in Q and let Γ be the subgroup of those
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matrices with entries in Z. It can be checked, although we will not do so
here, that (G,Γ) forms a Hecke pair. The subgroup Γ is subnormal with
Γ = Hn Hn−1  · · ·H1 = G ,
where Hk is the subgroup of matrices in G whose ﬁrst k− 1 upper diagonals
have entries in Z. The group G is nilpotent and its 3 × 3 version is the
rational Heisenberg group discussed in [24, Example 10.7].
2.4.6 Γ is Ascendant in G
Recall that Γ is said to be ascendant in G if there is a normal series {Hi}i∈N0 ,
Γ = H0 H1  · · ·Hi  . . .
that ends in the group G, in the sense that
⋃
i∈N0 Hi = G. Of course, the
series is ﬁnite precisely when Γ is subnormal in G.
We will now prove that if Γ is ascendant in G, then every double coset
generates a ﬁnite co-hereditary set, therefore implying that C∗(G,Γ) exists
and is isomorphic to C∗(L1(G,Γ)).
Let ΓsΓ be any double coset in H(G,Γ), with representative s ∈ G. Since
Γ is ascendant, s must belong to one of the subgroups Hn, with n ∈ N0. Of
course, Γ is a subnormal subgroup of Hn, and as we saw in the subnormal
case, this implies that the co-hereditary set generated by ΓsΓ is necessarily
ﬁnite.
2.4.7 Γ has Finitely Many Conjugates in G
Suppose Γ has ﬁnitely many conjugates in G, or equivalently, the normal-
izer of Γ has ﬁnite index in G. Then, C∗(G,Γ) exists and C∗(G,Γ) ∼=
C∗(L1(G,Γ)) because any double coset generates a ﬁnite co-hereditary set.
To see this, let ΓgΓ be a double coset and let g−11 Γg1, . . . , g−1n Γgn be the con-
jugates of Γ. With the possible exception of ΓgΓ itself, any element in the
co-hereditary set generated by ΓgΓ is a successor of another element. Hence,
by Remark 1.2.7, any such element is of the form
Γx−1γxΓ ,
where x ∈ G and γ ∈ Γ. We can then write x−1γx = g−1i θgi, for some
i ∈ {1, . . . , n} and θ ∈ Γ, and therefore Γx−1γxΓ = Γg−1i θgiΓ. Thus, apart
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possibly from ΓgΓ, all elements in the co-hereditary set generated by ΓgΓ
are successors of some ΓgiΓ, with 1 ≤ i ≤ n, by Remark 1.2.7 again. Thus,
this co-hereditary set must be ﬁnite.
2.4.8 G is Finite-by-Nilpotent
Recall that a group G is called nilpotent if its lower central series stabilizes
at {e} after ﬁnitely many steps, i.e. if the normal series deﬁned inductively
by
G0 := G , Gn+1 := [Gn, G] ,
is such that Gk = {e}, for some k ∈ N.
Recall also that a group G is said to be ﬁnite-by-nilpotent if G has a ﬁnite
normal subgroup K such that G/K is nilpotent, i.e. if G is an extension
of a ﬁnite group by a nilpotent group. In particular, all nilpotent groups
are ﬁnite-by-nilpotent (taking K = {e}). Moreover, the class of ﬁnite-by-
nilpotent groups is strictly larger than the class of nilpotent groups, as every
ﬁnite group belongs to the former class but not to the latter.
Finite-by-nilpotent groups also admit a nice description in terms of their
lower central series: it is known that ﬁnite-by-nilpotent groups are precisely
those whose lower central series stabilizes at a ﬁnite group.
We are now going to show that for any Hecke pair (G,Γ) where G is
ﬁnite-by-nilpotent, every double coset ΓsΓ generates a ﬁnite co-hereditary
set, implying that C∗(G,Γ) exists and coincides with C∗(L1(G,Γ)).
Let s ∈ G and {γk}k∈N ⊆ Γ. It is clear that [s, γ1, . . . , γk] ∈ Gk. Since
the series {Gk} eventually stabilizes at a ﬁnite subgroup, it follows directly
from Corollary 2.3.3 a) that ΓsΓ generates a ﬁnite co-hereditary set. This
concludes the proof.
2.4.9 G is Hypercentral
Recall that a group G is said to be a hypercentral group (also called a ZA-
group) if its upper central series, possibly continued transﬁnitely, stabilizes
at the whole group G. For a rigorous deﬁnition of this concept, we refer the
reader to [38, section 12.2] for example. Another characterization of hyper-
central groups, which is the one we will use, is given by the following result:
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Theorem 2.4.4 (Lemma, page 219, §63, [28]). A group G is hypercentral
if and only if it satisﬁes the following property: for any s ∈ G and any
sequence {xn}n∈N ⊂ G there is a k ∈ N such that
[s, x1, . . . , xk] = e .
We will now prove that if (G,Γ) is a Hecke pair with G a hypercentral
group, then every double coset ΓsΓ generates a ﬁnite co-hereditary set, so
that C∗(G,Γ) exists and C∗(G,Γ) ∼= C∗(L1(G,Γ)). This is a direct appli-
cation of Corollary 2.3.3 a), taking F = {e}, given the characterization of
hypercentral groups of Theorem 2.4.4.
Remark 2.4.5. The class of hypercentral groups also strictly contains the
class of nilpotent groups (see Example 2.4.6), and moreover it is known that
every hypercentral group is locally nilpotent (but not vice-versa). Thus, we
have found another class of groups G, satisfying a nilpotent-type property,
for which the Hecke algebra H(G,Γ) of any Hecke pair (G,Γ) has an envelop-
ing C∗-algebra (which coincides with C∗(L1(G,Γ))).
Example 2.4.6. Let Z2∞ be the 2-quasicyclic group, i.e. the group of all
the 2n-th roots of unity for all n ∈ N. This group is the Pontryagin dual of
the group of 2-adic integers. The group Z/2Z acts on Z2∞ by mapping an
element to its inverse. The generalized dihedral group




is a group which is hypercentral, but not nilpotent.
2.4.10 G is an FC-group and Γ is Finite
Recall that a group G is said to be FC if every element s has ﬁnitely many
conjugates, i.e. the set Cs := {t−1st : t ∈ G} is ﬁnite. It can be seen that











and the last union is ﬁnite.
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FC groups are a generalization of both ﬁnite and abelian groups, and
share many common properties with these classes. They were extensively
studied by B. H. Neumann and others, starting with the article [33]. The
analogous class of groups in the locally compact setting (groups in which the
conjugacy class of any element has compact closure) is usually denoted by
FC− and has also been widely studied, since it is a direct generalization of
both compact and abelian locally compact groups (see [35, Chapter 12] for
an account).
When G is a FC-group and Γ ⊆ G is a ﬁnite subgroup, we can prove that
every double coset ΓsΓ generates a ﬁnite co-hereditary set, so that C∗(G,Γ)
exists and C∗(G,Γ) ∼= C∗(L1(G,Γ)). To see this, let s ∈ G and {γk}k∈N ⊆ Γ.
Also, let Γ = {θ1, . . . , θn} and for each 1 ≤ i ≤ n let us denote by Si ⊆ N
the set
Si := {j ∈ N : γj = θi} .
Of course, the sets Si are mutually disjoint and their union is N. We have
that
{Γ[s, γ1, . . . , γk]Γ : k ∈ N} =
n⋃
i=1




{Γ[s, γ1, . . . , γk−1, θi]Γ : k ∈ Si} .
Now we notice that
Γ[s, γ1, . . . , γk−1, θi]Γ = Γ[s, γ1, . . . , γk−1]−1θ−1i [s, γ1, . . . , γk−1]Γ .
Since there are only ﬁnitely many conjugates of θ−1i , it follows that the set
{Γ[s, γ1, . . . , γk−1, θi]Γ : k ∈ Si} is ﬁnite, and therefore {Γ[s, γ1, . . . , γk]Γ :
k ∈ N} is ﬁnite. Thus, by Theorem 2.3.2, the co-hereditary set generated by
ΓsΓ is ﬁnite.
2.4.11 G is Locally-Nilpotent and Γ is Finite
Recall that a group G is said to be locally-nilpotent if every ﬁnitely generated
subgroup of G is nilpotent.
Let G be a locally-nilpotent group and Γ a ﬁnite subgroup. The pair
(G,Γ) is automatically a Hecke pair since Γ is ﬁnite. We are now go-
ing to prove that each double coset ΓsΓ generates a ﬁnite co-hereditary
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set, implying that C∗(G,Γ) exists and coincides with C∗(L1(G,Γ)). To
see this, let 〈s,Γ〉 ⊆ G be the subgroup generated by s and Γ. This sub-
group is ﬁnitely generated, hence nilpotent. Thus, as we have proven above,
ΓsΓ ∈ H(〈s,Γ〉,Γ) ⊆ H(G,Γ) generates a ﬁnite co-hereditary set.
2.4.12 G is Locally-Finite and Γ is Finite
Recall that a group G is said to be locally-ﬁnite if every ﬁnitely generated
subgroup of G is ﬁnite.
Let G be a locally-ﬁnite group and Γ a ﬁnite subgroup. The pair (G,Γ)
is automatically a Hecke pair since Γ is ﬁnite. We are now going to prove
that each double coset ΓsΓ generates a ﬁnite co-hereditary set, implying that
C∗(G,Γ) exists and coincides with C∗(L1(G,Γ)). To see this, let 〈s,Γ〉 ⊆ G
be the subgroup generated by s and Γ. This subgroup is ﬁnitely generated,
hence ﬁnite. Thus, as we have proven above, ΓsΓ ∈ H(〈s,Γ〉,Γ) ⊆ H(G,Γ)
generates a ﬁnite co-hereditary set.
An interesting feature of Hecke pairs arising from locally ﬁnite groups is
that they give rise to AF Hecke algebras. In that regard we have the follow-
ing result:
Proposition 2.4.7. Let (G,Γ) be a Hecke pair where G is countable and Γ
is a ﬁnite subgroup. Then H(G,Γ) is an AF ∗-algebra if and only if G is
locally ﬁnite.
Proof: (⇐=) Assume G is locally ﬁnite. Since G is assumed countable,
let us ﬁx an enumeration of its elements G = {g1, g2, . . . } and for each n ∈ N
let us deﬁne Hn as the subgroup Hn := 〈Γ, g1, . . . , gn〉. It is clear that
{Hn}n∈N forms an increasing sequence of ﬁnitely generated subgroups, such
that
⋃
Hn = G. Moreover, since G is locally ﬁnite, each Hn is a ﬁnite group
which contains Γ. Hence, we have a sequence of ﬁnite dimensional Hecke
algebras {H(Hn,Γ)}n∈N ⊆ H(G,Γ) satisfying
⋃H(Hn,Γ) = H(G,Γ). Thus,
H(G,Γ) is an AF ∗-algebra.
(=⇒) Assume that H(G,Γ) is an AF ∗-algebra. Then any element f ∈
H(G,Γ) lies in a ﬁnite dimensional ∗-subalgebra, and is therefore algebraic
over C. It then follows from [26, Proposition 2.6] that G is locally ﬁnite.
Example 2.4.8. Similarly to Example 2.4.6, let p be a prime number and
Zp∞ be the p-quasicyclic group (which is the Pontryagin dual of the group of
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p-adic integers). The generalized dihedral group





is locally ﬁnite (but not locally nilpotent unless p = 2).
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Chapter 3
On the completions C∗(L1(G,Γ))
and pC∗(G)p
In this chapter we address the question of when do the two C∗-completions
of the Hecke algebra, C∗(L1(G,Γ)) and pC∗(G)p, coincide. A result of
Kaliszewski, Landstad and Quigg’s in [24] shows that this is the case when-
ever the Schlichting completion G is a Hermitian group. We will generalize
their result to the case when G has a quasi-symmetric group algebra (a no-
tion we will introduce below). Our generalization is such that it includes the
class of all Hecke pairs (G,Γ) for which G (or Gr or G) has subexponential
growth.
As a consequence of this result, combined together with the results on
Chapter 2 and Tzanev’s theorem, we will show in Section 3.4 that
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ) ,
for several classes of Hecke pairs, including all Hecke pairs (G,Γ) where G is
a nilpotent group. In this way we prove that Hall’s equivalence holds for all
such classes of Hecke pairs.
We will also show, in Section 3.5, that there are Hecke pairs for which
C∗(L1(G,Γ))  pC∗(G)p, with (SL2(Qq), SL2(Zq)) being one such example.
3.1 Quasi-symmetric group algebras
Given a ∗-algebra A and an element a ∈ A we will use throughout this chapter
the notations σA(a) to denote the spectrum of a relative to A, and RA(a) to
denote the spectral radius of a relative to A.
Recall, for example from [35], that a ∗-algebra A is said to be:
• Hermitian if σA(a) ⊆ R, for any self-adjoint element a = a∗ of A.
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• symmetric if σA(a∗a) ⊆ R+0 , for any a ∈ A.
It is an easy fact that symmetry implies Hermitianess, since σA(a)2 =
σA(a
2). The two properties are equivalent for Banach ∗-algebras, as asserted
by the Shiralli-Ford theorem [40].
Recall also that a locally compact group G is called Hermitian if L1(G)
is a Hermitian (equivalently, symmetric) Banach ∗-algebra. The class of
Hermitian groups satisﬁes some known closure properties, some of which we
list below:
1. The class of Hermitian groups is closed under taking open subgroups
and quotients [35, Theorem 12.5.18].
2. Let 1 → H → G → G/H → 1 be an extension of locally compact
groups. If H is Hermitian and G/H is ﬁnite, then G is Hermitian [35,
Theorem 12.5.18].
The class of groups we are interested in this chapter arise by relaxing the
condition of symmetry on the group algebra:
Deﬁnition 3.1.1. Let G be a locally compact group. We will say that the
group algebra L1(G) is quasi-symmetric if σL1(G)(f ∗ ∗ f) ⊆ R+0 for any com-
pactly supported continuous function f .
Clearly, Hermitian groups have a quasi-symmetric group algebra. An-
other important class of groups with this property is that of groups with
subexponential growth, as was essentially discovered by Hulanicki [22], [21].
It follows as a direct corollary of the two results below:
Theorem 3.1.2 (Hulanicki [21]). Let G be a locally compact group with
subexponential growth and λ : L1(G) → B(L2(G)) its left regular representa-
tion. We have that
RL1(G)(f) = ‖λ(f)‖
for any self-adjoint f = f ∗ continuous function of compact support.
The following result, in the generality presented here, is due to Barnes [3]
and is based on work by Hulanicki [23].
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Theorem 3.1.3 (Hulanicki, Barnes). Let A be a Banach ∗-algebra and
B ⊆ A a ∗-subalgebra. Suppose that π : A → B(H ) is a faithful ∗-
representation such that
RA(b) = ‖π(b)‖ ,
for all self-adjoint elements b = b∗ in B. Then σA(b) = σB(H )(π(b)) for every
b ∈ B.
Corollary 3.1.4. If G is a locally compact group with subexponential growth,
then L1(G) is quasi-symmetric.
Proof: We consider A and B as in the previous theorem to be L1(G)
and Cc(G) respectively. By Hulanicki’s theorem we know that the conditions
of Theorem 3.1.3 are met with respect to the left regular representation λ,
and therefore σL1(G)(f ∗ ∗ f) = σB(L2(G))(λ(f ∗ ∗ f)) for any f ∈ Cc(G). Thus,
σL1(G)(f
∗ ∗ f) ⊆ R+0 for f ∈ Cc(G), i.e. L1(G) is quasi-symmetric.
The following result is the main result in this section and explains the
reason for considering quasi-symmetric group algebras in the context of C∗-
completions of Hecke pairs.
Theorem 3.1.5. Let (G,Γ) be a Hecke pair. If G has a quasi-symmetric
group algebra, then
C∗(L1(G,Γ)) ∼= pC∗(G)p .
In particular, there is a category equivalence between ∗-representations of
L1(G,Γ) and unitary representations of G generated by the Γ-ﬁxed vectors.
Lemma 3.1.6. Let (G,Γ) be a Hecke pair and f ∈ pL1(G)p. We have that
σpL1(G)p(f) ⊆ σL1(G)(f).
Proof: Let us denote by L1(G)† the minimal unitization of L1(G) and
let 1 ∈ L1(G)† be its unit. Let λ ∈ C and suppose that f−λ1 is invertible in
L1(G)†. We want to prove that f − λp is invertible in pL1(G)p. Invertibility
of f − λ1 in L1(G)† means that there exist g ∈ L1(G) and β ∈ C such that
1 = (f − λ1)(g + β1). Hence we have
p = p(f − λ1)(g + β1)p = (pf − λp)(gp + βp)
= (fp− λp)(gp + βp) = (f − λp)p(gp + βp)
= (f − λp)(pgp + βp) .
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Hence, f − λp is invertible in pL1(G)p and this ﬁnishes the proof.
Proof of Theorem 3.1.5 Due to the canonical isomorphism L1(G,Γ) ∼=
pL1(G)p, it is enough to prove that C∗(pL1(G)p) ∼= pC∗(G)p. By [24, Corol-
lary 5.11] we only need to show that every representation of pL1(G)p is 〈〉R-
positive. Let π : pL1(G)p → B(H ) be a ∗-representation and f ∈ L1(G)p.
Let {gn}n∈N be a sequence of functions in Cc(G)p such that gn → f in L1(G).
Then, we also have g∗n ∗ gn → f ∗ ∗ f in L1(G). It is a standard fact that
σB(H )(π(g
∗
n ∗ gn)) ⊆ σpL1(G)p(g∗n ∗ gn) ,
and by Lemma 3.1.6 we have σpL1(G)p(g∗n ∗ gn) ⊆ σL1(G)(g∗n ∗ gn). Moreover,




n ∗ gn)) ⊆ σpL1(G)p(g∗n ∗ gn) ⊆ σL1(G)(g∗n ∗ gn) ⊆ R+0 ,
and therefore π(g∗n ∗ gn) is a positive operator for every n ∈ N. Thus, the
limit π(f ∗ ∗ f) = limπ(g∗n ∗ gn) is also a positive operator. In other words,
π(〈f, f〉R) ≥ 0.
As a consequence we immediately recover Kaliszewski, Landstad and
Quigg’s original result and also that C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ)
for Hecke pairs arising from groups of subexponential growth.
Corollary 3.1.7 ([24], Theorem 5.14). Let (G,Γ) be a Hecke pair. If G
is Hermitian, then C∗(L1(G,Γ)) ∼= pC∗(G)p.
Corollary 3.1.8. Let (G,Γ) be a Hecke pair. If one of the groups G, Gr or
G has subexponential growth, then C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ).
Proof: By Corollary 1.4.5, if G or Gr has subexponential growth, then
so does G in its totally disconnected locally compact topology.
If G has subexponential growth, then L1(G) is quasi-symmetric (Corollary
3.1.4), and therefore C∗(L1(G,Γ)) ∼= pC∗(G)p by Theorem 3.1.5.
The isomorphism pC∗(G)p ∼= C∗r (G,Γ) follows from Tzanev’s theorem
(Theorem 1.2.10 in the present work), due to the fact that subexponential
growth implies the amenability of the group G.
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3.2 A remark on subexponential growth for
Hecke pairs
The hypothesis in Corollary 3.1.8 require that one of the groups G, Gr or
G has subexponential growth. A natural question to ask is if there is a rea-
sonable deﬁnition of subexponential growth for a Hecke pair (G,Γ). Such a
deﬁnition should heuristically mean that the “quotient” G/Γ has subexponen-
tial growth, and could in principle be taken as the hypothesis in Corollary
3.1.8 and render a more general result. We say more general because one
should expect that subexponential growth of G (or Gr or G) would imply
subexponential growth of the pair (G,Γ), since this property passes to quo-
tients.
As we shall see, it is possible to give such a deﬁnition, but this turns out to
be equivalent to the Schlichting completion G having subexponential growth,
as it is intuitively expected: since Γ is compact, subexponential growth of
G/Γ is equivalent to subexponential growth of G.
Let (G,Γ) be a Hecke pair. Given a ﬁnite subset A ⊆ Γ\G/Γ of double
cosets, we will denote by L(A) :=
∑
[g]∈A L(g) the total number of left cosets
inside A. Also, if A,B ⊆ Γ\G/Γ are ﬁnite subsets we will denote by AB ⊆
Γ\G/Γ the set
AB := {[g] ∈ Γ\G/Γ : ΓgΓ ⊆ ΓaΓbΓ, for some [a] ∈ A, [b] ∈ B} ,
which is itself a ﬁnite set. Moreover, for n ∈ N we deﬁne An inductively as
An := AAn−1, with A0 := A.
Deﬁnition 3.2.1. We will say that a Hecke pair (G,Γ) has subexponential





n = 1 .
We note that when Γ is a normal subgroup Deﬁnition 3.2.1 means pre-
cisely that the quotient group G/Γ has subexponential growth.
Proposition 3.2.2. The following statements are equivalent:
(i) (G,Γ) has subexponential growth.
(ii) (Gr,Γr) has subexponential growth.
(iii) (G,Γ) has subexponential growth.
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(iv) G has subexponential growth.
Proof: It is clear that (G,Γ), (Gr,Γr) and (G,Γ) have exactly the same
growth rate, since we can canonically identify the double coset spaces Γ\G/Γ,
Γr\Gr/Γr and Γ\G/Γ, and also the corresponding Hecke algebras H(G,Γ),
H(Gr,Γr) and H(G,Γ). So it remains to see that (iii) ⇔ (iv).
To see that (iii) ⇒ (iv) let us consider a compact neighbourhood A ⊆ G.
Since the set ΓAΓ ⊆ G is both compact and open, it follows that
B := Γ\A/Γ ,
is a ﬁnite set of double cosets, and it is not diﬃcult to see that Γ\An/Γ ⊆ Bn.















Hence, from the fact that An ⊆ ΓAnΓ and the assumption that (G,Γ) has
















n = 1 .
Let us now prove the direction (iv) ⇒ (iii). For any given set A ⊆ Γ\G/Γ
there is a correspondent set A˜ ⊆ G, consisting of the union of all the double
cosets in A, i.e. A˜ := {g ∈ G : [g] ∈ A}. It is not diﬃcult to see that
A˜B = A˜B˜, for any A,B ∈ Γ\G/Γ, and therefore A˜n = (A˜)n.





















3.3 Further remarks on groups with a quasi-
symmetric group algebra
The classes of Hermitian groups and groups with subexponential growth are
in general diﬀerent. On one side, there are examples of Hermitian groups
which do not have subexponential growth, such as the aﬃne group of the
real line Aﬀ(R) := R  R∗, with its usual topology as a (connected) Lie
group, as shown by Leptin [32]. On the other side, there are examples of
groups with subexponential growth which are not Hermitian, such as the
Fountain-Ramsay-Williamson group [15], which is the discrete group with
the presentation〈{uj}j∈N | u2j = e and uiujukuj = ujukujui ∀i, j < k ∈ N〉 .
Fountain, Ramsay and Williamson showed that this group is not Hermitian
despite being locally ﬁnite (thus, having subexponential growth). Another
such example was given by Hulanicki in [20].
Using these examples we can show that the class of groups with a quasi-
symmetric group algebra is strictly larger than the union of the classes of
Hermitian groups and groups with subexponential growth. In that regard
we have the following result:
Proposition 3.3.1. Let H be a Hermitian locally compact group with ex-
ponential growth and let L be a discrete locally ﬁnite group which is not
Hermitian. The locally compact group G := H × L has a quasi-symmetric
group algebra, but it is neither Hermitian nor has subexponential growth.
An example of such a group is given by taking H := Aﬀ(R) and L the
Fountain-Ramsay-Williamson group.
Proof: Let us ﬁrst prove that G := H × L has a quasi-symmetric group
algebra. Given a function f ∈ Cc(G), the product f ∗ ∗ f also has compact
support, and since L is discrete, the support of f ∗ ∗ f must lie inside some
set of the form H × F , where F ⊆ L is a ﬁnite set. Since L is locally ﬁnite,
F generates a ﬁnite subgroup 〈F 〉 ⊆ G. Now H × 〈F 〉 is an open subgroup
of G, so that
L1(H × 〈F 〉) ⊆ L1(G) .
The group H × 〈F 〉 is Hermitian, being a ﬁnite extension of a Hermitian
group, and therefore σL1(H×〈F 〉)(f ∗ ∗ f) ⊆ R+0 . This implies that
σL1(G)(f
∗ ∗ f) ⊆ σL1(H×〈F 〉)(f ∗ ∗ f) ⊆ R+0 ,
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which shows that G is quasi-symmetric.
This group is not Hermitian, because it has a quotient (L) which is not
Hermitian, and it does not have subexponential growth because it has a quo-
tient (H) which does not have subexponential growth.
Since in the present work we are directly concerned with totally discon-
nected groups (because of the Schlichting completion), it would be interesting
to know if there are examples of totally disconnected groups with a quasi-
symmetric group algebra, but which are not Hermitian nor have subexpo-
nential growth. We do not know the answer to this question. The example
considered in Proposition 3.3.1 is of course not totally disconnected since
Aﬀ(R) is a connected group. But in view of Proposition 3.3.1, it would suf-
ﬁce to answer aﬃrmatively the following more fundamental problem:
Question 3.3.2. Is there any Hermitian, totally disconnected group, with
exponential growth?
As we pointed out above, there are examples of locally compact groups
(even connected ones) which are Hermitian and have exponential growth,
such as Aﬀ(R), but the question of whether this can happen in the totally
disconnected setting is, as far as we understand, still open. In the discrete
case, Palmer [35] claims that all examples of discrete groups which are known
to be Hermitian actually have subexponential growth (even more, polynomial
growth).
An aﬃrmative answer to question 3.3.2 would make, as we pointed out,
the class of groups with a quasi-symmetric group algebra richer than the
union of the classes of Hermitian and subexponential growth groups.
On the other side, a negative answer to the above question would mean
that any Hermitian totally disconnected group necessarily has subexponential
growth and is therefore amenable, and thus would bring new evidence for
the long standing conjecture that all Hermitian groups are amenable ([35]),
which is known to be true in the connected case [35, Theorem 12.5.18 (e)]. In
fact, a negative answer to 3.3.2 in the discrete case alone would, through the
theory of extensions, imply that all Hermitian groups with an open connected
component are amenable.
The fact that we do not know of any totally disconnected group with a
quasi-symmetric group algebra which does not have subexponential growth
is not a drawback in any way. In fact, the class of groups with subexponen-
tial growth is already very rich by itself and will be used to give meaningful
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examples in Hecke C∗-algebra theory and Hall’s equivalence in the next sec-
tion.
3.4 Hall’s equivalence
Combining the results of Chapter 2 on the existence of C∗(G,Γ) and the iso-
morphism C∗(G,Γ) ∼= C∗(L1(G,Γ)), together with the result of this chapter
on the isomorphism C∗(L1(G,Γ)) ∼= pC∗(G)p and Tzanev’s theorem on the
isomorphism pC∗(G)p ∼= C∗r (G,Γ), we are able to establish that
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ) ,
for several classes of Hecke pairs, including all Hecke pairs (G,Γ) where G
is a nilpotent group. As consequence, Kaliszewski, Landstad and Quigg’s
theorem (Theorem 1.2.14 in the present work) yields that Hall’s equivalence
is satisﬁed for all such classes of Hecke pairs.
Proposition 3.4.1. If a group G satisﬁes one of the following generalized
nilpotency properties:
• G is ﬁnite-by-nilpotent, or
• G is hypercentral, or
• all subgroups of G are subnormal,
then for any Hecke subgroup Γ ⊆ G we have that C∗(G,Γ) exists and
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ) .
In particular, Hall’s equivalence holds with respect to any Hecke subgroup.
Proof: As discussed in subsections 2.4.8, 2.4.9 and 2.4.5, for every Hecke
pair (G,Γ) where G satisﬁes one of the aforementioned properties we have
that every double coset generates a ﬁnite co-hereditary set, and therefore the
full Hecke C∗-algebra exists and we have C∗(G,Γ) ∼= C∗(L1(G,Γ)).
We now claim that if G has one of the three properties above, it must
have subexponential growth. If G is ﬁnite-by-nilpotent, then by deﬁnition
G is a nilpotent extension of a ﬁnite group, and since nilpotent groups have
subexponential growth, then so does G. If G is hypercentral or all subgroups
of G are subnormal, then it is known that G is locally nilpotent and therefore
63
must have subexponential growth (see [22]). Consequently, the group algebra
of G is quasi-symmetric and we have C∗(L1(G,Γ)) ∼= pC∗(G)p.
The last isomorphism, pC∗(G)p ∼= C∗r (G,Γ), is obtained via Tzanev’s the-
orem (Theorem 1.2.10 in the present work) as we describe now. Since any
group G with one of the above properties has subexponential growth, it is
therefore amenable. Amenability of G implies the amenability of (G,Γ), as
was observed in [13, Exposé n◦ 1, §3], and hence Tzanev’s theorem can be
applied.
If we restrict ourselves to ﬁnite subgroups Γ ⊆ G we get a similar result
for other classes of groups:
Proposition 3.4.2. If a group G satisﬁes one of the following properties:
• G is an FC-group, or
• G is locally nilpotent, or
• G is locally ﬁnite,
then for any ﬁnite subgroup Γ ⊆ G we have that C∗(G,Γ) exists and
C∗(G,Γ) ∼= C∗(L1(G,Γ)) ∼= pC∗(G)p ∼= C∗r (G,Γ) .
In particular, Hall’s equivalence holds with respect to any ﬁnite subgroup.
Proof: As discussed in subsections 2.4.10, 2.4.11 and 2.4.12, for every
group G that satisﬁes one of the aforementioned properties and every ﬁnite
subgroup Γ ⊆ G we have that every double coset generates a ﬁnite co-
hereditary set, and therefore the full Hecke C∗-algebra exists and we have
C∗(G,Γ) ∼= C∗(L1(G,Γ))
We have that if G has one of the three properties above, it must have
subexponential growth (for FC- and locally nilpotent groups see [22], and
for locally ﬁnite groups it is obvious). Consequently, the group algebra of G
is quasi-symmetric and we have C∗(L1(G,Γ)) ∼= pC∗(G)p.
The last isomorphism, pC∗(G)p ∼= C∗r (G,Γ), is obtained via Tzanev’s the-
orem (Theorem 1.2.10 in the present work) as we describe now. Since any
group G with one of the above properties has subexponential growth, it is
therefore amenable. Amenability of G then implies the amenability of (G,Γ),
as was observed in [13, Exposé n◦ 1, §3], and hence Tzanev’s theorem can be
applied.
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Remark 3.4.3. The results above show that Hall’s equivalence holds for any
Hecke pair (G,Γ) where G satisﬁes a certain generalized nilpotency prop-
erty. An analogous result for the class of solvable groups cannot hold. In
[42, Example 3.4] Tzanev gave an example of a Hecke pair (G,Γ) where G
is solvable but for which C∗(G,Γ) does not exist, and consequently Hall’s
equivalence does not hold. The example consists of the inﬁnite dihedral
group G := Z  (Z/2Z) together with Γ := Z/2Z.
3.5 A counter-example
In the previous sections we have established a suﬃcient condition for the
isomorphism C∗(L1(G,Γ)) ∼= pC∗(G)p to hold, namely whenever G has a
quasi-symmetric group algebra. A natural question to ask is the following: is
it even possible that C∗(L1(G,Γ))  pC∗(G)p ? According to [24, page 677],
Tzanev claims in private communication with Kaliszewski, Landstad and
Quigg that the Hecke pair (PSL3(Qq), PSL3(Zq)) gives one such example,
but no proof has been published and no other example is known, as far as
we know. Here q denotes a prime number and Qq, Zq denote respectively the
ﬁeld of q-adic numbers and the ring of q-adic integers.
In this section we will show that C∗(L1(G,Γ))  pC∗(G)p for the Hecke
pair (PSL2(Qq), PSL2(Zq)), as it was asked and suggested in [24, Example
10.8]. Our approach is nevertheless diﬀerent from the approach suggested in
[24], since we make no use of the representation theory of PSL2(Qq).
Theorem 3.5.1. Let q be a prime number and Qq and Zq denote respectively
the ﬁeld of q-adic numbers and the ring of q-adic integers. For the Hecke pair
(G,Γ) := (PSL2(Qq), PSL2(Zq)) we have that C∗(L1(G,Γ))  pC∗(G)p .
Proof: For ease of reading and so that no confusion arises between the
prime number q and the projection p, we will throughout this proof denote the
projection p by P . Thus, our goal is to prove that C∗(L1(G,Γ))  PC∗(G)P .
The pair (PSL2(Qq), PSL2(Zq)) coincides with its own Schlichting com-
pletion (see [24]) and is the reduction of the pair (SL2(Qq), SL2(Zq)). For
ease of reading we will work with pair (SL2(Qq), SL2(Zq)) in this proof.
The structure of the Hecke algebra H(G,Γ) is well-known, and for con-









it is known ([18, Prop. 2.9]) that every double coset ΓsΓ can be uniquely
represented as ΓxnΓ for some n ∈ N.







and let us take g ∈ L1(G)P as the element g := y0P + y1P + · · · + yq−1P ,
and f := P + g. We then have






















As it is know (see for example [18, Props. 2.10 and 2.12]), in H(G,Γ) the
modular function is trivial and each double coset is self-adjoint. Hence we
can write








We now notice that, from [18, Prop. 2.9], we have ΓykΓ = Γx1Γ, and there-
fore PykP = Px1P . Moreover, for 0 ≤ i < j ≤ q − 1, we have that
y−1i yj =
(




and again from [18, Prop. 2.9] we conclude that Py−1i yjP = Px1P . Hence,
we get




= (q + 1)P + (q2 + q)Px1P .
It is well known that H(G,Γ) is commutative (see for example [18, Section
2.2.3.2]) and all of its characters have been explicitly described. Following
[24, Example 10.8] the characters of H(G,Γ) are precisely all the functions
πz : H(G,Γ) → C such that
πz(PxmP ) =
1− qz












for a given complex number z ∈ C\{1} (the expression for π1 is diﬀerent and
the reader should check [24, Example 10.8] for the correct deﬁnition, but we
will not need it here). Kaliszewski, Landstad and Quigg [24, Example 10.8]
have also determined that the characters πz which extend to ∗-representations
of L1(G,Γ) are precisely those with z ∈ [−q,−1/q] ∪ [1/q, q].
We will now consider the ∗-representation π−q of L1(G,Γ) and show that
π−q(f ∗f) < 0. First we notice that
π−q(Px1P ) =
1− q(−q)




















π−q(f ∗f) = π−q
(
(q + 1)P + (q2 + q)Px1P
)
= q + 1− (q2 + q)q
3 + q + 2
(q + 1)2q
= q + 1− q
3 + q + 2
q + 1
.
To prove that π−q(f ∗f) < 0 is then equivalent to show that (q+1)2 < q3+q+2,
or equivalently, 0 < q3−q2−q+1, for any prime number q. This follows from
an elementary calculus argument as follows: letting F (x) = x3 − x2 − x + 1,
we have that F ′′(x) = 6x − 2 is always greater than 0 for x ≥ 2 (the ﬁrst
prime number). Hence, F ′(x) = 3x2 − 2x − 1 is growing for x ≥ 2. Since
F ′(2) > 0, it follows that F ′(x) is always greater than 0 for x ≥ 2. Thus,
F (x) is growing in this interval, and since F (2) > 0, it follows that F (q) > 0,
for any prime q.
Since π−q(f ∗f) < 0 it then follows that not all representations of L1(G,Γ)
are 〈〉R-positive and consequently C∗(L1(G,Γ))  PC∗(G)P .
As a particular consequence of the above theorem, it follows that PSL2(Qq)
does not have a quasi-symmetric group algebra. Also, together with Hall’s
result [18, Proposition 2.21] and the fact that PSL2(Qq) is not amenable, we
can say that for this Hecke pair C∗(G,Γ) does not exist and C∗(L1(G,Γ)) 
pC∗(G)p  C∗r (G,Γ).
As we have seen in this chapter, the isomorphism C∗(L1(G,Γ)) ∼= pC∗(G)p
holds whenever G ( Gr or G) has subexponential growth. We would like know
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if the same is true or if one counter-example can be found for the class of
amenable groups:
Open Question 3.5.2. If the pair (G,Γ) is amenable (equivalently, G is








In this chapter we set up the conventions, notation, and background results
which will be used throughout this second part of the thesis. The topics cov-
ered include: essential ∗-algebras; ∗-algebraic multiplier algebras; Fell bundles
over discrete groupoids. We indicate the references where the reader can ﬁnd
more details, but we also provide proofs for those results which we could not
ﬁnd in the literature.
4.1 Essential ∗-algebras
In this section we introduce the notion of an essential ∗-algebra. The class of
essential ∗-algebras seems to be the appropriate class of ∗-algebras for which
one can a deﬁne a multiplier algebra (as we shall see in Section 4.2).
We start with the deﬁnition of semiprimeness taken from Palmer [34,
Deﬁnition 4.4.1].
Deﬁnition 4.1.1. An algebra A is said to be semiprime if {0} is the only
nilpotent ideal in A. Recall that an ideal I ⊆ A is said to be nilpotent if
there is some n ∈ N such that In = {0}.
There are several well-known equivalent deﬁnitions of a semiprime alge-
bra. The following result, which is a particular instance of [34, Theorem
4.4.3], lists these equivalent properties:
Proposition 4.1.2. Let A be an algebra. The following are equivalent:
a) A is semiprime.
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b) aAa = {0} implies a = 0, for all a ∈ A.
c) If I is an ideal of A, then I2 = {0} implies I = {0}.
d) If J is a one-sided ideal of A satisfying Jn = {0} for some n ∈ N, then
J = {0}.
e) {0} is the intersection of some set of prime ideals.
We will say that a ∗-algebra is semiprime if its underlying algebra is
semiprime. It is not diﬃcult to see, from property b), that a ∗-algebra that
admits a faithful ∗-representation on a Hilbert space is always semiprime.
For more information on how semiprimeness relates with other properties of
∗-algebras the reader should consult [35, Theorem 9.7.21].
We now give a deﬁnition of an essential ideal.
Deﬁnition 4.1.3. Let A be an algebra. An ideal I ⊆ A is said to be essen-
tial if aI = {0} for all a ∈ A \ {0}.
The reader may ﬁnd that this deﬁnition is not the usual one, where an I
is said to be essential if it has nonzero intersection with every other nonzero
ideal. In fact our deﬁnition is stronger, but coincides with the usual one for
semiprime ∗-algebras (in particular, for C∗-algebras), as it is shown below.
Proposition 4.1.4. Let A be an algebra and I ⊆ A a nonzero ideal. We
have
i) If I is essential, then I has a nonzero intersection with every other
nonzero ideal of A.
ii) The converse of i) is true in case A is semiprime.
Proof: i) Let I be an essential ideal of A. Let J ⊆ A be a nonzero ideal
and a ∈ J \ {0}. Since a is nonzero, then aI = {0}. Hence, J · I = {0}, and
since J · I ⊆ J ∩ I, we have J ∩ I = {0}.
ii) Suppose A is semiprime. Suppose also that I is not essential. Thus,
there is a ∈ A \ {0} such that aI = {0}. Let Ja ⊆ A be the ideal generated
by a. We have Ja · I = {0}. Since (Ja ∩ I)2 ⊆ Ja · I we have (Ja ∩ I)2 = {0},
and consequently since A is semiprime, Ja ∩ I = {0}. Hence, I has zero
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intersection with a nonzero ideal.
For C∗-algebras the focus is mostly on closed ideals. In this setting we
still see that our deﬁnition is equivalent to the usual one ([37, Deﬁnition
2.35]):
Proposition 4.1.5. Let A be a C∗-algebra and I ⊆ A a closed ideal. The
following are equivalent:
i) I is essential.
ii) I has nonzero intersection with every other nonzero ideal of A.
iii) I has nonzero intersection with every other nonzero closed ideal of A.
Proof: i) ⇐⇒ ii) This was established in Proposition 4.1.4, since C∗-
algebras are automatically semiprime.
ii) =⇒ iii) This is obvious.
ii) ⇐= iii) Let J be a nonzero ideal of A and J its closure. From iii) we
have I ∩ J = {0}. Since I and J are both closed, and A is a C∗-algebra, we
have I · J = I ∩ J . Now, it is clear that I · J = {0} if and only if I · J = {0}.
Hence, we necessarily have I · J = {0}, which implies I ∩ J = {0}.
Deﬁnition 4.1.6. A ∗-algebra A is said to be essential if A is an essential
ideal of itself, i.e. if aA = {0} for all a ∈ A \ {0}.
Any unital ∗-algebra is obviously essential. Also, it is easy to see that
a semiprime ∗-algebra is essential, by property b) of Proposition 4.1.4. The
converse is false, so that essential ∗-algebras form a more general class than
that of semiprime algebras:
Example 4.1.7. Let C[X] be the polynomial algebra in one variable X. For
any n ≥ 2 the algebra C[X]/〈Xn〉 is essential, because it is unital, but it is
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4.2 ∗-Algebraic multiplier algebras
Every C∗-algebra can be embedded in a unital C∗-algebra in a “maximal”
way. These maximal unitizations of C∗-algebras enjoy a number of useful
properties and some concrete realizations of these algebras are commonly
referred to as multiplier algebras. The reader is referred to [37] for an account.
The deﬁnition of a multiplier algebra is quite standard in C∗-algebra
theory, but this notion is in fact more general and applicable for more general
types of rings and algebras. For example, in [1, Section 1.1] it is explained
how multiplier algebras can be deﬁned for semiprime algebras.
In this section we are going to generalize this notion to the context of
essential ∗-algebras and derive their basic properties. We believe that es-
sential ∗-algebras are the appropriate class of ∗-algebras for which one can
deﬁne multiplier algebras, since the property aA = {0} ⇒ a = 0, which
characterizes an essential ∗-algebra, is constantly used in proofs.
Multiplier algebras are many times deﬁned via the so-called double cen-
tralizers (see for example [1]), but since we are only interested in algebras
with an involution a slightly simpler and more convenient approach can be
given, analogue to the Hilbert C∗-module approach to C∗-multiplier algebras
(presented in [37]). This is the approach we follow.
Deﬁnition 4.2.1. Let C be a subclass of ∗-algebras. A ∗-algebra A ∈ C
is said to have a maximal unitization in C if there exists a unital ∗-algebra
B ∈ C (called the maximal unitization of A) and a ∗-embedding i : A ↪→ B
for which i(A) is an essential ideal of B and such that for every other ∗-
embedding j of A as an essential ideal of a unital ∗-algebra C ∈ C, there is a
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Remark 4.2.2. The universal property above implies that the maximal uni-
tization is unique up to ∗-isomorphism. In language of category theory, a
maximal unitization of A ∈ C is the same as a terminal object in the cat-
egory of essential unitizations of A (in C). In the same way, a minimal
unitization is an initial object in this category.
Lemma 4.2.3. In the above diagram the ∗-homomorphism φ is always in-
jective (even if C was not unital).
Proof: We have that j(A)∩Kerφ = {0}, because if j(a) ∈ j(A)∩Kerφ,
then 0 = φ(j(a)) = i(a) and hence a = 0 and therefore j(a) = 0. Hence,
since j(A) is an essential ideal of C, it follows from Proposition 4.1.4 i) that
Kerφ = {0}.
For C∗-algebras, one might expect to replace “ideal” by “closed ideal”, in
Deﬁnition 4.2.1. This condition, however, follows automatically since i(A)
and j(A) are automatically closed. Hence, this deﬁnition encompasses the
usual deﬁnition of a maximal unitization for a C∗-algebra.
Deﬁnition 4.2.4. Let A be a ∗-algebra. By a right A-module we mean
a vector space X together with a mapping X × A → X satisfying the
usual consistency conditions. An A-linear mapping T : X → Y between
A-modules is a linear mapping between the underlying vector spaces such
that T (xa) = T (x)a, for all x ∈ X and a ∈ A. We will often use the notation
Tx, instead of T (x).
Every ∗-algebra A is canonically a right A-module, with the action of right
multiplication. This is the example we will use thoroughly in what follows.
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Let 〈·, ·〉A : A× A → A be the function
〈a, b〉A := a∗b .
The function 〈·, ·〉A is an A-linear form, in the sense that the following prop-
erties are satisﬁed:
a) 〈a , λ1b1 + λ2b2〉A = λ1〈a, b1〉A + λ2〈a, b2〉A ,
b) 〈λ1a1 + λ2a2 , b〉A = λ1〈a1, b〉A + λ2〈a2, b〉A ,
c) 〈a, bc〉A = 〈a, b〉A c ,
d) 〈ac, b〉A = c∗〈a, b〉A ,
e) 〈a, b〉∗A = 〈b, a〉A ,
for all a, a1, a2, b, b1, b2 ∈ A and λ1, λ2 ∈ C.
If the ∗-algebra A is essential we also have:
f) If 〈a , b〉A = 0 for all b ∈ A, then a = 0 .
Deﬁnition 4.2.5. Let A be a ∗-algebra. A function T : A → A is called
adjointable if there is a function T ∗ : A → A such that
〈T (a), b〉A = 〈a, T ∗(b)〉A ,
for all a, b ∈ A.
Proposition 4.2.6. If A is an essential ∗-algebra, then every adjointable
map T : A → A is A-linear. Moreover, the adjoint T ∗ is unique and ad-
jointable with T ∗∗ = T .
Proof: Let T be an adjointable map in A and x1, x2, y ∈ A. We have
〈T (λ1x1 + λ2x2) , y〉A = 〈λ1x1 + λ2x2 , T ∗(y)〉A
= λ1 〈x1 , T ∗(y)〉A + λ2 〈x2 , T ∗(y)〉A
= λ1 〈T (x1) , y〉A + λ2 〈T (x2) , y〉A
= 〈λ1T (x1) + λ2T (x2) , y〉A .
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Hence, we have 〈T (λ1x1 +λ2x2)−λ1T (x1)+λ2T (x2) , y〉A = 0. We can then
conclude from f) that
T (λ1x1 + λ2x2)− λ1T (x1) + λ2T (x2) = 0 ,
i.e. T is a linear map.
Let us now check that T is A-linear. For any x, y, a ∈ A we have
〈T (xa) , y〉A = 〈xa , T ∗(y)〉A = a∗〈x , T ∗(y)〉A
= a∗〈T (x) , y〉A = 〈T (x)a , y〉A .
Hence, we have 〈T (xa)−T (x)a , y〉A = 0. We can then conclude from f) that
T (xa)− T (x)a = 0, i.e. T is A-linear.
Let us now prove the uniqueness of the adjoint T ∗. Suppose there was a
function S : A → A such that
〈x , T ∗(y)〉A = 〈x , S(y)〉A .
for all x, y ∈ A. Then, 〈T ∗(y)− S(y) , x〉A = 0. We can then conclude from
f) that T ∗(y)− S(y) = 0, i.e. T ∗ = S.
It remains to prove that T ∗ is adjointable with T ∗∗ = T . This follows
easily from the equality
〈T ∗x , y〉A = 〈y , T ∗x〉∗A = 〈Ty , x〉∗A = 〈x, Ty〉A .
Deﬁnition 4.2.7. Let A be an essential ∗-algebra. The set of all adjointable
maps on A is called the multiplier algebra of A and is denoted by M(A).
The multiplier algebra is in fact a ∗-algebra, and the proof of this fact is
standard.
Proposition 4.2.8. Let A be an essential ∗-algebra. The multiplier alge-
bra of A is an essential ∗-algebra with the sum and multiplication given by
pointwise sum and composition (respectively), and the involution given by the
adjoint.
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Proposition 4.2.9. Let A be an essential ∗-algebra. There is a ∗-embedding
L : A → M(A) of A as an essential ideal of M(A), given by
a → La
where La : A → A is the left multiplication by a, i.e. La(b) := ab.
Proof: It is easy to see that, for every a ∈ A, La is adjointable with
adjoint La∗ , thus the mapping L is well-deﬁned. Also clear is the fact that
L is a ∗-homomorphism. Let us prove that it is injective: suppose La = 0
for some a ∈ A. Then, for all b ∈ A we have ab = Lab = 0 and since A is
essential this implies a = 0. Thus, L is injective.
It remains to prove that L(A) is an essential ideal of M(A). Let us begin
by proving that it is an ideal. Let T ∈ M(A). For every a, b ∈ A we have
TLa(b) = T (ab) = T (a)b = LTa(b) ,
and also
LaT (b) = aT (b) = 〈a∗, T (b)〉
= 〈T ∗(a∗), b〉 = (T ∗(a∗))∗b
= L(T ∗a∗)∗(b) .
Hence we have
TLa = LTa and LaT = L(T ∗a∗)∗ , (4.1)
from which it follows easily that L(A) is an ideal of M(A).
Let us now prove that this ideal is essential. Let T ∈ M(A) be such that
TL(A) = {0}. Then, in particular, TLa = 0 for all a ∈ A, but as we have
seen before TLa = LTa, and since L is injective we must have Ta = 0 for all
a ∈ A, i.e T = 0.
Remark 4.2.10. According to Proposition 4.2.9, an essential ∗-algebra A is
canonically embedded in its multiplier algebra M(A). We will often make no
distinction of notation between A and its embedded image in M(A), i.e. we
will often just write a to denote an element of A and to denote the element
L(a) of M(A). No confusion will arise from this because the left equality in
(4.1) simply means, in this notation, that T · a = T (a).
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Theorem 4.2.11. Let A be an essential ∗-algebra and L : A → M(A) the
canonical ∗-embedding of A in M(A). If j : A → C is a ∗-embedding of
A as an ideal of a ∗-algebra C, then there exists a unique ∗-homomorphism









Moreover, if j(A) is essential then φ is injective.
Proof: For simplicity of notation let us assume, without any loss of
generality, that A itself is an ideal of a ∗-algebra C, so that we avoid any
reference to j (or its inverse). Let φ : C → M(A) be the function deﬁned by
φ(c) : A → A
φ(c)a := ca ,
for every c ∈ C. It is a straightforward computation to check that φ(c) ∈
M(A) and that φ itself is a ∗-homomorphism. It is also easy to see that
φ(a) = La, for every a ∈ A. Hence, φ ◦ j = L. Let us now prove the
uniqueness of φ relatively to this property. Suppose φ˜ : C → M(A) is
another ∗-homomorphism such that φ˜◦ j = L. Then, for all c ∈ C and a ∈ A
we have (
φ˜(c)− φ(c))La = φ˜(c)La − φ(c)La
= φ˜(c)φ˜(a)− φ(c)φ(a)
= φ˜(ca)− φ(ca)
= Lca − Lca
= 0 .
Since L(A) is an essential ideal of M(A) it follows that φ˜(c) = φ(c) for all
c ∈ C, i.e. φ˜ = φ.
The last claim of the theorem, concerning injectivity of φ, was proven in
Lemma 4.2.3.
Corollary 4.2.12. The multiplier algebra M(A) is a maximal unitization of
A in the class of: essential ∗-algebras, semiprime ∗-algebras and C∗-algebras.
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Proof: By Theorem 4.2.11 we only need to check that if A is an es-
sential ∗-algebra (respectively, semiprime ∗-algebra or C∗-algebra), then the
multiplier algebra has the same property.
Suppose A is an essential ∗-algebra. Let T ∈ M(A) be such that TM(A) =
{0}. Then, by the embedding of A in M(A) we have Ta = 0 for all a ∈ A,
i.e. T = 0. Hence, M(A) is also an essential ∗-algebra.
Suppose A is a semiprime ∗-algebra. Let T ∈ M(A) be such that TM(A)T =
{0}. Then, we also have that TLaM(A)TLa = {0} for any a ∈ A, and there-
fore LT (a)M(A)LT (A) = {0}. Thus, in particular, LT (a)L(A)LT (a) = {0}, and
since L is injective this means that T (a)AT (a) = {0}. Since A is semiprime
we conclude that T (a) = 0, and therefore T = 0. Hence, M(A) is semiprime.
It is well-known that M(A) is a C∗-algebra when A is a C∗-algebra.
An important feature of C∗-multiplier algebras is that a nondegenerate
∗-representation of A extends uniquely to M(A). This result does not hold
in general for essential ∗-algebras. Nevertheless we can still extend a nonde-
generate ∗-representation of A to a unique pre-∗-representation of M(A):
Theorem 4.2.13. Let A be an essential ∗-algebra, π : A → B(H ) a nonde-
generate ∗-representation of A on a Hilbert space H and V ⊆ H the dense
subspace
V := π(A)H = span {π(a)ξ : a ∈ A , ξ ∈ H } .
Then there is a unique pre-∗-representation
π˜ : M(A) → L(V )
such that π˜(a) = π(a)|V for every a ∈ A.
















































π(Tbi)ηj = 0 ,
which means that π˜(T ) is well-deﬁned.
Let us now check that π˜(T ) ∈ L(V ), i.e. that π˜(T ) is indeed an ad-
jointable operator in V . We will in fact prove that π˜(T )∗ = π˜(T ∗), which











































It is straightforward to see that π˜ is linear, multiplicative and, as we have
seen, π˜(T ∗) = π˜(T )∗, hence π˜ is a pre-∗-representation of M(A) on V .
It is also clear that, for any a ∈ A, π˜(a) is just π(a) restricted to V ,












Let us now prove the uniqueness of π˜. Suppose φ : M(A) → L(V ) is a
pre-∗-representation such that φ(a) = π(a)|V . Then, for every z ∈ A and
v ∈ V we have
π(z)(φ(T )v − π˜(T )v) = π(z)φ(T )v − π(z)π˜(T )v
= φ(z)φ(T )v − π˜(z)π˜(T )v
= φ(zT )v − π˜(zT )v
= π(zT )v − π(zT )v
= 0 .
Since the ∗-representation π is nondegenerate, we necessarily have
φ(T )v − π˜(T )v = 0 ,
which means that φ(T ) = π˜(T ), i.e. φ = π˜.
Remark 4.2.14. Theorem 4.2.13 can be interpreted in the following way: ev-
ery nondegenerate ∗-representation π : A → B(H ) can be extended to M(A)
by possibly unbounded operators, deﬁned on the dense subspace π(A)H .
Deﬁnition 4.2.15. Let A be an essential ∗-algebra. We will denote by
MB(A) the subset of M(A) consisting of all the elements T ∈ M(A) such
that π˜(T ) ∈ B(V ) for all nondegenerate ∗-representations π : A → B(H ),
where V := π(A)H and π˜ is the unique pre-∗-representation extending π as
in Proposition 4.2.13.
As stated in the next result, MB(A) is a ∗-subalgebra of M(A). The
advantage on working with MB(A) over M(A) is that nondegenerate ∗-
representations of A always extend to ∗-representations of MB(A).
Proposition 4.2.16. Let A be an essential ∗-algebra. The set MB(A) is a
∗-subalgebra of M(A) containing A. Moreover, if π : A → B(H ) is a non-
degenerate ∗-representation of A, then there exists a unique ∗-representation
of MB(A) on H that extends π.
Proof: Let T, S ∈ MB(A). Let π : A → B(H ) be any nondegenerate
∗-representation of A and π˜ its extension to L(V ), in the sense of Theorem
4.2.13, where V := π(A)H . By deﬁnition, π˜(T ), π˜(S) ∈ B(V ), and therefore
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π˜(T +S), π˜(TS), π˜(T ∗) ∈ B(V ), since B(V ) is a ∗-algebra. Hence, MB(A) is
a ∗-subalgebra of M(A). Moreover, A ⊆ MB(A) since π˜(a) = π(a)|V ∈ B(V ).
Let us now prove the last claim of this proposition. Let π : A → B(H )
be a nondegenerate ∗-representation and π˜ : M(A) → L(V ) its extension
as in Theorem 4.2.13. Then we obtain by restriction a pre-∗-representation
π˜ : MB(A) → L(V ). By deﬁnition of MB(A) we actually have π˜(MB(A)) ⊆
B(V ). Hence π˜ gives rise to a ∗-representation π˜ : MB(A) → B(H ), since
V is dense in H .
Let us now prove the uniqueness claim. Suppose ϕ is another represen-
tation of MB(A) that extends π. For T ∈ MB(A), a ∈ A and ξ ∈ H we
have
ϕ(T )π(a)ξ = ϕ(T )ϕ(a)ξ = ϕ(Ta)ξ
= π(Ta)ξ = π˜(T )π(a)ξ .
By linearity and density it follows that ϕ(T ) = π˜(T ), i.e. ϕ = π˜.
The above result is a generalization of the well-known result for C∗-
algebras which states that any nondegenerate ∗-representation can be ex-
tended to the multiplier algebra (see for example [37, Corollary 2.51]), be-
cause M(A) = MB(A) for any C∗-algebra A.
4.3 Fell bundles over discrete groupoids
Let X be a discrete groupoid. We will denote by X0 the unit space of X and
by s and r the source and range functions X → X0, respectively.
Deﬁnition 4.3.1. Let A be a C∗-algebra and X a discrete groupoid. A Fell
bundle over X is a collection A := {Ax}x∈X of closed subspaces of A indexed
by X satisfying the following properties:
i) AxAy ⊆ Axy, i.e. if x, y ∈ X are composable then for any a ∈ Ax and
b ∈ Ay we have ab ∈ Axy,
ii) A∗x = Ax−1 , i.e. for any a ∈ Ax we have a∗ ∈ Ax−1 .
iii) Ax = {0} for all x ∈ X0.
The subspace Ax is called the ﬁber over x ∈ X.
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Remark 4.3.2. This is not the usual deﬁnition of a Fell bundle. The usual
deﬁnition, found in [27], does not start with a ﬁxed C∗-algebra A. Neverthe-
less, this deﬁnition is closely related with the standard one. On one hand,
given a Fell bundle A over X in our sense one can naturally form a Fell
bundle A˜ over X in the sense of [27], consisting of the disjoint union of all
the ﬁbers Ax. The bundles A and A˜ have isomorphic ﬁbers and isomorphic
∗-algebras of ﬁnitely supported sections. On the other hand, given a Fell
bundle B in the sense of [27], one can canonically form a Fell bundle in our
sense, by taking A as the full cross sectional algebra A := C∗(B) and A as
the collection {Bx}x∈X (seen as closed subspaces of C∗(B), which is possi-
ble since X is discrete). The bundles B and A have isomorphic ﬁbers and
isomorphic algebras of sections.
Requirement iii), that all ﬁbers over units are non-zero, is just a techni-
cal assumption, which is weaker than the notion of nondegeneracy for Fell
bundles in the sense of [27, 2.2].
It is also important to remark that the above is not the deﬁnition of a
groupoid grading of a C∗-algebra, because the subspaces {Ax}x∈X are not
assumed to be linearly independent. In fact, it will be the usual case in this
work that some of the ﬁbers are repeated, i.e. Ax = Ay for some x = y. An
easy example of this is the following: we consider a discrete groupoid X, a
C∗-algebra A and each ﬁber Ax as A itself. In this way A := {Ax}x∈X is
clearly a Fell bundle over X.
Remark 4.3.3. Even though in our deﬁnition of a Fell bundle we start with
a ﬁxed C∗-algebra A, it will not be very important in general to know what
this C∗-algebra is. So, many times we will simply say “let A be a Fell bundle
over X”, without explicitly referring to the C∗-algebra A. It is thus implicitly
assumed that A is deﬁned and gives rise to the referred bundle A.
Given a Fell bundle A over a discrete groupoid X we will denote by Cc(A)
its corresponding ∗-algebra of ﬁnitely supported sections. The following no-
tation will be used throughout the rest of this work: for x ∈ X and a ∈ Ax
the symbol ax will always denote the element of Cc(A) such that
ax(y) :=
{




According to the notation above we can then write any f ∈ Cc(A)





We recall that the operations of multiplication and involution in Cc(A)
are determined by
ax · by =
{
(ab)xy , if s(x) = r(y)
0, otherwise ,
(ax)
∗ = (a∗)x−1 ,
where x, y ∈ X and a ∈ Ax, b ∈ Ay.
Given a Fell bundle A over a groupoid X we will denote by A0 the re-
stricted bundle A|X0 over the unit space X0. Since the ﬁbers of A over X0
are C∗-algebras, A0 is a C∗-bundle over X0.
It is known that the algebra Cc(A) has an enveloping C∗-algebra (see for
example [10, Proposition 2.1]). We now show a slightly stronger fact, that
Cc(A) is a BG∗-algebra, which will be useful later on.
Proposition 4.3.4. Let X be a discrete groupoid and A a Fell bundle over
X. The algebra Cc(A) is a BG∗-algebra.
Proof: Let π be a pre-∗-representation of Cc(A) on a inner product space
V . The algebra Cc(A) is spanned by elements of the form ax where x ∈ X
and a ∈ Ax, so it suﬃces to show that π(ax) ∈ B(V ). We have that
‖π(ax)∗π(ax)‖ = ‖π((ax)∗ax)‖ = ‖π((a∗a)s(x))‖ .
Since As(x) is a C∗-algebra, and C∗-algebras are BG∗-algebras, it follows that
‖π((a∗a)s(x))‖ <∞, and therefore π(ax)∗π(ax) is a bounded operator.
Let ξ ∈ V be a vector of norm ‖ξ‖ ≤ 1. We have
‖π(ax)ξ‖2 = 〈π(ax)∗π(ax)ξ , ξ〉 ≤ ‖π(ax)∗π(ax)ξ‖‖ξ‖
≤ ‖π(ax)∗π(ax)ξ‖ ≤ ‖π(ax)∗π(ax)‖ .
We conclude that π(ax) ∈ B(V ), i.e. Cc(A) is a BG∗-algebra.
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We recall that the full cross sectional algebra of A, denoted C∗(A), is
deﬁned as the enveloping C∗-algebra of Cc(A). If the groupoid X is just a
set, in which case A is a C∗-bundle, we will use the notation C0(A) instead
of C∗(A).
We now recall, from [27], how the reduced cross sectional algebra C∗r (A)
of a Fell bundle A over a (discrete) groupoid X is deﬁned. We see Cc(A) as
a pre-Hilbert C0(A0)-module, where the inner product is deﬁned by
〈f1, f2〉Cc(A0) := (f ∗1 · f2)|X0 , f1, f2 ∈ Cc(A) .
Its completion is a full Hilbert C0(A0)-module, which we denote by L2(A).
Now, the algebra Cc(A) acts on itself by left multiplication, and moreover this
action is continuous with respect to the norm induced by the inner product
above, hence we get an injective ∗-homomorphism
Cc(A) → L(L2(A)) . (4.4)
The reduced cross sectional algebra C∗r (A) is deﬁned as the completion of
Cc(A) with respect to the operator norm in L(L2(A)), and in this way we
get a right-Hilbert bimodule C∗r (A)L
2(A)C0(A0).
Since C∗r (A) is a completion of Cc(A) we immediately get a canonical
map Λ : C∗(A) → C∗r (A). Also, the ∗-homomorphism above in (4.4) always
completes to a ∗-homomorphism C∗(A) → L(L2(A)), and therefore gives
rise to a right-Hilbert bimodule C∗(A)L2(A)C0(A0). The image of C∗(A) on
L(L2(A)) is then isomorphic to C∗r (B), or in other words, the kernel of the
map C∗(A) → L(L2(A)) is the same as the kernel of the canonical map
Λ : C∗(A) → C∗r (A).
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Chapter 5
Groupoids, Fell bundles and
associated ∗-algebras
In this chapter we present the basic set up which will enable us to deﬁne
crossed products by Hecke pairs later in Chapter 6.
Our construction of a (∗-algebraic) crossed product A ×alg G/Γ of an
algebra A by a Hecke pair (G,Γ) will make sense when A is a certain algebra
of sections of a Fell bundle over a discrete groupoid. In this chapter we show
in detail what type of algebras A are involved in the crossed product and
how they are obtained.
5.1 Group actions on discrete groupoids
Throughout this section G will denote a discrete group.
Deﬁnition 5.1.1. Let X be a groupoid. A right action of G on X is a
mapping
X ×G → X
(x, g) → xg ,
which is a right action of G on the underlying set of X, meaning that
1) xe = x, for all x ∈ X,
2) x(g1g2) = (xg1)g2, for all x ∈ X, g1, g2 ∈ G,
which is compatible with the groupoid operations, meaning that
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3) if x and y are composable in X, then so are xg and yg, for all g ∈ G,
and moreover
(xg)(yg) = (xy)g ,
4) (xg)−1 = x−1g, for all x ∈ X and g ∈ G.
Lemma 5.1.2. Let X be a groupoid endowed with a right G-action. For
every x ∈ X and g ∈ G we have
s(xg) = s(x)g and r(xg) = r(x)g .
In particular, G restricts to an action on the unit space X0.
Proof: It follows easily from the deﬁnition of a right G-action that
s(x)g = (x−1x)g = (x−1g)(xg) = (xg)−1(xg) = s(xg) ,
and similarly for the range function.
Remark 5.1.3. Given elements x, y in a groupoid X endowed with a right
G-action and given g ∈ G, we will often drop the brackets in expressions like
(xg)y and simply use the notation xgy. No confusion arises from this since
G is only assumed to act on the right. On the other hand, we will never
write an expression like xyg without brackets, since it can be confusing on
whether it means x(yg) or (xy)g.
The following deﬁnition is crucial for our deﬁnition of crossed products
by Hecke pairs.
Deﬁnition 5.1.4. Let X be a groupoid endowed with a right G-action. A
Fell bundle A over X is said to have G-invariant ﬁbers if
Ax = Axg
for all x ∈ X and g ∈ G.
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Proposition 5.1.5. Let X be a groupoid endowed with a right G-action and
A a Fell bundle with G-invariant ﬁbers. The G-action on X gives rise to a
well-deﬁned action α : G → Aut(Cc(A)) of G on Cc(A) given by
αg(f) (x) := f(xg) ,
for g ∈ G, f ∈ Cc(A) and x ∈ X.
Proof: Let us ﬁrst prove that the action is well-deﬁned, i.e. αg(f) ∈
Cc(A). The fact that αg(f) is ﬁnitely supported is obvious, so the only
thing one needs to check is that αg(f) is indeed a section of the bundle, i.e.
f(xg) ∈ Ax for all x ∈ X, and this follows from the G-invariance of the
ﬁbers.
Let us now check that αg is indeed a ∗-homomorphism for all g ∈ G.
Linearity of αg is obvious. Let f, f1, f2 ∈ Cc(A). We have


























Hence, αg(f1 · f2) = αg(f1) · αg(f2). Also,
αg(f














Hence, αg(f ∗) = (αg(f))∗. The fact that αg1g2 = αg1 ◦αg2 for every g1, g2 ∈ G
is also easily checked.
Deﬁnition 5.1.6. Let X be a groupoid endowed with a right G-action and
let H be a subgroup of G. We will say that the G-action is H-good if
s(x)h = s(x) =⇒ xh = x, (5.1)
89
for x ∈ X and h ∈ H.
We now give equivalent deﬁnitions of a H-good action. For that we recall
from (1.9) that given an action of G on a set X we denote by Sx the stabilizer
of the point x ∈ X.
Proposition 5.1.7. Let X be a groupoid endowed with a right G-action and
let H be a subgroup of G. The following statements are equivalent:
i) The action is H-good.
ii) For any x ∈ X we have
Ss(x) ∩H = Sx ∩H = Sr(x) ∩H . (5.2)
iii) The stabilizers of the H-action are the same on composable pairs, i.e.
if x ∈ X and y ∈ Y are composable, then Sx ∩H = Sy ∩H.
Proof: i) =⇒ ii) Since the action is H-good we have, by deﬁnition, that
Ss(x) ∩H ⊆ Sx ∩H. Also, if h ∈ Sx ∩H, then we have xh = x, and therefore
by Lemma 5.1.2 we get s(x) = s(xh) = s(x)h, from which we conclude that
h ∈ Ss(x) ∩H. Hence we have Ss(x) ∩H = Sx ∩H.
Since we have that (xg)−1 = x−1g, it follows easily that Sx = Sx−1 . Hence,
from this observation and what we proved above it follows that
Sr(x) ∩H = Ss(x−1) ∩H = Sx−1 ∩H = Sx ∩H .
Thus we have proven that i) implies ii).
ii) =⇒ iii) Suppose x ∈ X and y ∈ X are composable. Then, from ii)
we have that
Sx ∩H = Ss(x) ∩H = Sr(y) ∩H = Sy ∩H .
iii) =⇒ i) Assume now that the stabilizers of the H-action are the same
on composable elements. Since x and s(x) are composable we have that
Sx ∩H = Ss(x) ∩H, which implies that the action is H-good.
It is easy to see that any H-good action is also gHg−1-good for any
conjugate gHg−1, and also K-good for any subgroup K ⊆ H.
The following property will also be important for deﬁning crossed prod-
ucts by Hecke pairs:
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Deﬁnition 5.1.8. Let X be a groupoid endowed with a right G-action and
let H be a subgroup of G. We will say that the action has the H-intersection
property if
uH ∩ ugHg−1 = uHg , (5.3)
for every unit u ∈ X0 and g ∈ G.
We defer examples of H-good actions and actions with the H-intersection
property for the next section. We now introduce one of the important ingre-
dients for our deﬁnition of crossed products by Hecke pairs: the orbit space
groupoid.
Let G be a group, H ⊆ G a subgroup and X a groupoid endowed with a
H-good right G-action. Then, the orbit space X/H becomes a groupoid in
a canonical way which we will now describe. For that, and throughout this
text, we will use the following notation: given elements x, y we deﬁne the set
Hx,y := {h ∈ H : s(x)h = r(y)} . (5.4)
The groupoid structure on X/H is described as follows:
• A pair (xH, yH) ∈ (X/H)2 is composable if and only if Hx,y = ∅, or
equivalently, r(y) ∈ s(x)H. This property is easily seen not to depend
on the choice of representatives x, y from the orbits xH, yH respectively.
• Given a composable pair (xH, yH) ∈ (X/H)2, their product is
xH yH := xh˜yH , (5.5)
where h˜ is any element of Hx,y. It will follow from the fact the action is
H-good that xh˜ does not depend on the representative h˜ chosen from
Hx,y. The result of the product xH yH also does not depend on the
choice of representatives x, y. We will prove this in the next result.
• The inverse of the element xH is simply the element x−1H. It is also
easy to see that this does not depend on the choice of representative x.
Proposition 5.1.9. Let G be a group, H ⊆ G a subgroup and X a groupoid
endowed with a H-good right G-action. The operations above give the orbit
space X/H the structure of a groupoid. Moreover, the unit space (X/H)0 of
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this groupoid is X0/H = {uH : u ∈ X0}, where X0 is the unit space of X,
and the range and source functions satisfy
s(xH) = s(x)H and r(xH) = r(x)H .
Proof: Let us ﬁrst prove that the product is well-deﬁned. Let (xH, yH) ∈
(X/H)2 be a composable pair. The fact that xh˜ does not depend on the
representative h˜ chosen from Hx,y follows from the assumption that the action
is H-good, since if h1, h2 ∈ Hx,y then we have
s(x)h1 = r(y) = s(x)h2 ,
and therefore s(x)h1h−12 = s(x), and because the action is H-good xh1h
−1
2 =
x, i.e. xh1 = xh2.
Let us now prove that X/H is a groupoid with the operations above.
We check associativity ﬁrst. Suppose xH, yH, zH ∈ X/H are such that
(xH, yH) is composable and (yH, zH) is composable. We want to prove that
(xHyH, zH) and (xH, yHzH) are also composable and moreover (xHyH)zH =
xH(yHzH). We have by deﬁnition that xHyH = xh˜1yH and yHzH =
yh˜2zH, where h˜1 is any element of Hx,y and h˜2 is any element of Hy,z. We
now notice that
Hxfh1y,z = {h ∈ H : s(xh˜1y)h = r(z)} = {h ∈ H : s(y)h = r(z)} = Hy,z .
Since Hy,z = ∅ it follows that Hxfh1y,z = ∅, and therefore (xh˜1yH, zH) is
composable. Similarly,
Hx,yfh2z = {h ∈ H : s(x)h = r(yh˜2z)}
= {h ∈ H : s(x)h = r(y)h˜2}
= {h ∈ H : s(x)hh˜2
−1
= r(y)}
= Hx,y h˜2 .
Hence, since Hx,y = ∅ it follows that Hx,yfh2z = ∅, and therefore (xH, yh˜2zH)
is composable.
As we saw above Hxfh1y,z = Hy,z, and since h˜2 ∈ Hy,z, we can write
(xHyH)zH = xh˜1yHzH = (xh˜1y)h˜2zH
= xh˜1h˜2yh˜2zH .
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Also seen above, we have that Hx,yfh2z = Hx,y h˜2, so that h˜1h˜2 ∈ Hx,yfh2z.
Hence, we conclude that
(xHyH)zH = xH(yHzH) .
We now check that for any element xH ∈ X/H we have that (xH, x−1H)
and (x−1H, xH) are composable pairs. We have that
Hx,x−1 = {h ∈ H : s(x)h = r(x−1)} = {h ∈ H : s(x)h = s(x)} ,
and the identity element e obviously belongs to the latter set. Hence we
conclude that Hx,x−1 = ∅, and therefore (xH, x−1H) is composable. A similar
observation shows that (x−1H, xH) is also composable.
To prove that X/H is a groupoid it now remains to prove the inverse
identities xHyHy−1H = xH and y−1HyHxH = xH, in case (xH, yH) is
composable (for the ﬁrst identity) and (yH, xH) is composable (for the second
identity). We ﬁrst show that yHy−1H = r(y)H. We have that yHy−1H =
yh˜y−1H for any element h˜ ∈ Hy,y−1 . Since, as we observed above, we always
have e ∈ Hy,y−1 , it follows that we can take h˜ as e. Thus, we get
yHy−1H = yy−1H = r(y)H . (5.6)
From this it follows that
xHyHy−1H = xHr(y)H = xh˜1r(y)H ,
where h˜1 is any element of Hx,r(y). By deﬁnition, h˜1 is such that r(y) =
s(x)h˜1 = s(xh˜1). Hence we have that xh˜1r(y) = xh˜1, and therefore
xHyHy−1H = xh˜1H = xH .
The other identity y−1HyHxH = xH is proven in a similar fashion. Hence,
we conclude that X/H is a groupoid.
From equality (5.6) it follows easily that the units of X/H are precisely
the elements of the form uH where u ∈ X0, so that we can write (X/H)0 =
X0/H. Also from (5.6) it follows that the range function in X/H satisﬁes:
r(xH) = r(x)H .
The analogous result for the source function is proven in a similar fashion.
Let X be a groupoid endowed with a H-good right G-action, where H is
a subgroup of G. Given a Fell bundle A over X with G-invariant ﬁbers, we
naturally get a Fell bundle A/H over the groupoid X/H, whose ﬁbers are(A/H)
xH
:= Ax . (5.7)
Of course, this is possible because of the G-invariance of the ﬁbers, so that
Ax = Axh for any h ∈ H.
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5.2 Examples
In this section we give some examples of H-good actions and actions satis-
fying the H-intersection property. For the rest of the section X denotes a
groupoid endowed with a right G-action and H ⊆ G denotes a subgroup.
The ﬁrst two examples (5.2.1 and 5.2.2) show that H-good actions that
satisfy the H-intersection property are present in actions that have com-
pletely opposite behaviours, such as free actions and actions that ﬁx every
point.
Example 5.2.1. If the restricted action of H on the united space X0 is free,
then the action is H-good and satisﬁes the H-intersection property.
Example 5.2.2. If the restricted action of H on the united space X0 ﬁxes ev-
ery point, then the action is H-good and satisﬁes the H-intersection property.
In the case groupoid structure is trivial, i.e. when the groupoid is just a
set, then the condition that deﬁnes a H-good action becomes trivial:
Example 5.2.3. If X is a set, then the action is automatically H-good.
The following example is the motivating example for the Katayama du-
ality for Echterhoﬀ-Quigg crossed product, that will be discussed in more
detail in Chapter 11.
Example 5.2.4. Suppose X is the transformation groupoid G × G. We
recall that the multiplication and inversion operations on this groupoid are
given by:
(s, tr)(t, r) = (st, r) and (s, t)−1 = (s−1, st) .
Recall also that the source and range functions on G×G are deﬁned by
s(s, t) = (e, t) and r(s, t) = (e, st) .
We observe that there is a natural right G-action on G×G, given by
(s, t)g := (s, tg) .
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Let δ be a coaction of G on a C∗-algebra B and B the associated Fell
bundle. Following [11, Section 3], we will denote by A := B × G the corre-
sponding Fell bundle over the groupoid G×G, whose ﬁbers are
(B ×G)(s,t) := Bs .
It is then clear that A = B ×G has G-invariant ﬁbers.
The G-action on G × G is free and therefore is H-good and satisﬁes
the H-intersection property with respect to any subgroup H ⊆ G. The orbit
groupoid (G×G)/H can be canonically identiﬁed with the groupoid G×G/H
of [10], whose operations are given by:
(s, trH)(t, rH) = (st, rH) and (s, tH)−1 = (s−1, stH) .
Moreover, the Fell bundle A/H is canonically identiﬁed with the Fell bundle
B×G/H over G×G/H deﬁned in [10], and in this way Cc(A/H) is canoni-
cally isomorphic with the Echterhoﬀ-Quigg algebra Cc(B ×G/H), also from
[10].
5.3 The algebra M(Cc(A))
We will assume for the rest of this section that H ⊆ G is any subgroup, X
is a groupoid endowed with a H-good right G-action and A is a Fell bundle
with G-invariant ﬁbers. We recall that A/H stands for the associated Fell
bundle over the groupoid X/H, as deﬁned in (5.7).
For the purpose of deﬁning crossed products by Hecke pairs it is con-
venient to have a “large” algebra which contains the algebras Cc(A/H) for
diﬀerent subgroups H ⊆ G. In this way we are allowed to multiply elements
of Cc(A/H) and Cc(A/K), for diﬀerent subgroups H,K ⊆ G, in a meaning-
ful way. This large algebra will be the multiplier algebra M(Cc(A)). This
section is thus devoted to show how algebras such as Cc(A/H) and Cc(X0/H)
embed in M(Cc(A)) in a canonical way.
Our ﬁrst result shows that there is a natural inclusion Cc(A/H) ⊆ M(Cc(A)).
Theorem 5.3.1. There is an embedding ι of Cc(A/H) into M(Cc(A)) de-








where h˜ is any element of Hx,y.
Remark 5.3.2. The above result allows us to see Cc(A/H) as a ∗-subalgebra
of M(Cc(A)). We shall henceforward drop the symbol ι and make no dis-
tinction of notation between an element of Cc(A/H) and its correspondent
multiplier in M(Cc(A)).
Proof of Theorem 5.3.1: Let us ﬁrst show that expression (5.8) does
indeed deﬁne an element of M(Cc(A)). For this it is enough to check that
〈ι(axH)by, cz〉 = 〈by, ι(a∗x−1H) cz〉, for all b ∈ Ay and c ∈ Az, with y, z ∈ X.
For ι(axH)by to be non-zero, we must necessarily have Hx,y = ∅, and in this
case ι(axH)by = (ab)xehy, where h˜ ∈ Hx,y. Now,





x−1eh cz to be non-zero we must necessarily have r(z) = s(x
−1)h˜, i.e.
h˜ ∈ Hx−1,z. So, to summarize, for 〈axHby, cz〉 to be non-zero we must have
Hx,y ∩Hx−1,z = ∅ and in this case we obtain
〈ι(axH)by, cz〉 = b∗y−1a∗x−1eh cz ,
where h˜ is any element of Hx,y∩Hx−1,z. A similar computation for 〈by, ι(a∗x−1H) cz〉
yelds the exact same result.









From this we are able to deﬁne a multiplier ι(f) ∈ M(Cc(A)), simply by
extending expression (5.8) by linearity.
We want to show that ι is an injective ∗-homomorphism. First, we claim
that given axH , byH ∈ Cc(A/H) we have
ι(axH)ι(byH) = ι(axHbyH) .
This amounts to proving that
ι(axH)ι(byH) =
{
ι((ab)xehyH) , if Hx,y = ∅
0, otherwise
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(abc)xh1yh0z , if Hy,z = ∅ and Hx,yh0z = ∅
0, otherwise
with h0 ∈ Hy,z and h1 ∈ Hx,yh0z. But Hx,yh0z = Hx,yh0 = Hx,y h0, hence the
above can be written as
=
{




(abc)(xehy)h0z , if Hy,z = ∅ and Hx,y = ∅
0, otherwise
where h˜ ∈ Hx,y. Also, Hy,z = Hxehy,z. Thus, we obtain
=
{




ι((ab)xehyH) cz , if Hx,y = ∅
0, otherwise
Since ι is linear and multiplicative on the elements of the form axH , it
is necessarily an homomorphism. Now the fact that ι(axH)∗ = ι((axH)∗) =
ι(a∗x−1H) follows directly from the computations in the beginning of this proof.
Hence, ι is a ∗-homomorphism.
Let us now prove injectivity of ι. Suppose f ∈ Cc(A/H) is such that












































where h˜x is any element of Hx,y−1 . Now the elements xh˜xy−1 in the sum above
are all diﬀerent, because if we had x1h˜x1y−1 = x2h˜x2y−1, then we would have
x1h˜x1 = x2h˜x2 and therefore x1H = x2H. Therefore each of the summands












and therefore f(yH)f(yH)∗ = 0. Since f(yH) is an element of a C∗-algebra,
we get f(yH) = 0, and since this is true for any y ∈ X, we have f = 0, i.e.
ι is injective.
Proposition 5.3.3. There is an embedding ι of Cb(X0) into M(Cc(A)) de-
ﬁned by
ι(f) by := f(r(y))by . (5.9)
for every f ∈ Cb(X0), y ∈ X and b ∈ Ay.
Remark 5.3.4. The above result allows us to see Cb(X0) as a ∗-subalgebra
of M(Cc(A)). We shall henceforward drop the symbol ι and make no dis-
tinction of notation between an element of Cb(X0) and its correspondent
multiplier in M(Cc(A)).
Proof of Proposition 5.3.3 : It is easy to see that 〈ι(f)by , cz〉 =
〈by , ι(f ∗)cz〉 for any y, z ∈ X, b ∈ Ay and c ∈ Az, so that the expression
(5.9) does deﬁne an element of M(Cc(A)).
Hence we get a linear map ι : Cb(X0) → M(Cc(A)). Given two elements
f1, f2 ∈ Cb(X0), we have that
ι(f1)ι(f2)by = f1(r(y))f2(r(y))by = ι(f1f2)by
for any y ∈ X andb ∈ Ay, so that ι is a ∗-homomorphism. Hence, we only
need to prove that ι is injective. This is not diﬃcult to see: given f ∈ Cb(X0)
such that ι(f) = 0 we have, for any unit u ∈ X0 and b ∈ Au, that
0 = ι(f)bu = f(u)bu .
Hence f(u) = 0, because each ﬁber Au is non-zero by deﬁnition of a Fell
bundle. Since this is true for any u ∈ X0 we get f = 0, i.e. ι is injective.
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Recall, from Lemma 5.1.2, that the action of G on X restricts to an action
of G on the set X0. Thus it makes sense to talk about the commutative ∗-
algebra
Cc(X
0/H) ⊆ Cb(X0) .
Since there is a canonical embedding, given by Proposition 5.3.3, of Cb(X0)
into M(Cc(A)), we have in particular an embedding of Cc(X0/H) into M(Cc(A))
which identiﬁes an element f ∈ Cc(X0/H) with the multiplier f ∈ M(Cc(A))
given by:
fby := f(r(y)H)by .
Moreover Proposition 5.3.3 applied to the groupoid X/H and the Fell bundle
A/H shows that there is a canonical embedding of Cb(X0/H) into M(Cc(A/H)),
which identiﬁes an element f ∈ Cb(X0/H) with the multiplier f ∈ M(Cc(A/H))
given by
fbyH := f(r(y)H)byH . (5.10)
Since both Cc(X0/H) and Cc(A/H) are canonically embedded in M(Cc(A)),
it is convenient to understand what happens (inside M(Cc(A))) when one
multiplies an element of Cc(X0/H) by an element Cc(A/H). Perhaps un-
surprisingly, this product is given exactly by expression (5.10), which models
the action of Cc(X0/H) on Cc(A/H) as multipliers of the latter algebra. In
other words, it makes no diﬀerence to view Cc(X0/H) inside M(Cc(A/H)) or
inside M(Cc(A)) when it comes to multiplication by elements of Cc(A/H).
We will now show how the multiplication of elements of Cc(A/H) by ele-
ments of Cc(X0) is determined (inside M(Cc(A))). Before we proceed we will
ﬁrst introduce some notation that will be used throughout this work: Given
a set A ⊂ X0 we will denote by 1A ∈ Cb(X0) the characteristic function of
A. In case A is a singleton {u} we will simply write 1u.




axeh , if Hx,u = ∅
0, otherwise,
where h˜ is any element of Hx,u.
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Proof: Let y ∈ Y and b ∈ Ay. For the product axH1u by to be non-zero
we must necessarily have u = r(y) (from (5.9)), and in this case we obtain
axH1u by = axHby = (ab)xehy = axehby ,
where h˜ is any element of Hx,y. Since u = r(y), we have Hx,y = Hx,u, and
this concludes the proof.
It will be of particular importance to know how to multiply, inside M(Cc(A)),
elements of Cc(A/H) with elements of Cc(A/K) when K ⊆ H is an arbitrary
subgroup. It turns out that the algebra Cc(A/K) is preserved by multipli-
cation by elements of Cc(A/H), as we show in the next result:
Proposition 5.3.6. Let K ⊆ H be any subgroup. We have that
axHbyK =
{
(ab)xehyK , if Hx,y = ∅
0, otherwise,
(5.11)
where x, y ∈ X, a ∈ Ax and b ∈ Ay. In particular Cc(A/K) is invariant
under multiplication by elements of Cc(A/H).
Proof: First we observe that since the action is assumed to be H-good,
it is automatically K-good, so that we can form the groupoid X/K and the
Fell bundle A/K.
Let z ∈ X and c ∈ Az. We have that
axHbyKcz =
{











ekz , if Hx,yekz = ∅ and Ky,z = ∅
0, otherwise,
where k˜ is any element of Ky,z and h˜ is any element of Hx,yekz. Now, since
Hx,yekz = Hx,yek = Hx,yk˜, it follows that h˜k˜
−1 ∈ Hx,y, and moreover since
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(ab)xehek−1yKcz , if Hx,y = ∅
0, otherwise.
Thus (5.11) follows immediately (the element h˜ in (5.11) is simply the ele-
ment denoted by h˜k˜−1 above).
In case the subgroup K has ﬁnite index in H we can strengthen Propo-
sition 5.3.6 in the following way:
Proposition 5.3.7. Let K ⊆ H be a subgroup such that [H : K] < ∞.





for any x ∈ X and a ∈ Ax. In particular, inside M(Cc(A)) we have that
Cc(A/H) is a ∗-subalgebra of Cc(A/K).
Proof: First we notice that since [H : K] < ∞ we have that the right
hand side of (5.12) is a ﬁnite sum and therefore does indeed deﬁne an element





for all y ∈ X and b ∈ Ay. First we notice that both the right and left hand
sides of (5.13) are zero unless r(y) ∈ s(x)H. In case r(y) ∈ s(x)H we have
axHby = (ab)xehy ,
where h˜ is any element of Hx,y.
Recall from Proposition 1.2.2 that there is a bijective correspondence
between the set of K-orbits (xH)/K and the double coset space Sx\H/K.
It is clear that axehKby = (ab)xehy. Moreover, for all the classes [h] = [h˜] in
101
Sx\H/K we have r(y) /∈ s(x)hK, because r(y) ∈ s(x)h˜K. Hence, for all the
classes [h] = [h˜] in Sx\H/K we have axhKby = 0. We conclude that∑
[h]∈Sx\H/K
axhKby = (ab)xehy ,
and equality (5.13) is proven.
Remark 5.3.8. In Proposition 5.3.7 the fact that [H : K] < ∞ was only
used to ensure that the sum on the right hand side of (5.12) was ﬁnite. One
could more generally just require that the sets Sx\H/K are ﬁnite for all
x ∈ X, but this generality will not be used here.
As we saw in Proposition 5.1.5 we have an action α of G on Cc(A). This
action can be extended in a unique way to an action on M(Cc(A)), which
we will still denote by α. We will now show what this action on M(Cc(A))
does to the algebras Cb(X0), Cc(A/H) and Cc(X0/H).
Proposition 5.3.9. The extension of the action α to M(Cc(A)), also de-
noted by α, satisﬁes the following properties:
(i) The restriction of α to Cb(X0) is precisely the action that comes from
the G-action on X0.
(ii) For any g ∈ G the automorphism αg takes Cc(X0/H) to Cc(X0/gHg−1),
by
αg(1xH) = 1(xg−1)(gHg−1) . (5.14)
(iii) For any g ∈ G the automorphism αg takes Cc(A/H) to Cc(A/gHg−1),
by
αg(axH) = a(xg−1)(gHg−1) . (5.15)
(iv) Both Cc(A/H) and Cc(X0/H) are contained in M(Cc(A))H .
Proof: (i) Let y ∈ X, b ∈ Ay and f ∈ Cb(X0). For a g ∈ G let us denote
by fg ∈ Cb(X0) the function deﬁned by fg(x) = f(xg). By deﬁnition of the
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extension of α to M(Cc(A)), we have
αg(f) by = αg(fα
−1
g (by)) = αg(fbyg)
= αg(f(r(yg))byg) = αg(f(r(y)g)byg)
= f(r(y)g)by = fg(r(y))by
= fgby .
Hence we conclude that αg(f) = fg and therefore the action α on Cb(X0) is
just the action that comes from the G-action on X0.
(ii) This follows directly from (i).
(iii) Let y ∈ X and b ∈ Ay. By deﬁnition of the extension of α to
M(Cc(A)), we have
αg(axH) by = αg(axHα
−1
g (by)) = αg(axHbyg) .















(ab)xg−1gehg−1y , if Hx,yg = ∅
0, otherwise














= a(xg−1)(gHg−1) by .
(iv) This follows directly from (ii) and (iii).
It is important to know how to multiply an element of Cc(A/H) with an
element of Cc(X0/gHg−1) inside M(Cc(A)). This is easy if we are under the
assumption that G-action satisﬁes the H-intersection property:
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Proposition 5.3.10. Let X be a groupoid endowed with a H-good right G-
action that satisﬁes the H-intersection property. Then, for every x ∈ X and
g ∈ G the following equality hold in M(Cc(A)):
axH 1s(x)gHg−1 = axHg .
Proof: For any y ∈ X and b ∈ Ay we have
axH 1s(x)gHg−1 by =
{








(ab)xehy , if r(y) ∈ s(x)H ∩ s(x)gHg−1
0, otherwise
where h˜ ∈ Hx,y. Now, by the H-intersection property, we obtain
=
{
(ab)xehy , if r(y) ∈ s(x)Hg
0, otherwise
Of course, we have (Hg)x,y ⊆ Hx,y, and hence we can choose h˜ as an element
of (Hg)x,y, thereby obtaining
= axHg by ,
which ﬁnishes the proof.
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Chapter 6
∗-Algebraic crossed product by
a Hecke pair
In this chapter we introduce our notion of a (∗-algebraic) crossed product
by a Hecke pair and we explore its basic properties and its representation
theory. Throughout the rest of this work we impose the following standing
assumption, based on the tools developed in Chapter 5 section 5.1.
Standing Assumption 6.0.11. We assume from now on that (G,Γ) is a
Hecke pair, X is a groupoid with a Γ-good right G-action satisfying the Γ-
intersection property, A is a Fell bundle over X with G-invariant ﬁbers and
α is the corresponding action of G on Cc(A).
6.1 Deﬁnition of the crossed product and ba-
sic properties
In this section we aim at deﬁning the (∗-algebraic) crossed product of Cc(A/Γ)
by the Hecke pair (G,Γ). For that we are going to deﬁne some sort of a bun-
dle over G/Γ, where the ﬁber over each gΓ is precisely Cc(A/Γg).
Deﬁnition 6.1.1. Let B(A, G,Γ) be the vector space of ﬁnitely supported
functions f : G/Γ → M(Cc(A)) satisfying the following compatibility condi-
tion
f(γgΓ) = αγ(f(gΓ)) , (6.1)
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for all γ ∈ Γ and gΓ ∈ G/Γ.
Lemma 6.1.2. For every f ∈ B(A, G,Γ) and gΓ ∈ G/Γ we have
f(gΓ) ∈ M(Cc(A))Γg .
Proof : This follows directly from the compatibility condition (6.1), since
for every γ ∈ Γg we have
αγ(f(gΓ)) = f(γgΓ) = f(gΓ) .
Deﬁnition 6.1.3. The vector subspace of B(A, G,Γ) consisting of the func-
tions f : G/Γ → M(Cc(A)) satisfying the compatibility condition (6.1) and
the property
f(gΓ) ∈ Cc(A/Γg) , (6.2)
will be denoted by Cc(A/Γ)×algα G/Γ and will be called the ∗-algebraic crossed
product of Cc(A/Γ) by the Hecke pair (G,Γ).
It is relevant to point out that the deﬁnitions of the spaces B(A, G,Γ) and
Cc(A/Γ)×algα G/Γ seem more suitable for Hecke pairs (G,Γ), as in general a
function in B(A, G,Γ) could only have support on those elements gΓ ∈ G/Γ
such that |ΓgΓ/Γ| <∞.
We now deﬁne a product and an involution in B(A, G,Γ) by:





(f ∗) (gΓ) := Δ(g−1)αg(f(g−1Γ))∗ . (6.4)
Proposition 6.1.4. B(A, G,Γ) becomes a unital ∗-algebra under the product
and involution deﬁned above, whose identity element is the function f such
that f(Γ) = 1 and is zero in the remaining points of G/Γ.
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Proof: First, we claim that the expression for the product deﬁned above
is well-deﬁned in B(A, G,Γ), i.e. for f1, f2 ∈ B(A, G,Γ) the expression





is independent from the choice of the representatives [h] and also that it has
ﬁnitely many summands. Independence from the choice of the representatives
[h] ∈ G/Γ follows directly from the compatibility condition (6.1) and the fact
that the sum is ﬁnite follows simply from the fact that f1 has ﬁnite support.
Now we claim that f1 ∗ f2 has also ﬁnite support, for f1, f2 ∈ B(A, G,Γ).
Let S1, S2 ⊆ G/Γ be the supports of the functions f1 and f2 respectively. We
will regard S1 and S2 as subsets of G (being ﬁnite unions of left cosets). It
is easy to check that the function G×G → M(Cc(A))
(h, g) → f1(hΓ)αh(f2(h−1gΓ))
has support contained in S1 × (S1 · S2). Since (G,Γ) is a Hecke pair, the
product S1 · S2 is also a ﬁnite union of left cosets. Hence, f1 ∗ f2 has ﬁnite
support.
We also notice that f1 ∗f2 satisﬁes the compatibility condition (6.1), thus
deﬁning an element of B(A, G,Γ), since for any γ ∈ Γ we have



















In a similar way we can see that the expression that deﬁnes the involution
is well-deﬁned in B(A, G,Γ). There are now a few things that need to be
checked before we can say that B(A, G,Γ) is a ∗-algebra, namely that the
product is associative and the involution is indeed an involution relatively
to this product (the fact that the product is distributive and the properties
concerning multiplication by scalars are obvious). The proofs of these facts
are essentially just a mimic of the corresponding proofs for “classical” crossed
products by groups. Thus, we can say that B(A, G,Γ) is ∗-algebra under this
product and involution.
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Theorem 6.1.5. Cc(A/Γ)×algα G/Γ is a ∗-ideal of B(A, G,Γ). In particular
it is a ∗-algebra for the above operations.
Proof: It is easy to see that the space Cc(A/Γ)×algα G/Γ is invariant for
the involution, i.e.
f ∈ Cc(A/Γ)×algα G/Γ =⇒ f ∗ ∈ Cc(A/Γ)×algα G/Γ .
Thus, to prove that Cc(A/Γ)×algα G/Γ is a (two-sided) ∗-ideal of B(A, G,Γ)
it is enough to prove that is a right ideal, i.e. if f1 ∈ B(A, G,Γ) and f2 ∈
Cc(A/Γ)×algα G/Γ then f1 ∗f2 ∈ Cc(A/Γ)×algα G/Γ, because any right ∗-ideal
is automatically two-sided. Hence, all we need to prove is that (f1∗f2)(gΓ) ∈
Cc(A/Γg), for every f1 ∈ B(A, G,Γ) and f2 ∈ Cc(A/Γ)×algα G/Γ. The proof
of this fact will follow the following steps:
1) Prove that: given a subgroup H ⊆ G, f ∈ Cc(A/H) and a unit u ∈ X0,
we have f · 1u ∈ Cc(A).
2) Let T := (f1∗f2)(gΓ) =
∑
[h]∈G/Γ f1(hΓ)αh(f2(h
−1gΓ)). Use 1) to show
that T · 1u ∈ Cc(A) for any unit u ∈ X0.
3) Fix a unit u ∈ X0. By 2) we have T 1u =
∑
i(ai)xi , where the elements
xi ∈ X are such that s(xi) = u. Show that T 1uΓg =
∑
i(ai)xiΓg , and
conclude that T 1uΓg ∈ Cc(A/Γg).
4) Prove that there exists a ﬁnite set of units {u1, . . . , un} ⊆ X0 such that
T =
∑n
i=1 T 1uiΓg . Conclude that T ∈ Cc(A/Γg).
• Proof of 1) : This follows immediately from Proposition 5.3.5.
• Proof of 2) : We know that f2(h−1gΓ) ∈ Cc(A/Γh−1g). Thus, from




. Now, using 1), we see that αh(f2(h−1g)) 1u ∈ Cc(A) and con-
sequently f1(hΓ)αh(f2(h−1g)) 1u ∈ Cc(A). Hence, T 1u ∈ Cc(A).
• Proof of 3) : For any γ ∈ Γg we have, using Lemma 6.1.2,













Let y ∈ X and b ∈ Ay. We have
T 1uΓg by =
{
Tby , if r(y) ∈ uΓg
0, otherwise .
Assume now that r(y) ∈ uΓg and let γ˜ ∈ Γg be such that r(y) = uγ˜.
We then have










T 1uΓg by =
{∑






Thus, T 1uΓg =
∑
i(ai)xiΓg ∈ Cc(A/Γg).
• Proof of 4) : For easiness of reading of this last part of the proof we
introduce the following deﬁnition: given F ∈ M(Cc(A)) we deﬁne the
support of F to be the set {u ∈ X0 : F 1u = 0}. Notice in particular
that the support of an element axH , with a = 0, is the set s(x)H.
Since αh(f2(h−1gΓ)) ∈ Cc(A/hΓh−1∩gΓg−1), there exists a ﬁnite num-









Hence, there is a ﬁnite number of units w1, . . . , wl ∈ X0 such that T













where θ1, . . . , θm are representatives of the classes of gΓg−1/Γg (being
a ﬁnite number because (G,Γ) is a Hecke pair). Thus, we have proven




g. Moreover, we can suppose we have chosen the
units u1, . . . , un such that the corresponding orbits uiΓg are mutually
disjoint. It is now easy to see that we have T =
∑n
i=1 T 1uiΓg . Indeed,




Tby = T 1r(y) by = 0 =
n∑
i=1
T 1uiΓg by ,
and if r(y) ∈ ⋃ni=1 uiΓg, then r(y) belongs to precisely one of the orbits,
say ui0Γg, and we have
n∑
i=1
T 1uiΓg by = T1ui0Γg by = Tby .
Hence, we must have T =
∑n
i=1 T 1uiΓg , and by 3) we conclude that
T ∈ Cc(A/Γg).
Remark 6.1.6. If Γ is a normal subgroup of G it is easy to see that the action
α gives rise to an action of G/Γ on Cc(A/Γ) and in this case Cc(A/Γ)×algα G/Γ
is nothing but the usual (∗-algebraic) crossed product of Cc(A/Γ) by the
group G/Γ. In a similar fashion, the algebra B(A, G,Γ) is nothing but the
usual (∗-algebraic) crossed product of M(Cc(A/Γ)) by the group G/Γ. The
reason for considering the larger algebra B(A, G,Γ) shall be clariﬁed later in
Remark 6.1.13.
As it is well-known, when working with crossed products A×G by discrete
groups, one always has an embedded copy of A inside the crossed product.
Something analogous happens in the case of crossed products by Hecke pairs,
where Cc(A/Γ) is canonically embedded in Cc(A/Γ) ×algα G/Γ, as is stated
in the next result (whose proof amounts to routine veriﬁcation).
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Proposition 6.1.7. There is a natural embedding of the ∗-algebra Cc(A/Γ)
in Cc(A/Γ) ×algα G/Γ, which identiﬁes an element f ∈ Cc(A/Γ) with the
function Tf ∈ Cc(A/Γ)×algα G/Γ such that
Tf (Γ) = f and Tf is zero elsewhere .
Remark 6.1.8. The above result says that we can identify Cc(A/Γ) with
the functions of Cc(A/Γ) ×algα G/Γ with support in Γ. We shall, hencefor-
ward, make no distinctions in notation between an element of Cc(A/Γ) and
its correspondent in Cc(A/Γ)×algα G/Γ.
Theorem 6.1.9. Cc(A/Γ)×algα G/Γ is an essential ∗-ideal of B(A, G,Γ). In
particular, Cc(A/Γ) ×algα G/Γ is an essential ∗-algebra. Moreover, there are
natural embeddings
Cc(A/Γ)×algα G/Γ ↪→ B(A, G,Γ) ↪→ M(Cc(A/Γ)×algα G/Γ) ,





 B(A, G,Γ) .

Proof: We have already proven that Cc(A/Γ) ×algα G/Γ is a ∗-ideal of
B(A, G,Γ), thus we only need to check that this ideal is in fact essential.
Suppose f ∈ B(A, G,Γ) is such that f ∗ (Cc(A/Γ) ×algα G/Γ) = {0}. Then,
in particular, using Proposition 6.1.7, we must have f ∗ (Cc(A/Γ)) = {0}.





(gΓ) = f(gΓ)αg(axgΓ) = f(gΓ)axgΓg−1 .
Thus, multiplying by 1s(x) ∈ M(Cc(A)) we get
0 = f(gΓ)axgΓg−11s(x) = f(gΓ)ax .
Since this true for all a ∈ Ax and x ∈ X we must have f(gΓ) = 0. Thus,
f = 0 and we conclude that Cc(A/Γ) ×algα G/Γ is an essential ∗-ideal of
B(A, G,Γ).
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Since Cc(A/Γ)×algα G/Γ is a ∗-subalgebra of B(A, G,Γ), we immediately
conclude that Cc(A/Γ)×algα G/Γ is an essential ∗-algebra.
The embedding of B(A, G,Γ) in M(Cc(A/Γ)×algα G/Γ) then follows from
the universal property of multiplier algebras, Theorem 4.2.11.
In the theory of crossed products A × G by groups, one always has
an embedded copy of the group algebra C(G) inside the multiplier algebra
M(A × G). Something analogous happens in the case of crossed products
by Hecke pairs, where the Hecke algebra H(G,Γ) is canonically embedded in
the multiplier algebra M(Cc(A/Γ)×algα G/Γ), as is stated in the next result
(whose proof amounts to routine veriﬁcation).
Proposition 6.1.10. The Hecke ∗-algebra H(G,Γ) embeds in B(A, G,Γ) in
the following way: an element f ∈ H(G,Γ) is identiﬁed with the element
f˜ ∈ B(A, G,Γ) given by
f˜(gΓ) := f(ΓgΓ)1 ,
where 1 is the unit of M(Cc(A)).
The next result does not typically play an essential role in the case of
crossed products by groups, but will be extremely important for us in case
of crossed products by Hecke pairs. The proof is also just routine veriﬁcation.
Proposition 6.1.11. The algebra Cc(X0/Γ) embeds in B(A, G,Γ) in the
following way: an element f ∈ Cc(X0/Γ) is identiﬁed with the function Tf ∈
B(A, G,Γ) given by
Tf (Γ) = f and Tf is zero elsewhere .
Remark 6.1.12. Propositions 6.1.10 and 6.1.11 allow us to view both the
Hecke ∗-algebra H(G,Γ) and Cc(X0/Γ) as ∗-subalgebras of B(A, G,Γ). We
shall henceforward make no distinctions in notation between an element of
H(G,Γ) or Cc(X0/Γ) and its correspondent in B(A, G,Γ).
The purpose of the following diagram is to illustrate, in a more condensed
form, all the canonical embeddings we have been considering so far:
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Remark 6.1.13. The reason for considering the algebra B(A, G,Γ) is two-
fold. On one side B(A, G,Γ) made it easier to make sure the convolution
product (6.3) was well-deﬁned in Cc(A/Γ)×algα G/Γ. On the other (perhaps
more important) side, the fact that both H(G,Γ) and Cc(X0/Γ) are canon-
ically embedded in B(A, G,Γ) allows us to treat the elements of H(G,Γ)
and Cc(X0/Γ) both as multipliers in M(Cc(A/Γ)×algα G/Γ)), but also allows
us to operate these elements with the convolution product and involution
expressions (6.3) and (6.4), as these are deﬁned in B(A, G,Γ).
As it is well-known in the theory of crossed products by discrete groups, a
(∗-algebraic) crossed product A×G is spanned by elements of the form a∗ g,
where a ∈ A and g ∈ G (here g is seen as an element of the group algebra
C(G) ⊆ M(A × G)). We will now explore something analogous in the case
of crossed products by Hecke pairs. It turns out that Cc(A/Γ) ×algα G/Γ is
spanned by elements of the form axΓ ∗ ΓgΓ ∗ 1s(x)gΓ, where x ∈ X, a ∈ Ax
and gΓ ∈ G/Γ, as we show in the next result.










∗ ΓgΓ ∗ 1s(x)gΓ . (6.5)
In particular, Cc(A/Γ)×algα G/Γ is spanned by elements of the form
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ ,
with x ∈ X, a ∈ Ax and gΓ ∈ G/Γ.
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The following lemma is needed in order to prove the above result:
Lemma 6.1.15. Let x ∈ X, a ∈ Ax and gΓ ∈ G/Γ. We have
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ (hΓ) =
{
axγ−1Γγg , if hΓ = γgΓ, with γ ∈ Γ
0, otherwise .
In particular,
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ (gΓ) = axΓg .
Proof: An easy computation yields
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ (hΓ) = axΓ · ΓgΓ(hΓ) · αh(1s(x)gΓ) ,
from which we conclude that axΓ ∗ ΓgΓ ∗ 1s(x)gΓ is supported in the double
coset ΓgΓ. Now, evaluating at the point gΓ ∈ G/Γ we get
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ (gΓ) = axΓ · ΓgΓ(gΓ) · αg(1s(x)gΓ)
= axΓ · αg(1s(x)gΓ)
= axΓ · 1s(x)gΓg−1
= axΓg ,
where the last equality comes from Proposition 5.3.10. From the compatibil-
ity condition (6.1) and Proposition 5.3.9 it then follows that, for γ ∈ Γ,
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ (γgΓ) = αγ(axΓg)
= axγ−1Γγg .
Proof of Theorem 6.1.14: Let us ﬁrst prove that the expression on
the right hand side of (6.5) is well-deﬁned. It is easy to see that for every






∗ ΓgΓ ∗ 1s(x)gΓ
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does not depend on the choice of the representative x of xΓg. Now, let us
see that it also does not depend on the choice of the representative g in ΓgΓ.































∗ ΓgΓ ∗ 1s(x)γgΓ
We notice that there is a well-deﬁned bijective correspondence X/Γg →
















∗ ΓgΓ ∗ 1s(x)gΓ .
Hence, the expression in (6.5) is well-deﬁned. Let us now prove the decom-
















∗ ΓtΓ ∗ 1s(x)tΓ (tΓ) .









and this ﬁnishes the proof.
In the following result we collect some useful equalities concerning prod-
ucts in Cc(A/Γ)×algα G/Γ, which will be useful later on. One should observe
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the similarities between the equalities (6.8) and (6.9) and the equalities ob-
tained by an Huef, Kaliszewski and Raeburn in [19, Lemma 1.3 (i) and (ii)]
if in their setting one was allowed to somehow “drop” the representations.
The similarity is more than a coincidence and we will address this later in
Chapter 10.
Proposition 6.1.16. In Cc(A/Γ)×algα G/Γ the following equalities hold:(
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ
)∗
= Δ(g) a∗x−1gΓ ∗ Γg−1Γ ∗ 1s(x−1)Γ , (6.6)
1r(x)Γ ∗ ΓgΓ ∗ axgΓ = axΓ ∗ ΓgΓ ∗ 1s(x)gΓ , (6.7)
axΓ ∗ ΓgΓ =
∑
[γ]∈Sx\Γ/Γg
axΓ ∗ ΓgΓ ∗ 1s(x)γgΓ . (6.8)
ΓgΓ ∗ axΓ =
∑
[γ]∈Sx\Γ/Γg−1
1r(x)γg−1Γ ∗ ΓgΓ ∗ axΓ . (6.9)
In particular, from (6.7) we see that Cc(A/Γ)×algα G/Γ is also spanned by all
elements of the form 1r(x)Γ ∗ ΓgΓ ∗ axgΓ, with g ∈ G, x ∈ X and a ∈ Ax.
Proof: Let us ﬁrst prove equality (6.6). First we notice that(
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ
)∗




)∗ has support in the double coset Γg−1Γ.
Now evaluating this element on g−1Γ we get,(
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ
)∗
(g−1Γ) = Δ(g) αg−1
(








a∗x−1gΓ ∗ Γg−1Γ ∗ 1s(x−1)Γ
)
(g−1Γ) .
Let us now prove equality (6.7). We have
1r(x)Γ ∗ ΓgΓ ∗ axgΓ = Δ(g)
(








which together with (6.6) yields
= Δ(g)Δ(g−1) axΓ ∗ ΓgΓ ∗ 1s(xg)Γ
= axΓ ∗ ΓgΓ ∗ 1s(xg)Γ .
Let us now prove (6.8). An easy computation yields
axΓ ∗ ΓgΓ (hΓ) = axΓ · ΓgΓ(hΓ) ,
from which we conclude that axΓ ∗ ΓgΓ has support in ΓgΓ. Evaluating this
element on the point gΓ we get
axΓ ∗ ΓgΓ (gΓ) = axΓ · ΓgΓ(gΓ) = axΓ .





Together with Proposition 6.1.15 we get












axΓ ∗ ΓgΓ ∗ 1s(x)γgΓ (gΓ) ,
and equality (6.8) is proven.
Equality (6.9) follows easily from (6.8) by taking the involution and using
the fact that Sx = Sx−1 .
The last claim of this proposition follows simply from (6.7) and Proposi-
tion 6.1.14.
In the theory of crossed products A × G by discrete groups one has a
“covariance relation” of the form g ∗a∗g−1 = αg(a). This relation is essential
in the passage from covariant representations of the system (A,G, α) to rep-
resentations of the crossed product. More generally, the following relation
holds in A×G:
g ∗ a ∗ h = αg(a) ∗ gh .
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We will now explore how this generalizes to the setting of crossed products
by Hecke pairs. What we are aiming for is a description of how products
of the form ΓgΓ ∗ axΓ ∗ ΓsΓ can be expressed by the canonical spanning set
of elements of the form byΓ ∗ ΓhΓ ∗ 1s(x)hΓ (according to Theorem 6.1.14).
This will be achieved in Corollary 6.1.19 below and will play an important
role in the representation theory of crossed products by Hecke pairs, par-
ticularly in the deﬁnition of covariant representations. One should observe
the similarities between the expressions we obtain both in Theorem 6.1.17
and Corollary 6.1.19 and the expression provided by an Huef, Kaliszewski
and Raeburn in [19, Deﬁnition 1.1] (if one “forgets” the representations in
their setting). Once again, this is more than a coincidence as we will see in
Chapter 10. In fact, an Huef, Kaliszewski and Raeburn’s deﬁnition served
as a guiding line for our results below and for the deﬁnition of a covariant
representation (Deﬁnition 6.2.1) which we shall present in the next section.
Before we establish the results we are aiming for we need to establish
some notation, which will be used throughout this work. For w, v ∈ G and a
unit y ∈ X0 we deﬁne the sets
nyw,v :=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and yw−1 ∈ yΓr−1} , (6.10)
dyw,v :=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and yw−1 ∈ yΓr−1Γwv} . (6.11)
and the numbers
nyw,v := # n
y
w,v , (6.12)







We will also denote by Eyu,v the double coset space
Eyu,v := Sy\Γ/(uΓu−1 ∩ vΓv−1) . (6.15)
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Theorem 6.1.17. Let g, s ∈ G and y ∈ X0. We have that
































1yγuΓ ∗ Γu−1vΓ ∗ 1yγvΓ
)
.
In order to prove the above result we will need the following lemma, which
gives some properties of the numbers nyw,v and dyw,v.
Lemma 6.1.18. Let w, v,∈ G, θ ∈ Γ and y ∈ X0. The numbers nyw,v and
dyw,v satisfy the following properties:
i) nyw,vθ = n
y
w,v i
′) dyw,vθ = d
y
w,v
ii) nyθw,v = n
y
w,v ii
′) dyθw,v = d
y
w,v
iii) nyθw,θ−1v = n
y
wθ−1,v iii
′) dyθw,θ−1v = d
y
wθ−1,v
More generally, if w˜, v˜ ∈ G and y˜ ∈ X0 are such that Γw˜Γ = ΓwΓ, Γv˜Γ =
ΓvΓ, y˜Γ = yΓ, w˜v˜Γ = wvΓ and y˜w˜−1Γwv = yw−1Γwv, then
iv) nyw,v = n
ey
ew,ev iv
′) dyw,v = d
ey
ew,ev
Proof: Assertions i) and i′) are obvious.
Assertion ii) follows from the observation that [r] → [θ−1r] establishes a
bijection between the sets nyw,v and n
y
θw,v.
Assertion ii′) is proven in a similar fashion as assertion ii).
To prove assertion iv), let θ ∈ Γwv be such that y˜w˜−1 = yw−1θ. We have
neyew,ev =
{
[r] ∈ Γw˜Γ/Γ : r−1w˜v˜Γ ⊆ Γv˜Γ and y˜w˜−1 ∈ y˜Γr−1}
=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and yw−1θ ∈ yΓr−1} .
Since θ ∈ Γwv we have θwvΓ = wvΓ, so that
=
{
[r] ∈ Γθ−1wΓ/Γ : r−1θ−1wvΓ ⊆ ΓvΓ and yw−1θ ∈ yΓr−1}
= nyθ−1w,v .
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[r] ∈ Γw˜Γ/Γ : r−1w˜v˜Γ ⊆ Γv˜Γ and y˜w˜−1 ∈ y˜Γr−1Γ ewev}
=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and yw−1θ ∈ yΓr−1Γwv}
=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and yw−1 ∈ yΓr−1Γwv}
= dyw,v .
Assertions iii) and iii′) are a direct consequence of iv) and iv′).
Proof of Theorem 6.1.17: We have










































Nyγw,w−1t 1yγw−1Γt . (6.16)
To see this, we will evaluate both the right and left expressions above on
all points x ∈ X0 and see that we obtain the same value. First, we note that
if x ∈ X0 is not of the form yθw˜−1, for some θ ∈ Γ and w˜ ∈ ΓgΓ such that
w˜−1tΓ ⊆ ΓsΓ, then both expressions are zero. Suppose now that x = yθw˜−1








w−1 ew ew−1tΓ⊆Γ ew−1tΓ
1yΓw−1(yθw˜
−1) = nyθew, ew−1t .
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As for the right expression, ﬁrst we observe that if yθw˜−1 ∈ yγw−1Γt, then
by Lemma 6.1.18 iv) and iv′) we have Nyθew, ew−1t = N
yγ
w,w−1t. Thus, evaluating






















































w−1 ew ew−1tΓ⊆Γ ew−1tΓ
1yΓw−1Γt (yθw˜
−1)
= Nyθew, ew−1t d
yθ
ew, ew−1t
= nyθew, ew−1t .
So, equality (6.16) is established.




















Now, using the fact that condition w−1tΓ ⊆ ΓsΓ means that there exists a
(necessarily unique) element [v] ∈ ΓsΓ/Γ such that w−1tΓ = vΓ, or equiva-
























1yγw−1Γ ∗ ΓwvΓ ∗ 1yγvΓ
)
(tΓ) .






















1yγw−1Γ ∗ ΓwvΓ ∗ 1yγvΓ
)
(tΓ)
To prove this we note that, given any [w] ∈ ΓgΓ/Γ and [v] ∈ ΓsΓ/Γ, the
element
(
1yγw−1Γ ∗ ΓwvΓ ∗ 1yγvΓ
)
(tΓ) is nonzero if and only if ΓtΓ = ΓwvΓ,






















































































































1yγw−1Γ ∗ ΓwvΓ ∗ 1yγvΓ
)
(tΓ) .
Hence, we have proven that








































































































1yγg−1Γ ∗ Γgθ−1vΓ ∗ 1yγθ−1vΓ
)
,












1yγθg−1Γ ∗ Γgθ−1vΓ ∗ 1yγθθ−1vΓ
)




























Corollary 6.1.19. Similarly, for a ∈ Ax with x ∈ X, we have






































axγuΓ ∗ Γu−1vΓ ∗ 1s(x)γvΓ
)
.
Proof: According to equality (6.9) in Proposition 6.1.16 we have
ΓgΓ ∗ axΓ ∗ ΓsΓ =
∑
[θ]∈Sx\Γ/Γg−1
1r(x)θg−1Γ ∗ ΓgΓ ∗ axΓ ∗ ΓsΓ ,




axθg−1Γ ∗ ΓgΓ ∗ 1s(x)Γ ∗ ΓsΓ ,




























axθg−1Γ ∗ 1s(x)γw−1Γ ∗ ΓwvΓ ∗ 1s(x)γvΓ .






axθg−1Γ ∗ 1s(x)γw−1Γ ∗ ΓwvΓ ∗ 1s(x)γvΓ ,












axγw−1Γ ∗ ΓwvΓ ∗ 1s(x)γvΓ .
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Hence we obtain











axγw−1Γ ∗ ΓwvΓ ∗ 1s(x)γvΓ .
The remaining equalities in the statement of this corollary are proven in a
similar fashion.
Example 6.1.20. We will now explain how the Hecke algebra H(G,Γ) is an
example of a crossed product by a Hecke pair, namely H(G,Γ) ∼= C×algG/Γ,
just like group algebras are examples of crossed products by groups.
We start with a groupoid X consisting of only one element, i.e. X = {∗},
and we take the trivial G-action on X. Since the G-action ﬁxes the point ∗
it is indeed H-good and in this case we have X/Γ = X = {∗}. We now take
the Fell bundle A over X such that A∗ = C, which trivially has G-invariant
ﬁbers. In this case one obviously has that
Cc(A/Γ) ∼= Cc(X/Γ) ∼= Cc(X) ∼= C .
Hence, we are in the conditions of the Standing Assumption 6.0.11 and we
can form the crossed product Cc(A/Γ)×algα G/Γ, which we will simply write
as C×algα G/Γ.
Since C is unital the deﬁnitions of B(A, G,Γ) and C ×algα G/Γ coincide
in this case. Moreover Deﬁnition 6.1.3 reads that C ×algα G/Γ is the set of
functions f : G/Γ → C satisfying the compatibility condition (6.1). Since the
action α is trivial, the compatibility condition simply says that C ×algα G/Γ
consists of all the functions f : G/Γ → C which are left Γ-invariant. Morever,
the product and involution expressions become respectively





(f ∗) (gΓ) := Δ(g−1) f(g−1Γ) .
Hence, it is clear that C×algα G/Γ is nothing but the Hecke algebra H(G,Γ).
It follows from this that the product ΓgΓ ∗ 1∗Γ ∗ ΓsΓ is just the product
of the double cosets ΓgΓ and ΓsΓ inside the Hecke algebra, since 1∗Γ is the
identity element. It is interesting to note in this regard that the expression
for this product described in Theorem 6.1.17 is a familiar expression for the
product ΓgΓ ∗ ΓsΓ in H(G,Γ). To see this, we note that the stabilizer S∗
of ∗ is the whole group G, and therefore E∗u,v consists only of the class [e].
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Moreover, the numbers n∗u−1,v and d
∗
u−1,v, deﬁned in (6.12) and (6.13), are
equal, so that N∗u−1,v = 1. Thus, the expression described in Theorem 6.1.17
is just the usual expression







Example 6.1.21. As a generalization of Example 6.1.20 we will now show
that if the G-action ﬁxes every point of the groupoid X, then Cc(A/Γ)×algα
G/Γ is isomorphic to the ∗-algebraic tensor product of Cc(A/Γ) and H(G,Γ).
This result also has a known analogue in the theory of crossed products by
groups.
Proposition 6.1.22. If the G-action ﬁxes every point of X, then we have
Cc(A/Γ)×algα G/Γ ∼= Cc(A/Γ)H(G,Γ) ,
where  is the symbol that denotes the ∗-algebraic tensor product.
Proof: Given that we have canonical embeddings of Cc(A/Γ) andH(G,Γ)
into M(Cc(A/Γ)×algα G/Γ) we have a canonical linear map from Cc(A/Γ)
H(G,Γ) to M(Cc(A/Γ)×algα G/Γ) determined by
f1 ⊗ f2 → f1 ∗ f2 , (6.17)
where f1 ∈ Cc(A/Γ) and f2 ∈ H(G,Γ). Standard arguments can be used to
show that this mapping is injective (since the mappings from both Cc(A/Γ)
andH(G,Γ) into the multiplier algebra of the crossed product are injections).
It is also clear that the image of the map determined by (6.17) is contained in
Cc(A/Γ)×algα G/Γ. Let us now check that this mapping is surjective. First we
will show that the elements of Cc(A/Γ) commute with elements of H(G,Γ)
inside M(Cc(A/Γ)×algα G/Γ). It follows from expressions (6.8) and (6.7) that
axΓ ∗ ΓgΓ =
∑
[γ]∈Sx\Γ/Γg




1r(x)Γ ∗ ΓgΓ ∗ axγgΓ .
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Since every point of X is ﬁxed by G we have that Sx = G, and therefore
Sx\Γ/Γg consists only of the class [e], so that we can write
= 1r(x)Γ ∗ ΓgΓ ∗ axgΓ .
Moreover, since every point of X is ﬁxed by G we can write
= 1r(x)g−1Γ ∗ ΓgΓ ∗ axΓ .




1r(x)γg−1Γ ∗ ΓgΓ ∗ axΓ
= ΓgΓ ∗ axΓ .
Thus we conclude that axΓ ∗ ΓgΓ = ΓgΓ ∗ axΓ. By Theorem 6.1.14 we know
that elements of the form axΓ ∗ ΓgΓ ∗ 1s(x)gΓ span Cc(A/Γ) ×algα G/Γ, and
from commutation relation we just proved it follows that
axΓ ∗ ΓgΓ ∗ 1s(x)gΓ = ΓgΓ ∗ axΓ ∗ 1s(x)gΓ
= ΓgΓ ∗ axΓ ∗ 1s(x)Γ
= ΓgΓ ∗ axΓ
= axΓ ∗ ΓgΓ ,
so that Cc(A/Γ)×algα G/Γ is spanned by elements of the form axΓ ∗ΓgΓ. We
now conclude that the image of the map (6.17) is the whole Cc(A/Γ)×algα G/Γ.
The fact that this map is a ∗-homomorphism also follows directly from
the commutation relation proved above.
6.2 Representation theory
In this section we develop the representation theory of crossed products by
Hecke pairs. We will introduce the notion of a covariant pre-representation
and show that there is a bijective correspondence between covariant pre-
representations and representations of the crossed product, in a similar fash-
ion to the theory of crossed products by groups.
Recall from Proposition 4.2.16 that every nondegenerate ∗-representation
π : Cc(A/Γ) → B(H ) extends uniquely to a ∗-representation
π˜ : MB(Cc(A/Γ)) → B(H ) .
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We will use the notation π˜ to denote this extension throughout this section,
many times without any reference. Since Cc(X0/Γ) is a BG∗-algebra we nat-
urally have Cc(X0/Γ) ⊆ MB(Cc(A/Γ)).
Deﬁnition 6.2.1. Let π be a nondegenerate ∗-representation of Cc(A/Γ)
on a Hilbert space H and π˜ its unique extension to a ∗-representation of
MB(Cc(A/Γ)). Let μ be a unital pre-∗-representation of H(G,Γ) on the
inner product space W := π(Cc(A/Γ))H . We say that (π, μ) is a covariant
pre-∗-representation if
π(axΓ)μ(ΓgΓ) ∈ B(W ) , (6.18)















holds on L(W ), for all g, s ∈ G and x ∈ X.
Condition (6.18) is a rather technical requirement, but a necessary one,
so that several expressions we shall use are well deﬁned. Condition (6.19),
on the other hand, is more natural and simply says that the pair (π, μ)
must preserve the structure of products of the form ΓgΓ ∗ axΓ ∗ ΓsΓ, when
expressed in terms of the canonical spanning set of elements of the form
byΓ ∗ ΓdΓ ∗ 1s(y)dΓ, as explicitly described in Corollary 6.1.19.
The reader should note the similarity between our deﬁnition of a covariant
pre-∗-representation and the covariant pairs of an Huef, Kaliszewski and
Raeburn in [19, Deﬁnition 1.1]. Their notion of covariant pairs served as a
motivation for us and is actually a particular case of our Deﬁnition 6.2.1, as
we shall see in Chapter 10.
The striking feature that we actually have to consider pre-representations
of H(G,Γ), and not just representations, was not present in the theory of
crossed products by groups because a group algebra C(G) of a discrete group
is always a BG∗-algebra and therefore all of its pre-representations come from
true representations (see further Remark 6.2.5).
129
It will be useful to distinguish between covariant pre-∗-representations
and covariant ∗-representations, so we will treat them in separate deﬁnitions.
As will be discussed below we will see covariant ∗-representations as a par-
ticular type of covariant pre-∗-representations.
Deﬁnition 6.2.2. Let π be a nondegenerate ∗-representation of Cc(A/Γ) on
a Hilbert space H and μ a unital ∗-representation of H(G,Γ) on H . We say
that (π, μ) is a covariant ∗-representation if equality (6.19) holds in B(H )
for all g, s ∈ G and x ∈ X.
Lemma 6.2.3. Let (π, μ) be a covariant ∗-representation on a Hilbert space
H . Then μ leaves the subspace W := π(Cc(A/Γ))H invariant.
Proof: Consider elements of the form π(axΓ)ξ, whose span gives W .














Hence, μ(ΓgΓ)π(axΓ)ξ ∈ W , and consequently μ(ΓgΓ) leaves W invariant.
This ﬁnishes the proof.
From a covariant ∗-representation (π, μ) one can obtain canonically a co-
variant pre-∗-representation (π, μ), just by restricting μ to the dense subspace
W := π(Cc(A/Γ))H (which is an invariant subspace by Lemma 6.2.3). So
we can regard covariant ∗-representations as a special kind of covariant pre-
∗-representations: they are exactly those for which μ is normed. As we shall
see later in Example 6.3.1, there are covariant pre-∗-representations which
are not covariant ∗-representations, thus in general the latter form a proper
subclass of the former. We shall also see examples where they actually coin-
cide.
Remark 6.2.4. Equivalently, one could deﬁne covariant (pre-)∗-representation
using any other of the equalities in Corollary 6.1.19 and substituting with
the appropriate (pre-)∗-representations. It is easy to see, using completely
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analogous arguments as in the proof of Corollary 6.1.19 or Theorem 6.1.17,
that all three expressions yield the same result.
Remark 6.2.5. Even though it might not be entirely clear from the start,
when Γ is a normal subgroup of G the deﬁnition of a covariant pre-representa-
tion is nothing but the usual deﬁnition of a covariant representation of
the system (Cc(A/Γ), G/Γ). We recall that a covariant representation of
(Cc(A/Γ), G/Γ) is a pair (π, U) consisting of a nondegenerate ∗-representation
π of Cc(A/Γ) and a unitary representation U of G/Γ satisfying the relation
π(αgΓ(f)) = UgΓπ(f)Ug−1Γ ,
for all f ∈ Cc(A/Γ) and gΓ ∈ G/Γ. Now, as it is well known, every uni-
tary representation U of G/Γ is associated in a canonical way to a unital
∗-representation μ of the group algebra C(G/Γ), so that we can write the
covariance condition as π(αgΓ(f)) = μ(gΓ)π(f)μ(g−1Γ). As a consequence
we have that for any gΓ, sΓ ∈ G/Γ, x ∈ X and a ∈ Ax:
μ(gΓ)π(axΓ)μ(sΓ) = π(axg−1Γ)μ(g
−1sΓ) .
We want to check that covariant representations of the system (Cc(A/Γ), G/Γ)
are the same as covariant pre-∗-representations as in Deﬁnition 6.2.1.
Given a covariant pre-∗-representation (π, μ) on some Hilbert space H
in the sense of Deﬁnition 6.2.1, we have that μ is a pre-∗-representation of
C(G/Γ), which is normed since any group algebra of a discrete group is a









































It is clear from the normality of Γ that Es(x)g−1,g−1 consists only of the class [e]
and moreover N s(x)g,g−1 = 1, so that
μ(gΓ)π(axΓ)μ(g
−1Γ) = π(axg−1Γ) .
By linearity it follows that μ(gΓ)π(f)μ(g−1Γ) = π(αgΓ(f)) for any f ∈
Cc(A/Γ). Thus, with U being the unitary representation of G/Γ asso-
ciated to μ, we see that (π, U) is covariant representation of the system
(Cc(A/Γ), G/Γ).
For the other direction, let (π, U) be a covariant representation (π, U) of
the system (Cc(A/Γ), G/Γ) and let μ be the ∗-representation associated to
U , which we restrict to the inner product space π(Cc(A/Γ))H . We want to
prove that (π, μ) is a covariant pre-∗-representation in the sense of Deﬁnition
6.2.1. Condition (6.18) is automatically satisﬁed since μ is a ∗-representation.

















where the last equality is obtained following analogous computations as those
above. Thus, (π, μ) is a covariant pre-∗-representation in the sense of Deﬁni-
tion 6.2.1.
The following result makes it clear that some of the relations we have in-
side the crossed product (see Proposition 6.1.16) are preserved upon taking
covariant pre-∗-representations. This is expected since, as we stated before,
we will prove that covariant pre-representations give rise to representations
of the crossed product, and this result is the ﬁrst step in that direction:
Proposition 6.2.6. Let (π, μ) be a covariant pre-∗-representation. The fol-
lowing two equalities hold:



















where the last equality comes from the fact that ns(x)γg,e = 1 = ds(x)γg,e , and thus
N
s(x)γ










π˜(1r(x)g−1Γ · axγg−1Γ)μ(ΓgΓ)π˜(1s(x)Γ) .
Now the product 1r(x)g−1Γ·axγg−1Γ is nonzero only when r(x)g−1Γ = r(x)γg−1Γ,
from which one readily concludes that r(x)γ ∈ r(x)g−1Γg. Since one trivially
has r(x)γ ∈ r(x)Γ we conclude that
r(x)γ ∈ r(x)Γ ∩ r(x)g−1Γg ,
and by the Γ-intersection property we have r(x)γ ∈ r(x)Γg−1 . From Propo-
sition 1.2.2 this means that [γ] = [e] in Er(x)g−1,e. We recall that E
r(x)
g−1,e =
Sr(x)\Γ/Γg−1 , and since Γg−1 ⊆ Γ we have by Proposition 1.2.1 that [γ] → [γ]
deﬁnes a canonical bijection between Er(x)g−1,e and (Sr(x)∩Γ)\Γ/Γg
−1 . Since the
G-action is Γ-good we necessarily have Ss(x)∩Γ = Sx∩Γ = Sr(x)∩Γ, and there-
fore using Proposition 1.2.1 one more time we can say that Er(x)g−1,e = E
s(x)
g−1,e.
Hence, we can say that [γ] = [e] in Es(x)g−1,e. We conclude that
π˜(1r(x)g−1Γ)μ(ΓgΓ)π˜(axΓ) = π˜(1r(x)g−1Γ · axg−1Γ)μ(ΓgΓ)π˜(1s(x)Γ)
= π˜(axg−1Γ)μ(ΓgΓ)π˜(1s(x)Γ) .
Since the last expression is valid for any x ∈ X, if we take x to be xg we
obtain the desired equality (6.20):
π˜(1r(x)Γ)μ(ΓgΓ)π˜(axgΓ) = π˜(axΓ)μ(ΓgΓ)π˜(1s(x)gΓ) .
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Let us now prove equality (6.21). Using the equality in beginning of this





















This ﬁnishes the proof.
The passage from a covariant pre-representation (π, μ) to a representation
of Cc(A/Γ) ×algα G/Γ is done via the so-called integrated form π × μ, which
we now describe:
Deﬁnition 6.2.7. Let (π, μ) be a covariant pre-∗-representation on a Hilbert
space H . We deﬁne the integrated form of (π, μ) as the function π × μ :
Cc(A/Γ)×algα G/Γ → B(H ) deﬁned by












Remark 6.2.8. For f of the form f = axΓ ∗ ΓgΓ ∗ 1s(x)gΓ we have
[π × μ](f) = π˜(axΓ)μ(ΓgΓ) π˜(1s(x)gΓ) .
Moreover, from equality (6.20), for f ′ of the form f ′ = 1r(x)Γ ∗ ΓgΓ ∗ axgΓ we
have
[π × μ](f ′) = π˜(1r(x)Γ)μ(ΓgΓ) π˜(axgΓ) .
Proposition 6.2.9. The integrated form π×μ of a covariant pre-∗-representa-
tion (π, μ) is a well-deﬁned nondegenerate ∗-representation.
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Proof: First we need to check that the expression that deﬁnes [π×μ](f)
for a given f ∈ Cc(A/Γ)×algα G/Γ is well-deﬁned. This is proven in an entirely
analogous way as in the proof that the expression (6.5) in Proposition 6.1.14
is well-deﬁned. Secondly, we need to show that [π× μ](f) makes sense as an








μ(ΓgΓ) ∈ B(W ) ,
for all gΓ ∈ G/Γ. Thus, it follows that [π × μ](f) ∈ B(W ), and therefore
[π × μ](f) admits a unique extension to B(H ).
Now, it is obvious that π×μ is a linear transformation. Let us check that
it preserves the involution. It is then enough to check it for elements of the
form f = axΓ ∗ ΓgΓ ∗ 1s(x)gΓ. Since (π, μ) is a covariant pre-∗-representation
we have, by Propositions 6.2.6 and 6.1.16,(







= [π × μ] (Δ(g) a∗x−1gΓ ∗ Γg−1Γ ∗ 1s(x−1)Γ)
= [π × μ] (f ∗) .
Let us now prove that π×μ preserves products. We will start by proving
that
[π × μ](f1 ∗ f2) = [π × μ](f1) [π × μ](f2) , (6.22)
for f1 := axΓ ∗ ΓgΓ ∗ 1s(x)gΓ and f2 := byΓ ∗ ΓsΓ ∗ 1s(y)sΓ. Let us compute the
expression on the left side of (6.22). First, we notice that for the product
f1∗f2 to be non-zero one must have r(y) ∈ s(x)gΓ, and in this case we obtain
f1 ∗ f2 = axΓ ∗ ΓgΓ ∗ byΓ ∗ ΓsΓ ∗ 1s(y)sΓ
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axΓ ∗ byγuΓ ∗ Γu−1vΓ ∗ 1s(yγu)u−1vΓ
)
The product axΓ ∗ byγuΓ is always either zero or of the form c(xθ)(yγu)Γ, for





that each non-zero summand in the last sum above is actually of the form
czΓ ∗ ΓdΓ ∗ 1s(z)dΓ ,
for appropriate c ∈ Az, z ∈ X and d ∈ G. Thus, by linearity of π × μ and
Remark 6.2.8 we obtain












π˜(axΓ · byγuΓ)μ(Γu−1vΓ) π˜(1s(y)γvΓ) .
Let us now compute the expression on the right side of (6.22). We have
[π × μ](f1) [π × μ](f2) = π˜(axΓ)μ(ΓgΓ) π˜(1s(x)gΓ) π˜(byΓ)μ(ΓsΓ) π˜(1s(y)sΓ) .
For 1s(x)gΓ · byΓ to be non-zero we must have r(y) ∈ s(x)gΓ, and in this
case we obtain, using the deﬁnition of a covariant pre-∗-representation,
[π × μ](f1) [π × μ](f2) =























π˜(axΓ · byγuΓ)μ(Γu−1vΓ) π˜(1s(y)γvΓ) .
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Hence, we have proven equality (6.22) for the special case of f1 and f2 being
f1 := axΓ ∗ ΓgΓ ∗ 1s(x)gΓ and f2 := byΓ ∗ ΓsΓ ∗ 1s(y)sΓ. Using this we will now
show that equality (6.22) holds for any f1, f2 ∈ Cc(A/Γ) ×algα G/Γ. In fact,








where each vi and wj is of the form axΓ ∗ ΓgΓ ∗ 1s(x)gΓ, for some gΓ ∈ G/Γ,
x ∈ X and a ∈ Ax. Since π × μ is a linear mapping we have
















[π × μ](vi ∗ wj) ,
and by the special case of equality (6.22) we have just proven we get
[π × μ](f1 ∗ f2) =
∑
i,j

















= [π × μ](f1)[π × μ](f2) .
Hence, π × μ is a ∗-representation. To ﬁnish the proof we now only need to
show that π×μ is nondegenerate. The restriction of π×μ to the ∗-subalgebra
Cc(A/Γ) is precisely the representation π. Since π is assumed to be nonde-
generate it follows that π × μ must be nondegenerate as well.
The next result shows how from a representation of the crossed product
one can naturally form a covariant pre-representation.
Proposition 6.2.10. Let Φ : Cc(A/Γ)×algα G/Γ → B(H ) be a nondegenerate
∗-representation. Consider the pair (Φ|, μΦ) deﬁned by
• Φ| is the restriction of Φ to Cc(A/Γ).
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• Let Φ˜ be the extension of Φ to a pre-∗-representation (via Proposition
4.2.13) of M(Cc(A/Γ)×algα G/Γ) on the inner product space Φ(Cc(A/Γ)×algα
G/Γ)H . We deﬁne μΦ to be the restriction of Φ˜ to H(G,Γ).
The pair (Φ|, μΦ) is a covariant pre-∗-representation.
We will need some preliminary facts and lemmas in order to prove Propo-
sition 6.2.10.
Let π : Cc(A/Γ) → B(H ) be a nondegenerate ∗-representation and π˜
its extension to MB(Cc(A/Γ)). For any unit u ∈ X0 the operator π˜(1uΓ) ∈
B(H ) is a projection, and therefore π˜(1uΓ)H is a Hilbert subspace. The
ﬁberAuΓ is a C∗-algebra which we can naturally identify with the ∗-subalgebra
{auΓ ∈ Cc(A/Γ) : a ∈ AuΓ} ⊆ Cc(A/Γ) ,
under the identiﬁcation given by
AuΓ  a ←→ auΓ ∈ Cc(A/Γ) .
The ∗-representation π˜ when restricted toAuΓ, under the above identiﬁcation,
leaves the subspace π˜(1uΓ)H invariant, because
π˜(auΓ)π˜(1uΓ)ξ = π˜(auΓ)ξ = π˜(1uΓ)π˜(auΓ)ξ .
The following lemma assures that this restriction is nondegenerate.
Lemma 6.2.11. Let π : Cc(A/Γ) → B(H ) be a nondegenerate ∗-representa-
tion and π˜ its unique extension to MB(Cc(A/Γ)). The ∗-representation of
AuΓ on the Hilbert space π˜(1uΓ)H , as above, is nondegenerate.
Proof: Let π˜(1uΓ)ξ be an element of π˜(1uΓ)H such that
π˜(auΓ)π˜(1uΓ)ξ = 0 ,
for all a ∈ AuΓ. We want to prove that π˜(1uΓ)ξ = 0. To see this, let x ∈ X
and b ∈ AxΓ. We have two alternatives: either s(x)Γ = uΓ or s(x)Γ = uΓ.
In the ﬁrst case we see that
π˜(bxΓ)π˜(1uΓ)ξ = π˜(bxΓ · 1uΓ)ξ = 0 ,
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whereas for the second we see that
‖π˜(bxΓ)π˜(1uΓ)ξ‖2 = 〈π˜(bxΓ)π˜(1uΓ)ξ , π˜(bxΓ)π˜(1uΓ)ξ〉
= 〈π˜((b∗b)s(x)Γ)π˜(1uΓ)ξ , π˜(1uΓ)ξ〉
= 〈π˜((b∗b)uΓ)π˜(1uΓ)ξ , π˜(1uΓ)ξ〉
= 0 ,
by assumption. Thus, in any case we have π˜(bxΓ)π˜(1uΓ)ξ = 0 for all x ∈ X
and b ∈ AxΓ. By nondegeneracy of π, this implies that π˜(1uΓ)ξ = 0, as we
wanted to prove.
Lemma 6.2.12. If Φ : Cc(A/Γ) ×algα G/Γ → B(H ) is a nondegenerate ∗-
representation, then its restriction to Cc(A/Γ) is also nondegenerate.
Proof: Let ξ ∈ H be such that Φ(Cc(A/Γ)) ξ = {0}. We want to
show that ξ = 0. Since Φ is nondegenerate, it is then enough to prove
that Φ(Cc(A/Γ) ×algα G/Γ) ξ = {0}. Thus, by virtue of Proposition 6.1.16,
it suﬃces to prove that Φ(1r(x)Γ ∗ ΓgΓ ∗ axgΓ)ξ = 0 for all g ∈ G, x ∈ X,
a ∈ Ax. We have
‖Φ(1r(x)Γ ∗ ΓgΓ ∗ axgΓ)ξ‖2 =
= Δ(g) 〈Φ(a∗x−1gΓ ∗ Γg−1Γ ∗ 1r(x)Γ ∗ 1r(x)Γ ∗ ΓgΓ ∗ axgΓ)ξ , ξ〉
= Δ(g) 〈Φ(a∗x−1gΓ)Φ(Γg−1Γ ∗ 1r(x)Γ ∗ ΓgΓ ∗ axgΓ)ξ , ξ〉
= Δ(g) 〈Φ(Γg−1Γ ∗ 1r(x)Γ ∗ ΓgΓ ∗ axgΓ)ξ , Φ(axgΓ)ξ〉
= 0 .
Hence ξ = 0 and therefore Φ restricted to Cc(A/Γ) is nondegenerate.
Lemma 6.2.13. Let Φ : Cc(A/Γ) ×algα G/Γ → B(H ) be a nondegenerate
∗-representation and Φ˜ its unique extension to MB(Cc(A/Γ) ×algα G/Γ) (via
Proposition 4.2.16). Let Φ| be the restriction of Φ to Cc(A/Γ) and Φ˜| its
unique extension to MB(Cc(A/Γ)). We have that
Φ˜(f) = Φ˜|(f) ,
for all f ∈ Cc(X0/Γ). In other words, the two ∗-representations Φ˜ and Φ˜|
are the same in Cc(X0/Γ).
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Proof: By Lemma 6.2.12 the subspace Φ(Cc(A/Γ))H is dense in H ,
so that it is enough to check that Φ˜(f)Φ(f2)ξ = Φ˜|(f)Φ(f2)ξ, for all f2 ∈
Cc(A/Γ) and ξ ∈ H . By deﬁnition of the extension Φ˜ (see Proposition
4.2.16) we have
Φ˜(f)Φ(f2)ξ = Φ(f ∗ f2) ,
where f ∗ f2 is the product of f and f2, which lies inside Cc(A/Γ)×algα G/Γ.
Since both f and f2 are elements of B(A, G,Γ) we see the product f ∗ f2
as taking place in B(A, G,Γ). By deﬁnition of the embeddings of Cc(X0/Γ)
and Cc(A/Γ) in B(A, G,Γ) we have that f ∗ f2 is nothing but the element
f · f2, where the product is just the product of f and f2 inside M(Cc(A)).
As we observed in Section 5.3, this product is exactly same as the product
of f and f2 in M(Cc(A/Γ)). Thus, the following computation makes sense:
Φ˜(f)Φ(f2)ξ = Φ(f ∗ f2)ξ = Φ(f · f2)ξ
= Φ|(f · f2)ξ = Φ˜|(f)Φ|(f2)ξ .
This ﬁnishes the proof.
Lemma 6.2.14. Let Φ : Cc(A/Γ) ×algα G/Γ → B(H ) be a nondegenerate
∗-representation. We have that
Φ(Cc(A/Γ))H = Φ(Cc(A/Γ)×algα G/Γ)H .
Proof: The inclusion Φ(Cc(A/Γ))H ⊆ Φ(Cc(A/Γ) ×algα G/Γ)H is ob-
vious. To check the converse inclusion it is enough to prove that
Φ(axΓ ∗ ΓgΓ ∗ 1s(x)Γ)ξ ∈ Φ(Cc(A/Γ))H ,
for all x ∈ X, a ∈ Ax, g ∈ G and ξ ∈ H . Let Φ˜ : MB(Cc(A/Γ)×algα G/Γ) →
B(H ) be the unique extension of Φ to a ∗-representation of MB(Cc(A/Γ)×algα
G/Γ), as in Proposition 4.2.16. We then get
Φ(axΓ ∗ ΓgΓ ∗ 1s(x)Γ)ξ = Φ(1r(x)Γ ∗ axΓ ∗ ΓgΓ ∗ 1s(x)Γ)ξ
= Φ˜(1r(x)Γ)Φ(axΓ ∗ ΓgΓ ∗ 1s(x)Γ)ξ ,
i.e. Φ(axΓ ∗ ΓgΓ ∗ 1s(x)Γ)ξ ∈ Φ˜(1r(x)Γ)H .
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Let us denote the restriction of Φ to Cc(A/Γ) by Φ|, which is a nonde-
generate ∗-representation by Lemma 6.2.12. By Lemma 6.2.13 we can also
write
Φ(axΓ ∗ ΓgΓ ∗ 1s(x)Γ)ξ ∈ Φ˜|(1r(x)Γ)H ,
where Φ˜| is the unique extension of Φ| to MB(Cc(A/Γ)).
By Lemma 6.2.11, we know that Φ| yields a nondegenerate ∗-representation
of Ar(x)Γ on Φ˜|(1r(x)Γ)H . Since the ﬁber Ar(x)Γ is a C∗-algebra we have, by
the general version of Cohen’s factorization theorem ([34, Theorem 5.2.2]),
that there exists c ∈ Ar(x)Γ and η ∈ Φ˜(1r(x)Γ)H such that
Φ(axΓ ∗ ΓgΓ ∗ 1s(x)Γ)ξ = Φ|(cr(x)Γ)η = Φ(cr(x)Γ)η .
Hence we conclude that Φ(Cc(A/Γ)×algα G/Γ)H ⊆ Φ(Cc(A/Γ))H .
Proof of Proposition 6.2.10: First of all, by Lemma 6.2.12, Φ| is
indeed a nondegenerate ∗-representation of Cc(A/Γ). Secondly, from Lemma
6.2.14, we have
Φ(Cc(A/Γ))H = Φ(Cc(A/Γ)×algα G/Γ)H .
Thus, μΦ is a pre-∗-representation of H(G,Γ) on W := Φ(Cc(A/Γ))H . We
now only need to check covariance. First, since
Φ|(axΓ)μΦ(ΓgΓ)ω = Φ(axΓ)Φ˜(ΓgΓ)ω
= Φ(axΓ ∗ ΓgΓ)ω ,
with ω ∈ W , we conclude that Φ|(axΓ)μΦ(ΓgΓ) ∈ B(W ), for all x ∈ X,
a ∈ Ax and g ∈ G. Moreover we have
μΦ(ΓgΓ)Φ|(axΓ)μΦ(ΓsΓ)ω =
= Φ˜(ΓgΓ)Φ˜(axΓ)Φ˜(ΓsΓ)ω








































for all ω ∈ W . This ﬁnishes the proof.
Theorem 6.2.15. There is a bijective correspondence between nondegenerate
∗-representations of Cc(A/Γ) ×algα G/Γ and covariant pre-∗-representations.
This bijection is given by (π, μ) −→ π × μ, with inverse given by Φ −→
(Φ|, μΦ).
Proof: We have to prove that the composition of these maps, in both
orders, is the identity.
Let (π, μ) be a covariant pre-∗-representation and π × μ its integrated
form. We want to show that(
(π × μ)|, μπ×μ
)
= (π, μ) .
By deﬁnition of the integrated form we readily have (π × μ)| = π. This also
implies, via Lemma 6.2.12, that the inner product spaces on which μ and
μπ×μ are deﬁned are actually the same. Thus, it remains to be checked that
μπ×μ = μ. Let π(axΓ)ξ be one of the generators of π(Cc(A/Γ))H . We have
μπ×μ(ΓgΓ)π(axΓ)ξ =
= ˜[π × μ](ΓgΓ)π(axΓ)ξ
= [π × μ](ΓgΓ ∗ axΓ)ξ ,
and using Proposition 6.1.16, Remark 6.2.8 and Proposition 6.2.6 we obtain
= [π × μ]( ∑
[γ]∈Es(x)
g−1,e









Hence, we conclude that μπ×μ = μ.
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Now let Φ be a ∗-representation of Cc(A/Γ) ×algα G/Γ and (Φ|, μΦ) its
corresponding covariant pre-∗-representation. We want to prove that
Φ| × μΦ = Φ .
Let 1r(x)Γ ∗ ΓgΓ ∗ axgΓ be one of the spanning elements of Cc(A/Γ)×algα G/Γ
and ξ ∈ H . We have
[Φ| × μΦ] (1r(x)Γ ∗ ΓgΓ ∗ axgΓ) ξ = Φ˜|(1r(x)Γ)μΦ(ΓgΓ)Φ˜|(axgΓ) ξ ,
which by Lemma 6.2.13 gives that
= Φ˜(1r(x)Γ)Φ˜(ΓgΓ)Φ˜(axgΓ) ξ
= Φ(1r(x)Γ ∗ ΓgΓ ∗ axgΓ) ξ .
Thus, Φ| × μΦ = Φ.
We will now show, in Proposition 6.2.17 below, that the bijective cor-
respondence between covariant pre-∗-representations and nondegenerate ∗-
representations of the crossed product Cc(A/Γ) ×algα G/Γ behaves as ex-
pected regarding unitary equivalence. First however we make the following
remark/deﬁnition:
Remark 6.2.16. Let (π, μ) be a covariant pre-∗-representation on a Hilbert
space H . If H0 is another Hilbert space and U : H → H0 is a unitary, then
it is easily seen that (UπU∗, UμU∗) is also a covariant pre-∗-representation.
We will henceforward say that two covariant pre-∗-representations (π1, μ1)
and (π2, μ2) are unitarily equivalent if there exists a unitary U between the
underlying Hilbert spaces such that (π1, μ1) = (Uπ2U∗, Uμ2U∗).
Proposition 6.2.17. Suppose that (π1, μ1) and (π2, μ2) are two covariant
pre-∗-representations. Then (π1, μ1) is unitarily equivalent to (π2, μ2) if and
only if π1 × μ1 is unitarily equivalent to π2 × μ2.
Proof: (=⇒) This direction is straightforward from the deﬁnition of the
integrated form and from the following computation, where U is a unitary
which establishes an equivalence between (π1, μ1) and (π2, μ2) :




∗ × Uμ1U∗](axΓ ∗ ΓgΓ ∗ 1xgΓ)
= [π2 × μ2](axΓ ∗ ΓgΓ ∗ 1xgΓ) ,
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.
(⇐=) Suppose that π1 × μ1 and π2 × μ2 are unitarily equivalent and let
U be a unitary which establishes this equivalence. Then, since π1 and π2 are
just the restrictions of, respectively, π1×μ1 and π2×μ2 we automatically have
that Uπ1U∗ = π2. To see that Uμ1U∗ = μ2 we just note that U canonically
establishes a unitary equivalence between the pre-∗-representations π˜1 × μ1
and π˜2 × μ2.
6.3 More on covariant pre-∗-representations
In the previous section we introduced the notion of covariant pre-∗-representa-
tions of Cc(A/Γ)×algα G/Γ (Deﬁnition 6.2.1) and a particular instance of these
which we called covariant ∗-representations (Deﬁnition 6.2.2).
In this section we will see that the class of covariant pre-∗-representations
is in general strictly larger than the class of covariant ∗-representations. It
is thus unavoidable, in general, to consider pre-representations of the Hecke
algebra in the representation theory of crossed products by Hecke pairs. We
shall also see, nevertheless, that in many interesting situations every covari-
ant pre-∗-representation is actually a covariant ∗-representation.
Example 6.3.1. Let (G,Γ) be a Hecke pair such that its corresponding
Hecke algebra H(G,Γ) does not have an enveloping C∗-algebra (for example
(G,Γ) = (Z  Z2,Z2)). The fact that the Hecke algebra does not have an
enveloping C∗-algebra implies that there is a sequence of ∗-representations
{μn}n∈N of H(G,Γ) on Hilbert spaces {Hn}n∈N and an element f ∈ H(G,Γ)
such that ‖μn(f)‖ → ∞. Let V be the inner product space V :=
⊕
n∈NHn





which of course is not normed. Let X = {x1, x2, . . . } be an inﬁnite countable
set, with the trivial groupoid structure, i.e. X is just a set. We consider
the trivial action of G on X, i.e. all points are ﬁxed by the action. Thus,
the action is Γ-good and has the Γ-intersection property. Let A be the Fell
bundle over X such that Axn = C for all xn ∈ X. It is clear that A has
G-invariant ﬁbers and that A/Γ = A. Moreover we have
Cc(A/Γ) = Cc(X) = Cc(X0/Γ) .
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Let π : Cc(X) → B(V ) be the ∗-representation on the Hilbert space
completion V of V such that π(1xn) is the projection onto the subspace Hn.
We claim that (π, μ) is a covariant pre-∗-representation of Cc(X)×algα G/Γ.
To see this, ﬁrst we notice that π is obviously nondegenerate and moreover
π(Cc(X))V = V , which is the inner product space where μ is deﬁned. Next
we notice that for every xn ∈ X and g ∈ G, the operators π(1xn) and μ(ΓgΓ)
commute. Moreover, we have
π(1xn)μ(ΓgΓ)π(1xn) = μn(ΓgΓ) ,
on the subspace Hn. Hence, the operator π(1xn)μ(ΓgΓ) must be bounded



























where the last equality comes from the fact that since Sxn = G we must have
that Exnu,v consists only of the class [e], N
xn
u−1,v = 1 and also that 1xnγu = 1xn =
1xnγv.
So we have established that (π, μ) is indeed a covariant pre-∗-representation.
Nevertheless, μ is not normed, so that (π, μ) is not a covariant ∗-representation.
It is worth noting that here we are in the conditions of Example 6.1.21,
so that Cc(X)×algα G/Γ ∼= Cc(X)H(G,Γ).
Example 6.3.1 shows that there can be more covariant pre-∗-representa-
tions than covariant ∗-representations. Nevertheless, the two classes actually
coincide in many cases. The ﬁrst case is that when Cc(A/Γ) has an identity
element:
Proposition 6.3.2. If the crossed product Cc(A/Γ) ×algα G/Γ has an iden-
tity element (equivalently, if Cc(A/Γ) has an identity element), then every
covariant pre-∗-representation is a covariant ∗-representation.
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Proof: Let us assume that Cc(A/Γ) ×algα G/Γ has an identity element
(equivalently, Cc(A/Γ) has an identity element).
Let (π, ν) be a covariant pre-∗-representation. As it was shown in Theo-
rem 6.2.15, the integrated form π×ν is a ∗-representation of Cc(A/Γ)×algα G/Γ
such that ν = μπ×ν , where μπ×ν is the pre-∗-representation which is obtained
by extending π× ν to the multiplier algebra M(Cc(A/Γ)×algα G/Γ) and then
restricting it to H(G,Γ). Since the crossed product Cc(A/Γ) ×algα G/Γ has
an identity element, we have
M(Cc(A/Γ)×algα G/Γ) = Cc(A/Γ)×algα G/Γ ,
and therefore μπ×ν is just the restriction of π × ν to the the Hecke algebra
H(G,Γ). Hence, ν = μπ×ν is a true ∗-representation.
Another interesting situation where covariant pre-∗-representations coin-
cide with covariant ∗-representations is when H(G,Γ) is a BG∗-algebra. This
is known to be the case for many classes of Hecke pairs (G,Γ), as we saw in
Chapter 2.
Proposition 6.3.3. If H(G,Γ) is a BG∗-algebra, then every covariant pre-
∗-representation is a covariant ∗-representation.
Proof: If H(G,Γ) is a BG∗-algebra, then every pre-∗-representation of
H(G,Γ) is automatically normed and hence arises from a true ∗-representation.
6.4 Crossed product in the case of free ac-
tions
In this section we will see that when the G-action on X is free the expres-
sions for the products of the form ΓgΓ ∗ axΓ ∗ ΓsΓ, described in Corollary
6.1.19, as well as the deﬁnition of a covariant pre-∗-representation become
much simpler and even more similar to the notion of covariant pairs of [19].
Theorem 6.4.1. If the action of G on X is free, then




1yuΓ ∗ Γu−1vΓ ∗ 1yvΓ (6.23)
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and similarly,




axuΓ ∗ Γu−1vΓ ∗ 1s(x)vΓ . (6.24)
Lemma 6.4.2. If the action of G on X is free, then
nyw,v = 1 and d
y
w,v = [Γ




[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and yw−1 ∈ yΓr−1}
=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and w−1 ∈ Γr−1}
=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and rΓ = wΓ}
= {wΓ} .
Thus, nyw,v = 1. Also,
dyw,v =
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and yw−1 ∈ yΓr−1Γwv}
=
{
[r] ∈ ΓwΓ/Γ : r−1wvΓ ⊆ ΓvΓ and w−1 ∈ Γr−1Γwv} .
Now we notice that in the above set the condition r−1wvΓ ⊆ ΓvΓ is auto-
matically satisﬁed from the second condition w−1 ∈ Γr−1Γwv, because the
latter means that r−1 = θ1w−1θ2 for some θ1 ∈ Γ and θ2 ∈ Γwv. Thus, we get
dyw,v =
{
[r] ∈ ΓwΓ/Γ : w−1 ∈ Γr−1Γwv}
=
{
[r] ∈ ΓwΓ/Γ : r ∈ ΓwvwΓ}
= ΓwvwΓ/Γ .




= [Γwv : Γwv ∩ wΓw−1].
Proof of Theorem 6.4.1: We have seen in Theorem 6.1.17 that









1yγuΓ ∗ Γu−1vΓ ∗ 1yγvΓ
)
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It follows from Lemma 6.4.2 that
Nyγu−1,v =
1
[Γu−1v : Γu−1v ∩ u−1Γu] .
Moreover, freeness of the action also implies that
Eyu,v = Sy\Γ/(vΓv−1 ∩ uΓu−1)
= Γ/(vΓv−1 ∩ uΓu−1) .
Now, we have the following well-deﬁned bijective correspondence
Γ/(Γu ∩ Γv) −→ Γ/(vΓv−1 ∩ uΓu−1)
[θ] → [θ] ,
given by Proposition 1.2.1. Note that Γu∩Γv is simply the subgroup uΓu−1∩
vΓv−1∩Γ, but in the following we will take preference on the notation Γu∩Γv
for being shorter.
Consider now the action of Γ on G/Γ × G/Γ by left multiplication and
denote by Oh1,h2 the orbit of the element (h1Γ, h2Γ) ∈ G/Γ×G/Γ. It is easy
to see that the map
Γ/(Γh1 ∩ Γh2) −→ Oh1,h2
[θ] → (θh1Γ, θh2Γ)
is also well-deﬁned and is a bijection. We will denote by C the set of all orbits
contained in Γg−1Γ/Γ × ΓsΓ/Γ (note that this set is Γ-invariant, so that it
is a union of orbits). We then have
































1yγuΓ ∗ Γu−1γ−1γvΓ ∗ 1yγvΓ
)
where the last equality comes from the fact that Nyγu−1,v = N
y
u−1γ−1,γv, which
is a consequence of Lemma 6.1.18 iii), or simply by Lemma 6.4.2. Using
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1yeuΓ ∗ Γu˜−1v˜Γ ∗ 1yevΓ
)
.


















1yuΓ ∗ Γu−1vΓ ∗ 1yvΓ
)









[Γ : Γu ∩ Γv]
[Γ : Γu−1v]
· 1






[Γ : Γu ∩ Γv] [Γ : Γu−1 ]
[Γ : Γu−1v ∩ u−1Γu][Γ : Γu]
=
[Γu : Γu ∩ Γv] [Γ : Γu−1 ]
[Γ : Γu−1v ∩ u−1Γu]
=
[Γu : Γu ∩ Γv] [uΓu−1 : Γu]
[Γ : Γu−1v ∩ u−1Γu]
=
[uΓu−1 : Γu ∩ Γv]
[Γ : Γu−1v ∩ u−1Γu]
=
[uΓu−1 : Γu ∩ Γv]
[uΓu−1 : Γu ∩ Γv]
= 1 .
This ﬁnishes the ﬁrst claim of the theorem. The second claim, concern-
ing the product ΓgΓ∗axΓ∗ΓsΓ, is proven in a completely similar fashion.
Proposition 6.4.3. Let π : Cc(A/Γ) → B(H ) be a nondegenerate ∗-
representation, μ : H(G,Γ) → L(π(Cc(A/Γ)H ) a pre-∗-representation, let
us assume that the G-action on X is free. The pair (π, μ) is a covariant
pre-∗-representation if and only if
π(axΓ)μ(ΓgΓ) ∈ B(π(Cc(A/Γ)H ) , (6.25)







holds in L(π(Cc(A/Γ)H ) for all g, s ∈ G, x ∈ X and a ∈ Ax.
Proof: (=⇒) Assume that (π, μ) is a covariant pre-∗-representation.
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Then (6.25) follows automatically and we have
μ(ΓgΓ)π(axΓ)μ(ΓsΓ) = [π × μ](ΓgΓ ∗ axΓ ∗ ΓsΓ)












(⇐=) Condition (6.18) is nothing but condition (6.25), whereas to prove
























In this chapter we introduce the notion of regular representations in the con-
text of crossed products by Hecke pairs. These are concrete ∗-representations
of Cc(A/Γ)×algα G/Γ involving the regular representation of the Hecke algebra
H(G,Γ) and are indispensable for deﬁning reduced C∗-crossed products.
The main novelty in the deﬁnition of a regular representation, as com-
pared to the case of crossed products by groups, is that we have to take into
account all algebras Cc(A/H), where H = g1Γg−11 ∩ · · · ∩ gnΓg−1n is a ﬁnite
intersection of conjugates of Γ. For this reason we need ﬁrst to see how we
can ﬁt all these algebras together, which will be described in Section 7.1,
before we can give the deﬁnition of a regular representation in Section 7.2.
7.1 Preliminaries
Proposition 7.1.1. Suppose K ⊆ H ⊆ G are subgroups of G, for which
the action on X is H-good (hence also K-good). Suppose moreover that






Remark 7.1.2. We have already shown in Proposition 5.3.7 that inside
the multiplier algebra M(Cc(A)) the element axH decomposes as a sum of
elements of Cc(A/K) as above. The point of Proposition 7.1.1 is that this
decomposition really deﬁnes an embedding of Cc(A/H) into Cc(A/K). More-
over, here we are not working inside M(Cc(A)) anymore. Nevertheless this
embedding of Cc(A/H) into Cc(A/K) is compatible with the embeddings of
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these algebras into M(Cc(A)) as we will see at the end of this section.
Proof of Propostion 7.1.1: It is clear that the expression above is well-
deﬁned, since [H : K] < ∞, and it determines a linear map Φ : Cc(A/H) →
Cc(A/K). It is also easy to see that this map is injective. The fact that Φ
preserves the involution follows from the following computation
Φ((axH)














Let us now check that Φ preserves products. If the pair (xH, yH) is not com-
posable, then no pair of the form (xuK, ytK), with u, t ∈ H, is composable.
Hence, in this case we have
Φ(axHbyH) = 0 = Φ(axH)Φ(byH) .















We now claim that
∑
[u]∈Sx\H/K axuKbytK = (ab)(xeht)(yt)K . To see this we
notice that for u = h˜t we do have that the pair (xh˜tK, ytK) is compos-
able and axehtKbytK = (ab)(xeht)(yt)K . Now if [u] ∈ Sx\H/K is such that
the pair (xuK, ytK) is composable, then s(x)uK = r(y)tK. Since the
pair (xh˜tK, ytK) is composable we also have s(x)h˜tK = r(y)tK. Thus,

















Recall that since the G-action on X is H-good we have










Hence, Φ is an embedding of Cc(A/H) into Cc(A/K).
The canonical embeddings described in Proposition 7.1.1 are all compat-
ible, as the following result shows:
Proposition 7.1.3. Let L ⊆ K ⊆ H be subgroups of G such that [H :
L] < ∞ and for which the action is H-good (hence, K and L-good). The
canonical embedding of Cc(A/H) into Cc(A/L) factors through the canonical
embeddings of Cc(A/H) into Cc(A/K), and Cc(A/K) into Cc(A/L). In
other words, the following diagram of canonical embeddings commutes:
Cc(A/H)  Cc(A/K)  Cc(A/L)
Proof: Let us denote by Φ1 : Cc(A/H) → Cc(A/K), Φ2 : Cc(A/K) →
Cc(A/L) and Φ3 : Cc(A/H) → Cc(A/L) the canonical embeddings. We want
to prove that Φ3 = Φ2 ◦ Φ1. For this it is enough to check this equality on
elements of the form axH . We have










We claim that if h1, . . . , hn ∈ H is a set or representatives of Sx\H/K, and
if ki1, . . . , kiri is a set of representatives of Sxhi\K/L for each i = 1, . . . , n,
then the set of all products of the form hikij is a set of representatives for
Sx\H/L. Let us start by proving that every two such products correspond
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p] in Sx\H/L, then hi = hl and kij = klp. To see this we notice
that the equality [hikij] = [hlklp] means that xhikijL = xhlklpL, and therefore
xhiK = xhlK, i.e. [hi] = [hl] in Sx\H/K, hence hi = hl because these form
a set a of representatives of Sx\H/K. Now, the equality xhikijL = xhikipL
means that kij = kip for the same reasons. Now it remains to prove that any
element of [h] ∈ Sx\H/L has a representative of the form hikij. To see this,
ﬁrst we take hi such that xhK = xhiK, and we consider an element k ∈ K
such that xh = xhik, obtaining xhL = xhikL. Now we take kij such that
xhikL = xhik
i
jL, and the result follows.
After proving the above claim we can now write











This ﬁnishes the proof.






i : n ∈ N, g1, . . . , gn ∈ G
}
. (7.1)
The set C becomes a directed set with respect to the partial order given by
reverse inclusion of subgroups, i.e. H1 ≤ H2 ⇔ H1 ⊇ H2, for any H1, H2 ∈ C.
Since we are assuming that (G,Γ) is a Hecke-pair it is not diﬃcult to see
that for any H1, H2 ∈ C we have
H1 ≤ H2 =⇒ [H1 : H2] <∞ .
Also, since we are assuming that the G-action on X is Γ-good and this
property passes to conjugates and subgroups, it follows automatically that
the action is also H-good, for any H ∈ C.
The observations in the previous paragraph together with Proposition
7.1.3 imply that {Cc(A/H)}H∈C is a directed system of ∗-algebras. Let us





There is an equivalent way of deﬁning the algebra D(A), by viewing it
as the ∗-subalgebra of M(Cc(A)) generated by all the Cc(A/H) with H ∈ C,
as we prove in the next result. This characterization of D(A) is also a very
useful one.
Proposition 7.1.4. Let K ⊆ H be subgroups of G such that [H : K] < ∞.












As a consequence, D(A) is ∗-isomorphic to the ∗-subalgebra of M(Cc(A))
generated by all the Cc(A/H) with H ∈ C.





for all x, y ∈ X, a ∈ Ax and b ∈ Ay. This was proven in Proposition 5.3.7.
Commutativity of the diagram (7.2) then implies that there exists a ∗-
homomorphism from D(A) to M(Cc(A)) whose image is precisely the ∗-
subalgebra generated by all Cc(A/H), with H ∈ C. This ∗-homomorphism
is injective since all the maps in the diagram (7.2) are injective.
7.2 Regular representations
In the theory of crossed products by groups A × G, regular representations
are the integrated forms of certain covariant representations involving the
regular representation of G. They are deﬁned in the following way: one starts
with a nondegenerate representation π of A on some Hilbert space H and
constructs a new representation πα of A on the Hilbert H ⊗ 2(G), deﬁned
in an appropriate way, such that πα together with the regular representation
of G form a covariant representation. Their integrated form is then called a
regular representation.
We are now going to make an analogous construction in the case of Hecke
pairs. The main novelty here is that we have to start with a representation π
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of D(A), instead of Cc(A/Γ), so that we can construct the new representation
πα of Cc(A/Γ). This is because we need to take into account all algebras of
the form Cc(A/H), where H = g1Γg−11 ∩ · · · ∩ gnΓg−1n is a ﬁnite intersection
of conjugates of Γ. Naturally, when Γ is a normal subgroup, D(A) is nothing
but the algebra Cc(A/Γ) itself, so that we will recover the original deﬁnition
of a regular representation for crossed products by groups.
Deﬁnition 7.2.1. Let π : D(A) → B(H ) be a nondegenerate ∗-representa-
tion. We deﬁne the map πα : Cc(A/Γ) → B(H ⊗ 2(G/Γ)) by
πα(f) (ξ ⊗ δhΓ) := π(αh(f))ξ ⊗ δhΓ .
Proposition 7.2.2. Let π : D(A) → B(H ) be a nondegenerate ∗-representa-
tion. Then, the map πα is a nondegenerate ∗-representation of Cc(A/Γ).
Lemma 7.2.3. Let π : D(A) → B(H ) be a nondegenerate ∗-representation.
Then the restriction of π to Cc(A/H) is nondegenerate, for any H ∈ C.
Proof: Let ξ ∈ H be such that π(Cc(A/H))ξ = 0. Take any x ∈ X,
a ∈ Ax and K ∈ C such that K ⊆ H. We have that
‖π(axK)ξ‖2 = 〈π((a∗a)s(x)K)ξ , ξ〉
= 〈π(a∗x−1K · axH)ξ , ξ〉
= 〈π(a∗x−1K)π(axH)ξ , ξ〉
= 0 .
From this we conclude that π(Cc(A/K))ξ = 0, for any K ∈ C such that
K ⊆ H. Since for any subgroup L ∈ C we have Cc(A/L) ⊆ Cc(A/(L ∩H)),
and obviously L ∩ H ⊆ H, we can in fact conclude that π(Cc(A/L))ξ = 0
for all L ∈ C. In other words, we have proven that π(D(A))ξ = 0, which by
nondegeneracy of π implies that ξ = 0.
Proof of Proposition 7.2.2: It is clear that the expression that deﬁnes
πα(f), for f ∈ Cc(A/Γ), deﬁnes a linear operator on the inner product space
































ξhΓ ⊗ δhΓ‖2 .
Hence, πα(f) is bounded and thus deﬁnes uniquely an operator in B(H ⊗
2(G/Γ)). It is simple to check that π is linear and preserves products. Let
us then see that it preserves the involution. We have
〈πα(f) (ξ ⊗ δhΓ) , η ⊗ δgΓ〉 = 〈π(αh(f))ξ ⊗ δhΓ , η ⊗ δgΓ〉
= 〈π(αh(f))ξ , η〉〈δhΓ , δgΓ〉
= 〈ξ , π(αh(f ∗))η〉〈δhΓ , δgΓ〉
= 〈ξ , π(αg(f ∗))η〉〈δhΓ , δgΓ〉
= 〈ξ ⊗ δhΓ , πα(f ∗) (η ⊗ δgΓ)〉 .
Thus, πα(f)∗ = πα(f ∗), and therefore πα deﬁnes a ∗-representation. It re-
mains to check that this ∗-representation is nondegenerate. To see this,
we start by canonically identifying H ⊗ 2(G/Γ) with the Hilbert space
2(G/Γ,H ). On this Hilbert space, it is easy to see that πα(f) is given by
[πα(f) (ζ)] (hΓ) = π(αh(f)) ζ(hΓ)
for ζ ∈ 2(G/Γ,H ). Suppose now that ζ ∈ 2(G/Γ,H ) is such that
πα(f) ζ = 0 for all f ∈ Cc(A/Γ). Thus, for each hΓ ∈ G/Γ we have
π(αh(f)) ζ(hΓ) = 0 for all f ∈ Cc(A/Γ). This can be expressed equivalently
as π(f) ζ(hΓ) = 0 for all f ∈ Cc(A/hΓh−1). By Lemma 7.2.3 the restriction
of π to Cc(A/hΓh−1) is nondegenerate and therefore we have ζ(hΓ) = 0.
Thus, πα is nondegenerate.
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Deﬁnition 7.2.4. Let π : D(A) → B(H ) be a nondegenerate ∗-representa-
tion and ρ : H(G,Γ) → B(2(G/Γ)) the right regular representation of the
Hecke algebra. The pair (πα, 1⊗ρ) is called a regular covariant representation.
Remark 7.2.5. We observe that when Γ is a normal subgroup of G we have
gΓg−1 = Γ for all g ∈ G, so that the algebra D(A) coincides with Cc(A/Γ).
For this reason our notion of a regular representation coincides with the usual
notion of a regular covariant representation of the system (Cc(A/Γ), G/Γ, α).
Theorem 7.2.6. Every regular covariant representation (πα, 1⊗ ρ) is a co-
variant ∗-representation. Moreover, its integrated form is given by










ξ ⊗ δgΓ ,
(7.3)
for every f ∈ Cc(A/Γ)×algα G/Γ.
Proof: We shall ﬁrst check that the expression (7.3) does indeed deﬁne
a ∗-representation of Cc(A/Γ) ×algα G/Γ. Afterwards we will show that the
covariant pre-∗-representation associated to it is precisely (πα, 1⊗ ρ).
Let πreg : Cc(A/Γ)×algα G/Γ → B(H ⊗ 2(G/Γ)) be deﬁned by










ξ ⊗ δgΓ .
It is not evident that πreg is a bounded operator for all f ∈ Cc(A/Γ)×algα G/Γ,
but it is clear that πreg(f) is well-deﬁned as a linear operator on the inner
product space H ⊗Cc(G/Γ). Under the identiﬁcation of H ⊗Cc(G/Γ) with
Cc(G/Γ,H ), it is easy to see that πreg(f) is given by











for any η ∈ Cc(G/Γ,H ). Let us now check that πreg(f) is indeed bounded.




























For each hΓ ∈ G/Γ let us deﬁne T hΓ ∈ Cc(G/Γ) by
T hΓ(gΓ) := Δ(g−1h)
1
2 ‖π(αg(f(g−1hΓ)))‖‖η(hΓ)‖ ,
and T ∈ Cc(G/Γ) by T :=
∑
[h]∈G/Γ T
hΓ, which is clearly a ﬁnite sum since


































Δ(g−1h) ‖π(αg(f(g−1hΓ)))‖2 )2 .

















2 ‖π(αg(f(g−1hΓ)))‖2 ) ‖η‖2 ,
which shows that πreg(f) is bounded.
Let us now check that πreg preserves products and the involution. Let



































































































Hence we conclude that πreg(f1 ∗f2) = πreg(f1)πreg(f2). Let us now check































































On the other side we also have〈












































Therefore we can conclude that πreg(f ∗) = πreg(f)∗. Hence, πreg is a
∗-representation.
The restriction of πreg to Cc(A/Γ) is precisely πα, and since πα is non-
degenerate, then so is πreg. Hence, it follows from Theorem 6.2.15 that πreg
is the integrated form of a covariant pre-∗-representation (πreg|, μπreg), as de-
ﬁned in Proposition 6.2.10. As we pointed out above, πreg| = πα. Thus, to
ﬁnish the proof we only need to prove that μπreg = 1⊗ ρ. For a vector of the
form πα(axΓ)(ξ ⊗ δhΓ) ∈ πα(Cc(A/Γ))H and a double coset ΓgΓ we have
μπreg(ΓgΓ)πα(axΓ)(ξ ⊗ δhΓ) = π˜reg(ΓgΓ)πα(axΓ)(ξ ⊗ δhΓ)
= π˜reg(ΓgΓ)πreg(axΓ)(ξ ⊗ δhΓ)
= πreg(ΓgΓ ∗ axΓ)(ξ ⊗ δhΓ) .
Let us now compute πreg(f)(ξ ⊗ δhΓ) for f := ΓgΓ ∗ axΓ. By deﬁnition










ξ ⊗ δsΓ .
It is clear that f(s−1hΓ) is nonzero if and only if s−1hΓ ⊆ ΓgΓ, which is
































ξ ⊗ δhθg−1Γ .







































In this chapter we deﬁne reduced C∗-crossed products by Hecke pairs and
study some of their properties. Since the algebra Cc(A/Γ) admits several
C∗-completions, we will be able to form several reduced C∗-crossed products,
such as C∗r (A/Γ)×α,r G/Γ and C∗(A/Γ)×α,r G/Γ. As we shall see, many of
the main properties of reduced C∗-crossed products by groups hold also in
the Hecke pair case.
In Section 8.4 we also compare our construction of a reduced crossed
product by a Hecke pair with that of Laca, Larsen and Neshveyev in [30],
and show that they agree whenever they are both deﬁnable.
8.1 Preliminaries
There are two reduced C∗-crossed products by Hecke pairs which are of par-
ticular interest to us, and these are C∗r (A/Γ)×α,rG/Γ and C∗(A/Γ)×α,rG/Γ.
These will be deﬁned and studied, in a singular approach, in section 8.2, but
for that we need ﬁrst to understand how the canonical embeddings
Cc(A/H) → Cc(A/K) , (8.1)
deﬁned in Proposition 7.1.1 for K ⊆ H such that [H : K] < ∞, behave with
respect the full and reduced C∗-completions. The goal of this preliminary
section is exactly to show that this embedding always gives rise to embeddings
in the two canonical C∗-completions
C∗r (A/H) → C∗r (A/K) and C∗(A/H) → C∗(A/K) .
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8.1.1 Reduced completions C∗r (A/H)
The purpose of this subsection is to prove the following result:
Theorem 8.1.1. Let K ⊆ H ⊆ G be subgroups such that [H : K] <∞. The
canonical embedding of Cc(A/H) into Cc(A/K) completes to an embedding
of C∗r (A/H) into C∗r (A/K).
In order to prove this result we need to establish some notation and some
lemmas ﬁrst. Even though Theorem 8.1.1 is stated for subgroups K ⊆ H
for which we have a ﬁnite index [H : K] we will state and prove the two
following lemmas in greater generality, as it will be convenient later on.
Recall, from Proposition 5.3.6, that for any two subgroups K ⊆ H of G
for which the G-action is H-good we have that, inside M(Cc(A)), the algebra
Cc(A/H) acts on Cc(A/K) in the following way:
axHbyK =
{
(ab)xehyK , if Hx,y = ∅
0, otherwise,
where h˜ is any element of Hx,y. As a consequence, this action of Cc(A/H)
on Cc(A/K) deﬁnes a ∗-homomorphism
Cc(A/H) → M(Cc(A/K)) .
It could be proven (in the same fashion as Theorem 5.3.1) that the ∗-homomor-
phism above is in fact an embedding, but we will not need this fact here.
We make the following deﬁnition:
Deﬁnition 8.1.2. Suppose A is ∗-algebra and B is a C∗-algebra. A right
A−B bimodule X is a (right) inner product B-module (in the sense of [37,
Deﬁnition 2.1]) which is also a left A-module satisfying:
a(xb) = (ax)b ,
〈ax, y〉B = 〈x, a∗y〉B ,
for all x, y ∈ X, a ∈ A and b ∈ B.
Given a right A − B bimodule X we will say that A acts by bounded
operators on X if for any a ∈ A there exists C > 0 such that
‖ax‖B ≤ C‖x‖B ,
for every x ∈ X, where ‖ · ‖B is the norm induced by 〈· , ·〉B.
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If A is a ∗-algebra which has an enveloping C∗-algebra C∗(A), then any
right A−B bimodule where A acts by bounded operators can be completed
to a right-Hilbert C∗(A)−B bimodule.
Lemma 8.1.3. Let K ⊆ H be subgroups of G and let D be a C∗-algebra.
Suppose Cc(A/K) is an inner product D-module, denoted by Cc(A/K)D.
Assume furthermore that Cc(A/K)D is a right Cc(A/K) −D bimodule and
also a right Cc(A/H) −D bimodule, where Cc(A/K) acts on itself by right
multiplication and Cc(A/H) acts on Cc(A/K) in the canonical way.
If Cc(A/K) acts on Cc(A/K)D by bounded operators, then Cc(A/H) also
acts on Cc(A/K)D by bounded operators.
Proof: Suppose that Cc(A/K) acts on Cc(A/K)D by bounded opera-
tors. We need to show that Cc(A/H) also acts on Cc(A/K)D by bounded
operators, with respect to the norm ‖ ·‖D. For this it is enough to prove that
the maps
axH : Cc(A/K) → Cc(A/K) ,
are bounded with respect to the norm ‖ · ‖D. Moreover, from the fact that
(axH)
∗axH = (a∗a)s(x)H it actually suﬃces to show that any mapping auH :
Cc(A/K) → Cc(A/K) is bounded relatively to the norm ‖ · ‖D, for any unit
u ∈ X0.
As we have seen before, we can write any element f ∈ Cc(A/K) as a
sum of the form
∑
yK∈X/K(f(yK))yK . Furthermore, we can split the sum


































Since f has compact support, there is necessarily a ﬁnite number of elements






















Our assumptions say that left multiplication by elements of Cc(A/K) is
continuous with respect to ‖ · ‖D. Denoting by Cc(A/K)D the completion of
Cc(A/K)D as a Hilbert D-module, we have that every element of Cc(A/K)
uniquely deﬁnes an element of L(Cc(A)D). Denoting by ‖ · ‖L(Cc(A)D) the
operator norm in L(Cc(A)D), we have










Now we notice that
∑n
i=1 aviK is an element of a bundle of C
∗-algebras





aviK‖L(Cc(A)D) = maxi ‖aviK‖L(Cc(A)D) = ‖a‖ .
Hence we conclude that ‖auHf‖D ≤ ‖a‖ ‖f‖D, i.e. auH is bounded.
Let us now consider Cc(A/K) as the right Cc(A/K)−C0(A0/K) bimodule
whose completion is the right-Hilbert bimodule C∗(A/K)L2(A/K)C0(A0/K). We
claim that the canonical action of Cc(A/H) on Cc(A/K) makes Cc(A/K)
into a right Cc(A/H)−C0(A/K) bimodule. The fact that f1(ξf2) = (f1ξ)f2,
for any f1 ∈ Cc(A/H), ξ ∈ Cc(A/K) and f2 ∈ C0(A0/K), is obvious. Thus,
we only need to check that 〈fξ , η〉C0(A0/K) = 〈ξ , f∗η〉C0(A0/K), for any f ∈
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Cc(A/H) and ξ, η ∈ Cc(A/K). This is also easy to see because, by deﬁnition,
〈fξ , η〉C0(A0/K) = ((fξ)∗η)|C0(A/K)
= (ξ∗(f ∗η))|C0(A/K)
= 〈ξ , f∗η〉C0(A0/K) .
Hence, we are under the conditions of Lemma 8.1.3, and therefore the ac-
tion of Cc(A/H) on Cc(A/K)C0(A0/K) is by bounded operators. Hence, the
right Cc(A/H)−C0(A0/K) bimodule Cc(A/K) can be completed to a right-
Hilbert bimodule C∗(A/H)L2(A/K)C0(A0/K).
Lemma 8.1.4. The ∗-homomorphism Φ : C∗(A/H) → L(L2(A/K)) asso-
ciated with the right-Hilbert bimodule C∗(A/H)L2(A/K)C0(A0/K) has the same
kernel as the canonical map Λ : C∗(A/H) → C∗r (A/H).
Proof: The proof of this fact is essentially an adaptation of the proof of
[10, Proposition 2.10], and is achieved by exhibiting two isomorphic right-
Hilbert C∗(A/H)−C0(A0/K) bimodules Y and Z such that the ∗-homomor-
phisms of C∗(A/H) into L(Y ) and L(Z) have the same kernels as Λ and Φ
respectively.
We naturally have a right-Hilbert bimodule C0(A0/H)C0(A0/K)C0(A0/K),
where the action of C0(A0/H) on C0(A0/K) extends the action of Cc(A0/H)
on Cc(A0/K). We deﬁne Y as the balanced tensor product of the right-
Hilbert bimodules C∗(A/H)L2(A/H)C0(A0/H) and C0(A0/H)C0(A0/K)C0(A0)/K ,
i.e.
Y := L2(A/H)⊗C0(A0/H) C0(A0/K) .
Since C0(A0/H) acts faithfully on C0(A0/K), the associated ∗-homomorphism
of C∗(A/H) to L(Y ) has the same kernel as Λ. We deﬁne Z simply as
C∗(A/H)ZC0(A0/K) := C∗(A/H)L
2(A/K)C0(A0/K) .
We now want to deﬁne an isomorphism Ψ : L2(A/H)⊗C0(A0/H)C0(A0/K) →
L2(A/K) of Hilbert C∗(A/H)−C0(A0/K) bimodules. We start by deﬁning
Ψ0 : Cc(A/H)⊗Cc(A0/H) Cc(A0/K) −→ L2(A/K) ,
Ψ0(f1 ⊗ f2) := f1 · f2 .
It is easy to see that Ψ0 is well-deﬁned. To see that Ψ0 preserves the inner
products it is enough to check on the generators. So let axH , byH ∈ Cc(A/H)
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and cuK , dvK ∈ Cc(A0/K), with u, v ∈ X0. We have




Now the product (c∗uKa∗x−1HbyHdvK)|C0(A0/K) is automatically zero unless
vK = uK, xH = yH and vK ⊆ s(y)H, in which case we necessarily have
that (c∗uKa∗x−1HbyHdvK)|C0(A0/K) = (c∗a∗bd)vK . On the other hand,




Now the product c∗uK(a∗x−1HbyH)|C0(A0/H) dvK is automatically zero unless
vK = uK, xH = yH and vK ⊆ s(y)H, in which case we necessarily have
that c∗uK(a∗x−1HbyH)|C0(A0/H) dvK = (c∗a∗bd)vK . Hence, we conclude that Ψ0
preserves the inner products.
Now, if f1, f2 ∈ Cc(A/H) and f3 ∈ Cc(A0/K) we have
Ψ0(f1(f2 ⊗ f3)) = Ψ0(f1f2 ⊗ f3) = f1f2f3 = f1Ψ0(f2 ⊗ f3) .
Thus, Ψ0 preserves the left module actions. Let us now check that Ψ0 has
a dense image in L2(A/K). It is enough to prove that all generators axK ∈
Cc(A/K) are in closure of the image of Ψ0, since their span is dense in
L2(A/K). To see this, let {eλ}λ be an approximate identity of As(x). We
have
Ψ0(axH ⊗ eλs(x)K) = axHeλs(x)K = (aeλ)xK .
We then get
‖(aeλ)xK − axK‖2L2(A/K) = ‖(aeλ − a)xK‖2L2(A/K)
= ‖((aeλ − a)∗(aeλ − a))
s(x)K
‖C0(AU/K)
= ‖(aeλ − a)∗(aeλ − a)‖
= ‖eλa∗aeλ − eλa∗a− a∗aeλ + a∗a‖ .
Noticing that a∗a ∈ As(x), we then have that
≤ ‖eλa∗aeλ − eλa∗a‖+ ‖ − a∗aeλ + a∗a‖
≤ ‖a∗aeλ − a∗a‖+ ‖ − a∗aeλ + a∗a‖
−→ 0 .
Thus, we conclude that Ψ0 has dense range. Hence, from [10, Lemma 2.9],
it follows that Ψ0 extends to an isomorphism of the right-Hilbert C∗(A/H)−
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C0(A0/K) bimodules Y and Z.
Proof of Theorem 8.1.1: The image of C∗(A/H) in L(L2(A/K)) is
isomorphic to C∗r (A/H) by Lemma 8.1.4. On the other hand, the image of
C∗(A/H) in L(L2(A/K)) is simply the completion of Cc(A/H) as a sub-
algebra of C∗r (A/K). Hence, we conclude that the canonical embedding
of Cc(A/H) into Cc(A/K) completes to an embedding of C∗r (A/H) into
C∗r (A/K).
It follows from Theorem 8.1.1 and Proposition 7.1.3 that for any sub-
groups L ⊆ K ⊆ H such that [H : L] <∞ the following diagram of canonical
embeddings commutes
C∗r (A/H)  C∗r (A/K)  C∗r (A/L) .
Hence, we have a direct system of C∗-algebras {C∗r (A/H)}H∈C. Let us
denote by Dr(A) its corresponding C∗-algebraic direct limit
Dr(A) := lim
H∈C
C∗r (A/H) . (8.2)
We notice that the algebra D(A) is a dense ∗-subalgebra of Dr(A). We now
want to show that the action α of G on D(A) extends to Dr(A).
Theorem 8.1.5. The action α of G on D(A) extends uniquely to an action
of G on Dr(A) and is such that αg takes C∗r (A/H) to C∗r (A/gHg−1), for any
g ∈ G.
Proof: We have a canonical isomorphism between the right-Hilbert bi-
modules C∗(A/H)L2(A/H)C0(A0/H) and C∗(A/gHg−1)L2(A/gHg−1)C0(A0/gHg−1),
that is determined by the canonical isomorphisms Cc(A/H) → Cc(A/gHg−1)
and Cc(A0/H) → Cc(A0/gHg−1) deﬁned by αg, i.e. deﬁned respectively by
axH → axg−1gHg−1 , and buH → bug−1gHg−1 ,
where x ∈ X, u ∈ X0, a ∈ Ax and b ∈ Au. Since C∗r (A/H) is the image of
C∗(A/H) inside L(L2(A/H)), and similarly for C∗r (A/gHg−1), we conclude
that the isomorphism Cc(A/H) ∼= Cc(A/gHg−1) deﬁned by αg extends to an
isomorphism C∗r (A/H) ∼= C∗r (A/gHg−1). Since C∗r (A/gHg−1) is embedded
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in Dr(A), we can see αg as an injective ∗-homomorphism from C∗r (A/H) into
Dr(A).













Hence, we obtain an injective ∗-homomorphism from Dr(A) to itself, which
we still denote by αg, and which extends the usual map αg from D(A) to
itself. It is also clear that this map is surjective, and that for g, h ∈ G we
have αgh = αg ◦ αh, so that we get an action of G on Dr(A) which extends
the usual action of G on D(A).
8.1.2 Maximal completions C∗(A/H)
The purpose of this subsection is to prove the following result:
Theorem 8.1.6. Let K ⊆ H be subgroups of G such that [H : K] <∞. The
canonical embedding of Cc(A/H) into Cc(A/K) completes to a nondegener-
ate embedding of C∗(A/H) into C∗(A/K).
In order to prove this result we will need to know how to “extend" a rep-
resentation of Cc(A/H) to a representation of Cc(A/K) on a larger Hilbert
space.
Deﬁnition 8.1.7. Let K ⊆ H be subgroups of G such that [H : K] < ∞.
Let π : Cc(A/H) → B(H ) be a ∗-representation. We deﬁne the map πK :
Cc(A/K) → B(H ⊗ 2(X0/K)) by
πK(axK) (ξ ⊗ δuK) :=
{
π(axH)ξ ⊗ δr(x)K , if uK = s(x)K
0, otherwise.
(8.3)
Proposition 8.1.8. The map πK is a well-deﬁned ∗-representation.
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Proof: It is clear that the expression that deﬁnes πK(axH) deﬁnes a
linear operator in the inner product space H ⊗ Cc(X0/K), which is easily
observed to be bounded. Thus, πK(axH) ∈ B(H ⊗ 2(X0/K)).
It is clear that expression (8.3) deﬁnes a linear mapping πK on Cc(A/K),
so that we only need to see that it preserves products and the involution.
To see that it preserves products, consider two elements of the form axK and
byK . There are two cases to consider: either r(y) ∈ s(x)K or r(y) /∈ s(x)K.
In the second case, we have axKbyK = 0 and thus πK(axKbyK) = 0. But
also πK(axK)πK(byK) = 0, because for any vector ξ ⊗ δuK we have that
πK(byK)(ξ ⊗ δuK) is either zero or equal to π(byK)ξ ⊗ δr(y)K , and therefore
we always have πK(axK)πK(byK)(ξ ⊗ δuK) = 0.
In the ﬁrst case we have
πK(axKbyK) (ξ ⊗ δuK) = πK((ab)xekyK) (ξ ⊗ δuK)
=
{












πK(axK) (π(byH)ξ ⊗ δr(y)K) , if uK = s(y)K
0, otherwise.
= πK(axK)π
K(byK) (ξ ⊗ δuK) .
In both cases we have πK(axKbyK) = πK(axK)πK(byK), hence πK pre-
serves products. Let us now check that it preserves the involution. We have
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〈πK(axK) (ξ ⊗ δuK) , η ⊗ δvK〉 =
=
{












〈ξ ⊗ δuK , π(a∗x−1H)η ⊗ δs(x)K〉 , if vK = r(x)K
0, otherwise.
= 〈ξ ⊗ δuK , πK(a∗x−1K) (η ⊗ δvK)〉 .
Hence, we conclude that πK(axK)∗ = πK((axK)∗), and therefore πK preserves
the involution. Hence, πK is a ∗-representation.





The map πK satisﬁes
πK(axH) (ξ ⊗ δuH) :=
{
π(axH)ξ ⊗ δr(x)H , if uH = s(x)H,
0, otherwise.
Proof: We have





πK(axhK) (ξ ⊗ δuh′K) ,
from which we see that, if uH = s(x)H then πK(axH) (ξ ⊗ δuH) = 0. On the
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other hand, if uH = s(x)H, then we have




















= π(axH)ξ ⊗ δr(x)H .
This ﬁnishes the proof.
Proof of Theorem 8.1.6: In order to prove this statement we have to
show that for any f ∈ Cc(A/H) we have ‖f‖C∗(A/K) = ‖f‖C∗(A/H). Since we
are viewing Cc(A/H) as a ∗-subalgebra of Cc(A/K) we automatically have
the inequality
‖f‖C∗(A/K) ≤ ‖f‖C∗(A/H) .
In order to prove the converse inequality, it suﬃces to prove that
‖π(f)‖ ≤ ‖πK(f)‖ , (8.5)
for any nondegenerate ∗-representation π of Cc(A/H), because, since π is
arbitrary, this clearly implies that ‖f‖C∗(A/H) ≤ ‖f‖C∗(A/K). Let us then
prove inequality (8.5).
We can write any element f ∈ Cc(A/H) as f =
∑
xH∈X/H(f(xH))xH .











Suppose π : Cc(A/H) → B(H ) is a ∗-representation and ξ ∈ H is a vector









































In the notation of (8.4), let δuH :=
∑
[h]∈Su\H/K δuhK . Let us denote by Cu




























π((f(xH))xH)π˜(1s(x)H)ξ ⊗ δvH‖2 .












































Similarly as we did for ranges, we can split the sum
∑
xH∈X/H(f(xH))xH
according to sources. In this way, since this sum is ﬁnite, there is a ﬁnite
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number of units u1H, . . . , unH ∈ X0/H, which we assume to be pairwise



















































π˜(1uiH)ξ ⊗ δuiH ,
























Hence, taking the supremum over vectors ξ of norm one, we immediately
get the inequality
‖π(f)‖ ≤ ‖πK(f)‖ .
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As we explained earlier, this proves that we get an embedding of C∗(A/H)
into C∗(A/K).
It follows from 8.1.6 that {C∗(A/H)}H∈C is a direct system of C∗-algebras.




We notice that the algebra D(A) is a dense ∗-subalgebra of Dmax(A). We
now want to show that the action α of G on D(A) extends to Dmax(A).
Theorem 8.1.10. The action α of G on D(A) extends uniquely to an action
of G on Dmax(A) and is such that αg takes C∗(A/H) to C∗(A/gHg−1), for
any g ∈ G.
Proof: Since αg is a ∗-isomorphism between Cc(A/H) and Cc(A/gHg−1),
it necessarily extends to a ∗-isomorphism between the enveloping C∗-algebras
C∗(A/H) and C∗(A/gHg−1). Since C∗(A/gHg−1) is embedded in Dmax(A),
we can see αg as an injective ∗-homomorphism from C∗(A/H) into Dmax(A).













Hence, we obtain an injective ∗-homomorphism from Dmax(A) to itself, which
we still denote by αg, and which extends the usual map αg from D(A) to
itself. It is also clear that this map is surjective, and that for g, h ∈ G we
have αgh = αg ◦αh, so that we get an action of G on Dmax(A) which extends
the usual action of G on D(A).
8.2 Reduced C∗-crossed products
We now want to deﬁne reduced C∗-norms in the ∗-algebraic crossed product
Cc(A/Γ)×algα G/Γ. Since Cc(A/Γ) admits several canonical C∗-completions
one should expect that there are several reduced C∗-norms we can give to
Cc(A/Γ)×algα G/Γ, which give rise to diﬀerent reduced C∗-crossed products,
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as for example C∗r (A/Γ) ×α,r G/Γ and C∗(A/Γ) ×α,r G/Γ. We will treat in
this section all these diﬀerent reduced C∗-norms (and reduced C∗-crossed
products) in a single approach, and for that the notion we need is that of a
α-extendable C∗-norm on D(A):
Deﬁnition 8.2.1. A C∗-norm ‖ · ‖τ in D(A) is said to be α-extendable if
the action α of G on D(A) extends to Dτ (A), the completion of D(A) with
respect to the norm ‖ · ‖τ . In other words, if for every g ∈ G the automor-
phism αg of D(A) is continuous with respect to ‖ · ‖τ .
Deﬁnition 8.2.2. Let ‖ · ‖τ be an α-extendable C∗-norm in D(A) and let
us denote by Dτ (A) and C∗τ (A/Γ) the completions of D(A) and Cc(A/Γ),




‖[πα × (1⊗ ρ)](f)‖ ,
where the supremum is taken over the class R(Dτ (A)) of all nondegenerate
∗-representations of Dτ (A). The completion of Cc(A/Γ) ×algα G/Γ with re-
spect to this norm shall be denoted by C∗τ (A/Γ)×α,r G/Γ and referred to as
the reduced crossed product of C∗τ (A/Γ) by the Hecke pair (G,Γ).
Before we prove that ‖·‖τ is indeed a C∗-norm, let us ﬁrst look at the two
main instances we have in mind, which arise when C∗τ (A/Γ) is C∗r (A/Γ) or
C∗(A/Γ). It is not obvious from the start that there exists a C∗-norm ‖ · ‖τ
in D(A) whose restriction to Cc(A/Γ) will give the reduced or the maximal
C∗-norm in Cc(A/Γ), but this is indeed the case from what we proved in the
preliminary sections 8.1.1 and 8.1.2:
• For C∗r (A/Γ):
As described in Section 8.1.1, we can form the C∗-algebraic direct
limit Dr(A) = limH∈C C∗r (A/H), which contains D(A) as a dense ∗-
subalgebra. Taking ‖ · ‖τ to be the C∗-norm ‖ · ‖r of Dr(A), we see
that C∗τ (A/Γ) = C∗r (A/Γ). The norm ‖ · ‖r is α-extendable because of
Theorem 8.1.5.
• For C∗(A/Γ):
As described in Section 8.1.2, we can form the C∗-algebraic direct
limit Dmax(A) = limH∈C C∗(A/H), which contains D(A) as a dense
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∗-subalgebra. Taking ‖ · ‖τ to be the C∗-norm ‖ · ‖max of Dmax(A),
we see that C∗τ (A/Γ) = C∗(A/Γ). The norm ‖ · ‖max is α-extendable
because of Theorem 8.1.10.
Lemma 8.2.3. If π : D(A) → B(H ) is a nondegenerate ∗-representation
which is continuous with respect to an α-extendable norm ‖ · ‖τ in D(A),
then πα is a representation of Cc(A/Γ) which is continuous with respect to
the norm ‖ · ‖τ as well.




















Since the action is α-extendable we have that












ξhΓ ⊗ δhΓ‖2 .
Hence, πα is continuous with respect to the norm ‖ · ‖τ .
Proposition 8.2.4. ‖ · ‖τ,r is a well-deﬁned C∗-norm on Cc(A/Γ)×algα G/Γ.
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Proof: First we must show that the supremum in the deﬁnition of ‖ · ‖τ,r
is bounded. Given a ∗-representation π of Dτ we have, by Lemma 8.2.3, that















‖(f(gΓ)(xΓg))xΓ‖τ ‖ΓgΓ‖C∗r (G,Γ) .
Since the right hand side is ﬁnite and does not depend on π, we conclude
that ‖f‖τ,r is bounded by this number.
It is clear from the deﬁnition and the above paragraph that ‖ · ‖τ,r is C∗-
seminorm. To prove that it is actually a C∗-norm it is enough to prove that
if π is a faithful nondegenerate ∗-representation of Dτ (A), then πα × (1⊗ ρ)
is a faithful ∗-representation of Cc(A/Γ) ×algα G/Γ. Let us then prove this
claim. Suppose f ∈ Cc(A/Γ) ×algα G/Γ is such that [πα × (1 ⊗ ρ)](f) = 0.
Then, for every ξ ⊗ δhΓ ∈ H ⊗ 2(G/Γ) we have










ξ ⊗ δgΓ .
In particular, for gΓ = Γ, we have π(f(hΓ))ξ = 0, and since this holds for ev-
ery ξ ∈ H we have π(f(hΓ)) = 0. Now, since π is a faithful ∗-representation,
it follows that f(hΓ) = 0. Since this holds for every hΓ ∈ G/Γ, we have
f = 0, i.e. πα × (1⊗ ρ) is injective.
The next result explains why we call the completion of Cc(A/Γ)×algα G/Γ
under the norm ‖ · ‖τ,r the reduced crossed product of C∗τ (A/Γ) by the Hecke
pair (G,Γ) and justiﬁes also the notation C∗τ (A/Γ)×α,rG/Γ chosen to denote
this completion.
Proposition 8.2.5. The restriction of the norm ‖ · ‖τ,r of Cc(A/Γ)×algα G/Γ
to Cc(A/Γ) is precisely the norm ‖ · ‖τ of Cc(A/Γ). Hence, the embed-
ding Cc(A/Γ) → Cc(A/Γ)×algα G/Γ completes to an embedding C∗τ (A/Γ) →
C∗τ (A/Γ)×α,r G/Γ.
Proof: Let π : Dτ (A) → B(H ) be a nondegenerate ∗-representation.
From Lemma 8.2.3 we have
‖[πα × (1⊗ ρ)](f)‖ = ‖πα(f)‖ ≤ ‖f‖τ ,
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for every f ∈ Cc(A/Γ), and therefore
‖f‖τ,r ≤ ‖f‖τ .
We now wish to prove the converse inequality. Let π : Dτ (A) → B(H ) be a
faithful nondegenerate ∗-representation. For any f ∈ Cc(A/Γ) we have









= ‖[πα × (1⊗ ρ)](f)‖ ≤ ‖f‖τ,r ,
thus proving the converse inequality. We conclude that
‖f‖τ,r = ‖f‖τ ,
for any f ∈ Cc(A/Γ) and this ﬁnishes the proof.
An important feature of reduced crossed products by groups A ×r G is
the existence of faithful conditional expectation onto A. We will now explain
how this holds as well for reduced crossed products by Hecke pairs, with
somewhat analogous proofs. The goal is to prove Theorem 8.2.7 bellow, and
for that we follow closely the approach presented in [36] in the case of groups.
Proposition 8.2.6. For every gΓ ∈ G/Γ the map EgΓ deﬁned by
EgΓ : Cc(A/Γ)×algα G/Γ −→ C∗τ (A/Γg)
EgΓ(f) := f(gΓ) .
is linear and continuous with respect to the norm ‖ · ‖τ,r.
Before we give a proof of the result above we need to set some notation.
For each element gΓ ∈ G/Γ we will denote by σgΓ the Hilbert space isometry
σgΓ : H → H ⊗ 2(G/Γ) deﬁned by
σgΓ(ξ) := ξ ⊗ δgΓ . (8.7)
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Proof of Proposition 8.2.6: Let π be a faithful nondegenerate ∗-
representation of Dτ (A). It is easily seen that σ∗Γ [π × (1 ⊗ ρ)](f)σgΓ =
Δ(g)
1
2 π(f(gΓ)). Hence we have
‖EgΓ(f)‖τ = ‖f(gΓ)‖τ = ‖π(f(gΓ))‖
= ‖Δ(g−1) 12 σ∗Γ [πα × (1⊗ ρ)](f)σgΓ‖
≤ Δ(g−1) 12 ‖[πα × (1⊗ ρ)](f)‖
≤ Δ(g−1) 12 ‖f‖τ,r .
This ﬁnishes the proof.
We shall henceforward make no distinction of notation between the maps
EgΓ deﬁned on Cc(A/Γ)×algα G/Γ and their extension to C∗τ (A/Γ)×α,r G/Γ.
The following result is of particular importance in theory of reduced C∗-
crossed products. Analogously to the case of groups, it reveals two important
features of reduced C∗-crossed products by Hecke pairs: the fact that every
element of a reduced crossed product is uniquely described in terms of its
coeﬃcients (determined by the EgΓ); and the fact that EΓ is a faithful con-
ditional expectation.
Theorem 8.2.7. We have
i) If f ∈ C∗τ (A/Γ)×α,rG/Γ and EgΓ(f) = 0 for all gΓ ∈ G/Γ, then f = 0.
ii) EΓ is a faithful conditional expectation of C∗τ (A/Γ)×α,rG/Γ onto C∗τ (A/Γ).
We start with the following auxiliary result:
Lemma 8.2.8. Let π be a nondegenerate ∗-representation of Dτ (A). For all
f ∈ C∗τ (A/Γ)×α,r G/Γ we have
σ∗gΓ [π × (1⊗ ρ)](f)σhΓ = Δ(g−1h)
1
2 π(αg(Eg−1hΓ(f))) . (8.8)
Proof: We notice that equality (8.8) above holds for any f ∈ Cc(A/Γ)×algα
G/Γ, following the deﬁnitions of the maps EtΓ, [πα×(1⊗ρ)](f) and σtΓ, with
tΓ ∈ G/Γ. By continuity, it follows readily that the equality must hold for
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every f ∈ C∗τ (A/Γ)×α,r G/Γ.
Proof of Theorem 8.2.7: i) Let f ∈ C∗τ (A/Γ) ×α,r G/Γ. Sup-
pose EgΓ(f) = 0 for all gΓ ∈ G/Γ. Then, for any given nondegenerate
∗-representation π of Dτ (A) we have, by Lemma 8.2.8, that σ∗gΓ [πα × (1 ⊗
ρ)](f)σhΓ = 0 for all gΓ, hΓ ∈ G/Γ. Hence, [πα× (1⊗ ρ)](f) = 0. Since, this
is true for any π, we must have ‖f‖τ,r = 0, i.e. f = 0.
ii) Let us ﬁrst prove that EΓ is a conditional expectation, i.e. EΓ is an
idempotent, positive, C∗τ (A/Γ)-linear map.
If f ∈ Cc(A/Γ) then it is clear that EΓ(f) = f . By continuity and
Proposition 8.2.5 it follows that EΓ(f) = f for all f ∈ C∗τ (A/Γ). Thus, EΓ
is idempotent.
Suppose now that f ∈ Cc(A/Γ)×algα G/Γ. We have
EΓ(f








By continuity it follows that EΓ(f ∗∗f) ≥ 0 for all f ∈ C∗τ (A/Γ)×α,rG/Γ, i.e.
EΓ is positive. It remains to show that EΓ is C∗τ (A/Γ)-linear. We recall that
we see Cc(A/Γ) as a ∗-subalgebra of Cc(A/Γ)×algα G/Γ in the following way:
an element f ∈ Cc(A/Γ) is identiﬁed with the element F ∈ Cc(A/Γ)×algα G/Γ
with support in Γ and such that F (Γ) = f . For any f ∈ Cc(A/Γ) and
f2 ∈ Cc(A/Γ)×algα G/Γ we have





= F (Γ)f2(Γ) = f EΓ(f2) ,
and similarly we get EΓ(f2 ∗ f) = EΓ(f2) f . Once again by continuity
we conclude that the same equalities hold for f ∈ C∗τ (A/Γ) and f2 ∈
C∗τ (A/Γ)×α,r G/Γ. Thus, EΓ is a conditional expectation.
Let us now prove that EΓ is faithful. For any f ∈ Cc(A/Γ)×algα G/Γ we
have (where the ﬁrst equality was computed above)
EΓ(f









Hence, we have EΓ(f ∗ ∗ f) ≥ Δ(h−1)αh(Eh−1Γ(f))∗αh(Eh−1Γ(f)) for each
hΓ ∈ G/Γ,. By continuity this inequality holds for every f ∈ C∗τ (A/Γ) ×α,r
G/Γ, and therefore if f ∈ C∗τ (A/Γ)×α,rG/Γ is such that EΓ(f ∗∗f) = 0, then
EgΓ(f) = 0 for all gΓ ∈ G/Γ. Hence, by part i), we conclude that f = 0.
Thus, EΓ is faithful.
The next result shows, like in crossed products by groups, that to de-
ﬁne the norm ‖ · ‖τ,r of the reduced crossed product C∗τ (A/Γ) ×α,r G/Γ we
only need to start with a faithful nondegenerate ∗-representation of Dτ (A),
instead of taking the supremum over all nondegenerate ∗-representations of
Dτ (A).
Theorem 8.2.9. Let π : Dτ (A) → B(H ) be a nondegenerate ∗-representation.
We have that
i) If πα : C∗τ (A/Γ) → B(H ⊗ 2(G/Γ)) is faithful, then [πα × (1⊗ ρ)] is
a faithful ∗-representation of C∗τ (A/Γ)×α,r G/Γ. Consequently,
‖f‖τ,r = ‖[πα × (1⊗ ρ)](f)‖ ,
for all f ∈ C∗τ (A/Γ)×α,r G/Γ.
ii) If π is faithful, then πα is faithful.
Proof: Let us prove i) ﬁrst. Suppose πα is faithful as a ∗-representation
of C∗τ (A/Γ). Let f ∈ C∗τ (A/Γ) ×α,r G/Γ be such that [π × (1 ⊗ ρ)](f) = 0.
Then, of course, [πα × (1⊗ ρ)](f ∗ ∗ f) = 0 and we have
0 = σ∗gΓ [πα × (1⊗ ρ)](f ∗ ∗ f)σgΓ = π(αg(EΓ(f ∗ ∗ f)))
= σ∗gΓ πα(EΓ(f
∗ ∗ f))σgΓ .
This implies that πα(EΓ(f ∗ ∗ f)) = 0, i.e. EΓ(f ∗ ∗ f) = 0, and since EΓ is
a faithful conditional expectation we have f ∗ ∗ f = 0, i.e. f = 0. Thus,
πα × (1⊗ ρ) is faithful.
Let us now prove claim ii). We know that πα, as a ∗-representation of
Cc(A/Γ), is given by
πα(f) (ξ ⊗ δgΓ) = π(αg(f))ξ ⊗ δgΓ ,
By continuity the same expression holds for f ∈ C∗τ (A/Γ). Now suppose that
πα(f) = 0 for some f ∈ C∗τ (A/Γ). Then, by the above expression, we have
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π(f) = 0. Since π is faithful we must have f = 0. Thus, πα is faithful.
Another feature of reduced C∗-crossed products by groups A×r G is the
fact that the reduced C∗-algebra of the group is always canonically embedded
in the multiplier algebra M(A×r G). The same is true in the Hecke pair case
as we now show:
Proposition 8.2.10. There is a unique embedding of the reduced Hecke C∗-
algebra C∗r (G,Γ) into M(C∗τ (A/Γ)×α,rG/Γ) extending the action of H(G,Γ)
on Cc(A/Γ)×algα G/Γ.
Proof: Let us ﬁrst see that the action of H(G,Γ) on Cc(A/Γ)×algα G/Γ
is continuous with respect to the norm ‖ · ‖τ,r, so that it extends uniquely to
an action of H(G,Γ) on C∗τ (A/Γ)×α,r G/Γ.
Let π be a faithful nondegenerate ∗-representation of Dτ (A). From The-
orem 8.2.9 we know that πα × (1⊗ ρ) is also faithful. For f1 ∈ H(G,Γ) and
f2 ∈ Cc(A/Γ)×algα G/Γ, we have
‖f1 ∗ f2‖τ,r = ‖[πα × (1⊗ ρ)](f1 ∗ f2)‖
≤ ‖(1⊗ ρ)(f1)‖‖[πα × (1⊗ ρ)](f2)‖
= ‖ρ(f1)‖‖f2‖τ,r .
Thus, the action of H(G,Γ) on Cc(A/Γ) ×algα G/Γ extends uniquely to an
action on C∗τ (A/Γ) ×α,r G/Γ, or in other words, we have an embedding of
H(G,Γ) into M(C∗τ (A/Γ)×α,rG/Γ). We now want to prove that this embed-
ding extends to an embedding of C∗r (G,Γ) into the same multiplier algebra.
For that it is enough to prove that
‖f‖M(C∗τ (A/Γ)×α,rG/Γ) = ‖f‖C∗r (G,Γ) ,
for any f ∈ H(G,Γ). Let ˜πα × (1⊗ ρ) denote the extension of πα × (1 ⊗ ρ)
to M(C∗τ (A/Γ) ×α,r G/Γ), which is faithful since πα × (1 ⊗ ρ) is faithful
on C∗τ (A/Γ) ×α,r G/Γ. We have that ˜πα × (1⊗ ρ) and (1 ⊗ ρ) coincide in
H(G,Γ) since they are given by the same expression on the dense subspace
[πα × (1⊗ ρ)](Cc(A/Γ)×algα G/Γ)H . Thus, we have
˜[πα × (1⊗ ρ)](f) = (1⊗ ρ)(f) ,
for any f ∈ H(G,Γ). It then follows that
‖f‖M(C∗τ (A/Γ)×α,rG/Γ) = ‖ ˜[πα × (1⊗ ρ)](f)‖ = ‖(1⊗ ρ)(f)‖
= ‖ρ(f)‖ = ‖f‖C∗r (G,Γ) .
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This ﬁnishes the proof.
As it is known, reduced C∗-crossed products by discrete groups satisfy a
universal property among all the C∗-completions of the ∗-algebraic crossed
product that have a certain conditional expectation. This universal prop-
erty says that every such completion has a canonical surjective map onto
the reduced C∗-crossed product. As a consequence, the reduced C∗-crossed
product is the only C∗-completion of the ∗-algebraic crossed product that has
a certain faithful conditional expectation.
The next result explains how this holds in the Hecke pair case.
Theorem 8.2.11. Let ‖·‖τ be an α-extendable C∗-norm on D(A) and ‖·‖ω a
C∗-norm on Cc(A/Γ)×algα G/Γ whose restriction to Cc(A/Γ) is just the norm
‖·‖τ . Let us denote by C∗τ (A/Γ)×α,ωG/Γ the completion of Cc(A/Γ)×algα G/Γ
under the norm ‖ · ‖ω.
If there exists a bounded linear map F : C∗τ (A/Γ) ×α,ω G/Γ → C∗τ (A/Γ)
such that
F (f) = f(Γ) ,
for all f ∈ Cc(A/Γ)×algα G/Γ, then:
a) there exists a surjective ∗-homomorphism
Λ : C∗τ (A/Γ)×α,ω G/Γ → C∗τ (A/Γ)×α,r G/Γ ,
such that Λ is the identity on Cc(A/Γ)×algα G/Γ.
b) F is a conditional expectation.
c) F is faithful if and only if Λ is an isomorphism.
Proof: Let X0 be the space Cc(A/Γ)×algα G/Γ. It is easily seen that X0
is a (right) inner product Cc(A/Γ)-module, where Cc(A/Γ) acts on X0 by
right multiplication and the inner product is given by
〈f1 , f2〉 := (f ∗1 ∗ f2)(Γ) .
Since for any f ∈ X0 and f1 ∈ Cc(A/Γ) we have
‖〈f ∗ f1 , f ∗ f1〉‖τ = ‖((f ∗ f1)∗ ∗ (f ∗ f1))(Γ)‖τ
= ‖(f ∗1 ∗ f ∗ ∗ f ∗ f1)(Γ)‖τ
= ‖f ∗1 ((f ∗ ∗ f)(Γ))f1‖τ
= ‖f1‖2τ‖〈f , f〉‖τ ,
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it follows that we can complete X0 to a (right) Hilbert C∗τ (A/Γ)-module,
which we will denote by X. The inner product on X, which extends the
inner product 〈· , ·〉 above, will be denoted by 〈· , ·〉C∗τ (A/Γ).
The ∗-algebra Cc(A/Γ) ×algα G/Γ acts on X0 by left multiplication and
therefore it is easily seen that this action is compatible with the right module
structure. Moreover, Cc(A/Γ) ×algα G/Γ acts on X0 by bounded operators,
relatively to the norm induced by the inner product 〈· , ·〉C∗τ (A/Γ), as we now
show. For this we recall the conditional expectation EΓ of C∗τ (A/Γ)×α,r G/Γ
onto C∗τ (A/Γ) as deﬁned in Proposition 8.2.6. For any f, f1 ∈ Cc(A/Γ)×algα
G/Γ we have that inside C∗τ (A/Γ)×α,r G/Γ the following holds:
〈f ∗ f1 , f ∗ f1〉C∗τ (A/Γ) = ((f ∗ f1)∗ ∗ (f ∗ f1))(Γ)
= EΓ((f ∗ f1)∗ ∗ (f ∗ f1))
= EΓ(f
∗
1 ∗ f ∗ ∗ f ∗ f1)
≤ ‖f‖2τ,rEΓ(f ∗1 ∗ f1)
= ‖f‖2τ,r〈f1 , f1〉C∗τ (A/Γ) ,
where we used the positivity of EΓ in C∗τ (A/Γ) ×α,r G/Γ. Since the norm
‖ · ‖τ is just the restriction of the norm ‖ · ‖τ,r we get
‖〈f ∗ f1 , f ∗ f1〉C∗τ (A/Γ)‖τ ≤ ‖f‖2τ,r‖〈f1 , f1〉C∗τ (A/Γ)‖τ , (8.9)
which shows that Cc(A/Γ) ×algα G/Γ acts on X0 by bounded operators.
Moreover, inequality (8.9) shows that this action extends to an action of
C∗τ (A/Γ) ×α,r G/Γ on X and thus gives rise to a ∗-homomorphism from
Φ : C∗τ (A/Γ)×α,r G/Γ → L(X). We will now show that Φ is injective.
As usual, Y := C∗τ (A/Γ) is a Hilbert module over itself. We deﬁne the
map jΓ : Y → X simply by inclusion, i.e. jΓ(f) := f . It is then easy to see
that jΓ is adjointable with adjoint j∗Γ : X → Y given by jΓ(f) = f(Γ), for
any f ∈ X0. It is also easy to see that, for any f ∈ Cc(A/Γ) we have
〈jΓ(f) , jΓ(f)〉C∗τ (A/Γ) = 〈f , f〉C∗τ (A/Γ) ,
where the inner product on the left (respectively, right) hand side corresponds
to the inner product in X (respectively, in Y ). Thus, jΓ is an isometry
between Y and X and has therefore norm 1.
Let Ê : Φ(Cc(A/Γ)×algα G/Γ) → C∗τ (A/Γ) be the map deﬁned by
Ê(Φ(f)) := Φ(f(Γ)) .
We claim that Ê is continuous with respect to the norm of L(X). First
we notice that for any f ∈ Cc(A/Γ) we have that (as elements of L(Y ))
f = j∗ΓΦ(f)jΓ .
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Let f ∈ Cc(A/Γ)×algα G/Γ. We have
‖Ê(Φ(f))‖L(X) = ‖Φ(f(Γ))‖L(X) .
Since L(X) is a C∗-algebra, the norm ‖·‖L(X) when restricted to Φ(Cc(A/Γ))
is such that ‖Φ(g)‖L(X) = ‖g‖τ , and moreover the norm ‖ · ‖τ coincides with
the norm ‖ · ‖L(Y ), since L(Y ) = M(C∗τ (A/Γ)). Hence we have:
‖Ê(Φ(f))‖L(X) = ‖Φ(f(Γ))‖L(X) = ‖f(Γ)‖L(Y )
= ‖j∗ΓΦ(f)jΓ‖L(Y ) ≤ ‖Φ(f)‖L(X) ,
which shows that Ê is continuous with respect to the norm of L(X).
We can now prove that Φ is injective. First we notice that for any
f ∈ Cc(A/Γ) ×algα G/Γ we have Ê(Φ(f)) = Φ(EΓ(f)). By continuity, this
equality then holds for any f ∈ C∗τ (A/Γ) ×α,r G/Γ. Suppose now that
f ∈ C∗τ (A/Γ)×α,r G/Γ is such that Φ(f) = 0. Then we have
0 = Ê(Φ(f ∗ ∗ f)) = Φ(EΓ(f ∗ ∗ f)) .
Since Φ is faithful on C∗τ (A/Γ), it then follows that EΓ(f ∗ ∗f) = 0, and since
EΓ is faithful this implies that f ∗ ∗ f = 0, i.e. f = 0. Thus, Φ is injective.
We now want to prove part a) of the theorem and for that we need to
show that F satisﬁes certain properties. Let f ∈ Cc(A/Γ)×algα G/Γ. We have
that









from which it follows that F is positive. Moreover, for f1 ∈ Cc(A/Γ) we have
that
F (f1 ∗ f) = (f1 ∗ f)(Γ) = f1 · f(Γ)
= f1 · F (f) ,
and similarly F (f ∗ f1) = F (f) · f1. By continuity of F , it follows that
F (f1 ∗f) = f1 ·F (f) and F (f ∗f1) = F (f) ·f1 for any f ∈ C∗τ (A/Γ)×α,ω G/Γ
and f1 ∈ C∗τ (A/Γ). Hence, apart form contractivity, we have shown that F
satisﬁes all the other requirements for it to be a conditional expectation.
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Let f, g ∈ Cc(A/Γ)×algα G/Γ. We have that inside C∗τ (A/Γ)×α,ω G/Γ the
following holds:
〈f ∗ g , f ∗ g〉C∗τ (A/Γ) = ((f ∗ g)∗ ∗ (f ∗ g))(Γ)
= F ((f ∗ g)∗ ∗ (f ∗ g))
= F (g∗ ∗ f ∗ ∗ f ∗ g)
≤ ‖f‖2ωF (g∗ ∗ g)
= ‖f‖2ω〈g , g〉C∗τ (A/Γ) ,
where we have used to the positivity of F . Since the norm ‖ · ‖τ is just the
restriction of the norm ‖ · ‖ω we get
‖〈f ∗ g , f ∗ g〉C∗τ (A/Γ)‖τ ≤ ‖f‖2ω‖〈g , g〉C∗τ (A/Γ)‖τ , (8.10)
which shows that the action of Cc(A/Γ) ×algα G/Γ on X0 extends to an ac-
tion of C∗τ (A/Γ) ×α,ω G/Γ on X and thus gives rise to a ∗-homomorphism
from C∗τ (A/Γ)×α,ω G/Γ to L(X). As the injectivity of Φ shows, the closure
of the image of Cc(A/Γ) ×algα G/Γ in L(X) is isomorphic to C∗τ (A/Γ) ×α,r
G/Γ. Hence, we conclude that there is a map Λ : C∗τ (A/Γ) ×α,ω G/Γ →
C∗τ (A/Γ)×α,r G/Γ such that Λ(f) = f , for f ∈ Cc(A/Γ)×algα G/Γ.
To prove b) it remains to see that F is a contraction, and that just follows
from the fact F = EΓ ◦ Λ.
Let us now prove c). The direction (⇐=) is clear, because F is then
nothing but the conditional expectation EΓ, which is faithful. Let us now
prove the direction (=⇒). For any f ∈ Cc(A/Γ) ×algα G/Γ we have that
EΓ ◦ Λ(f ∗ ∗ f) = F (f ∗ ∗ f). By continuity this formula holds for any
f ∈ C∗τ (A/Γ)×α,ω G/Γ. Let f ∈ C∗τ (A/Γ)×α,ω G/Γ be such that Λ(f) = 0.
Then we necessarily have that 0 = EΓ ◦ Λ(f ∗ ∗ f) = F (f ∗ ∗ f), and since F
is faithful we have that f ∗ ∗ f = 0, i.e. f = 0.
8.3 Alternative deﬁnition of C∗r (A/Γ)×α,r G/Γ
The C∗-direct limit Dr(A) played a key role in the deﬁnition of the reduced
crossed product C∗r (A/Γ) α,r G/Γ. In this section we will see that instead
of Dr(A) one can use the more natural C∗-algebra M(C∗r (A)) to deﬁne the
reduced crossed product C∗r (A/Γ) α,r G/Γ. The algebra M(C∗r (A)) has
several advantages over Dr(A). For instance C∗r (A) appears more naturally
in the setup for deﬁning crossed products (recall that we start with the bundle
A and then we form the various bundles A/Γg from it). Also, C∗r (A), being a
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cross sectional algebra of a Fell bundle, seems to be structurally simpler than
Dr(A), which is a direct limit of cross sectional algebras over Fell bundles.
The question one might ask at this point is: can one similarly use M(C∗(A))
instead of Dmax(A) in order to deﬁne C∗(A/Γ) α,r G/Γ ? As we shall also
see in this section, this is not possible in general. At the core of this problem
lies the fact that one has always an embedding
C∗r (A/H) → M(C∗r (A)) ,
extending the natural embedding of Cc(A/H) into M(Cc(A)), whereas the
analogous map
C∗(A/H) → M(C∗(A)) ,
is not always injective. This implies that the while the algebra Dr(A) embeds
naturally in M(Cr(A)), the analogous map from Dmax(A) to M(C∗(A)) is
not an embedding in general.
We start with the following general result:
Proposition 8.3.1. Let ‖ ·‖τ be any C∗-norm on Cc(A) and C∗τ (A) its com-
pletion. There is a unique mapping C∗(A/H) → M(C∗τ (A)) which extends
the action of Cc(A/H) on Cc(A).
Proof: As is known C∗τ (A) is naturally a Hilbert C∗τ (A)-module, whose
algebra of adjointable operators L(C∗τ (A)) is precisely the multiplier alge-
bra M(C∗τ (A)). In particular X := Cc(A) is an inner product C∗τ (A)-
module. Moreover, X is also a right Cc(A) − C∗τ (A) bimodule and a right
Cc(A/H) − C∗τ (A) bimodule (in the sense of Deﬁnition 8.1.2), under the
canonical actions of Cc(A) and Cc(A/H) on X. Since Cc(A) acts on X by
bounded operators, it then follows from Lemma 8.1.3 (taking K = {e}) that
Cc(A/H) acts on X by bounded operators. Thus, by completion, we obtain
a right-Hilbert bimodule C∗(A/H)C∗τ (A)C∗τ (A). Hence obtain a unique map
C∗(A/H) → M(C∗τ (A)) which extends the action of Cc(A/H) on Cc(A).
As shall see later in this section the map C∗(A/H) → M(C∗τ (A)) is not
an embedding in general, not even when C∗τ (A) = C∗(A). Nevertheless for
the reduced norms we have the following result:
Theorem 8.3.2. There is a unique embedding of C∗r (A/H) into M(C∗r (A))
which extends the action of Cc(A/H) on Cc(A).
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Proof: From Proposition 8.3.1 we know that there exists a unique ∗-
homo-morphism of C∗(A/H) to M(C∗r (A)), which extends the action of
Cc(A/H) on Cc(A). Thus, we have a right-Hilbert bimodule C∗(A/H)C∗r (A)C∗r (A).
Taking the balanced tensor product of this right-Hilbert bimodule together
with C∗r (A)L
2(A)C0(A0) we get a C∗(A/H)− C0(A0) right-Hilbert bimodule
C∗(A/H)
(
C∗r (A)⊗C∗r (A) L2(A)
)
C0(A0) .
Since the action of C∗r (A) on L2(A) is faithful, the kernels of the maps from
C∗(A/H) to M(C∗r (A)) and L
(
C∗r (A)⊗C∗r (A) L2(A)
)
are the same.
Now, C∗r (A)⊗C∗r (A)L2(A) is isomorphic to L2(A) as a Hilbert C∗(A/H)−
C0(A0) bimodule. Hence, it follows that the kernel of the map from C∗(A/H)
to M(C∗r (A)) is the same as the kernel of the map from C∗(A/H) to L(L2(A)).
Now, the latter map has the same kernel as the canonical map Λ : C∗(A/H) →
C∗r (A/H), by Lemma 8.1.4 applied when K is the trivial subgroup. Thus,
this gives an embedding of C∗r (A/H) into M(C∗r (A)).
The next result is a generalization of [10, Proposition 2.10] (see Example
5.2.4). Its proof relies ultimately on Lemma 8.1.4, whose proof, we recall,
was essentially an adaptation of the proof [10, Proposition 2.10] itself.
Corollary 8.3.3. Suppose A is amenable. Then, the kernel of the canonical
map C∗(A/H) → M(C∗(A)) is the same as the kernel of the canonical map
Λ : C∗(A/H) → C∗r (A/H).
Proof: In the proof of Proposition 8.3.2 we established that the ker-
nel of the canonnical map Λ : C∗(A/H) → C∗r (A/H) is the same as the
kernel of the map C∗(A/H) → M(C∗r (A)), which is the same as the map
C∗(A/H) → M(C∗(A)) by amenability of A.
We now give an example where the map C∗(A/H) → M(C∗(A)) is not
injective:
Example 8.3.4. Let B be a non-amenable Fell bundle over the group G, and
letA := B×G be the associated Fell bundle over the transformation groupoid
G× G. Following Example 5.2.4, we have a right G-action on the groupoid
G × G, given by (s, t)g := (s, tg), and A has G-invariant ﬁbers. Moreover,
since the G-action is free, it is H-good and satisﬁes the H-intersection prop-
erty, for any subgroup H ⊆ G. In this example we will consider H to be the
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whole group G. In this case the orbit groupoid (G×G)/G can be naturally
identiﬁed with the group G, and moreover, the Fell bundle A/G is naturally
identiﬁed with B.
It is known that the bundle A is always amenable (see [10, Remark
2.11]), and therefore by Corollary 8.3.3 we have that the kernel of the map
C∗(A/G) → M(C∗(A)) is the same as the kernel of the canonical map
C∗(A/G) → C∗r (A/G). As we pointed out above, the bundle A/G is just B,
which is non-amenable by assumption. Hence, the canonical map C∗(A/G) →
C∗r (A/G) has a non-trivial kernel, and therefore the map C∗(A/G) → M(C∗(A))
is not injective.
We will now see that Dr(A) is canonically embedded in M(C∗r (A)), being
the C∗-algebra generated by all the images of C∗r (A/H) inside M(C∗r (A)),
as in Proposition 8.3.2, with H ∈ C.
Proposition 8.3.5. Let K ⊆ H be subgroups of G such that [H : K] < ∞.












As a consequence Dr(A) embedds in M(C∗r (A)), being ∗-isomorphic to the
subalgebra of M(C∗r (A)) generated by all the C∗r (A/H), with H ∈ C.





for any x, y ∈ X, a ∈ Ax and b ∈ Ay. Hence, by linearity, density and conti-
nuity, we conclude that diagram (8.11) commutes. By the universal property
of Dr(A) we then have a ∗-homomorphism from Dr(A) to M(C∗r (A)), whose
image is generated by all the images of C∗r (A/H) inside M(C∗r (A)), for any
H ∈ C. This ∗-homomorphism from Dr(A) to M(C∗r (A)) is injective because
all the maps in diagram (8.11) are injective.
We can now give an equivalent deﬁnition for the reduced crossed product
C∗r (A/Γ)×r,α G/Γ, using the algebra C∗r (A) instead of D∗r(A). This can be
193
advantageous as we observed in the opening paragraph of this section. Also,
this equivalence of deﬁnitions makes the connection between our deﬁnition
of a reduced crossed product by a Hecke pair and that of Laca, Larsen and
Neshveyev in [30], as we shall see in the next section.
Theorem 8.3.6. Let π : C∗r (A) → B(H ) be a nondegenerate ∗-representation,
and π˜ its extension to M(C∗r (A)). We have that
i) If π˜α : C∗r (A/Γ) → B(H ⊗ 2(G/Γ)) is faithful, then π˜α × (1⊗ ρ) is a
faithful representation of C∗r (A/Γ)×r,α G/Γ. Consequently,
‖f‖r,r := ‖[π˜α × (1⊗ ρ)](f)‖ ,
for all f ∈ C∗r (A/Γ)×r,α G/Γ.
ii) If π is faithful, then π˜α is faithful.
Proof: By Proposition 8.3.5 Dr(A) is canonically embedded in M(C∗r (A)),
so that π˜ restricts to a ∗-representation of Dr(A). This restriction is nonde-
generate, because the restriction to C∗r (A/Γ) is already nondegenerate, as fol-
lows from the following argument. Let ξ ∈ H be such that π˜(C∗r (A/Γ))ξ = 0.
For any x ∈ X and a ∈ Ax we have
‖π(ax)ξ‖2 = 〈π((a∗a)s(x))ξ , ξ〉
= 〈π(a∗x−1 · axΓ)ξ , ξ〉
= 〈π(a∗x−1)π˜(axΓ)ξ , ξ〉
= 0 .
Thus, by nondegeneracy of π we get that ξ = 0, and therefore π˜ restricted
to C∗r (A/Γ), and hence also Dr(A), is nondegenerate. We are now in the
conditions of Theorem 8.2.9.
Claim ii) also follows from Theorem 8.2.9, given the fact that a faithfull
nondegenerate ∗-representation of C∗r (A) extends faithfully to M(C∗r (A)).
8.4 Comparison with Laca-Larsen-Neshveyev
construction
In [30], Laca, Larsen and Neshveyev, based on the work of Connes-Marcolli
[8] and Tzanev [41], introduced an algebra which could be thought of as a
reduced crossed product of an abelian algebra by an action of a Hecke pair.
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The construction introduced by Laca, Larsen and Neshveyev was one of
the motivations behind our deﬁnition of a crossed product by a Hecke pair.
However, the setup for Laca, Larsen and Neshveyev’s construction is slightly
diﬀerent from ours, being on one side more particular, as it only allows one
to take a crossed product by an abelian algebra, but also more general, as
the underlying space is not assumed in [30] to be discrete. We will show in
this section that when both setups agree, our crossed product is canonically
isomorphic to the crossed product of [30].
We will ﬁrst brieﬂy recall the setup and construction presented in [30,
Section 1]. In order to make a coherent and more meanigful comparison
between our construction and that of [30] we will have to make a few simple
modiﬁcations in the latter. Essentially, we will consider right actions of G
instead of left ones, and make the appropriate changes in the construction of
[30] according to this.
Let G be a group acting on the right on a locally compact space X. Let
Γ ⊆ G be a Hecke subgroup and consider the (right) action of Γ × Γ on
X ×G, given by:
(x, g)(γ1, γ2) := (xγ1, γ
−1
1 gγ2) . (8.13)
Deﬁne X ×Γ G/Γ to be the quotient space of X ×G by the action of Γ× Γ.
We assume that the space X ×Γ G/Γ is Hausdorﬀ.
Remark 8.4.1. In [30] the original assumption was that the action of Γ
on X was proper (hence implying that X ×Γ G/Γ is Hausdorﬀ), but as it
was observed in [30, Remark 1.4], requiring that X ×Γ G/Γ is Hausdorﬀ was
actually enough for the construction to make sense, and this is an important
detail for us as the actions we consider are not proper in general.
Let Cc(X×Γ G/Γ) be the space of compactly supported continuous func-
tions on X ×Γ G/Γ. We will view the elements of Cc(X ×Γ G/Γ) as (Γ× Γ)-
invariant functions on X × G. One can deﬁne a convolution product and
involution in Cc(X ×Γ G/Γ) according to the following formulas:





f ∗(x, g) := f(xg, g−1) . (8.15)






f(xg, g−1h)δgΓ . (8.16)





The setup behind this construction diﬀers slightly from our own, so we
will compare both constructions under the following assumptions:
• (G,Γ) is a Hecke pair;
• X is a set (seen as both a discrete space and a discrete groupoid);
• There is a right action of G on X;
• The G-action satisﬁes the Γ-intersection property.
We notice that since X and G are discrete the space X ×Γ G/Γ is also
discrete and therefore Hausdorﬀ, so that the necessary assumptions for the
construction of [30] are satisﬁed. Also, since X is just a set, the action G on
X is necessarily Γ-good. Our “standing assumption” 6.0.11 is thus satisﬁed
for the trivial Fell bundle A over X in which every ﬁber Ax is just C. Recall
that in this case Cc(A) = Cc(X) and Cc(A/Γ) = Cc(X/Γ).
Theorem 8.4.2. Let (G,Γ) be a Hecke pair and X a set. Assume that there
is a right G-action on X which satisﬁes the Γ-intersection property. Then,
the map Φ : Cc(X/Γ)×algα G/Γ → Cc(X ×Γ G/Γ) given by
Φ(f) (x, g) := Δ(g)
1
2 f(gΓ)(xΓg) ,
is a ∗-isomorphism. This map extends to a ∗-isomorphism of the reduced
completions Φ : C0(X/Γ) ×α,r G/Γ → C∗r (X ×Γ G/Γ). Moreover, under the
∗-isomorphism Φ, the ∗-representation πx is just (ϕ˜x)α × ρ, where ϕx is the
∗-representation of C0(X) given by evaluation at x, i.e. ϕx(f) = f(x).
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Proof: Let us ﬁrst check that Φ is well-deﬁned, i.e. Φ(f) is a (Γ × Γ)-
invariant function in G×X, with compact support (as a function on X ×Γ
G/Γ). To see this, let γ1, γ2 ∈ Γ. We have that
Φ(f) (xγ1, γ
−1













= Φ(f) (x, g) ,
so that Φ(f) is Γ × Γ-invariant. It is easy to see that Φ(f) has compact
support (as a function on X ×Γ G/Γ). Thus, Φ is well-deﬁned.
Let us now prove that Φ is a ∗-homomorphism. It is clear that Φ is linear,
so that we only need to check that Φ preserves products and the involution.
For f1, f2 ∈ Cc(X/Γ)×algα G/Γ we have that
Φ(f1 ∗ f2) (x, g) =
= Δ(g)
1











































= Φ(f1) ∗ Φ(f2) (x, g) .
Also for f ∈ Cc(X/Γ)×algα G/Γ we have
Φ(f ∗) (x, g) = Δ(g)
1





2 f(g−1) (xgΓg−1) = Φ(f) (xg, g−1)
= (Φ(f))∗ (x, g) .
Hence, Φ is a ∗-homomorphism. Let us now prove that Φ is injective. Suppose
Φ(f) = 0. Then for every g ∈ G and x ∈ X we have
0 = Φ(f) (x, g) = Δ(g)
1
2 f(gΓ) (xΓg) .
Hence, we conclude that f(gΓ) = 0 for all g ∈ G, and therefore f = 0, i.e. Φ
is injective.
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Let us now prove the surjectivity of Φ. The elements of Cc(X×ΓG/Γ) are
simply linear combinations of characteristic functions of elements of X ×Γ
G/Γ, so in order to prove that Φ is surjective we only need to check that
each of these characteristic functions belongs the image of Φ. Let [(x, g)] ∈
X ×Γ G/Γ. We claim that Φ(Δ(g)− 12 1xΓ ∗ ΓgΓ ∗ 1xgΓ) = 1[(x,g)]. To see this,
we recall Lemma 6.1.15 and notice that
Φ(1xΓ ∗ ΓgΓ ∗ 1xgΓ) (x, g) = Δ(g) 12 .
It is not diﬃcult to see that Φ(1xΓ ∗ ΓgΓ ∗ 1xgΓ) (y, h) = 0 if (y, h) does not
belong to the Γ×Γ-orbit of (x, g), so that Φ(Δ(g)− 12 1xΓ∗ΓgΓ∗1xgΓ) = 1[(x,g)].
Hence, we can conclude that Φ is surjective and therefore establishes a ∗-
isomorphism between Cc(X/Γ)×algα G/Γ and Cc(X ×Γ G/Γ).
We will now see that under the ∗-isomorphism Φ, the ∗-representation πx
is just (ϕx)α × ρ, in other words πx ◦ Φ = (ϕx)α × ρ. This follows from the
following computation:





























= [(ϕ˜x)α × ρ](f) δgΓ .
Let us now prove that the ∗-isomorphism Φ extends to a ∗-isomorphism
between C0(X/Γ)×α,r G/Γ and C∗r (X ×Γ G/Γ). Let π : Cc(X ×Γ G/Γ) −→
B(2(X)) be the direct sum ∗-representation π :=
⊕
x∈X πx on the Hilbert
space
⊕
x∈X C ∼= 2(X). We then have that



















x∈X ϕx of C0(X) is obviously injective. Hence, by
Theorem 8.3.6 ii), it follows that π◦Φ extends to a faithful ∗-representation of
C0(X/Γ)×α,r G/Γ. This implies that Φ extends to an isomorphism between
C0(X/Γ)×α,r G/Γ and C∗r (X ×Γ G/Γ), because
‖Φ(f)‖ = sup
x∈X






Just like there are several canonical C∗-completions of a Hecke algebra, one
can consider also diﬀerent C∗-completions for crossed products by Hecke
pairs. Especially interesting for this work are full C∗-crossed products, but
we will also take a look at C∗-completions arising from a L1-norm.
9.1 Full C∗-crossed products
In this section we deﬁne and study full C∗-crossed products by Hecke pairs.
Just like in the reduced case, several full C∗-crossed products can be consid-
ered, such as C∗r (A/Γ)×α G/Γ and C∗(A/Γ)×α G/Γ where each of these is
thought of as the full C∗-crossed product of C∗r (A/Γ), respectively C∗(A/Γ),
by the Hecke pair (G,Γ). As is the case for Hecke algebras, full crossed prod-
ucts by Hecke pairs do not have to exist in general.
Deﬁnition 9.1.1. Let ‖ · ‖τ be an α-extendable C∗-norm in D(A). We will




where the supremum is taken over the class Rτ of ∗-representations of Cc(A/Γ)×algα
G/Γ whose restrictions to Cc(A/Γ) are continuous with respect to ‖ · ‖τ .
Proposition 9.1.2. We have that ‖ · ‖τ,u is a C∗-norm in Cc(A/Γ)×algα G/Γ
if and only if ‖f‖τ,u <∞ for all f ∈ Cc(A/Γ)×algα G/Γ.
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Proof: (=⇒) : This direction is trivial since a norm must take values in
R+0 .
(⇐=) : It is clear in this case that ‖ · ‖τ,u deﬁnes a C∗-seminorm. To
check that it is a true C∗-norm it is enough to ﬁnd a faithful ∗-representation
Φ ∈ Rτ . This is easy because since ‖·‖τ is α-extendable we can take any non-
degenerate faithful ∗-representation π of Dτ (A) and take Φ := πα × (1⊗ ρ),
which is a faithful ∗-representation by Theorem 8.2.9. We have that Φ ∈ Rτ
because its restriction to Cc(A/Γ) is just πα, which is continuous with respect
to ‖ · ‖τ by Lemma 8.2.3.
Deﬁnition 9.1.3. Let ‖ · ‖τ be an α-extendable C∗-norm in D(A). When
‖·‖τ,u is a C∗-norm we will call it the universal norm associated to ‖·‖τ . The
completion of Cc(A/Γ) ×algα G/Γ with respect to this norm will be denoted
by C∗τ (A/Γ) ×α G/Γ and referred to as the full crossed product of C∗τ (A/Γ)
by the Hecke pair (G,Γ).
It is clear that ‖·‖τ,r ≤ ‖·‖τ,u so that the identity map on Cc(A/Γ)×algα G/Γ
extends to a surjective ∗-homomorphism
C∗τ (A/Γ)×α G/Γ −→ C∗τ (A/Γ)×α,r G/Γ , (9.2)
in case ‖ · ‖τ,u is a norm.
In general, full crossed products do not necessarily exist, as it is already
clear from the fact that a Hecke algebra (which is a particular case of crossed
product by a Hecke pair) does not need to have an enveloping C∗-algebra.
Nevertheless, for Hecke pairs whose Hecke algebras are BG∗-algebra one can
always assure the existence of full C∗-crossed products:
Theorem 9.1.4. If H(G,Γ) is a BG∗-algebra, then the full crossed product
C∗τ (A/Γ)×α G/Γ always exists, for any α-extendable norm ‖ · ‖τ .
Proof: We will prove that when H(G,Γ) is a BG∗-algebra we have
sup
Φ
‖Φ(f)‖ <∞ , (9.3)
where the supremum runs over the class of all ∗-representations of Cc(A/Γ)×algα
G/Γ. To see this we ﬁrst notice that it is enough to consider nondegener-
ate ∗-representations. Secondly, from Theorem 6.2.15, any nondegenerate
∗-representation Φ of Cc(A/Γ)×algα G/Γ is the integrated form of a covariant
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pre-∗-representation (Φ|, μΦ), so that we can write Φ = Φ| × μΦ. Taking any
element axΓ ∗ ΓgΓ ∗ 1s(x)gΓ of the canonical spanning set of elements of the
crossed product we then have
‖Φ(axΓ ∗ ΓgΓ ∗ 1s(x)gΓ)‖ = ‖Φ|(axΓ)μΦ(ΓgΓ)Φ˜|(1s(x)gΓ)‖
≤ ‖Φ|(axΓ)μΦ(ΓgΓ)‖ .
Now, sinceH(G,Γ) is a BG∗-algebra we have that μΦ is normed, i.e. μΦ(ΓgΓ)
is a bounded operator. Moreover, because it is a BG∗-algebra, H(G,Γ) has
an enveloping C∗-algebra. Hence, we conclude that
≤ ‖Φ|(axΓ)‖‖μΦ(ΓgΓ)‖
≤ ‖axΓ‖C∗(A/Γ)‖ΓgΓ‖C∗(G,Γ) .
Thus, it is clear that
sup
Φ
‖Φ(axΓ ∗ ΓgΓ ∗ 1s(x)gΓ)‖ < ∞ .
Since this is true for the elements of the canonical spanning set, it follows
that (9.3) holds for any f ∈ Cc(A/Γ)×algα G/Γ.
Any BG∗-algebra necessarily has an enveloping C∗-algebra. Is it then
possible to weaken the assumptions on Theorem 9.1.4 to cover all Hecke al-
gebras with an enveloping C∗-algebra? In other words:
Open Question 9.1.5. If H(G,Γ) has an enveloping C∗-algebra, do the full
crossed products C∗τ (A/Γ)×α G/Γ always exist?
We do not know the answer to this question. In fact we do not even have
an example of a Hecke algebra which has an enveloping C∗-algebra and is not
a BG∗-algebra. More generally even, the author does not know any example
of a ∗-algebra that can be faithfully represented on a Hilbert space and has
an enveloping C∗-algebra, but is not a BG∗-algebra.
Regarding the existence of full crossed products we will show, in the next
chapter, that they can exist for Hecke pairs for which the Hecke algebra
does not have an enveloping C∗-algebra. Namely, the full crossed product
C0(G/Γ)×α G/Γ, arising from the action of G on itself by translation, exists
for all Hecke pairs (G,Γ).
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9.2 L1-norm and associated C∗-completion
We now deﬁne a L1-norm on Cc(A/Γ) ×algα G/Γ, whose corresponding en-
veloping C∗-algebra can still be understood as a crossed product of C∗τ (A/Γ)
by the Hecke pair (G,Γ), for a α-extendable norm ‖ · ‖τ .
Deﬁnition 9.2.1. Let ‖ · ‖τ be an α-extendable C∗-norm on D(A). We




L(g) ‖f(gΓ)‖τ . (9.4)
Before we prove that ‖ · ‖τ,L1 is a norm we observe that ‖ · ‖τ,L1 is well-
deﬁned, i.e. it does not depend on the chosen representative g of [g], because
for any γ ∈ Γ we have, using the fact that the ‖ · ‖τ is α-extendable,
‖f(γgΓ)‖τ = ‖αγ(f(gΓ))‖τ = ‖f(gΓ)‖τ .
With this observation at hand we can easily derive another formula for ‖·‖τ,L1 ,





Proposition 9.2.2. The function ‖ · ‖τ,L1 is a norm for which
‖f1 ∗ f2‖τ,L1 ≤ ‖f1‖τ,L1‖f2‖τ,L1 and ‖f ∗‖τ,L1 = ‖f‖τ,L1 .
Thus, under this norm Cc(A/Γ)×algα G/Γ becomes a normed ∗-algebra.
Proof: It is easy to check that ‖·‖τ,L1 is a vector space norm in Cc(A/Γ)×algα




















Let us now prove that ‖f1 ∗ f2‖τ,L1 ≤ ‖f1‖τ,L1‖f2‖τ,L1 . For this we will
use the formula for ‖ · ‖τ,L1 given by (9.5). We have that






































Completing Cc(A/Γ)×algα G/Γ in the norm ‖ · ‖τ,L1 we obtain a Banach ∗-
algebra, and taking the enveloping C∗-algebra of this Banach ∗-algebra we ob-
tain a C∗-completion of Cc(A/Γ)×algα G/Γ, which we denote by C∗τ (A/Γ)×α,L1
G/Γ. We notice that the restriction of the norm ‖ · ‖τ,L1 to Cc(A/Γ) is pre-
cisely the norm ‖ · ‖τ , from which we can conclude that ‖ · ‖τ,u is always
greater or equal to the C∗-norm of C∗τ (A/Γ)×α,L1 G/Γ. This means that, if
‖ · ‖τ,u is a norm, there is canonical map
C∗τ (A/Γ)×α G/Γ → C∗τ (A/Γ)×α,L1 G/Γ . (9.6)
In case the crossed product is just the Hecke algebra itself, the map (9.6) is
just the usual map
C∗(G,Γ) → C∗(L1(G,Γ)) .
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So far we have seen three canonical C∗-crossed products of C∗τ (A/Γ) by
the Hecke pair (G,Γ), and these are C∗τ (A/Γ)×α,r G/Γ, C∗τ (A/Γ)×α,L1 G/Γ
and C∗τ (A/Γ) ×α G/Γ if it exists. Each one of these corresponds respec-
tively, in the Hecke algebra case, to the completions C∗r (G,Γ), C∗(L1(G,Γ))
and C∗(G,Γ). It is an interesting problem, which we will not explore here,
to understand how the Schlichting completion construction and the remain-





A modern version of the Stone-von Neumann theorem in the language of
crossed products by groups (see [37, Theorem C.34]) states that
C0(G)×α G ∼= C0(G)×α,r G ∼= K(2(G)) .
More precisely, if α is the action of G on C0(G) by right translation, M :
C0(G) → B(2(G)) the ∗-representation by pointwise multiplication and ρ the
right regular representation of G on 2(G), then (M,ρ) is a covariant repre-
sentation of the system (C0(G), G) and M × ρ is a faithful ∗-representation
of C0(G)×α G with range K(2(G)).
It follows from this result that any covariant representation of (C0(G), G)
is unitarily equivalent to an ampliﬁcation (1⊗M, 1⊗ ρ) of (M,ρ), since the
algebra of compact operators has a trivial representation theory ([37, Remark
C.35]).
The goal of this chapter is to show how the Stone-von Neumann theorem
generalizes to the setting of Hecke pairs and their crossed products. In the
process we recover an Huef, Kaliszewski and Raeburn’s ([19]) notion of a co-
variant pair and their version of the Stone-von Neumann theorem for Hecke
pairs, which did not make use of crossed products.
10.1 Stone-von Neumann theorem for Hecke
pairs
In [19, Deﬁnition 1.1], an Huef, Kaliszewski and Raeburn introduced the no-
tion of a covariant pair (π, μ) consisting of a nondegenerate ∗-representation
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The basic example of a covariant pair, computed in [19, Example 1.5], is
that of (M,ρ) where M : C0(G/Γ) → B(2(G/Γ)) is the ∗-representation by
pointwise multiplication and ρ is the right regular representation of H(G,Γ).
One should note that the deﬁnition of the right regular representation ρ used
in [19] diﬀers from ours, since in [19] the factor Δ
1
2 is absent. Nevertheless,
(M,ρ) is still a covariant pair in our deﬁnition of ρ.
It was proven in [19, Theorem 1.6] that all covariant pairs are unitarily
equivalent to an ampliﬁcation (1⊗M, 1⊗ ρ) of (M,ρ), which can be seen as
an analogue for Hecke pairs of the Stone-von Neumann theorem. It should be
noted that this result was proven without any crossed product construction
behind it.
In the following we will prove a Stone-von Neumann theorem for Hecke
pairs in the language of crossed products, stating that
C0(G/Γ)×G/Γ ∼= C0(G/Γ)×r G/Γ ∼= K(2(G/Γ)) .
We will also show that the covariant pairs of [19] coincide with our notion
of a covariant ∗-representation and we will recover an Huef, Kaliszewski and
Raeburn’s version of the Stone-von Neumann theorem ([19, Theorem 1.6])
as a consequence of the above isomorphisms.
The case under consideration now is that when the groupoid X is the set
G and A is the Fell bundle over (the set) G whose ﬁbers are C. In this case we
have Cc(A) = Cc(G) and, naturally, C∗r (A) = C∗(A) = C0(G). We consider
the action of G on itself by right multiplication. Since this action is free, it
is Γ-good and satisﬁes the Γ-intersection property. Moreover, A clearly has
G-invariant ﬁbers. The groupoid X/Γ is then nothing but orbit set G/Γ, and
Cc(A/Γ) = Cc(G/Γ). Moreover, C∗r (A/Γ) = C∗(A/Γ) = C0(G/Γ).
Proposition 10.1.1. Let TgΓ,hΓ ∈ Cc(G/Γ)×algα G/Γ be the element
TgΓ,hΓ := 1gΓ ∗ Γg−1hΓ ∗ 1hΓ .
Then {TgΓ,hΓ}gΓ,hΓ∈G/Γ is a set of matrix units that span Cc(G/Γ)×algα G/Γ.
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Proof: It is clear that T ∗gΓ,hΓ = ThΓ,gΓ. Let us now compute the product
TgΓ,hΓ ∗ TsΓ,tΓ. If hΓ = sΓ, then TgΓ,hΓ ∗ TsΓ,tΓ = 0. In case hΓ = sΓ, we get





1huΓ ∗ Γu−1vΓ ∗ 1hvΓ
) ∗ 1tΓ .
Now for the product 1gΓ1huΓ to be non-zero, we must have huΓ = gΓ, i.e.
uΓ = h−1gΓ. Similarly, for the product 1hvΓ1tΓ to be non-zero we must have
hvΓ = tΓ, i.e. vΓ = h−1tΓ. Thus,
TgΓ,hΓ ∗ ThΓ,tΓ = 1gΓ ∗ 1hh−1gΓ ∗ Γ(h−1g)−1h−1tΓ ∗ 1hh−1tΓ ∗ 1tΓ
= 1gΓ ∗ Γg−1tΓ ∗ 1tΓ
= TgΓ,tΓ .
Hence, {TgΓ,hΓ}gΓ,hΓ is a set of matrix units. The fact that this set spans
Cc(G/Γ)×algα G/Γ follows readily from Theorem 6.1.14, noting that for x ∈ G
and gΓ ∈ G/Γ we have
1xΓ ∗ ΓgΓ ∗ 1xgΓ = TxΓ,xgΓ .
This ﬁnishes the proof.
Theorem 10.1.2. The full crossed product C0(G/Γ)×αG/Γ exists and more-
over
C0(G/Γ)×α G/Γ ∼= C0(G/Γ)×α,r G/Γ ∼= K(2(G/Γ)) .
Denoting by M : C0(G/Γ) → B(2(G)) the ∗-representation by pointwise
multiplication, we have that (M,ρ) is a covariant ∗-representation and M×ρ
is a faithful ∗-representation of C0(G/Γ)×α G/Γ with range K(2(G/Γ)).
Proof: By Proposition 10.1.1 we have that {TgΓ,hΓ}gΓ,hΓ is a set of matrix
units that span Cc(G/Γ) ×algα G/Γ. Hence, the enveloping C∗-algebra of
Cc(G/Γ) ×algα G/Γ must exist. As it is known, there exists only one C∗-
algebra , up to isomorphism, generated by a set of matrix units indexed by
G/Γ, and that is K(2(G/Γ)). Hence, we necessarily have
C0(G/Γ)×α G/Γ ∼= C0(G/Γ)×α,r G/Γ ∼= K(2(G/Γ)) .
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It has been shown in [19, Example 1.5] that (M,ρ) is a covariant pair, so
that equality (10.1) holds. Since the action of G on itself is free, it follows
readily from Proposition 6.4.3 that this means that (M,ρ) is a covariant
∗-representation.
Let us denote by φ : C0(G) → C the ∗-representation given by evaluation
at the identity element, i.e.
φ(f) := f(e) ,
and let φ˜ be its extension to M(C0(G)) ∼= Cb(G). We claim that φ˜α = M ,
and this follows from the following computation, where f ∈ Cc(G/Γ):
φ˜α(f)δhΓ = φ˜(αh(f))δhΓ = αh(f) (hΓh
−1)δhΓ
= f(hΓ)δhΓ = M(f)δhΓ .
Since M is faithful, it now follows from Theorem 8.3.6 that M × ρ is a faith-
ful ∗-representation of C0(G/Γ)×α,r G/Γ ∼= C0(G/Γ)×α G/Γ in B(2(G/Γ)),
whose image must necessarily be K(2(G)).
As a corollary of our Stone-von-Neumann theorem we recover [19, Theo-
rem 1.6] and we show that the covariant pre-∗-representations of Cc(G/Γ)×algα
G/Γ coincide with the covariant pairs of [19].
Corollary 10.1.3. Let (G,Γ) be a Hecke pair, π : C0(G/Γ) → B(H ) a non-
degenerate ∗-representation and μ : H(G,Γ) → L(π(Cc(G/Γ))H ) a unital
pre-∗-representation. Then (π, μ) is a covariant pre-∗-representation if and
only if it is unitarily equivalent to an ampliﬁcation (1⊗M, 1⊗ ρ) of (M,ρ).
In particular we have
i) All covariant pre-∗-representation are covariant ∗-representations, and
these are the same as the covariant pairs of [19].
ii) A ∗-representation π is equivalent to an ampliﬁcation of M if and only
if there exists a ∗-representation μ of H(G,Γ) such that (π, μ) is a co-
variant ∗-representation.
Proof: Let (π, μ) be a covariant pre-∗-representation of Cc(G/Γ) ×algα
G/Γ. Then its integrated form π×μ extends to a nondegenerate ∗-representa-
tion of C0(G/Γ) ×α G/Γ. By Theorem 10.1.2 M × ρ is a ∗-isomorphism
between C0(G/Γ)×α G/Γ and K(2(G/Γ)), so that (π × μ) ◦ (M × ρ)−1 is a
nondegenerate ∗-representation of K(2(G/Γ)). Since the algebra of compact
210
operators has a trivial representation theory (see for example [37, Lemma
B.34]) there exists a Hilbert space H such that (π × μ) ◦ (M × ρ)−1 is
unitarily equivalent to the representation 1 ⊗ id in H ⊗ 2(G/Γ). Hence,
(π×μ) is unitarily equivalent to 1⊗ (M ×ρ). Now given the fact that (M,ρ)
is a covariant ∗-representation, it is not diﬃcult to see that (1⊗M, 1⊗ ρ) is
also a covariant ∗-representation and moreover
1⊗ (M × ρ) = (1⊗M)× (1⊗ ρ) .
By Proposition 6.2.17 we then have that (π, μ) is unitarily equivalent to
(1⊗M, 1⊗ ρ).
The converse is easier: suppose now that (π, μ) is equivalent ot an am-
pliﬁcation (1 ⊗M, 1 ⊗ ρ) of (M,ρ). Since (1 ⊗M, 1 ⊗ ρ) is a covariant ∗-
representation, it follows that (π, μ) must also be a covariant ∗-representation.
Let us now check i). As we have just proven, every covariant pre-∗-
representation is unitarily equivalent to an ampliﬁcation (1 ⊗M, 1 ⊗ ρ) of
(M,ρ). Since, (1 ⊗M, 1 ⊗ ρ) is a covariant ∗-representation it follows that
every covariant pre-∗-representation is actually a covariant ∗-representation.
Let us now prove ii). Suppose π : C0(G/Γ) → B(H ) is equivalent
to an ampliﬁcation of M , i.e. there exists a Hilbert space H0 and a uni-
tary U : H → H0 ⊗ 2(G/Γ) such that π = U(1 ⊗ M)U∗. As (U(1 ⊗
M)U∗, U(1 ⊗ ρ)U∗) is a covariant ∗-representation, we conclude that there
exists a ∗-representation μ such that (π, μ) is a covariant ∗-representation.
The converse follows easily from what we proved above: if there exists a ∗-
representation μ of H(G,Γ) such that (π, μ) is a covariant ∗-representation,
then (π, μ) is unitarily equivalent to an ampliﬁcation (1⊗M, 1⊗ρ) of (M,ρ),






The theory of crossed products by Hecke pairs developed in the previous
chapters is intended for applications in non-abelian crossed product duality.
We have already taken the ﬁrst step in this direction, having established a
Stone-von Neumann theorem for Hecke pairs which reﬂects the results of an
Huef, Kaliszewski and Raeburn [19]. We believe that this theory of crossed
products by Hecke pairs can be further applied and bring insight into the
emerging theory of crossed products by coactions of homogeneous spaces
([10], [9]). The basic idea here is to obtain duality results for “actions” and
“coactions” of homogeneous spaces (those coming from Hecke pairs).
In this chapter we will explain how our construction of a crossed product
of a Hecke pair seems very suitable for obtaining a form of Katayama duality
for homogeneous spaces arising from Hecke pairs, with respect to what we
call the Echterhoﬀ-Quigg crossed product.
Let δ be a coaction of a discrete group G on a C∗-algebra B and B ×δ G
the corresponding crossed product. We follow the conventions and notation
of [10] for coactions and their crossed products. As it is known, there is an





:= jB(a)jG(σs(f)) , ∀a ∈ B, f ∈ C0(G), s ∈ G ,
where σ denotes the action of right translation on C0(G), i.e. σs(f)(t) :=
f(ts).
Katayama’s duality theorem (original version comes from [25, Theorem
8]) is an analogue for coactions of the duality theorem of Imai and Takai. A
general version of it states that we have a canonical isomorphism
(B ×δ G)×bδ,ω G ∼= B ⊗K(2(G)) , (11.1)
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for some C∗-completion of the ∗-algebraic crossed product (B ×δ G) ×algbδ
G. This C∗-completion (B ×δ G) ×bδ,ω G lies in between the full and the
reduced crossed products, and the coaction δ is called maximal (respectively,
normal) if this C∗-crossed product is the full (respectively, the reduced)
crossed product.
We would like to extend this duality result for coactions of homogeneous
spaces G/Γ. In spirit we should obtain an isomorphism of the type
(B ×δ G/Γ)×bδ,ω G/Γ ∼= B ⊗K(2(G/Γ)) . (11.2)
Of course, the expression on the left hand side makes no sense unless Γ is
normal in G (in which case, the above is just Katayama’s result), and there
are a few reasons for that. First, it does not make sense in general for a
homogeneous space to coact on a C∗-algebra, which consequently makes it
diﬃcult to give meaning to B×δG/Γ. Secondly, it also does not make sense in
general for a homogeneous space G/Γ to act (namely, by δ̂) on a C∗-algebra.
The second objection can be overcomed by simply using our deﬁnition of
a crossed product by (an “action” of) a Hecke pair (G,Γ). The ﬁrst objection
can be overcomed because, even though there is no deﬁnition of a coaction
of a homogeneous space, it is possible to deﬁne C∗-algebras B×δ G/Γ which
can be thought of as crossed products of B by a coaction of G/Γ ([10], [9]).
In this way the iterated crossed product in expression (11.2) may have a
true meaning. This is the approach we suggest towards a generalization of
Katayama’s result.
It is our point of view that such a Katayama duality result can hold when
B ×δ G/Γ is a certain C∗-completion of the algebra Cc(B × G/Γ) deﬁned
by Echterhoﬀ and Quigg in [10], which we dub the Echterhoﬀ and Quigg’s
crossed product, a terminology already used by an Huef, Kaliszewski and
Raeburn in [19] for C∗(B × G/Γ) in case we start with a maximal coaction
of G on B. Hence, we have to ensure that Echterhoﬀ and Quigg’s algebra
Cc(B×G/Γ) falls in our set up for deﬁning crossed products by Hecke pairs,
and that is what we explain now.
We recall brieﬂy the construction of Echterhoﬀ and Quigg, and the reader
is advised to read our Example 5.2.4 again. We start with a coaction δ of a
discrete group G on a C∗-algebra B, and we denote by B its associated Fell
bundle. Following [11, Section 3] we denote by B×G the corresponding Fell
bundle over the groupoid G×G, whose ﬁbers are
(B ×G)(s,t) := Bs .
We recall that the multiplication and inversion in G×G are given by
(s, tr)(t, r) = (st, r) and (s, t)−1 = (s−1, st) .
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An important property of Cc(B × G/Γ) is that it embeds densely in the
coaction crossed product B ×δ G, by identifying (as, t) with jB(a)jG(1t). In
this setting we have that B ×δ G ∼= C∗(B × G) ∼= C∗r (B × G), as stated in
[11, Corollary 3.4].
The dual action δ̂ of G on B ×δ G is determined by δ̂g(jB(a)jG(1t)) =
jB(a)jG(1tg−1), which on the generators of Cc(A×G) means
δ̂g(as, t) := (as, tg
−1) .
Let H ⊆ G be a subgroup and B × G/H the corresponding Fell bundle
over the groupoid G×G/H, as in [10], whose operations are deﬁned by
(s, trH)(t, rH) = (st, rH) and (s, tH)−1 = (s−1, stH) .
The Echterhoﬀ and Quigg algebra is just the algebra Cc(B×G/H) of ﬁnitely
supported section of this Fell bundle.
Let us now consider the case of a Hecke pair (G,Γ) to see that the con-
ditions of our deﬁnition of crossed products by Hecke pairs are met, and see
that it makes sense to deﬁne Cc(B ×G/Γ)×algbδ G/Γ.
For this we take X as the groupoid G×G. This groupoid carries a natural
right G-action given by
(s, t)g := (s, tg) . (11.3)
Since this action is free, it is H-good and satisﬁes the H-intersection property
for any subgroup H ⊆ G. We take the Fell bundle A over X as the bundle
B ×G, which clearly has G-invariant ﬁbers. Moreover, we see that the dual
action δ̂ on Cc(A) = Cc(B ×G) is just the action which is induced from the
action (11.3) of G on X (via Proposition 5.1.5).
Now we observe that, for any subgroup H ⊆ G, the orbit groupoid X/H
is canonically identiﬁed with the groupoid G × G/H, simply by (s, t)H →
(s, tH). This canonical identiﬁcation is easily seen to be a groupoid isomor-
phism, so that X/H and G × G/H are “the same” groupoid. Under this
identiﬁcation, the Fell bundle A/H is just the Fell bundle B × G/H, and
therefore we can canonically identify Cc(A/H) with Cc(B ×G/H).
We therefore conclude that we can deﬁne the ∗-algebraic crossed prod-
uct Cc(B × G/Γ)×algbδ G/Γ. We expect that there is a C∗-completion of the
Echterhoﬀ and Quigg algebra Cc(B × G/Γ), which we would like to call the
Echterhoﬀ and Quigg’s crossed product, for which a form of Katayama du-
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