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In this paper, the Lie symmetry analysis is performed for the general Burgers’ equation. The
exact solutions and similarity reductions generated from the symmetry transformations
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1. Introduction
Nonlinear partial differential equations (PDEs) arising in many physical fields like the condense matter physics, fluid
mechanics, plasma physics and optics, etc, which exhibit a rich variety of nonlinear phenomena. The investigation of the
exact solutions plays an important role in the study of nonlinear physical systems. Awealth ofmethods have been developed
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to find these exact physically significant solutions of a PDE though it is rather difficult. Some of themost important methods
are the inverse scatteringmethod [1], Darboux and Bäcklund transformations [2], Hirota bilinearmethod [2,3], Lie symmetry
analysis [4–6], CKmethod [7,8], etc. It iswell-known that the Lie groupmethod is a powerful anddirect approach to construct
exact solutions of nonlinear differential equations. Furthermore, based on the Lie group method, many other types of exact
solutions of PDEs can be obtained, such as traveling wave solutions, soliton solutions, power series solutions, fundamental
solutions [9,10], and so on.
The Lie group method, is also called symmetry analysis sometimes. Roughly speaking, a symmetry group of a system of
differential equations is a group which transforms solutions of the system to other solutions. Once one has determined the
symmetry group of a system of differential equations, a number of applications become available. To start with, one can
directly use the defining property of such a group and construct new solutions to the system from known ones.
In the present paper, based on the Lie group method, we will investigate a very famous and important equation, which
is the general Burgers’ equation as the form
ut = au2x + buxx, (1)
where u = u(x, t) is the unknown real function, a, b ∈ R and ab 6= 0.
Eq. (1) represents thewave equation combining both dissipative andnonlinear effects, therefore appears in awide variety
of physical applications. So it is important to lucubrate the exact explicit solutions and similarity reductions for this equation.
The outline of this paper is as follows: in Section 2, we perform Lie symmetry analysis for general Burgers’ equation; in
Section 3, we deal with the similarity reductions of Eq. (1) using Lie group method and provide all exact solutions of the
equation based on the Lie group method; in Section 4, the exact solutions for the reduced equation are obtained by using
the power series method; and in Section 5, we summarize and remark our paper.
2. Lie symmetries for Eq. (1)
In this section, we will perform Lie symmetry analysis for Eq. (1) firstly.
First of all, let us consider a one-parameter Lie group of infinitesimal transformation:
x→ x+ ξ(x, t, u), (2)
t → t + τ(x, t, u), (3)
u→ u+ φ(x, t, u), (4)
with a small parameter   1. The vector field associated with the above group of transformations can be written as
V = ξ(x, t, u) ∂
∂x
+ τ(x, t, u) ∂
∂t
+ φ(x, t, u) ∂
∂u
. (5)
The symmetry group of Eq. (1) will be generated by the vector field of the form (5). Applying the second prolongation
pr(2)V to Eq. (1), we find that the coefficient functions ξ(x, t, u), τ(x, t, u) andφ(x, t, u)must satisfy the symmetry condition
φt − 2auxφx − bφxx = 0, (6)
where φt , φx and φxx are the coefficients of pr(2)V . Furthermore, we have
φt = Dtφ − uxDtξ − utDtτ , (7)
φx = Dxφ − uxDxξ − utDxτ , (8)
φxx = D2xφ − uxD2xξ − utD2t τ − 2uxxDxξ − 2uxtDxτ , (9)
where Dx, Dt are the total derivatives with respect to x and t , respectively.
Substituting (7)–(9) into (6), replacing ut by au2x + buxx whenever it occurs, and equating the coefficients of the various
monomials in the first, second and the other order partial derivatives and various powers of u, we can find the determining
equations for the symmetry group of the general Burgers’ equation, then standard symmetry group calculations lead to the
following forms of the coefficient functions
ξ(x, t, u) = 4ac1xt + c2x+ 2ac4t + c5,
τ (x, t, u) = 4ac1t2 + 2c2t + c3,
φ(x, t, u) = αe− ab u − c1x2 − c4x− 2bc1t + c6,
where ci (i = 1, 2, . . . , 6) are arbitrary constants and α = α(x, t) satisfies the following equation
αt = bαxx. (10)
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Thus, we know that the Lie algebra of infinitesimal symmetries of Eq. (1) is spanned by the vector field
V1 = ∂
∂x
, V2 = ∂
∂t
, V3 = ∂
∂u
, V4 = x ∂
∂x
+ 2t ∂
∂t
,
V5 = 2at ∂
∂x
− x ∂
∂u
, V6 = 4axt ∂
∂x
+ 4at2 ∂
∂t
− (x2 + 2bt) ∂
∂u
,
and the infinite-dimensional subalgebra
Vα = α(x, t)e− ab u ∂
∂u
,
where α(x, t) is an arbitrary solution of Eq. (10).
It is easy to verify that {V1, . . . , V6} is closed under the Lie bracket. In fact, we have
[V1, V1] = [V2, V2] = · · · = [V6, V6] = 0,
[V1, V2] = −[V2, V1] = [V1, V3] = −[V3, V1] = 0,
[V1, V4] = −[V4, V1] = −V1, [V1, V5] = −[V5, V1] = V3, [V1, V6] = −[V6, V1] = −2V5,
[V2, V3] = −[V3, V2] = 0, [V5, V6] = −[V6, V5] = 0,
[V2, V4] = −[V4, V2] = −2V2, [V2, V5] = −[V5, V2] = −2aV1, [V2, V6] = −[V6, V2] = 2bV3 − 4aV4,
[V3, V4] = −[V4, V3] = [V3, V5] = −[V5, V3] = [V3, V6] = −[V6, V3] = 0,
[V4, V5] = −[V5, V4] = −V5, [V4, V6] = −[V6, V4] = −2V6.
And for Vα , we have
[V1, Vα] = −[Vα, V1] = −Vαx , [V2, Vα] = −[Vα, V2] = −Vαt ,
[V3, Vα] = −[Vα, V3] = abVα, [V4, Vα] = −[Vα, V4] = −Vα′ ,
[V5, Vα] = −[Vα, V5] = −Vα′′ , [V6, Vα] = −[Vα, V6] = −Vα′′′ ,
where α′ = xαx + 2tαt , α′′ = 2atαx + abxα, α′′′ = 4axtαx + 4at2αt + ab (x2 + 2bt)α and α = α(x, t) satisfies Eq. (10). Note
that the totality of infinitesimal symmetries must be a Lie algebra,we can conclude that if α = α(x, t) is any solution of
Eq. (10), so are αx, αt , α′, α′′ and α′′′ as given above.
The one-parameter groups Gi generated by the Vi (i = 1, . . . , 6, α) are given in the following table:
G1 : (x, t, u)→ (x+ , t, u),
G2 : (x, t, u)→ (x, t + , u),
G3 : (x, t, u)→ (x, t, u+ ),
G4 : (x, t, u)→ (ex, e2t, u),
G5 : (x, t, u)→ (x+ 2at, t, u− x− 2at),
G6 : (x, t, u)→
(
x
1− 4at ,
t
1− 4at , u−
x2
1− 4at +
b
a
log
√
1− 4at
)
and
Gα : (x, t, u)→
(
x, t,
b
a
log
(
e
a
b u +  a
b
α
))
.
We observe that G1 is a space translation, G2 is a time translation, G3 is a dependent variable translation, G4 is a
scaling transformation, and G5 is a generalized Galilean transformation. While the group G6 is a genuinely local group of
transformations. Its appearance is far from obvious from basic physical principles, but it is very important for us to study
the exact solutions of PDEs. The last group Gα denotes an infinite-dimensional system.
3. Symmetry reductions and exact solutions
In the preceding section, we obtained the symmetry groups of Eq. (1). Now we will consider the exact solutions of the
general Burgers’ equation based on the symmetry analysis. Since each Gi (i = 1, 2, . . . , 6, α) is a symmetry group, it implies
that if u = f (x, t) is a solution of Eq. (1), then u(1), . . . , u(6) and u(α) as follows are solutions of Eq. (1) as well:
u(1) = f (x− , t), (11)
u(2) = f (x, t − ), (12)
u(3) = f (x, t)+ , (13)
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u(4) = f (e−x, e−2t), (14)
u(5) = f (x− 2at, t)− x+ 2at, (15)
u(6) = f
(
x
1+ 4at ,
t
1+ 4at
)
− x
2
1+ 4at −
b
a
log
√
1+ 4at, (16)
u(α) = b
a
log(e
a
b f (x,t) +  a
b
α(x, t)), (17)
where  is any real number, α(x, t) satisfies αt = bαxx.
3.1. The iterated solutions
Obviously, u = c (c is an arbitrary constant) is a trivial solution of Eq. (1). From (11)–(14), we can get the trivial solution
u = c of Eq. (1) only. But from (15)–(17), we can get the nontrivial solutions of Eq. (1) as following:
u(x, t) = c − x+ 2at, (18)
u(x, t) = c − x
2
1+ 4at −
b
a
log
√
1+ 4at, (19)
u(x, t) = b
a
log
(

a
b
α(x, t)+ c¯
)
, (20)
where α(x, t) satisfies Eq. (10) and c¯ = e ab c is an arbitrary constant number.
Furthermore, for u(5) and u(6), this process can be iterated infinitely. That is to say, we can get the iterated solutions of
Eq. (1) based on (15) and (16), respectively. For the sake of convenience, we write u(51) = f (51)(x, t) = c − x + 2at ,
u(61) = f (61)(x, t) = c − x21+4at − ba log
√
1+ 4at , so we have
u(52) = f (52)(x, t) = f (51)(x− 2at, t)− x+ 2at = c − 2x+ 42at
and
u(62) = f (62)(x, t) = f (61)
(
x
1+ 4at ,
t
1+ 4at
)
− x
2
1+ 4at −
b
a
log
√
1+ 4at
= c − 2x
2
1+ 8at −
b
a
log
√
1+ 8at.
Generally, by the induction method, we can get the iterated solutions of Eq. (1) as following:
u(5n) = f (5n)(x, t) = c − nx+ 2n2at, n = 1, 2, . . . (21)
and
u(6n) = f (6n)(x, t) = c − nx
2
1+ 4nat −
b
a
log
√
1+ 4nat, n = 1, 2, . . . . (22)
Note 1. The u(α) can not be iterated any more. So we can not get any iterated solutions in terms of (20).
Note 2. In view of solution (19), let c = 1, we have u(x, t) = 1− x21+4at − ba log
√
1+ 4at . Based on such solution, we can
consider the fundamental solutions of Eq. (1) (see [9,10]).
3.2. The reduced solutions
For the generator of the space translation V1 and time translation V2, the combination of them yields the traveling wave
solutions. In general, the traveling wave solutions to a PDE arise as special group-invariant solutions in which the group
under consideration is a translational group on the space of independent variables. In the present case, the group-invariant
solution is the travelingwave solution. Sowe can say that there are travelingwave solutions of Eq. (1). Next, wewill consider
the traveling wave solution firstly.
Letting µ = x− ct , so we have u = u(x, t) = f (µ), where c is the propagating wave velocity. Substituting it into Eq. (1),
we obtain the following ordinary differential equation (ODE)
bf ′′ + af ′2 + cf ′ = 0, (23)
where ‘‘′’’ is the derivative with respect to µ.
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Solving Eq. (23), we can obtain the traveling wave solution of Eq. (1):
u(x, t) = b
a
log
[
p1e
c
b (x−ct) − a
c
]
− c
a
(x− ct)+ p2, (24)
where p1 and p2 are constants of integration.
For the generator of the dependent variable translation V3, we can see obviously that if u = u(x, t) is a solution of Eq. (1),
then u = u(x, t)+ c (c is an arbitrary constant) is a solution of Eq. (1) also. It is a trivial solution for Eq. (1) only.
For the generator of the scaling transformation G4 : (x, t, u)→ (ex, e2t, u), which corresponds to the scaling group
(x, t, u) 7→ (λx, λ2t, u), λ ∈ R+.
So we have the following similarity variables
ξ = xt− 12 , ω = u,
and the group-invariant solution is ω = f (ξ), that is
u = f (xt− 12 ). (25)
Substituting (25) into Eq. (1), we reduce the general Burgers’ equation to the following ordinary differential equation
bf ′′ + af ′2 + 1
2
ξ f ′ = 0, (26)
where f ′ = dfdξ . It implies that if ω = f (ξ) is a solution of Eq. (26), then (25) is a solution of Eq. (1).
Now we consider the solution of Eq. (26). Let f ′ = y, so we get a Bernoulli equation
dy
dξ
= − 1
2b
ξy− a
b
y2. (27)
Solving Eq. (27), we have y = e−
1
4b ξ
2
a
b
∫
e−
1
4b ξ
2
dξ+p1
. Hence, we obtain the solution of Eq. (26)
f (ξ) =
∫
ydξ + p2 =
∫
e−
1
4b ξ
2∫
e−
1
4b ξ
2dξ + p1
dξ + p2, (28)
where p1, p2 are constants of integration. From (25) and (28), we can get the solution of Eq. (1) at once.
For the generator of the Galilean transformation G5 : (x, t, u) → (x + 2at, t, u − x − 2at), we have the following
similarity variables
ξ = t, ω = 1
2
x2 + 2atu,
and the group-invariant solution is ω = f (ξ), that is
u = 1
2at
f (t)− 1
4at
x2. (29)
Substituting (29) into Eq. (1), we reduce the general Burgers’ equation to the following ordinary differential equation
tf ′ − f + bt = 0, (30)
where f ′ = dfdξ . It implies that if ω = f (ξ) is a solution of Eq. (30), then (29) is a solution of Eq. (1).
Furthermore, we can get that the solution of Eq. (30) is ω = p1ξ − bξ log ξ , so we have the solution of Eq. (1) is as
following:
u(x, t) = p− b
2a
log t − 1
4at
x2, (31)
where p = 12ap1 is an arbitrary constant of integration.
For the generator of the genuinely local group of transformation
G6 : (x, t, u)→
(
x
1− 4at ,
t
1− 4at , u−
x2
1− 4at +
b
a
log
√
1− 4at
)
,
on one hand, we have the following similarity variables
ξ = xt−1, ω = u+ x
2
4at
+ b
2a
log t,
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and the group-invariant solution is ω = f (ξ), that is
u = f (xt−1)− x
2
4at
− b
2a
log t. (32)
Substituting (32) into Eq. (1), we reduce the general Burgers’ equation to the following ordinary differential equation
bf ′′ + af ′2 = 0, (33)
where f ′ = dfdξ . It implies that if ω = f (ξ) is a solution of Eq. (33), then (32) is a solution of Eq. (1).
Now, we can get that the solution of Eq. (33) is ω = ba log | abξ + p1| + p2, so we have the reduced solution of Eq. (1) in
this case is as following:
u(x, t) = b
a
log
∣∣∣a
b
xt−1 + p1
∣∣∣− x2
4at
− b
2a
log t + p2, (34)
where p1, p2 are arbitrary constants of integration.
On the other hand, we have the following similarity variables
ξ = xt−1, ω = u+ x
2
4at
+ b
2a
log |x|,
and the group-invariant solution is ω = f (ξ), that is
u = f (xt−1)− x
2
4at
− b
2a
log |x|. (35)
Substituting (35) into Eq. (1), we reduce the general Burgers’ equation to the following ordinary differential equation
4abξ 2f ′′ + 4a2ξ 2f ′2 − 4abξ f ′ + 3b2 = 0, (36)
where f ′ = dfdξ . It implies that if ω = f (ξ) is a solution of Eq. (36), then (35) is a solution of Eq. (1). In general, we can not
obtain the exact and explicit solutions for Eq. (36) by using the elementary functions.
4. Exact solutions for Eq. (36) from the power series method
We know that the power series can be used to solve ordinary differential equations (ODEs), including many complicated
differential equations with nonconstant coefficients, [11–14]. In this section, we will consider the exact solutions of the
reduced equation (36) by using the generalized power series method.
In view of Eq. (36), we will seek a solution of the equation in a generalized power series of the form
f (ξ) = α log |ξ | + β +
∞∑
n=0
fnξ n+1 = α log |ξ | + β +
∞∑
n=0
1
n+ 1 cnξ
n+1, (37)
where α, β are arbitrary constant numbers and fn = 1n+1 cn (n = 0, 1, 2, . . .) are coefficients. Thus, we have
f ′(ξ) = αξ−1 +
∞∑
n=0
cnξ n (38)
and
f ′′(ξ) = −αξ−2 +
∞∑
n=0
(n+ 1)cn+1ξ n. (39)
Substituting (38) and (39) into (36), we have
4a2α2 − 8abα + 3b2 + (8a2αc0 − 4abc0)ξ − 4ab
∞∑
n=0
cn+1ξ n+2 + 4ab
∞∑
n=0
(n+ 1)cn+1ξ n+2
+ 8a2α
∞∑
n=0
cn+1ξ n+2 + 4a2
∞∑
n=0
(
n∑
k=0
ckcn−k
)
ξ n+2 = 0. (40)
From (40), comparing coefficients, we obtain
4a2α2 − 8abα + 3b2 = 0, (41)
(8a2α − 4ab)c0 = 0. (42)
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Generally, we have
(nb+ 2aα)cn+1 + a
n∑
k=0
ckcn−k = 0, n = 0, 1, 2, . . . . (43)
Solve Eq. (41) with respect to α, we have
α = 3b
2a
, or α = b
2a
. (44)
Case 1: α = 3b2a . Substituting it into (42) and (43), respectively, we have c0 = 0 and
cn+1 = − a
(n+ 3)b
n∑
k=0
ckcn−k, n = 0, 1, 2, . . . .
Thus, we obtain cn = 0 (n = 0, 1, 2, . . .). So we have a solution of Eq. (36) in this case as following:
f (ξ) = 3b
2a
log |ξ | + β. (45)
Next, we deal with the general solution of Eq. (36). Let f ′ = y, we get a Riccati equation
dy
dξ
= −a
b
y2 + 1
ξ
y− 3b
4aξ 2
. (46)
In view of (45), it is easy to see that Eq. (46) has a solution y = 3b2aξ . Suppose y = z + 3b2aξ , from Eq. (46), we get a Bernoulli
equation
dz
dξ
= −a
b
z2 − 2
ξ
z. (47)
It has the general solution z = b
p1ξ2−aξ , so we have the general solution of Eq. (36) is as follows
f (ξ) = b
2a
log |ξ | + b
a
log |p1ξ − a| + p2. (48)
Therefore, we have the solution of Eq. (1) in this case is as following
u(x, t) = b
2a
log |xt−1| + b
a
log |p1xt−1 − a| − x
2
4at
− b
2a
log |x| + p2, (49)
where p1, p2 are arbitrary constant numbers.
Case 2: α = b2a . Substituting it into (42) and (43), respectively, we have c0 = η (for arbitrary constant number η ∈ R) and
cn+1 = − a
(n+ 1)b
n∑
k=0
ckcn−k, n = 0, 1, 2, . . . . (50)
In view of (50), we can get all the coefficients cn of power series (37) in this case. In fact, let n = 0, we can get c1 = − abη2;
let n = 1, we have c2 = a2b2 η3; let n = 2, we have c3 = − a
3
b3
η4; and so on.
Thus, for arbitrary chosen c0 = η, then the other terms of the sequence {cn}∞n=1 can be determined successively from (50)
in a unique manner. Furthermore, by induction method, we have
cn = (−1)n a
n
bn
ηn+1, n = 0, 1, 2, . . . .
This implies that for Eq. (36), there exists a power series solution:
f (ξ) = b
2a
log |ξ | + β +
∞∑
n=0
(−1)n a
n
(n+ 1)bn η
n+1ξ n+1. (51)
Note that in terms of the above example, we can write the approximate form of (51) as follows:
f (ξ) = b
2a
log |ξ | + β + ηξ − a
2b
η2ξ 2 + a
2
3b2
η3ξ 3 − a
3
4b3
η4ξ 4 + a
4
5b4
η5ξ 5 − a
5
6b5
η6ξ 6 + · · · .
Thus, we obtain the power series solution of Eq. (1):
u(x, t) = β − b
2a
log t − x
2
4at
+
∞∑
n=0
(−1)n a
n
(n+ 1)bn η
n+1(xt−1)n+1, (52)
where β and η are arbitrary constant numbers.
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Corresponding to the approximate form of (51), we have the approximate form of (52) as following:
u(x, t) = β − b
2a
log t − x
2
4at
+ ηxt−1 − a
2b
η2(xt−1)2 + a
2
3b2
η3(xt−1)3 − a
3
4b3
η4(xt−1)4
+ a
4
5b4
η5(xt−1)5 − a
5
6b5
η6(xt−1)6 + · · · .
5. Summary and remarks
We have performed Lie symmetry analysis for the general Burgers’ equation and investigated the algebraic structure of
the symmetry groups for this equation. From our previous discussion, we can see that in spite of the form of this general
Burgers’ equation it is not complicated, but possesses rich solutions and similarity reductions. The all exact explicit solutions
for Eq. (1) based on the symmetry analysis method are lucubrated in this paper. Some of them are obtained for the first time
which differs from the previous results. The symmetry analysis based on the Lie group method is a very powerful method
and is worthy of studying further.
Remark 1. In Section 4, a newmethod based on the power series method (PSM) are employed for dealing with the solution
of Eq. (36), which is called the generalized power series method (GPSM). With the GPSM, we get the general and exact
solutions of the reduced equation of Eq. (1), so the exact explicit solutions of Eq. (1) are obtained simultaneously.
Remark 2. All solutions obtained in this paper can be verified by substituting into the original equation, directly. For the
sake of conciseness, we omit it here.
Remark 3. In view of Eq. (1), suppose a = b and u = logw, then we have the heat equation wt = bwxx, that is Eq. (10). So
we can obtain the solutions of the heat equation based on the results in this paper.
Appendix
In this appendix, we will show that the power series solution (37) is converges by using the implicit theorem.
In view of (37) and (50), we have
|fn+1| =
∣∣∣∣ 1n+ 2 cn+1
∣∣∣∣ =
∣∣∣∣∣ a(n+ 1)(n+ 2)b
n∑
k=0
ckcn−k
∣∣∣∣∣ ≤ M n∑
k=0
|ck||cn−k|, n = 0, 1, 2, . . . ,
whereM = | ab |. If we define a power series µ = P(ξ) =
∑∞
n=0 pnξ n+1 by
p0 = |c0| = |η|, pn+1 = M
n∑
k=0
pkpn−k, n = 0, 1, 2, . . . ,
then it is easily seen that
|fn+1| ≤ pn+1, n = 0, 1, 2, . . . .
In other words, the series µ = P(ξ) = ∑∞n=0 pnξ n+1 is a majorant series of (37). Next, we show that this series µ = P(ξ)
has a positive radius of convergence. Indeed, note that by formal calculation, we have
P(ξ) = p0ξ +
∞∑
n=0
pn+1ξ n+2 = p0ξ +M
∞∑
n=0
(
n∑
k=0
pkpn−k
)
ξ n+2 = |η|ξ +MP2(ξ),
i.e.,
P(ξ) = |η|ξ +MP2(ξ).
Consider now the implicit functional equation
F(ξ , µ) = µ− |η|ξ −Mµ2 = 0.
Since F is analytic in the real plane and F(0, 0) = 0, F ′µ(0, 0) = 1 6= 0, by the implicit function theorem [15], [16, p. 120],
we see that µ = P(ξ) is analytic in a neighborhood of the origin of the plane and with a positive radius. This completes the
proof.
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