Abstract. In this paper, we consider a proximal point algorithm (PPA) for solving monotone nonlinear complementarity problems (NCP). PPA generates a sequence by solving subproblems that are regularizations of the original problem. It is known that PPA has global and superlinear convergence property under appropriate criteria for approximate solutions of subproblems. However, it is not always easy to solve subproblems or to check those criteria. In this paper, we adopt the generalized Newton method proposed by De Luca, Facchinei and Kanzow to solve subproblems and some NCP functions to check the criteria. Then we show that the PPA converges globally provided that the solution set of the problem is nonempty. Moreover, without assuming the local uniqueness of the solution, we show that the rate of convergence is superlinear in a genuine sense, provided that the limit point satis es the strict complementarity condition.
Introduction
The nonlinear complementarity problem (NCP) 8] is to nd a vector x 2 R n such that NCP(F ):
F(x) 0; x 0; hx; F(x)i = 0; where F is a mapping from R n into R n and h ; i denotes the inner product in R n . Throughout this paper we assume that F is continuously di erentiable and monotone.
Until now, a variety of methods for solving NCP have been proposed and investigated. Among them, the proximal point algorithm (PPA) proposed by Martinet 7] and further studied by Rockafellar 10] is known for its theoretically nice convergence properties. PPA is originally designed to nd a vector x satisfying 0 2 T(x), where T is a maximal monotone operator. Hence it is applicable to a wide class of problems such as convex programming problems, monotone variational inequality problems and monotone complementarity problems. In this paper, we focus on PPA for solving monotone complementarity problems. PPA generates a sequence fx k g by solving subproblems that are regularizations of the original problem. For NCP(F ), given the current point x k , PPA obtains the next point x k+1 by approximately solving the subproblem F k (x) 0; x 0; hx; F k (x)i = 0;
(1) where F k : R n ! R n is de ned by F k (x) := F(x) + c k (x ? x k ) (2) and c k > 0. The mapping F k is strongly monotone when F is monotone. Hence subproblem (1) is expected to be more tractable than the original problem. With appropriate criteria for approximate solutions of subproblems (1), PPA has global and superlinear convergence property under mild conditions 6, 10] However, it is not always easy to check those criteria for general monotone operator problems. In this paper, we will show that, for monotone complementarity problems, some NCP functions turn out to be useful in constructing practical approximation criteria. Another implementation issue is how to solve subproblems e ciently. In the PPA proposed in this paper, we will use the generalized Newton method proposed by De Luca, Facchinei and Kanzow 2] to solve subproblems (1) . Since F k is strongly monotone, we can
show that the approximation criteria for each subproblem are attained nitely. The PPA then converges globally provided that the solution set of NCP(F ) is nonempty. Moreover, without assuming the local uniqueness of the solution, we can show that the rate of convergence is superlinear. From the practical viewpoint, it is important to estimate computational costs for solving a subproblem at each iteration. We give conditions under which the approximation criteria for the subproblem are eventually ful lled by a single Newton iteration. The paper is organized as follows. In Section 2, we review some concepts and preliminary results that will be used in the subsequent analysis. In Section 3, we describe the proposed PPA for NCP(F ). In Section 4 we show its convergence properties.
Throughout we adopt the following notation. For a 2 R, (a) + denotes maxf0; ag, and for x 2 R n , x] + denote the projection of x onto R n + , the nonnegative orthant of R n . For two vectors x and y, minfx; yg denotes the vector whose ith element is minfx i ; y i g.
Preliminaries
In this section, we rst review some mathematical concepts and basic properties of PPA that will be used in the subsequent analysis. We then discuss reformulations of NCP and related results concerning error bounds. Finally, we brie y mention the generalized Newton method for NCP proposed in 2], which will be used to solve subproblems in PPA.
Mathematical concepts
First we recall some de nitions concerning the monotonicity of a mapping from R n into itself. (6) where T : R n ! 2 R n is the maximal monotone mapping de ned by T(x) := F(x) + N(x); (7) with N : R n ! 2 R n being the normal cone mapping for R n + de ned by N(x) := ( fy 2 R n j hx ? z; yi 0; 8z 0g if x 0; ; otherwise.
With an arbitrary initial point x 0 , PPA generates a sequence fx k g converging to a solution of (6) by the iterative scheme:
x k+1 P k (x k ); where P k : R n ! R n is the mapping de ned by P k := (I + 1 c k T) ?1 , fc k g is a positive sequence, and x k+1 P k (x k ) means that x k+1 is an approximation to P k (x k ). For NCP(F ), this procedure amounts to approximately solving the following subproblem NCP(F k ): Find x 2 R n such that F k (x) 0; x 0; hx; F k (x)i = 0;
where F k is de ned by (2) . Note that when c k is small, the subproblem is close to the original one. On the other hand, when c k is large, a solution of the subproblem is expected to lie near x k , and hence the subproblem is presumably easy to solve. To ensure convergence of PPA, x k+1 has to be located su ciently near the solution P k (x k ) of subproblem (1) . There have been proposed a number of criteria for the approximate solution of the subproblem. Among others, Rockefeller 10] proposed the following two criteria.
Note that Criterion 1 guarantees global convergence, while Criterion 2, which is rather restrictive, ensures superlinear convergence of PPA. Theorem 2.1 ( 10, Theorem 1]) Suppose that the sequence fx k g is generated by PPA with Criterion 1 and that fc k g is bounded. If NCP(F ) has at least one solution, then fx k g converges to a solution x of NCP(F ).
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Note that it is not necessary to let fc k g converge to 0 for the global convergence. Therefore, we may keep F k uniformly strongly monotone, so that subproblems (1) are numerically wellconditioned.
On the other hand, if we let fc k g converge to 0, we can expect rapid convergence of PPA. dist(x; X) Ckwk whenever x 2 T ?1 (w) and kwk ; where dist(x; X) denotes the distance from point x to the solution set X of NCP(F ), then the sequence fdist(x k ; X)g converges to 0 superlinearly. 2 
Reformulations of NCP
NCP can be reformulated as a system of equations in various ways. In this subsection, we review basic properties of two reformulations of NCP that will play a crucial role in solving subproblems of PPA. In the remainder of this section, we deal with the problem NCP(F ), whereF : R n ! R n is a certain mapping. . . .
Then it is straightforward to see that NCP(F ) is equivalent to the system of equations H(x) = 0:
The mapping H is not di erentiable at a point x such that x i =F i (x) = 0 for some i. However, whenF is continuously di erentiable, H is locally Lipschitz, and hence it has the B subdi erential everywhere. Though it is not necessarily easy to calculate the B subdi erential of a general 
where B = d=(n maxf1; kMkg). Moreover, the following inequality holds:
Proof. Since any square matrix satis es wherex is the unique solution of NCP(F ) and B 2 is a positive constant independent of F .
( 
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In the PPA to be presented in the next section, we will also utilize the following function : R n ! R, which has a more favorable error bound property than F B :
where : R 2 ! R is de ned by (a; b) := jabj + j minfa; bgj:
Note that is also an NCP function. It is clear that (x) 0 for all x, and (x) = 0 if and only if x is a solution of NCP(F ). The next lemma shows an interesting error bound result for the function , which will play an important role in Section 4. Note that this error bound is valid only on the set R n + . Since 1 ? p (x)= 1 2 whenever (x) 4 , we also have the desired inequality.
We note that, unlike Lemma 2.1 (c), Lemma 2.3 does not assume the Lipschitz continuity of F . Moreover, unlike Lemma 2.1 (d), the error bound result shown in Lemma 2.3 is explicitly represented in terms of the modulus of strong monotonicity ofF .
Generalized Newton method
In this section, we review the generalized Newton method for solving NCP proposed by De Luca, Facchinei and Kanzow 2]. The PPA to be presented in the next section will use this method to solve subproblems.
Procedure 1. (Generalized Newton method for NCP(F))
Step 1: Choose a constant 2 (0; 1 2 ). Let x 0 be an initial point and set j := 0.
Step 2: If x j satis es a termination criterion, then stop.
Step 3: Choose V j 2 @ B H(x j ) and get d j satisfying Step 5: Set x j+1 := x j + 2 ?i j d j and j := j + 1, and go to Step 2.
Note that Procedure 1 is a slight simpli cation of the algorithm in 2]. Within the framework of the present paper, however, there is essentially no di erence between them, because we only consider the case where F is strongly monotone.
For Procedure 1 with the termination criterion ignored, the following convergence result holds.
Proposition 2.2 2] Suppose thatF is di erentiable and strongly monotone and that rF is
Lipschitz continuous around the unique solutionx of NCP(F ). Then Procedure 1 globally converges tox and the rate of convergence is quadratic.
Step 3: Let F k : R n ! R n be de ned by (2) , and apply Procedure 1 to obtain an approximate 
Step 4: Set Since 1 k=1 c k < 1, it follows from Theorem 2.1 that fx k g converges to a solution of NCP(F ). 2
Next we give conditions for Algorithm 1 to converge superlinearly. For this purpose, we rst show that the inverse of the maximal monotone operator T de ned by (7) Proposition 3.1 Let T be the maximal monotone mapping de ned by (7) . If Assumption 1 holds and the solution set X of NCP(F ) is nonempty, then there exist positive constants C and such that dist(x; X) Ckwk 8x 2 T ?1 (w); 8w with kwk : Proof. The mapping T de ned by (7) is expressed as
where T i (x) R is given by It then follows from Assumption 1 that the desired property holds.
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By using Proposition 3.1, we show that Algorithm 1 has superlinear rate of convergence. Noting that dist(x k+1 ; X) dist(x k+1 ; X), we then have
Since c k ! 0, fdist(x k ; X)g converges to 0 superlinearly. 2 Theorem 3.2 says that the sequence fx k g generated by Algorithm 1 converges to the solution set X superlinearly under mild conditions. However, this does not necessarily mean that Algorithm 1 is practically e cient, because it says nothing about computational costs to solve a subproblem at each iteration. So it is important to estimate the number of iterations Procedure 1 spends at each iteration of Algorithm 1. Moreover, it is particularly interesting to see under what conditions Procedure 1 requires just a single iteration. In the next section, we answer this question.
Genuine superlinear convergence
In this section we give conditions under which a single Newton step of Procedure 1 for NCP(F k ) attains (19) and (20) 
Combining the above inequalities and letting B 5 = B 2 (L 2 + 1)L 1 yield the desired inequality.
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Next we assume that the strict complementarity is satis ed at the limit point of the generated sequence. The assumption ensures the twice di erentiability of H. (26) We also note that H k is twice continuously di erentiable near x k when k is su ciently large. Since r x H(x; x k ; c k ) = rH k (x) and since (x k ; x k ; c k ); (P k (x k ); x k ; c k ) 2 N for su ciently large k, substituting (x; y; ) = (x k ; x k ; c k ) and (x 0 ; y 0 ; 0 ) = (P k (x k ); x k ; c k ) into (26) yields the desired inequality. Since is arbitrary, choosing su ciently small yields the last inequality.
This theorem along with Theorem 3.2 ensures that Algorithm 1 converges superlinearly in a genuine sense, provided that the limit of the generated sequence fx k g is nondegenerate.
