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1 Introduction
We propose a variable selection procedure for the canonical correlation analysis (CCA)
between two sets of principal components (PCs). We attempt to create predictive models
for selecting such variables by combining principal component analysis (PCA) and CCA,
and we refer to them collectively as principal canonical correlation analysis (PCCA). We
know that the interpretation of PCs is easier than the canonical variate. So, comparing
CCA with PCA, we can say the canonical correlations from two PCs are more useful to
understand the given data sets in some situations. In Section 2, we attain the limiting
distribution using the perturbation expansion of the canonical correlation coeﬃcients
estimate. The accuracy of limiting distribution is discussed by statistical simulations
and bootstrap. In Section 3, we consider redundancy model of PCs.
Suppose the random vector z of (p + q) components has the covariance matrix Ψ.
Since we are only interested in variance and covariance in this paper, without loss of
generality we assume that the mean vector is 0. Now we partition z into two subvectors
x and y, of p and q components, such that z = (x
0
,y
0
)
0
. Similarly, the covariance matrix
is partitioned into p and q,
Cov
"Ã
x
y
!#
= Ψ =
Ã
Ψxx Ψxy
Ψyx Ψyy
!
,
where Ψxx is p × p, Ψxy is p × q, Ψyx is q × p, and Ψyy is q × q. Let λ1x ≥ . . . ≥ λpx
be the ordered latent roots of Ψxx, and let γ1x, . . . ,γpx be the corresponding latent
vectors with γ
0
ixγjx = δij (where δij is an orthogonal latent vector). Similarly, let λ1y ≥
. . . ≥ λqy be the ordered latent roots of Ψyy and γ1y, . . . ,γqy the corresponding latent
vectors with γ
0
iyγjy = δij . We may decompose Ψxx = ΓxΛxΓ0x and Ψyy = ΓyΛyΓ0y,
where Λx = diag(λ1x, . . . ,λpx) and Λy = diag(λ1y, . . . ,λqy) are diagonal matrices, and
Γx = (γ1x, . . . ,γpx) and Γy = (γ1y, . . . ,γqy) are orthogonal matrices. The PCs of x and
y are then defined by u = Γ0xx and v = Γ
0
yy respectively. The covariance matrix of
(u v)0 for PCs of x and y is expressed as:
Cov
"Ã
u
v
!#
= Σ =
Ã
Σxx Σxy
Σyx Σyy
!
=
Ã
Λx Γ
0
xΨxyΓy
Γ0yΨyxΓx Λy
!
. (1)
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Let T be the sample covariance matrix for the sample of z = (x
0
y
0
)
0
size N = n+ 1,
and partition T as
T =
Ã
Txx Txy
Tyx Tyy
!
.
Then λ1x ≥ . . . ≥ λpx are estimated by the latent roots l1x ≥ . . . ≥ lpx, and γ1x, . . . ,γpx
are estimated by the latent vectors h1x, . . . ,hpx of Txx. Similarly, λ1y ≥ . . . ≥ λqy are
estimated by the latent roots l1y ≥ . . . ≥ lqy, and γ1y, . . . ,γqy are estimated by the latent
vectors h1y, . . . ,hqy of Tyy. Hence we have an estimator
Cov
"Ã
u
v
!#
= S =
Ã
Sxx Sxy
Syx Syy
!
=
Ã
Dx H
0
xTxyHy
H
0
yTyxHx Dy
!
. (2)
2 Distribution of some statistics in PCCA
We consider the sum of the several principal canonical correlation coeﬃcients. Let us
consider the following covariance matrix
Σ˜ =
Ã
Σ˜xx Σ˜xy
Σ˜yx Σ˜yy
!
=
Ã
Λ˜x Γ˜
0
xΨxyΓ˜y
Γ˜0yΨyxΓ˜x Λ˜y
!
, (3)
where Σ˜xx is p1×p1, Σ˜xy is p1×q1, Σ˜yx is q1×p1, Σ˜yy is q1×q1, Λ˜x = diag(λ1x, . . . ,λp1x),
Λ˜y = diag(λ1y, . . . ,λq1y), Γ˜x = (γ1x, . . . ,γp1x), Γ˜y = (γ1y, . . . ,γq1y), p1 ≤ p, q1 ≤ q,
p1 ≤ q1. The quantities of the canonical correlation coeﬃcients ρ˜21 ≥ . . . ≥ ρ˜2p1 ≥ 0
satisfy |Σ˜xyΣ˜−1yy Σ˜yx − ρ˜2Σ˜xx| = 0. ρ2 is defined:
ρ2 = ρ˜21 + . . .+ ρ˜2p1 =
p1X
i=1
q1X
j=1
(γ
0
ixΨxyγjy)2
λixλjy
. (4)
Above ρ2 means the total sum of the canonical correlations coeﬃcients based on p1 PCs
of x and q1 PCs of y.
Let us consider the following covariance matrix
S˜ =
Ã
S˜xx S˜xy
S˜yx S˜yy
!
=
Ã
D˜x H˜
0
xTxyH˜y
H˜
0
yTyxH˜x D˜y
!
, (5)
where S˜xx is p1×p1, S˜xy is p1×q1, S˜yx is q1×p1, S˜yy is q1×q1, D˜x = diag(l1x, . . . , lp1x),
D˜y = diag(l1y, . . . , lq1y), H˜x = (h1x, . . . ,hp1x), H˜y = (h1y, . . . ,hq1y), p1 ≤ p, q1 ≤ q,
p1 ≤ q1. The estimate quantities of the canonical correlation coeﬃcients r˜21 ≥ . . . ≥
r˜2p1 ≥ 0. Then, we may estimate ρ
2 by:
r2 = r˜21 + . . .+ r˜
2
p1 =
p1X
i=1
q1X
j=1
(h
0
ixTxyhjy)
2
lixljy
. (6)
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2.1 Limiting distributions of estimates of the sum of the principal
canonical correlation coeﬃcients
From (4) and (6), we derive the limiting distribution of
p
n(r2 − ρ2). Then, we have
the following Theorem 1.
Theorem 1. The limiting distribution of
p
n(r2 − ρ2) is normal with mean 0 and
variance σ2:
σ2 =
5X
k=1
5X
k
0
=1
p1X
i=1
q1X
j=1
p1X
l=1
q1X
m=1
σkijk0 lm, (7)
where σkijk0 lm = E(KkijKk0 lm), k, k
0
= 1, . . . , 5, i, l = 1, . . . , p1, j,m = 1, . . . , q1. We
verify (7) by a simulation study and bootstrapping in a numerical example, and then
we get a value close to the real value, and one can easily determine the meanings of the
PCs.
3 A variable selection in PCCA
3.1 Redundancy model for one set of PCs
Let us consider the following covariance matrix and redundancy model for one set of
PCs. Now we partition u into two subvectors u1 and u2, of p1 and p− p1 components,
such that u = (u
0
1 u
0
2)
0
. We use the following notations,
Σ =
⎛
⎜⎝
Σ11 Σ12 Σ1y
Σ21 Σ22 Σ2y
Σy1 Σy2 Σyy
⎞
⎟⎠ =
⎛
⎜⎝
Λ1 0 Σ1y
0 Λ2 Σ2y
Σy1 Σy2 Λy
⎞
⎟⎠ , (8)
where Λ1 = diag(λ1x, . . . ,λp1x) and Λ2 = diag(λ(p1+1)x, . . . ,λpx). It is known (see,
Fujikoshi (1985), etc.) that Mk is equivalent to a redundancy condition of u2 in CCA
between (u
0
1,u
0
2) and v, i.e.,
Mk : trΣ−1xxΣxyΣ−1yyΣyx = trΣ−111 Σ1yΣ−1yyΣy1. (9)
Substituting (8) into (9), we obtain Σ2y = 0. Thus the Σ for model Mk is written as
follows
Σk =
⎛
⎜⎝
Σ11 0 Σ1y
0 Σ22 0
Σy1 0 Σyy
⎞
⎟⎠ =
⎛
⎜⎝
Λ1 0 Σ1y
0 Λ2 0
Σy1 0 Λy
⎞
⎟⎠ . (10)
Let us consider the covariance matrix (3) and we partition u into two subvectors u1
and u2, of p1 and p−p1 components, such that u = (u
0
1 u
0
2)
0
. We use a naive estimation
of S2y = 0 in place of actual estimation. We then have the following naive estimation of
Σˆk = Sk =
⎛
⎜⎝
S11 0 S1y
0 S22 0
Sy1 0 Syy
⎞
⎟⎠ =
⎛
⎜⎝
D1 0 S1y
0 D2 0
Sy1 0 Dy
⎞
⎟⎠ . (11)
3
where D1 = diag(l1x, . . . , lp1x) and D2 = diag(l(p1+1)x, . . . , lpx).
These results imply that
DIC = −n log{|S(2y)(2y)·1|/(|S22||Syy·1|)}+ 2{(p+ q)(p+ q + 1)/2− (p− p1)q}. (12)
3.2 Redundancy model for two sets of PCs
Let us consider redundancy model for two sets of PCs. Now we partition u into two
subvectors u1 and u2, of p1 and p− p1 components, such that u = (u
0
1 u
0
2)
0
, and v into
two subvectors v1 and v2, of q1 and q − q1 components, such that v = (v
0
1 v
0
2)
0
. It is
known that Mr is equivalent to a redundancy condition of u2 and v2 in CCA between
(u
0
1,u
0
2) and (v
0
1,v
0
2), i.e.,
Mr : trΣ−1uuΣuvΣ−1vv Σvu = trΣ−111 Σ13Σ
−1
33 Σ31.
Then, we obtain Σ14 = 0, Σ23 = 0 and Σ24 = 0. Similarly, these results imply that
DIC = −n log{|S(24)(24)·13|/(|S22||S44|)}
+2{(p+ q)(p+ q + 1)/2− (p− p1)(q − q1)− p1(q − q1)− (p− p1)q1}. (13)
We verify (12) and (13) by a simulation study and bootstrapping based on a numerical
example.
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