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Abst rac t - - In  this paper, we consider notion of infine functions and we establish necessary and 
sufficient optirnality conditions for a feasible solution of a multiobjective optimization problem involv- 
ing mixed constraints (equality and inequality) to be an efficient or properly efficient solution. We 
also obtain duality theorems for Wolf type and Mond-Weir type duals under the generalized invexity 
assumptions. © 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The field of multiobjective programming, has grown remarkably in different directions in the set- 
ting of optimality conditions and duality theory since 1980s. In the development of multiobjective 
programming, there has been a very popular growth and application of invexity theory which 
was originated by Hanson [1] and Craven [2]. Later, Hanson and Mond [3] introduced type-I 
and Type-II invexitics which have been further generalized by many researchers and applied to 
nonlinear programming problems in different settings. The concept of invexity was generalized 
to nonsmooth functions [2,4] and nmltifunctions [5,6]. Invexity also weakened in order that it can 
be used as a necessary optimlity condition [3,7] or a characterization f problems where every 
Karush-Kuhn point is a global minimizer [8]. 
It is remarkable that the proof of sufficiency of the Kuhn-Tucker condition is based on the fact 
that tile invexity of constraint functions gi implies that the invexity of #igi, where #i is Kuhn- 
Tucker multiplier associated to gi. This fact is true for inequality constraints since in this case 
all tt~s are nonnegative. Unfortunately, it fails to hold for equality constraints, because the Kuhn- 
~hcker multipliers associated to equality constraints, are not necessarily nonnegative. Thus, usual 
invexity notion is suitable for optimization problem with inequality constraints, [9-13], but it is 
not suitable for optimization problem with equality constraints. 
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There also exists a generalization of invexity to locally Lipschitz functions, with derivative 
replaced by the Clarke generalized gradient [14]. However, in this setting only the problems with 
inequality constraints have been considered. 
In this paper, we introduce infine functions along the lines of Sachet  al. [15], which are 
appropriate for optimization problems with equality constraints. Section 2 is devoted to notations 
and definitions. Most of the results that have appeared in literature (for example, see [16-18], hold 
for nonnegative Kuhn-Tucker multipliers for equality constraints. In Section 3, we will deduce 
some sufficiency results without requiring the nonnegativness of the Kuhn-Tueker multipliers 
associated to equality constraints. 
Our approach is also suitable for optimization problems with mixed constraints. We also 
obtained Wolf type and Mond-Weir duality results for the nonsmooth multiobjeetive optimization 
problems involving mixed constraints, under generalized invexity and infine functions. 
2. PREL IMINARIES  
Let R ~ be the n-dimensional Euclidean space. Throughout this paper, the following convention 
for vector in /~ will be followed, 
x>y,  if and only i fx i>y i ,  
x>=y, if and only i fx i>_yi ,  
x_>y, if and only i fx i_>yi ,  
i -- 1, . . .  n, 
i = 1 , . . . , r~ ,  
i= l , . . . ,n ;  but x ~£ y. 
DEFINITION 2.1. (See [19,20].) The generalized Clarke directional derivative of a locally Lipsehitz 
function f at x in the direction d is defined by 
fc (x; d) := lim sup 
y---*x 
t~0 
f (y +td)  - f (y) 
The Clarke generalized subgradient of a locally Lipschitz function f at x is defined by 
Ocf (z ) :={~ER n: f¢ (x ;d )~ (~,d) VdcR ~} 
We consider the following multiobjective problem, 
{ min/(x) =(f,(x),..., f,~(x)), 
s . t . ,  
(MP) g(x)=(g l (x ) , . . . ,gp(x ) )  <0,  
h(x)  = (h i (x ) ,  ..., h , (~) )  = o, 
xEX,  
where X is an open subset of R n, f : X --+ R "~, h : X ~ R l, and g : X --4 Rp are locally Lipschitz 
functions. The index sets are M = {1 ,2 , . . . ,m},P  = {1,2, . . . ,p},  and L = {1,2, . . . , I} .  We 
denote the feasible set {x E X I gi(x) _< 0, i E P, hi(x) = 0, i E L} by Fp. Let I(x*) = I = {i E 
P I 9~(x*) = 0} denote the index set of active constraints at given point x* E X. We also denote 
gi, i E I by gl. 
DEFINITION 2.2. (See [21].) A point • E F is said to be an efficient solution of the minimum 
problem (MP) if there exists no x E Fp such that 
f i (x)  < fi(2), for some i E M and f j (x)  < f j (2) ,  for all j E M. 
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DEFINITION 2.3. (See [21].) An efficient point .~ of (MP) is said to be properly efficient if there 
exists a positive real number M > 0 such that for each r E M,  we have 
y~(~) - f~(x) 
<_M, 
f j (x )  - f j (~)  
for some j such that f j (x) > fj(~) and f~(x) < f~(e) fox • E Z .  
We define the following generalized invexity and also infine functions. Let f : X +/2  be locally 
Lipchitz at a given point x* C X. 
DEFINITION 2.4. The function f is said to be invex on X at x* i f  for any x E X and ~ E Ocf(X*) 
there exists 7] E R '~ such that 
f (x ) -  f (x*)  > {~,71) 
I f  in the above definition, we have strict inequality, then we say that f is str ict ly invex on X 
at x*. 
DEF1NTION 2.5. The function f is said to be pseudoinvex on X at x* i f  for any x E X and 
C Ocf(x*) there exists 7] C R n such that (~,~(x,x*)) > 0 implies f (x )  >_ f (x*) .  
I f  in the above definition, the inequality satisfied as 
(~,~(x,x*)} > 0 -~ f (x)  > f(x*),  
then we say that f is strictly pseudoinvex on X at x*. 
DEFINITION 2.6. The function f is said to be quasi-invex at x* i f  for any x E X and [ E O~f(z*) 
there exists ~] E R '~ such that f (x )  <_ f (x*)  implies (~,r](x,x*)) <_ 0 
DEFINITION 2.7. The function f is said to be infine on X at x* i f  for any x E X and any 
C O~f(x*), there exists r] E R ~ such that 
f (x )  - f (x*)  = (~,~]). 
Several sufficient conditions for infineness were given in [151. Now, let us recall a characteriza- 
tion of infine function on /~ which is taken from [15]. 
LEMMA 2.8. (See [15].) Let f : R n --~ R be a locally Lipschitz function. Then, f is infine on R n 
at xo C R ~ if  and only i f  inclusion 0 E O~f(x*) imp/ies that f is constant on R ~. 
Following [15], we give an example of a nondifferentiable infine function. 
EXAMPLE 2.9. Let x E R, x* = 0, and 
x, x_>0,  
f (x )  = 2x, x < O. 
Then, O~f(x*) = [1, 2]. Since 0 ¢ O~f(x*), by Lemma 2.8, f is infine on R at x*. 
3. OPT IMAL ITY  CONDIT IONS 
In this section, we establish generalized Karush-Kuhn-Tucker necessary and sufficient optimal- 
ity conditions for a feasible solution x* to be efficient or properly efficient solution for (MP). 
Before proceeding to establish our results, we recall the following lemma. 
LEIVlMA 3.1. (See [22].) 2 is an efficient solution for (MP) i f  and only i f2  solves Pk(x),  I min fk(x), 
s.t., 
(Pk(2)) f~(x) _< f~(:?) Vi C M, i ~ k, 
g(x) < 0, 
h(x) = o, 
xEX,  
for each k - 1, 2 , . . . ,  m. 
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THEOREM 3.2. f ix* is an efficient solution of (MP ), and Pk (x*) is satisfies the suitabIe constraint 
qualification [23] at x* for at least one k ~ M, then there exist ¢ ~ R m, ~j ~ R p, and @ ~ R ~ such 
that 
0 • fiOcfi(x*) + E ~ia~gi(x*) ÷ E ~iOchi(x*), 
i=1  i=1 i= l  
~igi(x*) = O, i = 1 ,2 , . . . ,p  
m 
i= l  
(1) 
(2) 
PROOF. Let x* be an efficient solution of (MP), then by Lemma 3.1, x* is an optimal solution of 
P~(x*) for all i C M.  Now according by assumption, P~(x*) is satisfies the constraint qualification 
at x* for at least one i say for i = r, then there exist Ti E R+, i C M, i ¢ r, y E R~_, and w E R ~ 
such that 
0 • O~f~(x*) + TiOcfi(x*) + EY iOcgi (x*)  + EwjO~hj (x* ) ,  
i=1, ig r  i=1 j= l  (3) 
Yigi(x*) = 0, i = 1 ,2 , . . .  ,p. 
Set 
m 
1 + ~ Ti 
i~1, iT~r 
1 
1+ f i  "~ 
i=1, iCr 
Yi 
1+ f i  ~-i 
i= l ,  iCr 
Wj 
wj - -  m 
1 + ~ ~-i 
i-- l, iCr 
, i cM,  iT t r ,  
, i = 1 ,2 , . . . ,p  
, j = 1 ,2 , . . . , / .  
Then, conditions (1) and (2) hold. | 
THEOREM 3.3. SUFFICIENCY. Suppose that there exist a feasible solution x* for (MP) and 
scalars hi > O, i = l, . . . , m, #j >_ O, j E I, and w E R l such that 
o Z x ocZ (x*) + Z + Z jo hj(x*) (4) 
i cM iCI(x*) jeL  
I f  f,[s and gl are invex with respect to ~ at x* and Ejs are infine with respect o ~ at x*, then x* 
is a properly efficient solution for (MP). 
PROOF. By assumptions on f,[s, g~s, and h~s, we have for all x C Fp, 
iEM iEM iEM 
Y~i E Ocf(x*), (5) 
ieI(x*) icI(x*) iEI(z*) 
jEL  jEL  jEL  
VTIi E Ocgi(x*), (6) 
e 0chj(x*). (7) 
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From condition (4), there exist ~i E Ocf(Z*), rh C O~gi(z*), and Q E O~hj(z*) such that 
E + E + E = 0 
i~M i~l(x*) j~L  
Therefore, on using (5), (6), and (7), we have 
A,f.~(x) > ~ A,/,(x*). 
i~M i~M 
Thus, x* minimize ~ieM Aif,(x) subject to g(x) <= 0, h(x) = 0. Hence, x* is a properly efficient 
solution for (MP) due to Theorem 1 of [21]. I 
THEOREM 3.4. SUFFICIENCY. Suppose that there exists a feasible solution x* for (MP) and 
scalars ki Z 0, i = 1 , . . . ,m,  Y~ieMAi = 1, Pi >_ O, i ~ I, and wj ~ R such that (#,A,w) 
satisfies (4) and A~f~s, #~g~s are strictly invex and ha are infine with respect to r l at x*, then x* 
is an efficient solution for (MP) 
PROOF. Since (4) is holds, then there exist ~ ~ OJ(x*), ~ ~ O¢g~(x*), and (j ~ O¢ha(x*) such 
that 
i~M i~I j~L  
Suppose that (x*) is not an efficient solution for (MP). Then, there exist a feasible solution (x) 
for (MP) and an index i ~ M such that 
L(x) < k(~*), 
f j(x) <_ fj(x*), Vj  7~ i. 
By assumptions on f[s,9~s and h'js, we have for all x • Fp, 
The above inequalities yield 
(~ ,~)  < o, v~ c ock(z*), 
Z ~,i(~,, ,7)+~,,( ,>,7)+Z~,j(~j , ,7)  < o, 
iC2VI iEI j cL  
which contradict (8). This complete the proof. I 
THEOREM 3.5. SUFFICmNCY. Suppose that there exists a DasibIe solution x* for (MP) and 
scalars A~ > 0, i - 1 , . . . ,  m, #~ _> 0, i C I, and w E R z such that (A, #, w) satisfies (4) and A~f~ 
are pseudoinvex , pig, s are quasi-invex and h'js are inrine with respect to r~ at x*, then z* is a 
properly efficient solution for (MP). 
PROOF. Since gi(z*) = 0,/z~ _> 0, and by assumptions on AJ 's,  #~gi's, and has, we have for all 
zEFp ,  
#i(~i,~) <_ O, Vrli C Ocgi(x*), i C I, 
~j(~j, ~) = o, v Cj c Ochj(~*) 
Employing assumption (4), there exists {i C O~f(x*), i = 1, 2, . . . ,  ra such that 
Since /~ifi(x) is pesudoinvex at x*, we obtain 
E Aif~(x) _> E Aifi(x*), 
~EM iEM 
for all x E -Pp. Hence, x* minimize ~ieM Aifi(x) subject to g(x) <= O, h(x) = 0. Hence, x* is a 
properly efficient solution for (MP) due to Theorem 1 of [21]. l 
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TIIEOREM 3.6. SUFFICIENCY. Suppose that there exists a feasible solution x* for (MP) and 
scalars A~ >_ 0, i = 1,...,m,}-~eMA~ = 1, ix~ _> 0, i C I, and w~ C R such that (;~,Ix, w) 
satisfies (4) and ;~ifi are strictly pesudoinvex and ixigi are quasi-invex and htjs are infine with 
respect o ~ at z*, then x* is an efficient solution for (MP). 
PROOF. Since (4) is holds, then there exist ~i E O~f(x*), ~h C O~g~(x*), and Cj ~ O¢hj(x*) such 
that 
i cM le t  jEL  
Suppose that (x*) is not an efficient solution for (MP). Then, there exists a feasible solution x 
for (MP) and an index i E M such that 
f,(~) < f~(~*), 
f j(x) <_ fj(x*), v j  ¢ ~. 
By assumptions on fi, gi, and hi, we have for all x C Fp, 
(ix~,,~) < O, Vrji e O~g~(z*), 
(~j(j,~) = o, vCj e O~hj(~*). 
The proof now follows along similar lines as in Theorem 3.4. 
4. DUAL ITY  
In this section, we consider the Wolfe type [24] and the Mond-Weir type dual [25] for (MP). 
We first consider the Wolf type dual for (MP). 
(WD) { 
max A(~') + ix'g(~') + w'h0,) , . . . ,  f,,(~,) + ix*g0') + ~'h(u) 
1 
s.t. 0 E k AiO~fi(u) 4- ~ ixiO~gi(u) 4- E wjO~hj(u), (*) 
i=1 i=1 j= l  
)~ >_ 0, i c M, k)~i=l ,  ix=>0, u E X. 
i=1 
We denote FD the set of all feasible solutions of the dual problem (WD). Now, we can state the 
following duality results for dual problem (WD). 
THEOREM 4.1. WEAK DUALITY. Let x be feasible for (MP) and (u, A, ix, w) be feasible for (WD). 
Assume that either (a) or (b) holds. 
(a) f:s, g~s are inyex and h'js are infine at u with respect o • and A > O, 
(b) f~s, g~s are strictly invex and h~js are infine at u with respect o 71. 
Then, the following cannot hold, 
fj(x) </ j (~)  + ixtg(~) + wth(u), V jcM,  (9) 
and 
fi(x) < f~(u) 4- #tg(u) 4- wth(u), for some i E M. (10) 
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PROOF. Suppose contrary to the results of the theorem that (9) and (10) hold, 
p l 
fs(x) <- fs(~) + ~(~)  + ~ ~Jh;(~), 
i=1  j - -1  
p l 
fi(x) < f{(u) + Etzig~(u) ÷ ~wfl~j(u), 
i -1  j -1  
VjcM,  
for some i E M. 
(11) 
(12) 
Since k > 0, we obtain 
i EM iEP  j c l  
(13) 
If (a) holds, we have 
m p I 
~ >,,<~,,7> + ~ ~,<,7~,,7> + ~ ~j<~j,,7> < 0, 
i=1  i=1  j= l  
V~ c a~f~(u), Vrj~ c a~g~(u), vcj ~ aohj(u). 
(14) 
From condition (*), then there exist ~i E Ocfi(u), ~i e O~gi(u), and Q c Ochj(u) such that 
i cM iEP  jEL  
This implies that 
~i<~,,~> + ~ ~<,7~,,7> + ~<~, ,7> = 0, 
i=1 i=1 i=1 
which contradicts (14). This complete the proof. 
If (b) holds, and suppose contrary to the result of the theorem that (9) and (10) hold, 
(15) 
p l 
i=1  j= l  
p l 
fy(x) < fj(u) + Ep ig i (u  ) + Ewjh j (u) ,  
i=1  j= l  
Vj E M, 
for some i C M. 
(16) 
(17) 
Then we obtain, 
iE lti iE P j El 
(18) 
By assumption o,1 f,[s, 9i's, h'is and (18), we have 
p l 
/ :1  i=1 j= l  
v~ c acf(u), Vw c acgi(u), vcj c O~hj(u), 
(19) 
the proof now follows along similar line of Part (a). | 
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THEOREM 4.2. STRONG DUALITY. Let x* be feasible for (MP) at which the suitable constraint 
qualification [23] is satisfied. Then, there exist A* c R m and #* C R p and w* E R 1 such that 
(x *, A*, #*, w * ) is feasible for (WD). If  also f~ s, g~ s are strictly invex and hj are inane with respect 
to ~] at x*, then (x*,A*,p*,w*) is an efficient solution/'or (WD). 
PROOF. Since x* be feasible for (MP) and the constraint qualification [23] is satisfied at x*, from 
Theorem 3.2, there exist A* E R m, #* E R p, and w* E R z such that (1) and (2) hold, which gives 
that (x*, A*, p*, w*) is t'easible for (WD). If (x*, A*, #*, w*) is not an effÉcient solution for (WD), 
then there exist a feasible solution (u, A, #, w) for (WD) such that, for each j E M, 
iep j~t icp jel 
and for some i E M, 
~p ~et ~ev jez 
which contradict Part (b) of the weak duality Theorem 4.1 for feasible solution (x*) for (MP) 
and (u, A, if, w) for (WD). Hence, (x*, A*, #*, w*) is an efficient solution for (WD). I 
We now consider the following Mond-Weir type [25] dual for problem (MP): 
maxf (u)  = (fl(U), . . . ,  fm(Zt)) 
s.t. o e ;~o~f~(~) + E ~o~g~(~) + E ~jo~hj(~), 
i=1 i=1 j= l  ($#) 
(MWD) #~g~(u)>O, i=1 ,2 , . . . ,p  
Ai>_O, i cM,  kA i= l ,  #>0,  ucX.  
i=1 
We denote FD2 the set of all feasible solutions of the dual problem (MWD). Now we can state 
the following duality results for dual problem (MWD). 
THEOREM 4.3. WEAK DUALITY. Let x be feasible for (MP) and (u, A,#,w) be feasible for 
(MWD). If  A.~f: s are quasi-invex, #ig~s are strictly pseudoinvex and wih{s are inl~ne at u with 
respect to r], then the following cannot hold, 
f j (x)  < f j(u),  Vj  e M, (20) 
k(~) < f,(,~), eor so~e i e M. (21) 
PROOF. Suppose, contrary to the result, that (20) and (21) hold. Then, 
f j (x)  5 fy(u), Vj e M, (22) 
f i(x) < f i(u), for some i E M. (23) 
By using assumptions on AiF[s, pig, s, wjh}s, we have 
m 
i=1 
P 
i=1 
I 
~ ~j(¢j,v) = 0, 
j=l 
v~ c aj(~), 
Vr]i E Ocgi(u), 
v ~j e O~hj(~). 
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These implies that 
m p I 
Z + Z + <¢j, < o, 
i=I i=i j=l  
for all ~i E O~f(u),7]i C Oegi(u) and Q e Ochj(u). From condition 
O~f(u),~i E O~gi(u), and Q c Oehj(u) such that 
(24) 
(**), there exists ~i E 
m p 1 
i=1 i=1 j= l  
This implies that 
m p l 
i=1 i=1 j~ l  
which contradict (24). This complete the proof. | 
THEOREM 4.4. STRONG DUALITY. Let x* be feasible for (MP) at which the suitable constraint 
qualification [23] is satisfied. Then there exist A* E R m and #* C R p and w* E R l such that 
(x*, A*, #*, w*) is feasible for (MWD). If also A~f~s are quazi-invex, #~9~s are strictly pesudoinvex 
and hj are infine with respect o ~ at x*, then (x*, A*, #*, w* ) is an etticient solution for (MWD). 
PROOF. The proof is similar to that of Theorem 4.2. 
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