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Preface
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ence of Heat and Mass Transfer held in Brisbane, Australia on 14-15 July 2016. The conference
was organised by Queensland University of Technology under the auspices of the Australasian Fluid
and Thermal Engineering Society (AFTES) of Engineers Australia.
Scientifically, these collected articles reflect recent progress made in heat and mass transfer
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of convection, conduction, radiation, turbulence, multi-phase flow, combustion, drying, heat
exchangers, phase change, computational methods, experimental methods, and other significant
thermal processes in environmental, industrial, and process engineering. All the papers published
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received for each paper, according to the HERDC standard.
The Organizing Committee is grateful to all of the contributors who made this volume possi-
ble. We would like to express our sincere appreciation to all authors and reviewers for their excellent
contributions as well as the AHMT2016 scientific committee and financial support provided by
Queensland University of Technology and Engineers Australia.
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Abstract. Natural convection heat transfer in enclosures is an area that has particular significance to 
a wide range of applications. However, heat transfer from enclosures with openings to the 
surroundings, such as open windows in buildings or passively ventilated electronics enclosures, have 
received far less attention. In this regard, there is still a lack of generalised relationships that can be 
used in determining the heat transfer in partially open enclosures. As such, this work presents an 
experimental and computational investigation of the natural convection heat loss from partly open 
cubical enclosures, with various opening configurations, with a view to understanding the mechanism 
and developing relationships that describe it. It shows that heat transfer from the partly open 
enclosures is most strongly influenced by the Rayleigh number and the opening size.  
Introduction 
Natural convection heat transfer from enclosures with openings to the surroundings is an area of work 
that has particular significance to the development of energy efficient buildings. Despite this, there 
are few studies that have examined the issue of heat loss from open or partly open enclosures. 
The majority of the work undertaken on open enclosures has examined the issue of natural 
convection as it relates to ventilation rates in buildings, as well as more fundamental studies of the 
convection mechanism. One such example is the work of [1] who computationally examined the flow 
in a square cavity with multiple slotted openings. They found that the Nusselt number and the 
volumetric flow rate both increased with Rayleigh number and also the opening ratio.  
In their work [2] computationally examined buoyancy affected flows in a room like enclosure with 
ventilation and noted the flow was affected by the geometry. Similarly, [3] examined the ventilation 
of buildings through large openings on a single side and with sun shades. They found that the airflow 
could be related to the Archimedes number. 
In a more fundamental sense, [4] examined buoyancy driven ventilation of a room with a heated 
floor. They performed a series of experiments of the flow in their enclosure, and then developed a 
model of the flow under generalised conditions. They noted that there is a need for further work in 
the field with a particular emphasis on the opening size. 
Despite the insights of the studies on ventilation rates, there is also a need to relate these to the 
heat transfer. In their study [5] undertook a computational fluid dynamics (CFD) analysis of the heat 
transfer by laminar natural convection from electronic components housed in a vented enclosure. 
They found that both location and size of the openings influenced the flow and temperature in their 
enclosure. Further, studies such as the work of [6] and [7] have explored the influence of opening 
aspect ratio and inclination on the heat transfer from open solar receivers. As such, they have 
delivered a number of relationships to describe heat transfer as a function of these two parameters as 
well as the Rayleigh or Grashof number.  
Despite the work that has been undertaken, there is still a lack of relationships that can be used in 
determining the heat transfer in partially open enclosures. In the work of [8] the effect that varying 
convective heat transfer coefficients in building energy simulation models is discussed; in this it is 
shown that varying the value of this only slightly can significantly affect the predicted heating energy 
required in buildings. Therefore, with partly open buildings, this prediction becomes even more 
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 difficult, and so there is a need to develop relationships to describe the impact this has on convective 
heat transfer coefficients. As such, this work aims to develop an understanding of this problem with 
a view to developing such a relationship. 
Numerical Modelling 
As an initial step to determining the natural convection heat transfer in a partially open enclosure, a 
steady state model was formulated in a commercial CFD solver [9] based on the finite volume 
method. The solver utilises the Reynolds averaged Navier-Stokes equations in the prediction of 
turbulent flows and a Cartesian coordinate system to spatially distribute a rectangular computational 
mesh [9]. In its treatment of turbulence, the solver employs transport equations for the turbulent 
kinetic energy and turbulence dissipation rate using the standard k-ε model. Additionally, it uses a 
Modified Wall Function approach, where a Van Driest’s profile is utilised to describe the near wall 
flow. It has been suggested that this treatment provides accurate velocity and temperature boundary 
conditions in the conservation equations [9]. 
The solver utilises a cell-centred approach to obtaining a conservative approximation of the 
governing equations. The second-order upwind approximations for the fluxes are treated using the 
QUICK scheme and a Total Variation Diminishing (TVD) method. Finally, a SIMPLE-like approach 
and an operator-splitting technique are used in the treatment of time-implicit approximations made in 
the continuity and convection/diffusion equations. As such, the solver is able to provide accurate 
prediction of natural convection in a square enclosure when compared with the benchmark numerical 
solution of [10]. 
For this study a 3-dimensional air filled cubic enclosure with single side openings of varying open 
aspect ratio was examined, as shown in Fig. 1. The simulation was conducted in a much larger 
computational domain (to limit the impact of using an ambient/open boundary condition [9]) which, 
after a mesh dependence study, consisted of a mesh of approximately 500,000 cells. For the 
simulations, the floor of the enclosure was heated at a constant temperature while all other walls were 
assumed to be adiabatic, this corresponded to Rayleigh numbers in the range 1x108 to 5x108, taking 
the enclosure height to be the characteristic length. In this regard the aim was to approximate the 
effect of an opening on the heat loss from a room where solar radiation had been shining on the floor, 
thus leading to an increase in its temperature.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Schematic of the computational boundary conditions 
Numerical Results 
In considering the results of the simulations, it was apparent that increasing the temperature of the 
heated floor led to an increase in heat transfer from this surface. It was noticeable that as the opening 
size increases, so does the heat transfer from the heated wall as shown in Fig. 2 and also by [6] and 
[7]. In this regard the Nusselt number for the heated wall could be represented as a function of the 
opening aspect ratio (d/D) and the Rayleigh number.  
Thot 
Tsurroundings 
Adiabatic 
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Fig. 2 Nusselt v Rayleigh Number for an open enclosure with various opening sizes 
 When considering the convective heat loss from the enclosure, it is interesting to examine the 
flow in the enclosure. In Fig. 3 it can be seen that for a small opening, a significant part of the flow 
is recirculating in the enclosure whereas for a larger opening there is a greater exchange of flow 
between the enclosure and the surroundings. In addition, the isotherms show a plume of cold air 
extends almost the entire height of the enclosure for large openings, leading to a large temperature 
gradient near the enclosure floor; these factors would explain why the heat transfer is higher with 
larger openings. 
   
Fig. 3 Flow in an open enclosure with various opening sizes (25% left, 50% right) 
Experimental Setup 
The computational modelling of the partly open enclosure suggested that the Rayleigh number and 
also the size of the opening played an important role in the determination of the flow and heat transfer 
for such systems. In order to verify this observation, it was decided to develop an experiment to 
explore this further. 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-3
 As such, an acrylic tank 1.2m x 1.2m x 0.6m was designed to contain a small partly open acrylic 
enclosure that was subsequently submerged under water (rather than in air). The acrylic open cavity 
was a cube with internal dimensions of 100mm and a wall thickness of 4.5mm. The cube cavity had 
one vertical side open to the surrounding fluid in the larger tank, and a set of walls of different heights 
were designed to fit into the vertical open wall. In this work two locations were tested for the opening; 
top open and bottom open. 
As with the computational model the floor of the small enclosure was heated. This was achieved 
using a stick-on resistance heating element attached to the back of a 5 mm thick aluminium plate in 
order to provide a uniform surface temperature at the top surface. The heater plate had four T-type 
thermocouples uniformly distributed across its surface to record the temperature. Mineral wool was 
packed under the heating element to eliminate heat loses through the bottom. In this manner the heat 
transfer was predominantly from the surface of the aluminium plate in contact with the water in the 
tank. In addition, three thermocouples where then used to measure the fluid temperature in the tank 
(thus giving the temperature difference between the heater and the surroundings). To vary the 
Rayleigh number in the enclosure, the temperature difference was modified using a variable DC 
power supply connected to the resistance heating element. The power being drawn by the heater was 
controlled by varying the voltage with a fixed current. To determine the temperature gradient in the 
enclosure (between the heater and surrounding water) the thermocouples were connected to a Picolog 
TC-08 eight channel thermocouple data acquisition system and recorded by a computer via the USB 
interface.  
To characterise the flow, the water was seeded with neutrally buoyant glass microspheres to allow 
a PIV analysis to be undertaken when the system reached steady state thermal conditions. The flow 
was illuminated by a 1W diode pumped solid state laser generating a light sheet approximately 1mm 
thick. A series of 1000 consecutive images of the flow were captured by a 5 megapixel CCD camera, 
with an inter-frame time of 60ms, and used to determine the time-averaged flow inside the enclosure 
using the MicroVec PIV processing package [11]. Fig. 4 shows a schematic representation of the 
experimental setup.   
 
Fig. 4 Schematic of experimental apparatus 
Experimental Results 
In Fig. 5a-d it can be seen that there is a distinct neutral axis for the openings, representing the 
transition from inward to outward flow, at approximately 50% of the opening height. However, more 
importantly, it can be seen that the opening size has a dramatic influence on the flow structure within 
the enclosure, as had been elucidated by the CFD simulations. In Fig. 5a-c with a top opening, the 
flow initially resembles that of a closed cube (25% open), as this increases to 50% two strong 
circulating cells develop due to the large plume entering the enclosure while at 75% open these cells 
diminish with only a small cell occurring behind the low wall, as has been observed in the simulation 
results.  
What is more interesting is the difference between Fig. 5c-d, both of which are 75% open but with 
a different opening location. Despite the opening being the same size, there are significant differences 
Water 
Heater 
Thermocouples 
Camera 
Laser 
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 in the flow structure as a result of the orientation. In this respect, there may be differences in the local 
heat transfer coefficient, or temperature, across the heated floor due to the velocity differences in this 
area. In turn, for partly open enclosures such as buildings with open windows, the observed flow 
structure, velocity variations and temperatures might affect the comfort of the occupants and the air 
quality. In this respect there may be an ideal location for these openings, however this is an area that 
would require further investigation.  
 
 
 (a) 25% open at top (b) 50% open at top 
 
 
 (c) 75% open at top (d) 75% open at bottom 
 
Fig. 5 Streamlines and velocity contours for enclosures at 200W/m2 
Discussion and Conclusion 
Natural convection heat transfer from enclosures with openings to the surroundings, such as open 
windows or doors in buildings, has received little attention and so there is a lack of relationships that 
can be used in determining the heat transfer in such systems. In order to develop more accurate 
modelling tools that describe the thermal characteristics and indoor air quality in low energy 
buildings, the development of such relationships is paramount.  
This work has shown both computationally, that heat transfer from partly open enclosures is 
strongly influenced by both the Rayleigh number and also the opening size. Such a finding, though 
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 significant requires further work to develop a generalised relationship for a wider range of Rayleigh 
numbers. Further, from the experimental analysis, it is possible that the location of such openings 
may also influence the nature of a relationship to describe this heat transfer and would also influence 
the local heat transfer coefficients which would be encountered from the heated base. As such, there 
is still a significant amount of work to be undertaken in the development of such expressions. 
References 
[1] E. Bilgen, A. Muftuoglu, Natural convection in an open square cavity with slots, International 
Communications in Heat and Mass Transfer, 35 (2008) 896-900 
[2] P. V. Nielsen, A. Restivo, J. H. Whitelaw, Buoyancy-affected flows in ventilated rooms, 
Numerical Heat Transfer, 2(1) (1979) 115-127 
[3] A.A. Argiriou, C.A. Balaras, S.P. Lykoudis, Single-sided ventilation of buildings through shaded 
large openings, Energy, 27(2) (2002) 93-115 
[4] C. Gladstone, A.W. Woods, On buoyancy-driven natural ventilation of a room with a heated 
floor, Journal of Fluid Mechanics, 441 (2001) 293-314 
[5] E. Yu, T. Joshi, A numerical study of three-dimensional laminar natural convection in a vented 
enclosure, International Journal of Heat and Fluid Flow, 18 (1997) 600-612 
[6] M. Prakash, S.B. Kedare, J.K. Nayak, Numerical study of natural convection loss from open 
cavities, International Journal of Thermal Sciences, 51 (2012) 23-30  
[7] M. Miyamoto, T.H. Kuehn, R.J. Goldstein, Y. Katoh, Two-dimensional laminar natural 
convection heat transfer from a fully or partially open square cavity, Numerical Heat Transfer Part 
A: Applications, 15(4) (1989) 411-430 
[8] K.J. Lomas, The U.K. applicability study: an evaluation of thermal simulation programs for 
passive solar house design, Building and Environment, 31(3) (1996) 197-206 
[9] Cosmos, COSMOS FloWorks Fundamentals, Solidworks Corporation, Concord MA, 2006 
[10]  G. de Vahl Davis, Natural convection of air in a square cavity: a benchmark numerical 
solution, International Journal of Numerical Methods in Fluids, 3(3) (1983) 249–264 
[11]  MicroVec, MicroVec 3.5.1. User Manual, Beijing Microvec Inc. Beijing, 2013 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-6
 Modelling turbulent buoyancy-driven flows in a differentially heated 
cavity with horizontal fins  
Joshua Yena *, Chengwang Leib and John Pattersonc  
School of Civil Engineering, The University of Sydney, Sydney, NSW 2006, Australia 
ajoshua.yen@sydney.edu.au, bchengwang.lei@sydney.edu.au, cjohn.patterson@sydney.edu.au 
Keywords: natural convection, differentially heated cavity, adiabatic fin, turbulence modelling  
Abstract. The effect of several turbulence models on the transient flow development in and heat 
transfer across a differentially heated square cavity with thin adiabatic fins on the sidewalls is 
investigated at a Rayleigh number of 3.68 × 109. Previous numerical simulations of this problem have 
traditionally employed a laminar model despite their experimental counterparts displaying distinct 
turbulent features. The present numerical results reveal clear variations in the early stage of the 
temperature field development between the different turbulence models. However in the transitional 
stage, the flow development is comparable, and the predicted plume separation frequency and overall 
heat transfer rate are identical. Consequently, no benefit is gained by modelling turbulence at the 
expense of increased computational resources. 
Introduction 
Buoyancy-driven, natural convective flows in differentially heated cavities are prototypical of many 
industrial processes, and their associated heat transfer is of significant practical importance, for 
example, in the thermal insulation of buildings [1] and cooling of electronics [2]. The development of 
this prototypical flow from an initially motionless, isothermal state with sudden isothermal or isoflux 
sidewall heating consists of [3]: (a) transition of unsteady one-dimensional vertical boundary layers 
to a steady two-dimensional state, triggered by travelling waves from the leading-edge effect [4]; (b) 
horizontal intrusion formation at the ceiling and floor [5]; (c) secondary travelling waves in the 
vertical thermal boundary layers triggered by the arrival of the horizontal intrusions from the 
opposing sidewalls [5, 6]; and (d) transition to a steady state, or periodic flow for Rayleigh numbers 
larger than a critical value, and thermal stratification of the cavity core [6, 7]. 
Various methods [8, 9] have been investigated to alter the flow development and, hence, the heat 
transfer in differentially heated cavities due to their significance in industrial processes. Of these 
methods, horizontal fins have received considerable attention due to their simplicity.  
The thermal flow development around a thin adiabatic fin placed on the hot sidewall of a 
differentially heated cavity was visualised using the shadowgraph technique and measured with 
fast-response thermistors by Xu et al. [10]. They observed in the early stage an additional horizontal 
intrusion under the fin that, after bypassing the fin tip, developed into a starting plume. Subsequently, 
the plume was entrained into the downstream vertical boundary layer and, in the transitional stage, 
moved towards the fin. In the quasi-steady stage, the plume periodically separated from the fin 
ostensibly due to a Rayleigh-Bernard-type instability. These experiments were later numerically 
simulated [3], and the temperature field development was observed to be in qualitative agreement 
with the experimental shadowgraph images. The numerical results also revealed an unstable 
temperature profile above the fin that confirmed the presence of a Rayleigh-Bernard-type instability, 
as well as a heat transfer enhancement compared to a cavity without a fin.  
However, this combined experimental-numerical investigation employed a laminar model for the 
simulations, with spatial and temporal scales much larger than the Kolmogorov scales, despite having 
observed turbulence features in the experiments, particularly in the region downstream of the fin. 
Furthermore, a survey of the literature [11-14] has revealed, to the best of the authors’ knowledge, 
that all numerical investigations of natural convection in differentially heated cavities with fins have 
assumed laminar flow developments. Consequently, fine-scale turbulence features may not have been 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-7
 resolved, and the altered flow development and, more importantly, the computed heat transfer 
induced by the fins may have been misrepresented. 
Therefore, the aims of this paper are to investigate the effect of various turbulence models on the 
laminar transient flow development in and the heat transfer across a differentially heated square 
cavity, and to elucidate any benefits of modelling turbulence at the expense of increased 
computational resources. 
Numerical Method 
The two-dimensional unsteady Navier-Stokes and energy equations with Boussinesq approximation 
are solved using ANSYS FLUENT for the laminar simulation, but are Reynolds-Averaged for 
inclusion of the k-ε (with enhanced wall treatment), k-ω, k-ω Shear Stress Transport (SST), k-ω Low 
Reynolds Number (LRN) and k-ω SST LRN turbulence models. The finite volume solver is used with 
the SIMPLEC algorithm to couple the pressure and velocity, and a second-order upwind scheme to 
spatially discretise all advection terms. Gradient terms are discretised and pressure interpolation 
carried out with the least squares cell based and body force weighted methods, respectively, while 
temporal discretisation is achieved with a second-order implicit scheme. 
A structured, non-uniform square grid is constructed for the square cavity, which is 240 mm in 
height (H) and length (L) with horizontal fins of 2 mm thickness and 40 mm length located 180 mm 
from the leading-edges of the sidewalls (see Fig. 2 which shows half of the cavity on the heated side). 
The mesh is refined near the walls and fins to obtain a y+ value less than 1 and capture the flow 
development near the surfaces. Water with a Prandtl Number of Pr = 7 is used as the working fluid 
which is initially motionless at an isothermal temperature of T0 = 293.15 K. All surfaces are no-slip 
rigid walls, and sudden isothermal heating and cooling is achieved by setting at the time t = 0 s the 
right and left sidewalls to TH = T0 + ΔT/2 and TC = T0 – ΔT/2, respectively, with all other surfaces 
assumed adiabatic. The temperature differential is ΔT = 20 K, corresponding to a Rayleigh number of 
Ra = 3.68 × 109.  
Grid and time-step dependence are investigated with coarse, medium and fine meshes (with 
274 × 323, 398 × 448 and 605 × 642 cells, respectively) and three time-steps of Δt = 0.05 s, 0.025 s 
and 0.0125 s with the k-ω SST model. The maximum instantaneous change between the medium and 
fine meshes in the calculated Nusselt number integrated over the hot sidewall is 5.5% and in the 
temperature time series within the thermal boundary layer at (x = 0.118 m, y = 0.09 m), where x and y 
are the horizontal and vertical distances from the cavity centre, is 1.5%.  The maximum instantaneous 
changes between the time-steps of Δt = 0.025 s and 0.0125 s in the calculated Nusselt number and 
temperature time series are 3.9% and 1.6%, respectively. Consequently, the medium mesh with the 
time-step of Δt = 0.025 s is employed for all subsequent simulations. 
Results & Discussion 
The transient flow development and heat transfer are investigated from start-up to the transitional 
stage between t = 0 s and 1500 s, as shown in Fig. 1. 
 
 
Fig. 1 Wall-integrated 
Nusselt number between 
t = 0 s and 1500 s for all 
models, with the vertical 
dotted line marking the 
approximate start of the 
transitional stage. 
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 Temperature Field. Contours of the temperature field over half the cavity width are shown in Fig. 
2 for the various models at selected times. The temperature field development produced by the 
laminar model in Fig. 2a- displays all the typical features of a buoyancy-driven flow in a differentially 
heated cavity with adiabatic thin fins on the sidewalls [3, 10, 15]. Following sudden isothermal 
heating, vertical thermal boundary layers develop next to the hot sidewall above and below the fin, 
while horizontal intrusions simultaneously form under the ceiling and fin before the latter reaches the 
fin tip at t = 14 s (Fig. 2a1). Buoyancy subsequently causes the intrusion underneath the fin to 
separate from the fin tip and rise to form a starting plume visible in Fig. 2a2. At t = 46 s, the ceiling 
and floor intrusions move past the cavity mid-width. Then, as the cold floor intrusion moves towards 
the hot sidewall, the lower part of the thermal boundary layer is compressed, producing travelling 
waves between t = 70 s and 100 s that can be seen in Fig. 2a3 and Fig. 2a4 as local thickenings of the 
thermal boundary layer. During this time, the vertical plume bends towards the fin and mixes with the 
ceiling intrusion. At t = 90 s in Fig. 2a4, for example, the plume forms an approximate 45° angle with 
the fin. Another set of travelling waves is visible in the temperature field around t ≈ 140 s (not shown 
for brevity) that further enhance mixing in the corner region. Beyond t > 220 s, the plume begins to 
periodically separate from the fin, indicating the start of the transitional stage to a quasi-steady state, 
and thermal stratification of the cavity core slowly increases. At t = 900 s, a highly stratified core has 
developed as shown in Fig. 2a5. 
The temperature field development produced by the other models with turbulence is nearly 
identical immediately after sudden isothermal heating and overall similar in the transitional stage to 
that described above for the laminar model. In the early stage, however, clear variations are observed. 
For the k-ε model shown in Fig. 2b-, the starting plumes quickly dissipate before they reach the 
ceiling or floor, and consequently delay the progression of the ceiling and floor intrusions (c.f. 
Fig. 2b3 and Fig. 2b4). Indeed, the poor performance of the standard k-ε model for natural convection 
problems is well known [16]. Surprisingly, though, the hot plume begins periodically separating from 
the fin earlier when compared to the other models around t > 178 s.  
The k-ω and k-ω SST temperature fields in Fig. 2c- and Fig. 2d-, respectively, start to diverge from 
the laminar field beyond t > 60 s but, compared to the k-ε model, still display good overall agreement 
for the remainder of the early stage. The LRN models in Fig. 2e- and Fig. 2f- have temperature fields 
most similar to the laminar model, however, they nonetheless also eventually diverge after t > 113 s.  
Despite the variations in the early stage, all the models display similar temperature fields beyond 
t > 300 s, albeit with their plumes periodically separating at different times, as they enter the 
transitional stage. The degree of thermal stratification is the same for all models at t = 900 s as shown 
in Fig. 2-5. 
Plume Separation Frequency. The frequency spectra of the temperature time series at 
(x = 0.09 m, y = 0.064 m) above the fin (see the marker in Fig. 2a5) in the transitional stage for three 
time periods between t = 600 s and 900 s, t = 900 s and 1200 s and t = 1200 s and 1500 s are shown in 
Fig. 3 for all models. For the laminar model, two frequency peaks can be readily identified in the first 
time period in Fig. 3a at f1 = 0.0267 Hz and f2 = 0.1167 Hz, which are also marked by vertical dotted 
lines. Fig. 3 shows that the dominant frequencies gradually change over time, which is typical of the 
slow transition to a quasi-steady state, and only f2 persists into the third time period, revealing the 
fundamental plume separation frequency. This fundamental frequency decreases from f2 = 0.1167 Hz 
in the first time period to 0.1067 Hz in the third. The previously reported dominant frequency in the 
temperature time series at the same location above the fin, with an equivalent fin length and height 
and Rayleigh number as the present investigation but a smaller aspect ratio of H/L = 0.24, was 
numerically and experimentally found to be 0.092 Hz and 0.0831 Hz, respectively [15]. Therefore, 
the present numerical results are similar to the reported data despite not yet having attained a 
quasi-steady state, and it is expected that f2 will continue to gradually decrease during the transitional 
stage and become closer to the reported values as thermal stratification of the cavity core increases.  
For the other models with turbulence, Fig. 3 shows that their dominant frequencies are essentially 
the same as those of the laminar model in each of the three time periods.  
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Fig. 2 Temperature field contours for (a-) laminar; (b-) k-ε; (c-) k-ω; (d-) k-ω SST; (e-) k-ω LRN; 
and (f-) k-ω SST LRN model at (-1) 14 s; (-2) 25 s; (-3) 75 s; (-4) 90 s; and (-5) 900 s, with a marker 
in Fig. 2a5 showing the location of the temperature time series used for computing the plume 
separation frequency. 
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Fig. 3 Frequency spectra of temperature time series for all models at (x = 0.09 m, y = 0.064 m) 
between (a) t = 600 s and 900 s; (b) t = 900 s and 1200 s; and (c) t = 1200 s and 1500 s with vertical 
dotted lines at f = 0.0267 Hz and 0.1167 Hz. 
 
Table 1 Integrated Nusselt number and percentage change in laminar wall-clock time for all models. 
  Model 
  Laminar k-ε k-ω k-ω SST 
k-ω 
LRN 
k-ω SST 
LRN 
𝐍𝐍���� 
1000 s – 
1500 s 80.92 80.83 80.89 80.80 80.91 80.91 
Change in Wall-Clock 
Time Relative to 
Laminar Model (%) 
0 s – 
300 s 0 55.7 38.6 51.9 34.3 55.4 
 
Heat Transfer. In order to quantify the heat transfer from the hot sidewall to the cavity interior, 
the local Nusselt Number is integrated over the wall and time-averaged between t = 1000 s and 
1500 s. The computed results are given in Table 1 and are essentially the same for all models. 
Computational Time. The wall-clock time gives an indication of the computational resources 
required for computational fluid dynamics simulations. The wall-clock time to simulate the flow from 
start-up to t = 300 s using the mesh and time-step described above was 20.8 hours for the laminar 
model. As expected, the change in wall-clock time, then, for all the other models with turbulence 
relative to the laminar model was positive, as summarised in Table 1. The k-ω LRN model has the 
smallest increase in the wall-clock time of 34.3% while the k-ε model has the largest of 55.7%. 
Summary 
A numerical investigation has been performed to determine the effect of modelling turbulence on 
the transient flow development in and heat transfer across a differentially heated square cavity with a 
thin adiabatic fin on each of the sidewalls.  
Although the temperature field development of the various models are nearly identical 
immediately after sudden isothermal sidewall heating and cooling, they eventually diverge from one 
another and clear variations are observed in the early stage of the buoyancy-driven flow. The k-ε 
model has the most dissimilar to the other models, while the LRN models are most alike to the 
laminar model. However, the temperature field development—including the continuous thermal 
stratification of the cavity core—for all the models is comparable in the transitional stage after the 
plume begins to periodically separate from the fin. Consequently, the plume separation frequency and 
the heat transfer from the hot sidewall into the cavity interior are the same for all models in the 
transitional stage. Unsurprisingly, though, the computational wall-clock time required for the models 
with turbulence is significantly larger than that for the laminar model. The k-ε model needed the 
longest time to simulate the flow in the early stage between t = 0 s and 300 s, with a 55.7% increase in 
the wall-clock time compared to the laminar model. 
In summary, the results demonstrate that, while the effect of including turbulence is to produce 
small, local changes in the initial flow development, doing so does not change the overall cavity-scale 
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 evolution of the flow. Consequently, for the present numerical investigation at a Rayleigh number of 
3.68 × 109, no benefit is identified by modelling turbulence at the expense of increased computational 
wall-clock time. Whilst no quantitative whole-field experimental temperature data exists to which the 
simulations could be compared against, the findings of this paper suggest that laminar simulations are 
sufficient for future investigations of buoyancy-driven flows in differentially heated square cavities 
with thin adiabatic fins with Rayleigh numbers up to the order of 109. 
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Abstract - Solutions to the full transient Navier-Stokes equations are obtained numerically for natural 
convection flow of air inside a tall differentially heated cavity of finite aspect ratio in the laminar 
flow regime. The Boussinesq approximation is not used for solving the equations and the 
thermophysical properties of air are allowed to vary. The majority of previous numerical 
investigations and stability analyses used the Boussinesq approximation.  In those previous studies, 
a stationary, multi-cellular flow instability was predicted [1-6]. Contrary to this, the instability 
predicted in our simulations is a travelling wave which drifts downward in the cavity. This result is 
in agreement with stability theory using variable gas properties [7].  Numerically predicted wave 
speeds from the current study are compared to those predicted by stability theory and with wave 
speeds measured in similar rectangular geometries. The wave drift speed is found to be a strong 
function of the non-dimensional temperature difference, ε, which is defined as the ratio of the 
temperature difference between the walls of the cavity, Th – Tc, to the sum of the absolute wall 
temperatures, Th + Tc. Wave drift speeds and wavenumbers are calculated over a range of non-
dimensional temperature differences 0 < ε < 0.5. The influence of ε on the flow structure and on the 
average and local Nusselt numbers is described. 
  
Introduction 
Natural convection flow of air in rectangular cavities with isothermal walls has been studied 
analytically, numerically and experimentally by a number of researchers in the last few decades. To 
predict the flow dynamics and heat transfer, many researchers have used the small temperature 
approximation also known as the Boussinesq approximation to analytically and numerically study 
the system. Most of the earlier experimental investigations [3, 6] were carried out with conditions 
close to the Boussinesq limit (ΔT ≈ 0). However, this assumption of small temperature difference is 
too restrictive for applications such as gas thermal insulation systems, chemical vapor deposition 
systems, solar collectors, and cooling of electronic devices. These applications typically have 
conditions where the temperature difference between the vertical surfaces is higher than ΔT ≈ 20 C. 
Furthermore, for applications in which the local heat transfer at a specific point is of interest, even 
small changes in the flow structure can be important. It is therefore useful to understand the effect 
that a dimensionless wall temperature difference ε has on the nature of the flow and on the heat 
transfer inside the cavity.   
 
In the Boussinesq limit, the nature of the flow in a tall, differentially heated, air-filled cavity is 
well understood. The flow inside the cavity depends on three parameters, namely the Rayleigh 
number of the flow (Ra), the Prandtl number of the fluid (Pr), and the aspect ratio of the cavity (A = 
H / L). The temperature difference between the two vertical walls of the cavity sets up a unicellular 
convection flow, with air rising near the hot wall and descending near the cold wall. As the Rayleigh 
number of the flow inside the cavity is increased, the unicellular convection becomes stronger until 
a critical value of Rayleigh number is reached. If the Rayleigh number is increased beyond this critical 
value, the unicellular convection breaks into multicellular convection consisting of a number of 
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 stationary cells. This multicellular flow has been predicted and studied in detail by many investigators 
with stability analyses [1-3] and numerical studies [4, 5]. Earlier experimental investigations [6, 3], 
most of which used smoke pattern photographs for visualization, also report the instability as a 
multicellular flow comprised of steady stationary cells.  
 
There have been several stability analyses [7, 8] and numerical studies [9-11] of the flow inside a 
differentially heated cavity under non-Boussinesq conditions. Results from these studies have shown 
that the temperature dependent fluid properties have an important effect on the flow structure in the 
cavity. Linear stability analysis by Sulsov and Paolucci [7] for air in a vertical enclosure under non-
Boussinesq conditions showed that the instability of the conduction regime for any finite temperature 
difference is always an oscillatory instability. The predicted stationary instability from studies in the 
Boussinesq limit results from the artificially imposed symmetry of the flow with uniform gas 
properties. Furthermore, the non-Boussinesq study showed that the oscillatory instability occurs as a 
travelling wave, which drifts downward in the cavity. This downward drift velocity has been 
experimentally observed by Wright et.al [12] and Lartigue et.al [13]. Stability studies have shown 
that there is a dependence of the flow structure on another parameter in addition to the Rayleigh 
number, the Prandtl number, and aspect ratio. The non-dimensional temperature difference ε is the 
ratio of the temperature difference between the hot and cold walls to the sum of the absolute 
temperatures of the hot and cold walls of the cavity. Instabilities in the air-filled cavity are shear 
driven from values of 0 < ε < 0.536. Beyond the value of ε = 0.536, the nature of the instability 
changes from shear driven to buoyancy driven [7]. In some of the numerical studies with non-
Boussinesq conditions [9, 10], the average and local Nusselt numbers for air-flow in a differentially 
heated cavity were predicted. However, most of the results were for aspect ratios up to 10 whereas 
multicellular flows occur for air-filled cavities with aspect ratios greater than 12.5 [4].  
Problem Definition and Numerical Method 
Consider the flow of air in a cavity of aspect ratio A = H / L where H is the height of the cavity 
and L is the gap distance between the cavity walls. The cavity is assumed to have infinite depth, and 
the air-flow in the cavity is in the regime of two-dimensional flow. The air in the cavity has 
temperature dependent density ρ, dynamic viscosity μ, thermal conductivity k, and specific heat Cp. 
The cavity consists of two vertical isothermal walls at temperatures Th and Tc where Th is the 
temperature of the hot wall and Tc is the temperature of the cold wall. The horizontal surfaces at the 
top and the bottom are adiabatic. The Rayleigh number for the flow is given by Ra = gβΔTL3/ υα 
where g is the gravitational acceleration, ΔT = (Th – Tc) is the temperature difference between the 
walls of the cavity, Tm = (Th + Tc) / 2 is the mean temperature, and the thermal properties of air are 
evaluated at Tm. β is the coefficient of thermal expansion, υ is the kinematic viscosity, and α is the 
thermal diffusivity of air, each evaluated at Tm for the calculated Rayleigh number. The non-
dimensional temperature difference ε is given by ε = (Th – Tc) / 2Tm where temperatures are absolute. 
 
The two-dimensional transient Navier-Stokes equations for a Newtonian fluid are solved using a 
commercial flow simulation software StarCCM+ (Version 10.04.009). Air is assumed to be a 
calorically perfect gas. The thermophysical properties of air, namely dynamic viscosity, thermal 
conductivity, specific heat, and density vary with temperature. The dynamic viscosity and thermal 
conductivity for air are calculated by linear interpolation of the tabulated data reported in [14]. The 
specific heat for air is expressed as a cubic polynomial fitted to the tabulated data reported in [14]. 
Density of air is calculated from the ideal gas equation. The equations are solved using a coupled 
solver with second order implicit time discretization and second order upwinding scheme in space.  
 
An orthogonal, non-uniform, non-staggered grid with prism layers at the four walls of the cavity 
is used. A grid with 50 nodes in the horizontal X direction and 2040 nodes in the vertical Y direction 
is used so that all the flow features are accurately captured. The results from StarCCM+ are 
benchmarked against the numerical results of Lee and Korpela and Zhao et.al [4, 5] and the 
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 experimental results of ElSherbiny et.al [15]. The predicted critical Rayleigh number and 
wavenumber for a cavity of aspect ratio 33 are compared with the experimentally reported values by 
Vest and Arpaci [3]. StarCCM+ accurately predicts the experimentally and numerically reported 
average Nusselt numbers and the experimentally observed critical Rayleigh number and critical 
wavenumber. 
 
The main objective of this work is to study the effect of the non-dimensional temperature 
difference ε on the flow structure and local heat transfer in a tall, differentially heated, air-filled 
cavity. The cavity under study has an aspect ratio A = 40.8. This aspect ratio is selected since most 
of the recent experimental studies [12,13] reporting a downward wave velocity are for cavities with 
aspect ratio of approximately 40. A cavity of aspect ratio ≈ 40 can also be considered tall enough so 
that the effects of stratification are minimal. In the Boussinesq limit, the critical Rayleigh number is 
predicted as Rac0 = 5707 [7]. It has been observed experimentally [12] that the flow becomes three-
dimensional when the Rayleigh number is increased beyond 10,000. Therefore this study is restricted 
to Rayleigh numbers in the range 5707 < Ra < 10,000 where the flow is known to be two-dimensional. 
As the nature of the instability changes from shear driven to buoyancy driven at a value of ε = 0.536 
[7], this study is further restricted to values of ε in the range 0 < ε < 0.5. To study the effect of wall 
temperature difference on the flow structure, transient flows were simulated for several fixed 
Rayleigh numbers while varying the non-dimensional temperature difference ε. 
Results 
In all simulations for this study, the instability of the conduction regime was found to be a traveling 
wave that drifts downward in the cavity. This is in agreement with previous stability analyses [7, 8] 
and experimental studies [12, 13]. This downward drift velocity can be attributed to the variation of 
air properties with temperature. The shear driven instability first appears at the inflection point of the 
cubic base flow velocity profile where the shear is maximum. As the value of ε increases, the 
inflection point shifts closer to the cold wall of the cavity due to temperature variation of air 
properties. The air velocity is downward near the cold wall and hence the instability also moves 
downward in the cavity [7]. In these simulations the wave speed and wavenumber were found to 
depend on ε. For a given Rayleigh number, the wave speed increases with an increase in ε. The 
wavenumber is only slightly affected by an increase in ε, except near the critical states εc.  
 
Comparison with Stability Theory: For shear driven instabilities, the critical Rayleigh number 
increases as the non-dimensional temperature difference ε is increased. The dependence of the critical 
Rayleigh number on ε is given by Rac / Rac0 = 1 + 1.450εc2 +2.914εc4 where Rac0 = 5706.6927 [7]. 
This implies that for each critical Rayleigh number greater than Rac0, there is a value of ε = εc for 
which the flow transitions between transient multicellular flow and steady unicellular flow. To check 
our simulation results using stability theory, simulations were carried out for a fixed Rayleigh number 
while decreasing the value of ε until a critical state was reached and the flow transitioned from steady 
unicellular convection to transient multicellular convection. Comparisons between the critical 
Rayleigh number predicted by stability theory and the critical Rayleigh number obtained by our 
simulations are shown in Fig.1 (a). The stability theory results are valid for a cavity of infinite height 
while our simulation results are for a finite aspect ratio, H / L = 40.8. 
 
The critical wave speed is also a function of the non-dimensional temperature difference ε. For a 
tall air-filled cavity, stability theory predicts a dependence of the wave speed on εc as Cc / Rac = -4.1 
x 10-3 εc where Cc is the non-dimensional critical wave speed [7]. Fig. 1(b) compares the critical wave 
speeds obtained by stability theory and the critical wave speeds obtained by our simulations. The 
wave speeds obtained by our simulations were non-dimensionalized using the thermal diffusion speed 
u = α / L, where α is the thermal diffusivity of air evaluated at the mean temperature Tm. The critical 
wave speeds from our simulations at A = 40.8 are in good agreement with the stability theory results 
of Suslov and Paolucci [7] which are for a cavity of infinite height. 
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                                   (a)                                                                               (b) 
 
Fig. 1 Critical Rayleigh numbers (a) and critical wave speeds (b) predicted by simulations and 
by linear stability theory [7] as a function of non-dimensional temperature difference ε. 
 
Effect of ε on Wave speed and Wavenumber: For all finite values of ε, the secondary cells drift 
downwards in the cavity with a negative wave speed. For a fixed Rayleigh number, an increase in ε 
leads to an increase in the downward wave speed. Fig. 2(a) shows the non-dimensional wave speeds 
at Rayleigh numbers 6800 and 8600 as a function of ε. For small values of ε, the wave speed 
approaches zero. At such low values of wave speed the instability might almost appear stationary. 
This explains why experiments using smoke patterns [3, 6] might have reported the instability as a 
stationary wave. The downward wave speed increases with ε as shown in Fig. 2(a). Furthermore, it 
appears that the non-dimensional wave speeds for Ra numbers 8600 and 6800 follow the same curve.  
 
  
 
                                        (a)                                                                             (b) 
 
Fig. 2 Wave speeds (a) and wavenumbers (b) for Rayleigh numbers 6800 and 8600 as a function 
of the non-dimensional temperature difference ε. 
 
Lartigue et.al [13] studied the flow fields for natural convection of air inside a cavity of aspect 
ratio 40 using particle image velocimetry. They found that the secondary cells moved downwards at 
a speed of 1.3mm/s for an estimated Rayleigh number in the range 8000 < Ra < 9800. They also 
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 numerically simulated the flow using a scheme that allowed for temperature dependent properties 
while retaining the Boussinesq approximation. Their numerically predicted wave speed was 
1.34mm/s. The value of ε corresponding to their experimental conditions was in the range 0.044 < ε 
< 0.054. For the experimental wall temperatures reported in their paper and for ε = 0.05, our simulated 
wave speed was 1.75mm/s. Wright et.al [12] also detected a downward drift of cells in their 
experiments with a cavity of aspect ratio 40.8. At a Rayleigh number ≈ 8600 they found the wave 
speed to be 9.8mm/s. The value of ε corresponding to their experimental conditions was 0.00566. For 
the value of Ra = 8600 and for a slightly larger value of ε = 0.006, we simulated a wave speed of 
0.098mm/s. Our simulated wave speeds are somewhat higher than that reported by Lartigue et.al [13] 
and two orders of magnitude lower than those observed by Wright et.al [12].  
 
The non-dimensional wavenumber is given by 2πL/λ where λ is the wavelength of the secondary 
cells. Fig. 2(b) shows the non-dimensional wavenumbers for Rayleigh numbers 6800 and 8600 as a 
function of ε. In the Boussinesq limit (ε ≈ 0) the wavenumbers at Rayleigh numbers of 6800 and 8600 
are 2.65 and 2.46 respectively. As the value of ε is increased, the wavenumber decreases slightly, 
then remains nearly constant until ε approaches εc. Near the critical point (i.e the transition from 
multicellular flow to steady unicellular flow) the wavenumber increases to a value of approximately 
2.8 for both Rayleigh numbers. 
 
Effect of ε on the Average and Local Nusselt Numbers: The average Nusselt numbers are nearly 
unchanged as the value of the non-dimensional temperature difference ε is increased from 0 to εc. For 
a Rayleigh number of 6800, the average Nusselt number in the Boussinesq limit was 1.1612. The 
maximum deviation in the average Nusselt number was 1.3% as the value of ε was increased from 0 
to εc = 0.331. For a Rayleigh number of 8600, the average Nusselt number in the Boussinesq limit 
was 1.2365. The maximum deviation in the average Nusselt number was 1.5% as the value of ε was 
increased from 0 to εc = 0.484. 
 
For a Rayleigh number of 6800, the downward movement of cells in the cavity causes fluctuations 
in the local heat transfer rate. Table 1 shows the percentage deviation in local Nusselt number at the 
vertical midpoint of the hot wall. The time period over which these deviations occur is also shown 
for a Rayleigh number of 6800. At small values of ε, the deviations in the local Nusselt number are 
as high as 14% and the time period over which these deviations occur is long. At larger values of ε, 
the deviations in local Nusselt number are smaller, and the time period over which these deviations 
occur is much shorter. In all cases, the non-dimensional temperature difference ε affects the local heat 
transfer at the cavity wall.  
 
Table 1: Percentage deviation in local Nusselt number and time period of deviation for Ra = 6800. 
ε Percentage deviation in Local Nu Time Period of deviation [seconds] 
0.005 13.1 778 
0.014 14.0 174 
0.031 14.1 56.8 
0.057 13.7 22.6 
0.142 11.0 5.71 
0.243 8.04 2.43 
0.308 5.36 1.58 
0.331 3.15 1.34 
Conclusions 
The instability of the conduction regime in a tall differentially heated, air-filled rectangular cavity 
is found to be a travelling wave that drifts downward. At a fixed Rayleigh number, the wave speed 
depends strongly on the non-dimensional temperature difference ε. Although the average Nusselt 
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 number remains nearly unchanged with 0 < ε < εc for a given Rayleigh number, the variation of local 
Nusselt number is found to be very sensitive to the non-dimensional temperature difference ε. 
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Abstract. In this study the effect of partition thickness on the transient natural convection in a 
differentially heated, partitioned cavity is investigated for Rayleigh number over the range 10
5
-10
9
. 
The results show that partition thickness only has significant effect on the heat transfer at high 
Rayleigh number and the Nusselt number decreases when partition thickness increases due to the 
increasing thermal damping of the partition.   
Introduction 
Natural convection in a differentially heated, partitioned cavity is applicable to various situations 
in nature and engineering and numerous studies have been carried out on this topic. The majority of 
the early investigations have focused on steady state flows and assumed very thin partitions or 
partitions with infinite thermal conductivity. The neglect of or the over-simplified assumptions about 
the coupling of the fluids on either side of the conducting partition wall have been shown to lead to 
significant inaccuracy.  
Xu et al. [1] examined numerically the transient start-up characteristics of natural convection 
flows in a differentially heated, partitioned cavity and classified natural convection flows in the 
partitioned cavity into three distinct stages: the initial, transition and steady stages. This flow 
classification is also supported by a numerical study on natural convection heat transfer in an 
isosceles triangular enclosure with a center-placed vertical infinite conductivity wall [2]. That study 
shows that the temperature distribution on the partition wall is similar to the isothermal cavity case at 
the transition stage and to the isoflux cavity case at the steady state stage. Anderson and Bejan [3] 
studied the problem theoretically and experimentally for Pr>1 and high Ra values of 10
9
-10
10
, where 
Pr and Ra are the Prandtl and Rayleigh numbers respectively and developed a correlation to estimate 
the Nusselt number. The study by Ho and Yih [4] shows that the heat transfer in a partitioned cavity is 
considerably decreased in comparison with that in a non-partitioned cavity, by as much as 64%. 
There have been several investigations studying the effect of partition thickness on heat transfer. 
Kahveci [5] studied  the effects of thickness, conductivity and position of a partition wall in a 
differentially heated, partitioned cavity and found that for Ra in the range of 10
4
-10
6
 and the 
dimensionless partition thickness of 0.1, 0.2 and 0.3, the effect of partition thickness on the average 
heat transfer is negligible. Similar conclusions were also drawn by Varol et al. [6] for an inclined, 
partitioned cavity case when the Grashof number is low (10
3
-10
6
). However, this study also showed 
that when the Grashof number becomes high, the effect of partition thickness on the average heat 
transfer will become significant, with a smaller partition thickness leading to a larger average Nusselt 
number. 
In the current study, the effect of partition thickness on the transient natural convection heat 
transfer in a differentially heated cavity with a conducting partition wall placed at the middle of the 
cavity is simulated numerically for a wide range of Ra (10
5
-10
9
).  
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 Numerical methodology 
The physical system under consideration is a two-dimensional square differentially heated cavity 
(height H and width L) with a conducting partition wall of the thickness WP placed in the cavity, as 
illustrated in Fig. 1. The top and bottom walls of the cavity are adiabatic and the left and right vertical 
walls are isothermal at fixed temperatures Th and Tc respectively (Th > Tc). The partition is placed at 
XP from the left wall. The working fluid is assumed to be air (Pr = 0.7) and initially quiescent at a 
temperature of (Th + Tc)/2. The partition wall is initially also at a temperature of (Th + Tc)/2. All walls 
and the partition are assumed to be rigid and no-slip. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Schematic of the physical system, computational domain and boundary conditions. 
 
The governing equations of motion in the cavity are the Navier-Stokes equations with the 
Boussinesq approximation for buoyancy which, together with the temperature equation, can be 
written in the following two-dimensional, non-dimensional forms, 
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where u  and v are velocity components in the x and y directions, p is pressure, θ is temperature, and  
is time, made dimensionless by their respective characteristic scales as follows, 
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in which U, V, X, Y, P, T, and t are the dimensional counterparts of u, v, x, y, p, , and , respectively, 
and ( )o w h cV g T T   is the characteristic velocity scale where g is the gravitational acceleration 
and w and ρ are the coefficient of volumetric expansion and density of the fluid. Gravity acts in the 
negative y-direction. Equations (1-4) are for the fluid in the cavity and equation (5) is for the solid in 
WP 
 
WP 
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 the partition wall.  
The non-dimensional parameters presented in the above governing equations, i.e., Ra, Pr, A and r 
are the Rayleigh number, Prandtl number, aspect ratio of cavity and ratio of the thermal conductivity 
of the partition wall to that of fluid, respectively, which are defined as follows: 
 
w
p
r
w
w
ww
chw
H
L
A
HTTg
Ra







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
 ,,Pr,
3
       (7) 
where w, w, and w are the kinematic viscosity, thermal diffusivity, and thermal conductivity of the 
fluid, and p is the thermal conductivity of the partition wall.  
The initial conditions (when   = 0) are u = v = 0,   = 0.5 everywhere, and for   > 0 the boundary 
conditions for the fluid are u = v = 0 on all solid surfaces, /y = 0 on the top and bottom walls, and 
 = 1 and  = 0 on the left and right vertical walls, and for the partition wall are, 
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where 1x  and 2x are the locations of the left and right sides of the partition wall and the associated 
superscripts ‘-’ and ‘+’ denote their nearest left and right cells, respectively. 
The above governing equations were discretized with the finite volume method and solved by the 
SIMPLE algorithm [7]. The QUICK [8] and central difference schemes were employed for the 
advection and diffusion terms and the second order Adam-Bashforth scheme was used for time 
integration. Non-unifom Cartesian grids were used, with coarser grids in the core regions and finer 
grids concentrated in the proximity of the partition and cavity boundary walls (the smallest grid size is 
0.00067). An in-house direct numerical simulation (DNS) code written in Visual C# is used to solve 
the governing equations and the code is benchmarked against the available experimental benchmark 
data [9] to ensure the accuracy of the obtained numerical results [10]. 
Results 
15 DNS runs are carried out for three values of WP (0.05, 0.1, and 0.2), each at Ra = 10
5
, 10
6
, 10
7
, 
10
8
 and 10
9
. In addition, 5 extra DNS runs are also carried out for these five Ra values for the case 
when no partition is present in the cavity for comparison purpose. In all DNS runs, κr is fixed at 622, 
A at 1, Pr at 0.7, and XP at 0.5 (i.e., the partition wall is at the middle of the cavity). 
Fig. 2 presents the time series of temperature at the point (0.05, 0.5) for different values of Ra and 
WP. At the early stage, temperature increases rapidly when Ra is low (< 10
8
) due to the growth of the 
thermal boundary layer and for each Ra the time series at different Wp values are the same because the 
flow and heat transfer exist near the left and right vertical sidewalls so the presence of the partition 
wall has no bearing. At high Ra values (10
8
 and 10
9
), the thermal boundary layer is much thinner and 
the selected point (0.05, 0.5) is out of the layer at the early stage, leading to little change in 
temperature with time. However, the effect of the partition wall is noticeable and becomes significant 
only at the later stages, when the flow and the associated heat transfer pass the partition wall, with 
larger Wp resulting in larger temperature. The oscillating feature presented in the time series at the 
later stages for higher Ra ( 107) is apparently caused by the travelling waves generated by the 
combined leading-edge effect and the intrusions impinging on the partition and cavity walls. These 
travelling waves at either side of the partition wall are expected to be coupled through the partition.  
The temperature contours and streamlines at the steady-state stage are shown in Fig. 3 for Ra at 
10
5
, 10
7
 and 10
9
 and WP at 0.05, 0.1 and 0.2. For each case, it is seen that clockwise circulations form 
in both the left and the right sides of the cavity. In the left side, the heated air close to the hot wall 
moves upward and impinges on the top wall to form an intrusion which moves along the top wall until 
it strikes on the top edge of the left partition wall. After this, the intrusion moves downward along the 
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 left partition wall. A similar process occurs on the right side, although the impinging cool intrusion 
moves upward on the right partition wall. The downward moving intrusion on the left of the partition 
wall transfers heat by conduction to the upward moving intrusion on the right partition wall, resulting 
in the coupling of the flow and heat transfer between the left and right sides through the partition wall. 
For low Ra, as shown in Fig. 3(a), a single clockwise circulation forms in the middle of each side and 
temperature contours at the middle of each side are not horizontal, in particular at a larger Wp, 
indicating that conduction is the dominant heat transfer mode within the fluid. On the other hand, 
when Ra is high, as shown in Fig. 3(b) and 3(c), convection becomes the dominant heat transfer 
mode, which leads to stratification on both sides at the steady-state stage, illustrated by the horizontal 
temperature contours at the middle of each side. It is also observed that a stronger heat transfer rate 
occurs when the partition wall becomes thinner.  
 
Fig. 2 Time series of temperature at the point (0.05, 0.5) for different values of Ra and Wp. 
 
Fig. 4 shows the variation of the average Nusselt number (Nuave) with Wp for Ra over 10
5
 to 10
9
. It 
is seen that Wp has negligible effect on Nuave when Ra is low (10
6
), which is in agreement with the 
results obtained by Kahveci [7] and Oztop et al. [11]. However, when Ra increases, the effect of Wp 
becomes significant and it is seen that Nuave increases when Wp is reduced, apparently due to the 
smaller thermal damping effect of the partition. The comparison of the partition cavity results to those 
for a non-partitioned cavity shows that the partition reduces heat transfer rate by 56% to 94% over the 
ranges of Ra and Wp considered.  
Fig. 5 shows the profiles of local Nusselt numbers (Nulocal) on the left side of the partition wall at 
the steady-state stage for Ra at 10
5
, 10
7
 and 10
9
 and WP = 0.05, 0.1 and 0.2. It is clear that Nulocal 
increases as Ra increases because of an increasing convection effect. However, for a specific Ra, 
Nulocal decreases as Wp increases, again due to the increasing thermal damping of the partition. It is 
also observed that Nulocal along the partition wall, except at the two ends, is approximately constant at 
high Ra values, meaning that the heat transfer rate on the partition essentially does not change with 
height (i.e., the temperature gradient across the partition is constant along the height), hence 
approximately the isoflux wall behavior is shown on the partition. This is in agreement with the 
results of [1, 2], where a thin partition was assumed. Fig. 5 further reveals that the isoflux wall 
behavior increases with increasing partition thickness. This is due to the lower heat being transferred 
(high thermal resistance) from the left side to the right side through the thick partition. Kahveci [12] 
also reported that the local Nusselt number along the partition surface shows uniform structure for 
high value of the thermal resistance of the partition. 
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 The numerical results show that heat transfer decreases as partition thickness increases, in 
particular at high Ra. It is also found that the natural convection heat transfer through the partition at 
high Ra and large Wp exhibits approximately isoflux wall behavior. 
WP= 0.05 WP= 0.1 WP= 0.2 
   
   
   
   
   
   
   
   
Fig. 3 Temperature contours and streamlines at the steady-state stage for (a) Ra = 10
5
, (b) Ra = 10
7
 
and (c) Ra = 10
9
, each at WP = 0.05 (left column), 0.1 (middle column) and 0.2 (right column). 
 
Fig. 4 Nuave plotted against Ra (left) and WP (right) for Ra over 10
5
 to10
9
 and WP=0.05, 0.1 and 0.2. 
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Fig. 5 Profiles of Nulocal on the left side of the partition wall at the steady-state stage for Ra at 10
5
, 10
7
 
and 10
9
 and WP = 0.05, 0.1 and 0.2. 
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Abstract. Molecular motion is often at the heart of heat transfer. Molecular dynamic (MD) modelling is 
becoming a valuable tool in both gaining an understanding of heat transfer processes and in 
evaluating heat transfer situations. This paper presents some simple models employing MD simulations 
based on Newtonian mechanics that show potential in the teaching of heat transfer at the conceptual level 
and that introduce engineers and scientists to the relatively new tool of Molecular Dynamic Simulation. 
Introduction 
No examples of simple quantitative molecular dynamic simulations that have been designed for the 
purpose of improving understanding of heat transfer processes have been found in the literature, particularly 
ones in which detailed construction of the model by the user is part of the process. 
Molecular dynamic simulation is now quite widely used to study heat transfer in research involving high 
conductivity materials such as carbon nanotubes or in studies involving evaporation and condensation. In 
such studies, relatively large molecular systems are used and powerful computing facilities are required 
that are not suitable or accessible in the teaching environment. 
 This paper presents some simple examples in which Newtonian mechanics are the basis of the 
simulations which, as the result should help this situation and provide the basis for the development of 
teaching materials in this area.  The simulations have run times and analysis times that are short enough to 
be useful in the teaching environment; in some cases providing surprisingly good agreement with quantities 
which can be physically measured, whilst in others at least qualitative agreement is obtained. Thus, the 
numerical experiments which are readily understood, thereby illuminating the physical processes in heat 
transfer to be “theoretically” developed without the complexities of statistical mechanics, should therefore 
be valuable to engineering and science students. 
A Simple Heat Transfer Model 
In this simplest of models, depicted in Figure 1, two single atoms oscillating co-linearly represent two 
gases, one initially “hot” and the other initially “cold”, contained between reflective walls in spaces that are 
positioned so that there is one atom on each side of a “conductive wall”. This approach involves refinements 
of the authors’ earlier work in [1]. The conductive wall is a spring anchored single atom oscillating in the 
same line as the two gas atoms. Since the wall atom oscillates about a mean position, the two gas atoms 
repeatedly collide with it, and exchange energy with it, without ever colliding with each other. 
Figure 1 represents a one dimensional dynamic molecular (MD 1D) simulation. The motion of the hard 
disk atoms and the walls is along the horizontal, x, axis. Each hard disk represents an argon atom and has a 
diameter of 0.384 nm and mass of 6.3353×10-26 kg. The two end walls have relatively huge masses of 
1.2×10-17 kg and are constrained to move only in the same (x) direction. 
 The tiny outward motion and accelerations of the end masses resulting from repeated impacts with their 
adjacent atoms, are extremely small as a consequence of their relatively large mass. The conductive wall 
(argon) atom, is connected at its centre to an anchored spring having a length of 2 nm and a spring constant 
of 0.5 N/m. The initially hot and cold atoms had horizontal velocities of 500 m/s and 35.22 m/s respectively; 
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representing energies of 8.292 zJ and 0.041 zJ. The conductive wall atom was given an initial horizontal 
velocity of 352.2 m/s which relates to an initial kinetic energy of 4.11.zJ. 
 
FIGURE 1:   An initially high energy, “hot”, atom in the left space steadily transfers kinetic energy “heat” to 
the wall atom, which similarly transfers “heat” to the initially “cold” atom in the right hand side space. 
5×10-8 µs (50 femtoseconds) time-steps were chosen and the simulation, using the software, Working 
Model 2DTM (WM2D), was run for a total time of 0.0203438 µs (406,877 time-steps). The initially hot and 
cold particles oscillated in their respective spaces and many collisions involving energy exchange with their 
containing walls occurred. The energy “loss” to the external walls was negligible in comparison with the 
total energy of the system, whilst the energy exchanges with the conductive wall, were of the same order 
as the individual particle energies, which allowed energy exchange back and forth between atoms. Four 
elements of this system could exchange and store significant amounts of energy, viz, the three atoms and 
the spring. Each of these elements represents a mode of energy storage. Each atom and each wall was 
frictionless and given a coefficient of restitution of unity making the total energy of the system essentially 
invariant, since amount of energy “loss” to accelerate the two exterior walls was miniscule. However, the 
acceleration of these may be used to calculate containing force. 
 
FIGURE 2:  Averaged kinetic energies for the initially “hot", initially “cold” atoms, the wall atom and the 
averaged strain energy of the wall’s anchoring spring, along with equipartition energy (dotted line). 
The recorded kinetic energies of the three atoms and the recorded strain energies of the spring, were 
averaged over all time-steps, and are shown together with their individual percentage deviation from 
average, in the graph presented in Figure 2. Figure 2 shows that the average energies of the four energy 
exchanging elements are approximately equal. Indeed, the sum of their deviations from the mean is zero 
indicating conservation of energy and are all within 5% of their average of 3.11 zJ. This near equality of 
energies suggests that thermal equilibrium has been reached and is in agreement with the equipartition law 
assumed in statistical mechanics. Note that this is an outcome of the model not an assumption, in 
constructing it. 
The recorded energies of each of the hot and cold atoms were averaged in consecutive groups of 100 
records, thereby consolidating the number of data sets from 406,877 to 4,068. The cumulative averages of 
these consolidated hot gas and cold gas records were then calculated, enabling the construction of the graph 
given in Figure 3. 
It is shown in Figure 3 that the initially hot gas with an energy of 8.292 zJ approached a cumulatively 
averaged energy of 3.155 zJ, that was intermediate between its energy, and that of the initially cold gas with 
its energy of 0.041 zJ and the wall with its energy of 4.11.zJ. The dotted line is constructed from the average 
value of the hot and cold atom energy values, and the overall average of these values was 3.155 zJ. Note 
that this dotted line fluctuates by a small amount about its average, indicating that the cumulative energy 
stored in the wall system is also slightly fluctuating about a mean value. 
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The cumulative average kinetic energies of the hot and cold atoms, not only approached each other, but 
repeatedly crossed each other, indicating a tendency to reach an equilibrium value (3.11 zJ). In statistical 
mechanics, temperature of a gas is simply a measure of its energy [2] and each energy storing degree of 
freedom in the system represents 1
2
𝑘𝑘𝐵𝐵𝑇𝑇 in which 𝑘𝑘𝐵𝐵 is the Boltzmann constant. It follows that Figure 3 
that energy is transferred from the initially hot gas to the initially cold gas and the wall and that the whole 
system gradually approached an equilibrium temperature. The fluctuations inherent in this model are the 
consequence of its simplicity and the fact that each component consists of only one atom. 
 
Figure 3:  Cumulatively averaged energies of the initially “hot” and Initially “cold” atoms as well as their 
averages are graphed against the simulation time-step number. 
A Simple Heat Transfer Model involving Nitrogen gas 
In this two dimensional model, depicted in Figure 4, three initially “hot” nitrogen molecules were 
contained in an enclosed area, having reflective walls on one side of a spring anchored conductive wall, 
and two initially “cold” nitrogen molecules were similarly enclosed on the other side of the conductive 
wall. The diagram on the left illustrates the initial position of the nitrogen molecules, and the diagram on 
the right is a screen shot taken after the first few hundred time-steps, illustrating motion of a selected 
nitrogen molecule from each side of the system. 
 All elements were set as frictionless and had coefficients of restitution of unity. The nitrogen molecules 
were constructed according to the rigid rotor model, each nitrogen atom being a hard disk of diameter 
0.310.nm and having a mass of 2.2359×10-26 kg, this mass being concentrated at the atom’s centre. The 
separation between centres of the nitrogen atoms in the nitrogen molecules was 0.1084 nm. The conductive 
wall was constrained to move in the horizontal direction only and had a mass of 2×10-26 kg, deliberately 
selected to be of the same order as the nitrogen atom mass. The top and bottom walls were anchored and 
the left side and right side walls, which had relatively huge masses of 2×10-18 kg, were constrained to move 
only in the horizontal direction, enabling them to be employed to measure “pressure”. 
Initial velocities for all hot nitrogen atoms contained an x velocity component of vx = -700 m/s. A  
y velocity component of vy = 100 m/s was added to the initial velocity of the left side atom of each of these 
hot molecules. The added y velocity components gave some initial rotation to each molecule. A similar 
initial velocity arrangement was set for the cold molecules, except that the x velocity component given to 
all cold nitrogen atoms was vx = 200 m/s and the y velocity component, given only to the nitrogen atoms 
on the left side of each nitrogen molecule, was vy = 100 m/s. 
 This simulation was run for 168,326 time-steps, each of 5×10-9 microseconds (5 femtoseconds). All 
molecular translational kinetic energies relating to both x and y velocity components, as well as molecular 
rotational kinetic energies, were recorded for each time-step. Also, the translational kinetic energies for the 
conductive wall, and the two outside containing walls, as well as the spring strain energy, were recorded. 
These records were consolidated, by consecutive averaging in groups of 1,000, reducing the number of 
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record sets to a manageable 168. As with the previous simulation, all modes of energy storage, that is each 
x translational, y translational and rotational modes of energy storage, were found to be in reasonably close 
agreement with the equipartition law. 
 
 
FIGURE 4:  Two screenshots of a simulation in which an initially “hot” gas of three nitrogen molecules 
transfers energy “heat” to an initially “cold” gas of two nitrogen molecules.  
Summing all these modes at each of the 168 records for the hot molecules, followed by progressively 
averaging this energy sum for these hot molecules, enabled construction of the red (upper) graph of 
Figure.5. It would have been necessary in the summing process to multiply the sum of the x and y modes 
by 3/2 and to double the rotational component in order to transform the results of our two dimensional 
simulation to into what would be produced by a three dimensional simulation, that is x, y and z translational 
modes plus two rotational modes. The blue (lower) graph of the left side graph of Figure 5 was constructed 
in the same way at the as the red graph. The Red and the blue graphs trend towards the equilibrium internal 
energies of the two systems of N2 molecules which are indicated by the dotted lines. Thus the initially hot 
N2 gas commenced with an internal energy of 34.4 zJ in its three molecules, which gradually reduced to 
19.2 zJ as it transferred energy to the initially cold, two molecule gas, whose internal energy increased from 
an initial value of 2.1.zJ to a final value of 12.8 zJ.  
The graph on the left side of Figure 5 shows the internal energy of each gas as the sum of the kinetic 
translational and rotational energies of the molecules. However, from the Kinetic Theory of gases, for each 
molecule, 𝜀𝜀𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  =   32 𝑘𝑘𝑩𝑩𝑇𝑇. For a two dimensional system    𝜀𝜀𝑎𝑎𝑎𝑎 𝑓𝑓𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡 𝑒𝑒𝑡𝑡𝑒𝑒𝑡𝑡𝑒𝑒𝑒𝑒 𝑚𝑚𝑡𝑡𝑚𝑚𝑒𝑒𝑡𝑡  =   22 𝑘𝑘𝑩𝑩𝑇𝑇.  
 
 FIGURE 5:  Left side: cumulatively averaged internal energies of the two gases of Figure 4.     Right side: 
Temperatures of each of the each of the gases aproach equilibrium as heat transfer takes place.  
The absolute temperature of each of the gases was calculated by multiplying the averaged sum of the 
two translational kinetic energies, of the molecules of each of these gases, by kB, (where kB is the 
Boltzmann constant), enabling the graph on the right side of Figure 5 to be constructed. From this graph, it 
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can be seen that the hot gas was initially at a temperature of 538 K and the cold gas started at 52 K. As 
“heat transfer” took place through the conductive wall, the temperatures of the two gases approached a 
common value of 308.K. As in the previous example, cumulative averaging was employed. The dotted line 
between the two gas temperature lines represents the average of the two gas temperatures in the region 
between about 90,000 and 170,000 time-steps where the two temperatures were repeatedly crossing over 
each-other indicating that thermal equilibrium had occurred. 
A Simple Heat Transfer Model for Determining the Conductivity of Nitrogen gas 
Our final model involves a MD 2D simulation, designed to demonstrate the processes underlying 
thermal conductivity, by pumping energy through a fixed wall “tunnel”, containing a small number of 
modelled nitrogen molecules. Earlier work by the authors investigated a number of simulations that show 
promise for classroom teaching of conductivity [3]. A screen shot from the WM2DTM program illustrates 
the model in Figure 6, in which a sine wave oscillator, capable of measuring energy input rate, on the left 
with a spring connected block of mass 5×10-26 kg, was vibrated horizontally providing energy by collision 
to the chain of nitrogen molecules. As with previous models, all components of this system were set as 
frictionless, and had coefficients of restitution of unity. 
 
 
FIGURE 6:  Screenshot of MD 2D model to simulate “heat” conduction through a chain of N2 molecules. 
The nitrogen molecules were of identical mass and dimension to those of the previous exercise, and 
were constrained by anchoring the walls, above and below, creating a gap of 0.6 nm, which was sufficiently 
narrow to prevent N2 molecules from passing each other. In this way an ordered record of their energies, 
velocities and positions was maintained. Energy was absorbed and measured by the spring damper system 
on the right. 
Both input and out powers were measured during a simulation which had 102,734 time-steps, each of  
5 femtoseconds. Averages of these two, which were within 5% of each other, were further averaged and 
the resulting average power value of 1.09×10-9 W, was available for substitution into the conductivity 
equation. 
 In order to transform our 2D simulation results to those that would be expected of a 3D equivalent, a 
volume with face area of dimensions 0.6 nm × 0.6 nm and a length of approximately 5 nm was estimated 
to be a volume comprising a tunnel containing the six N2 molecules. This tunnel allowed, on average, free 
movement per N2 molecule, that was limited by the average N2 molecular diameter. This movement, for 
example, in the vertical direction would be (0.6 – average N2 diameter) nm. On the basis of the limited free 
movement in x, y and z directions, the average pressure in the tunnel was calculated to be 30.7 MPa. 
Figure 7 summarizes the results of the simulation. The two averaged kinetic energies relating to the x 
and y translational components of the N2 molecules and the rotational kinetic energy are plotted in the 
lower region of the left side graph. All three of these modes of energy storage can be seen to satisfy the 
equipartition theorem. The upper graph is from the sum of the two translational kinetic energies. The 
simulation average positions of the centres of mass of the molecules were calculated and used in the 
construction of the right side graph of Figure 7, after conversion of the equipartition energies to 
temperatures. The resulting linear graph produced a temperature gradient of 66.09 K/nm and the average 
temperature of the six molecules calculates to be 293 K. 
Substitution of the power measured, the face area of the tunnel of 0.6 X 0.6 nm2 and the temperature 
gradient into the conductivity equation, Q'/A = - k dT/dx, yielded a thermal conductivity of  
k = 0.043.W/m/K at 293 K and 30.7 MPa. This is amazingly close to the published value [4, 5] of  
nanometres (nm) 
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0.044 W/m/K. Several further simulations were run at temperatures near 200 K that yielded k values that 
were reasonably close to the published values. 
 
 
FIGURE 7:  Left side: Simulation kinetic energy averages relate to x and y molecules’ velocity components 
and molecular rotation.  Rights side: Temperature gradient derived from equipartition energies. 
Conclusions 
Molecular dynamic simulation is now quite widely used to study heat transfer in research. Situations 
involving high conductivity materials, such as carbon nanotubes, or studies involving evaporation and 
condensation, require relatively large molecular systems to be used as well as powerful computing facilities 
that are not suitable in the teaching environment.  
However, simple quantitative molecular dynamic simulations that have been designed for the purpose 
of improving understanding of heat transfer processes, particularly where detailed construction of the model 
by the user is part of the process, do not, so far, seem to be being developed. There are applets available on 
the web that demonstrate some thermal behaviours predicted by statistical mechanics and kinetic theory. 
However, these applets are designed more as demonstrations and do not provide the flexibility that would 
challenge students’ design and numerical skills, that are required in the examples of this paper. It is our 
belief that models like the examples in this paper will help students of (mechanical) engineering to skillfully 
employ their most important and valued engineering science: Engineering Mechanics, thereby enhancing 
this skill in the process while they learn the concepts of thermodynamics. 
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Abstract.  A drift ratchet is a micro/nano fluidic device that induces net drift of particles through its 
asymmetric pores using a zero mean oscillating fluid flow. It operates on the microscopic scale where 
Brownian motion becomes a dominant particle transport process, and the fluid flow at these spatial 
scales is considered creeping flow. The most important and least understood process responsible for 
this ratcheting is the hydrodynamic interaction between particles and the pore wall. There have only 
been a few experimental studies in this area [1, 2] and their results are contradictory due to design 
flaws. As such, further experiments are required to corroborate numerical simulations, confirm the 
existence of the ratcheting mechanism, understand the importance of hydrodynamic interactions, and 
to develop commercial particle separation devices. Consequently we have identified non-dimensional 
parameters characteristic of a drift ratchet to exploit the ability to extrapolate/predict behaviour of 
dynamically similar experiments. We find that dynamic similarity arises when the relative magnitude 
of the particle size, diffusion and advection with respect to the pore geometry is constant across pore 
sizes, leading to the same particle drift behaviour. 
Introduction 
Drift ratchets have received considerable attention over the past decade due to their intriguing non-
equilibrium thermodynamic properties and myriad of potential applications [3-5]. A drift ratchet is a 
micro/nano fluidic device consisting of oscillating zero-mean fluid flow in a series of periodic ratchet-
shaped pores that generates rectified motion of finite-sized colloidal Brownian particles [1, 5]. The 
rectified rate of movement unidirectionally along the pore is known as the drift velocity. 
The drift velocity magnitude and direction are dependent upon a combination of the basic particle 
physical properties (e.g. size and shape) and ratchet geometry. Hence - if designed and tuned correctly 
- the drift ratchet is capable of continuous particle separation on the basis of small differences in basic 
particle properties alone. This separation mechanism is a critical step in many micro/nano fluidic 
applications and lab-on-a-chip devices and these drift ratchets offer a unique and fundamentally 
simple technique for continuous separation on the basis of particle size alone. 
Although the drift ratchet has been studied extensively using numerical models [5-13], to date there 
has only been two attempts to experimentally verify the presence of the drift ratchet phenomena. The 
first experiment, [1], showed positive results for the existence of the drift ratchet mechanism, whereas 
the most recent reproduction of the experiment, [2], brought into question the validity of these results. 
The critical event that is thought to drive the drift mechanism is the hydrodynamic interactions 
between the Brownian particles and the pore wall. Thus we have designed an experiment to verify the 
presence of the drift ratchet mechanism and examine these pore-wall interactions. To assist in 
designing drift ratchet pores for experimentation we developed a numerical model to assess the 
dynamic similarity of these drift ratchet pores based on the non-dimensional numbers; Peclet number, 
Strouhal number, ratio of particle to pore size and the non-dimensional fluid flow amplitude. In this 
paper we will describe our experimental drift ratchet design and outline the results from our numerical 
model.  
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 Numerical Model Development  
Our numerical model uses hard core interactions between finite radius particles and the pore wall, 
shown in Fig. 1, coupled with a spatially varying diffusivity [13]. We combine this spatially 
augmented diffusivity with the approximate flow field, calculated using the same method as that from 
[5]. Even though these hard core interactions are not representative of the lubrication forces present 
in real life they do give us a qualitatively similar result as explained in subsequent sections. 
 
Fig. 1 Schematic of the particle-wall interactions in our numerical model. The lengths 2-3 and 2-4 
are equal. The geometry of the pore is that studied by [5]. 
Dynamic Similarity Results  
The drift ratchet mechanism is independent of pore size if the problem is scaled correctly. That is the 
relative magnitude of diffusion to advection, as characterized by the Péclet number, and relative size 
of the particle with respect to the pore size, are both held constant. This can be seen in Fig. 2 where 
the drift velocity can be scaled to be constant across a range of pore scales using the following 
expression, .  
 
Fig. 2 The relative drift velocity as a function of pore size for ∆𝑡 = 10−6𝑠. The circle markers and 
solid lines represent simulations with a constant diffusion coefficient whereas square markers and 
dotted lines represent spatially varying diffusion coefficient. (Black) 1x amplitude case and (Red) 
2x amplitude case. 
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 Where, 𝑻 is the period of fluid oscillation, 𝒗𝒆 is the drift velocity and 𝑳 is the axial length of a ratchet 
period. 
This relationship can assist in designing drift ratchet experiments knowing that the behaviour will be 
the same if the above non-dimensional numbers are maintained across pore sizes. 
 
Table 1 Variation in relative average drift velocity (𝑣𝑅𝑒𝑙.  𝑑𝑟𝑖𝑓𝑡) from Fig. 2. 
 Mean Relative standard deviation (%) 
Drift ratchet 1x amplitude -1.8×10-3 ±9.2×10-5 
Drift ratchet 2x amplitude 2.0×10-3 ±1.9×10-4 
Straight-walled pores 1x amplitude 2.8×10-5 ±5.4×10-5 
Straight-walled pores 2x amplitude 2.8×10-5 ±1.4×10-4 
Drift ratchet 1x amplitude varying diff coefficient -8.9×10-4 ±4.2×10-5 
Drift ratchet 2x amplitude varying diff coefficient 1.7×10-3 ±1.19×10-4 
Particle Behaviour 
It has recently been established [11, 14] that in the absence of hydrodynamic interactions between the 
particles and the pore walls, the equilibrium adiabatic particle probability density function (PDF) is 
uniform across an asymmetric pore, which leads to zero drift velocity [6]. The combination of 
hydrodynamic wall interactions and Brownian motion leads to the accumulation of particles near 
converging walls and a depletion of particles near diverging walls. This non-uniform particle PDF 
then directly generates a non-zero drift velocity. Whilst the particle reflection boundary condition 
shown in Fig. 1 only captures these hydrodynamic interactions in a qualitative sense, our simulations 
recover the limiting hydrodynamic behaviour that particle drift does not occur when the particle radius 
is zero, i.e. when the advecting particle does not interact with the pore wall.  
Fig. 3 illustrates how the particles interact with the converging-diverging pore walls. It is this 
interaction that is necessary to generate particle drift. A particle advecting along streamline A in Fig. 
3 is forced onto a path parallel to the pore wall at the edge of the particle exclusion zone (minimum 
distance from the wall the centre of a particle can occupy due to its finite radius). After travelling 
through a constriction in the pore, the particle experiences a diverging pore wall and remains on a 
faster, straighter streamline B in Fig. 3 [14]. 
 
Fig. 3 The mechanism thought to be contributing to driving a drift ratchet adapted from [14]. 
To determine how the reflecting boundary condition affects particle dynamics we examined how the 
particles are distributed with respect to a repeating pore unit as a function of time. We graphically 
represent the particle PDF over a periodic ratchet unit in Fig. 4. The particle PDF is averaged over 
100 particles and is scaled with the local axial fluid velocity inside the pore to recover the average 
drift velocity. 
Maxima of particle probability occur at the edge of the exclusion zone at 0 and 6 μm along the pore 
as shown in Fig. 4. This is due to the interaction of the particles with the pore wall, moving them to a 
faster (inner) streamline as previously discussed. Similar to that observed in [14] it can be seen in Fig. 
4 that particles accumulate on the inside of a converging wall and disperse when the walls diverge. 
The particles traverse the width of the pore in the 1x amplitude case as shown in Fig. 4(a) and Fig. 
4(c), whereas the radial migration of particles, in the 2x amplitude case, is restricted as depicted in 
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 Fig. 4(b) and Fig. 4(d). This restriction comes from the fact that, for the 2x case, no matter where 
particles are with respect to a ratchet unit the fluid advection term is large enough to make them cross 
a throat of the pore. This throat wall interaction continually constricts the particle as outlined in Fig. 
3. As we have seen from [5] doubling the fluid amplitude can reverse the direction of particle drift. 
This difference in particle position probability outlined here highlights significant differences 
between the two cases that can lead to drift reversal. 
 
 
Fig. 4 The log of the particle distribution (log(PDF)) over a run time of 100s and 100 particles in a 
drift ratchet pore for the 1x and 2x amplitude case, left and right respectively. a) and b) represent the 
half of a period of sinusoidal fluid oscillation in the positive direction with particles/fluid moving 
from left to right. Whereas, c) and d) is that in the negative direction, particles/fluid moving from 
right to left. The red curve represents the pore wall. The white region between the pore wall and the 
PDF plot is the particle exclusion zone. 
While particle-wall collisions (arising from either advective or diffusive motion) cannot occur for 
smooth particles as the hydrodynamic resistance diverges logarithmically as the particle-wall gap 
approaches zero, in the same vein as [5], we model the particle-wall hydrodynamic interactions via a 
reflective boundary condition which qualitatively recovers the same particle clustering behaviour as 
the complete hydrodynamic interactions. The gross effect of this reflective boundary condition is that 
it augments the particle PDF near the ratchet walls in a manner that is dependent upon the wall 
orientation with respect to the fluid streamlines. Specifically, the reflection condition tends to 
accumulate particles on converging walls and likewise deplete particles on diverging walls, hence the 
qualitative impact of this condition is similar to that of the true particle-wall hydrodynamic 
interactions. This reflection condition also recovers the property that the drift velocity decays to zero 
with decreasing particle size. Whether the reflection condition is quantitatively representative, or can 
be augmented such that it is, of the full hydrodynamic interaction is currently an open question, thus 
the need for experimental observations. 
Experimental Setup 
Previous experiments concerning drift ratchets [1, 2] have used a photo-electrochemical etching 
technique [15-17] to form a silicon membrane containing highly parallel repeatable asymmetric pores 
to represent drift ratchet pores. The advantage of this method is that it is possible to create drift ratchet 
membranes with many parallel pores, the drawback from a research standpoint is that monitoring of 
the behaviour of microparticles within a ratchet pore is impossible and therefore visualising the 
critical interaction between advecting particles and the pore wall is unlikely. As a result of this we 
have etched three-dimensional planar drift ratchet microchannels into a silicon wafer using Deep 
Reactive Ion Etching (DRIE). The etched silicon wafer is then anodically bonded to a glass wafer to 
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 seal the microchannels. This fabrication method allows us to image the microparticles through the 
glass in the two end basins as well as inside the drift ratchet microchannels. The microfluidic chip 
fabrication is illustrated in Fig. 5. 
 
 
Fig. 5 Fabrication process for the drift ratchet microchannels and inlet/outlet ports for our 
microfluidic chip. 
Our experiment involves sinusoidally pumping water with spherical fluorescent microparticles though 
micro fabricated drift ratchet channels in a microfluidic chip. Pumping is achieved with a piezoelectric 
disc mounted externally on the back of the silicon chip, shown in Fig. 6.  
 
Fig. 6 Overview of experimental procedure. 
The frequency of the oscillation is 40 Hz and the oscillations are turned on for 60s and off for another 
60s, for the duration of the experiment [1, 2]. The size of the polystyrene microparticles are 0.2, 0.5 
and 1 μm in diameter, the density of which are 1.01 g/cm3. 
The concentration of microparticles is measured using photoluminescence (PL). 
Conclusion 
There is a clear need for more drift ratchet experiments to be completed to; corroborate the initial 
results from numerical simulations, prove the existence of the phenomena and to assist in the 
development of novel applications, fabrication procedures and designs. A more accurate 
representation of the hydrodynamic wall interactions to include lubrication forces is required to 
develop a more quantitative numerical model. The results from our qualitative numerical simulations, 
that the behaviour of particles in a drift ratchet can be the same across different sized ratchets as long 
as the correct non-dimensional numbers are maintained, serves as a tool to aid in the design and 
fabrication of these ratchets for experimental purposes. 
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Abstract. Maturation ponds use the ultra-violet component of natural sunlight for the disinfection 
of micro-organisms present in wastewater. The details of the mixing processes are still not well 
understood and clarification is required for optimal and reliable pond design.  Temperature and 
radiation measurements were collected from a maturation pond in South-East Queensland and 
compared to a one-dimensional model to elucidate the dominant mechanisms for mixing and heat 
transfer. It was found that mixing in the pond follows a diurnal pattern of stable stratification during 
sunlit hours followed by downward mixing from the surface, eroding the stratification over several 
hours. Finally, a uniform vertical temperature distribution is established during hours of darkness. 
The dominant mechanisms for mixing are top-down natural convection during the evenings and 
wind shear during high wind-speed events. Radiation and molecular diffusion were found to be less 
significant to the heat transfer and establishment of stable stratification. 
Introduction 
For locations where land is readily available, waste stabilization ponds (WSPs) are an effective, 
low-cost, low-maintenance method of wastewater treatment. Maturation ponds form the final stage 
of the treatment process with the express purpose to utilise the tendency of many pathogenic 
organisms to die when exposed to a sufficient dose of ultra-violet light coming from the 
sun[1,2,3,4]. However due to the attenuation of ultra-violet radiation down the water column, only 
the near surface region is exposed [5,6], and hence the vertical mixing occurring is of importance. 
Previous studies of mixing in water bodies employing computational fluid dynamics [7,8], 
experimental studies [9,10] and one-dimensional models [11,12] have reported that stratification 
reduces mixing, effectively breaking the water column into layers, and wind shear on the water 
surface causes turbulent mixing. The present investigation is motivated by the need to better 
understand the mixing processes occurring within maturation ponds to improve design and 
ultimately guarantee the quality of the effluent stream. A field trip to a WSP system in South East 
Queensland (SEQ) was conducted with this objective. To interpret the data collected from the 
ponds, a one-dimensional model including convection heat transfer, vertical mixing, radiation, 
evaporation and heat conduction into the underlying soil is developed. 
Methods 
Experimental. Measurements of temperature distributions in the pond were sampled with two 
thermistor chains, each deployed with five discrete sensors along the depth sampling at 10 minute 
intervals. The sensors were evenly spaced at 0.2 m intervals and weighted to the bottom so that the 
maximum temperature reading occurred at a water column height of 0.8 m. A pictorial figure of a 
thermistor chain is shown in Figure 1a. The data gathered from these chains serves to give an idea 
of the thermal structure in the pond by observing the stratification dynamics. The pond layout is 
shown in Fig. 1b with the north direction specified and the two chains shown with shorthand 
notation (C1 – chain 1, C2 – chain 2). Each sampling day there was a distinct significant increase in 
wind speed which consistently occurred in the same direction, this direction has been marked on the 
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 pond layout. A profile of light intensity was also made within the water body and regressed using 
the Beer-Lambert law to identify the bulk attenuation coefficient for wavelengths 280-700 nm. 
 
 
Fig. 1 (a) Thermistor chain schematic showing temperature sensor labels and the vertical 
coordinate system used in the simulation. (b) Pond layout showing the location of the two chains 
and direction of wind speeds in high speed events. 
 
1-D Numerical Model. A numerical model has been developed to solve the 1-D heat conduction 
equation (Eq. 1). With the purpose of simplicity, effective advection is modelled using an ‘eddy 
diffusivity’ approach. It is represented as keddy in Eq. 1 and this approach has been used in several 
previous studies for water research [e.g. 11,12,13]. 
 
  '''radeddyp q
z
T
kk
zt
T
c 













  (1) 
 
where   is the density (kg m-3), pc  is the specific heat (J kg
-1
 K
-1
), 𝑇 is the temperature (°C), t is 
time (s), z is the vertical position measured downward from the water surface (m), k and keddy are the 
molecular and eddy conductivities (W m
-1
 K
-1
), respectively and '''radq  is the volumetric heat 
generation from solar radiation absorption (W m
-3
). 
The soil beneath the water column can have some influence over the temperature distribution 
and therefore it is included in the calculation domain. Boundary conditions at the three interface 
boundaries are specified by Eq.’s 2-4 where an adiabatic condition is imposed at the bottom of the 
soil domain (Eq. 2), the continuum of heat at the soil-water interface is defined by Eq. 3 and, the 
water-atmosphere interface is defined by Eq. 4. For completeness, heat exchange due to rainfall is 
included; however its magnitude was insignificant in the measured data. 
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where subscripts soil and w refer to soil and water, respectively. H is the depth of the water column 
and L is the depth of the soil domain. r is the surface reflectance of solar radiation (-),   is the 
surface absorption coefficient (-), swq  is the measured in-air solar radiation (W m
-2
), lwq  is the net 
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 longwave radiation (W m
-2
), convq , evapq  and rainq  are the heat fluxes (W m
-2
) due to sensible heat, 
evaporation and rainfall, respectively. 
Radiation transfer is divided into shortwave and longwave components. Shortwave radiation 
intensity is measured on site at 3 m above the surface and corresponds to swq  in Eq. 4. A portion of 
this incident radiation is reflected from the water surface (r), another portion is absorbed at the 
surface    and the remainder penetrates the column and is attenuated through absorption. The 
reflection coefficient is calculated using Fresnel’s equation and is a function of time and global 
position [14]. Surface absorption coefficient β is assumed a constant 0.4 [13]. 
The distribution of shortwave radiation in the water column which corresponds to '''radq  in Eq. 1 
is calculated by Eq. 5 and 6. The attenuation coefficient    is considered to be constant in time, 
space and wavelength, and was determined by the onsite irradiance profile to be 15 m
-1
. Longwave 
radiation exchange  lwq  is modelled by the formula of Swinbank [15 in 16] including cloud cover 
effects. 
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Convective transfer from the surface removes heat through two mechanisms; sensible heat and 
evaporation. The Chilton-Colburn/Reynolds analogy is used to model the transfer coefficients of 
turbulent flow conditions over a flat plate, which the water surface of the pond is assumed to be. 
The heat transfer coefficients are a function of the length scale Reynolds number, Schmidt and 
Prandtl numbers and, binary diffusion and molecular thermal conductivity coefficients. The driving 
force of evaporation and sensible heat is the difference between the partial vapour pressures and 
temperature at the free stream (a few meters above the water surface) and at the water surface, 
respectively. Equations can be found in [17]. 
Vertical transport of heat is modelled through the addition of molecular diffusivity and an 
effective turbulent eddy diffusivity (Eq. 7) which is corrected for buoyancy stability by using a 
function of the Richardson number  Ri  [18]. The model has been constructed with the assumption 
that the vertical distribution of the horizontal velocity follows that of a deep lake with negligible 
bottom boundary effects. This has been assumed in other studies for shallow water bodies [11,12]. 
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where *w  is the water surface friction velocity (m s
-1
) and *k  is the coefficient of the vertical decay 
in current velocity (m
-1
). Convection arising from an unstable temperature gradient is modelled 
through instantaneous mixing of the unstable region which then resumes a stable temperature 
gradient. Evaluation of the effects of bottom boundary considerations is modelled through the 
approach of Smith [19] and applied within the boundary layer, and Eq. 7 being applied above the 
boundary layer. 
Results 
The experimental temperature results are presented in Fig. 2a,b for chain 1 and 2, respectively. A 
diurnal pattern is observed of surface temperatures increasing to a maximum mid-day, and declining 
with the onset of night time cooling. The surface 20 cm of the water column is predominantly well 
mixed (particularly in chain 2) and shows variation within the diurnal cycles (15
th 
and 16
th 
July) due 
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 to intermittent cloud cover affecting surface heating from radiation. The lower temperature sensors 
at a depth of 40 and 60 cm (S3 and S4) also show oscillations in temperature that follow the same 
pattern as the overlying temperatures (S1 and S2) but with an extended period of stratification 
suggesting that evening mixing is  progressing from the surface downwards. The 17
th
 July shows 
that the water column experiences increased mixing (note the similar temperatures at all depths for 
most of the day in Fig. 2a for July 17) from a greater magnitude in wind speed (see Fig. 2c). 
Differences exist in the vertical structure between chains 1 and 2 during this time (compare Figs 2a 
and 2c for July 17) highlighting the different mixing experienced which is likely significantly 
affected by their physical location in relation to wind direction and embankments causing a 
sheltered effect for chain 2. 
 
 
 
Fig. 2 Measured temperature distributions from Chain (a) 1 and (b) 2; legend entries refer to the 
sensor labels in Fig. 1. Measured climatic information: (c) wind speed and air temperature and, (d) 
solar radiation. 
 
The simulation results of the thermal distribution using the eddy diffusivity formulation of Eq. 7 
is shown in Fig 3a with the corresponding energy budget in Fig. 3d. The notable differences 
between experimental and simulation results are the lack (in the case of simulation results) of 
internal oscillations (e.g. S4 in Fig. 2a), the lower peak temperatures and shorter periods of 
stratification. However the temperature patterns still remain and resemble the experimental data. 
This is especially true at night with the onset of night time cooling from the surface of the water 
which causes downward mixing through natural convection and extended periods were the 
temperature at all depths is almost the same. The energy budget of the simulation (Fig. 3d) 
elucidates that the two most significant energy losses (negative values in Fig. 3d) causing natural 
convection via surface cooling are lwq  and evapq , with lwq  losses occurring consistently while 
evaporation is only significant during high wind speeds. lwq clearly dominates the surface cooling 
effect in the evenings during periods where top-down natural convection is occurring. During 
daylight hours, radiation appears to be the main contributor to the energy budget. 
It is clear that vertical mixing (or increased diffusion) is occurring within the pond, even in 
seemingly well stratified conditions (e.g. 15
th
 July the eddy diffusivity was 40-60 times that of 
molecular diffusion). A sensitivity study for the model was carried out to help clarify causes for 
differences between the model and the field data. Fig. 3b and 3c show some example results from 
this study. In Fig. 3b, the calculation for Fig. 3a is repeated with all parameters held constant except 
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 for the attenuation coefficient    which has been reduced from 15 m-1 to 5 m-1. Comparing Figs 3a 
and 3b it is apparent that the effect of   on the calculated temperature distribution is not large. A 
more promising improvement to the model results is shown in Fig. 3c where Eq. 7 has been 
modified to include the effect of the bottom surface on the eddy diffusivity. 
 
 
 
Fig. 3 Simulation results of temperature distributions using governing Eq. 1. (a) eddyk  calculated by 
Eq. 7 and 15 m-1, (b) effect of decreasing   to 5 m-1, (c) bottom boundary effects included on 
eddyk , with Eq. 7 occurring only above the boundary layer. (d) Energy budget for the water column 
corresponding to the simulation shown in panel (a); positive is defined as providing energy to the 
water column. 
Conclusion 
Experimental temperature results from a shallow pond open to the atmosphere have shown that 
mixing occurs even in seemingly well stratified conditions and that high wind speeds do not 
completely mix the water column. Mixing in the pond follows a diurnal pattern of stable 
stratification during sunlit hours followed by downward mixing from the surface eroding the 
stratification over several hours and finally forming a uniform vertical temperature distribution 
during hours of darkness. To elucidate these findings, a one-dimensional model is used as a tool and 
has identified several important points: 
 Mixing is not spatially constant. 
 Even in seemingly well stratified conditions, molecular diffusion alone cannot account for the 
observed temperature distribution. 
 Likewise, heating from radiation is not the main mechanism for heating of the lower parts of the 
pond with the observed attenuation. 
The significance of the model is its ability to be used as an engineering tool and gain valid 
engineering estimations, particularly considering the simplicity and fast computation time compared 
to more complex methods. The increased knowledge of mixing within waste stabilization ponds can 
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 be applied to pathogen movement since it is analogous to heat transfer and therefore can assist in 
the understanding of pathogen die-off kinetics. 
Acknowledgements 
This contribution is the result of the research supported by Australian Water Recycling Centre of 
Excellence, the Queensland Government Science Fund Support and Queensland Urban Utilities. 
References 
[1] M.T. Nguyen, J.T. Jasper, A.B. Boehm, K.L. Nelson, Sunlight inactivation of fecal indicator bacteria in 
open-water unit process treatment wetlands: Modeling endogenous and exogenous inactivation rates, Water 
Res. 83 (2015) 282–292. 
[2] K. Nelson, Ultraviolet light disinfection of wastewater stabilization pond effluents, Water Science and 
Technology 42 10-11 (2000) 165–170. 
[3] Y. Maïga, K. Denyigba, J. Wethe, A.S. Ouattara, Sunlight inactivation of Escherichia coli in waste 
stabilization microcosms in a Sahelian region (Ouagadougou, Burkina Faso), J. Photochem. Photobiol., B 94 
2 (2009) 113–119. 
[4] N.F. Bolton, N.J. Cromar, P. Hallsworth, H.J. Fallowfield, A review of the factors affecting sunlight 
inactivation of micro-organisms in waste stabilisation ponds: preliminary results for enterococci, Water Sci. 
Technol. 61 4 (2010) 885–890. 
[5] R.J. Davies-Colley, R. Craggs, J. Park, J. Nagels, Optical characteristics of waste stabilization ponds: 
recommendations for monitoring, Water Sci. Technol. 51 12 (2005) 153–161. 
[6] H.Z. Sarikaya, A.M. Saatci, Bacterial die-off in waste stabilization ponds, J. Environ. Eng. 113 2 (1987) 
366–382. 
[7] A.B. Hoyer, S.G. Schladow, F.J. Rueda, A hydrodynamics-based approach to evaluating the risk of 
waterborne pathogens entering drinking water intakes in a large, stratified lake, Water Res. 83 (2015) 227-
236. 
[8] F. Badrot-Nico, V. Guinot, F. Brissaud, Fluid flow pattern and water residence time in waste stabilisation 
ponds, Water Sci. Technol. 59 6 (2009) 1061–1068. 
[9] R. Gu, H.G. Stefan, Stratification dynamics in wastewater stabilization ponds, Water Res. 29 8 (1995) 
1909–1923. 
[10] J.J. Torres, A. Soler, J. Sáez, J.F. Ortuńo, Hydraulic performance of a deep wastewater stabilization 
pond, Water Res. 31 4 (1997) 679-688. 
[11] A.F.G. Jacobs, B.G. Heusinkveld, A. Kraai, K.P. Paaijmans, Diurnal temperature fluctuations in an 
artificial small shallow water body, Int. J. Biometeorol. 52 4 (2008) 271–280. 
[12] T.M. Losordo, R.H. Piedrahita, Modelling temperature variation and thermal stratification in shallow 
aquacultural ponds, Ecol. Modell. 54 3-4 (1991) 189–226. 
[13] J. Dake, D. Harlem, Thermal stratification in lakes: analytical and laboratory studies, Water Resour. 
Res. 5 2 (1969) 484–495. 
[14] J.T.O. Kirk, Light and Photosynthesis in Aquatic Ecosystems, third ed., Cambridge University Press., 
New York, 2010, pp. 28-49. 
[15] W.C. Swinbank, Long-wave radiation from clear skies, Q. J R. Meteorolog. Soc. 89 381 (1963) 339-
348. 
[16] Z-G, Ji, Hydrodynamics and Water Quality: modeling rivers, lakes, and estuaries, John Wiley & Sons, 
Inc., 2007, pp. 70. 
[17] F. Incropera, D. DeWitt, Fundamentals of Heat and Mass Transfer, fourth ed., John Wiley & Sons, Inc., 
1996, pp. 356. 
[18] T.R. Sundaram, R.G. Rehm, The seasonal thermal structure of deep temperate lakes, Tellus 25 2 (1973) 
157–168.  
[19] I.R. Smith, Hydraulic conditions in isothermal lakes, Freshwater Biol. 9 2 (1979) 119–145. 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-42
 Liquid-liquid slug flow for enhanced heat transfer  
Thilaksiri Bandara a *, Manu Chandrashekar b , Nitin Karwa c and Gary 
Rosengarten d  
School of Aerospace, Mechanical and Manufacturing Engineering, RMIT University, 115, 
Queensberry Street, Carlton, Victoria 3053, Australia 
ap.m.thilaksiri.bandara@rmit.edu.au, bs3517687@student.rmit.edu.au, cnitin.karwa@rmit.edu.au, 
dgary.rosengarten@rmit.edu.au 
Keywords: slug flow, heat transfer, Nusselt number, film thickness.  
 
Abstract. Liquid-liquid slug flow in microchannels can increase the heat transfer rates due to the 
internal recirculation within the liquid slugs. This paper presents experimental studies of heat transfer 
enhancement in microchannels with liquid-liquid slug flow. The experimental studies are carried out 
using a stainless steel channel with a circular cross section. Water is used as the dispersed phase fluid 
while silicon oil is used as the primary phase. The channel is heated by Joule heating. Two-phase 
flow is formed using a T-junction of 1 mm circular channels made using PDMS, and a specific 
channel arrangement was designed in the outlet channel in order to avoid the flow disruption when 
introducing the flow to the steel tube. The flow visualization is carried out with a Phantom V1610 
camera and flow is visualized at both before and after the steel tube to ensure the required flow is 
passing through the tube. Experimental results showed over 400% increase in heat transfer with 
liquid-liquid slug flow compared to its single phase counterpart.  
Introduction 
Two-phase slug flow in microchannels has a wide range of industrial applications. Some of 
these applications include heat exchangers, electronic cooling, micro-reactors, and lab-on-a-chip 
which require high heat and mass transfer enhancement. Slug flow, which involves slugs of one phase 
distributed into a continuous phase, can produce a high rate of heat removal due to the internal 
recirculation within the liquid slugs and plug as shown in Fig. 1. This type of flow is also named as 
Taylor flow when there is a thin film around the liquid plug. 
 
 
 
 
 
 
 
 
Fig 1. Schematic diagram of a slug flow 
Earliest studies on heat transfer in slug flow includes Oliver and Wright [1] and Oliver and 
Young Hoon [2]. However, these studies were on gas-liquid two-phase flow. Since then, a significant 
amount of research work has been carried out on gas-liquid slug flow as discussed extensively in our 
recent review paper [3]. 
Even though gas-liquid two-phase flow has large impact on heat removal there are drawbacks 
and limitations. The introduction of immiscible liquid-droplets with higher heat capacity and 
conductivity has the potential to overcome these problem. There is a considerable amount of studies 
on hydrodynamics of liquid-liquid slug flow in microchannels [3]. While heat transfer during slug 
flow in microchannels has been studied numerically, there has been only a few experimental studies 
to date. Asthana et al. [4] experimentally investigated the heat transfer enhancement in microchannels 
with liquid-liquid two-phase flow. They investigated the effect of slug size on heat transfer, showing 
increased droplet size yields more efficient heat transfer and higher values of Nusselt number (Nu). 
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 Recent experimental studies carried out by Eain et al. [5] investigated the Taylor flow heat transfer 
in a stainless steel tube with a three different oil/water combinations. They reported up to 600% 
increase of Nu over single phase flow due to the introduction of second immiscible phase with the 
shortest slug and longest plug lengths. A significant effect of film thickness on heat transfer was also 
found in their experiments. Increasing film thickness causes for poor heat transfer rates and hence 
lower Nusselt numbers.  
The most recent study by Dai et al. [6] examined the flow and heat transfer behaviour of liquid-
liquid slug flow by performing both experiments and CFD simulations for 1 and 2 mm vertical tubes 
with constant wall heat flux boundary conditions. They showed that heat transfer coefficients in slug 
flow are extremely sensitive to experimental uncertainties, but overall showed a good agreement 
between experiments and simulations. They also highlighted the difficulty in liquid-liquid heat 
transfer measurements due to the large uncertainties caused from high sensitivity of Nusselt number 
calculations to small differences in flow velocity.  
Although there have been previous studies on both experimental and numerical studies on two-
phase slug flow and associated heat transfer phenomena, liquid-liquid slug flow has been given very 
little attention in the literature. Thus, the aim of the present study is to investigate the heat transfer 
enhancement in microchannels with oil-water slug flow. This paper will present some important 
findings on liquid-liquid slug flow heat transfer in microchannels. 
Experimental set up and procedures 
A heat transfer apparatus with a 1 mm ID stainless steel tube was set up as shown in Fig. 2. The 
stainless steel tube was heated with Joule heating creating a constant wall heat flux boundary 
condition. However, the drawback in using a steel tube is that the flow cannot be visualised while the 
heat transfer experiments are running. Visualisation is required to determine flow parameters (slug 
lengths and plug lengths etc.,) as the primary objective of the study to analyse heat transfer with 
different slug flow parameters. Therefore, a special arrangement was used in order to visualise the 
flow before entering to the stainless steel tube. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Schematic diagram of experimental set up for heat transfer study 
The length of the steel channel (density, ρ=8000 kg/m3, specific heat, cp = 500 J/kg K, and 
thermal conductivity, k = 16 W/m K) is 200 mm while a length of 190 mm is heated with Joule 
heating and 5 mm from each side is left for fitting the tubing. Two wires were connected to two 
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 copper rings which were silver soldered to the tube for supplying power. These wires were also silver 
soldered to two rings. Silver soldering minimises the contact resistance, meaning a uniform wall heat 
flux could be maintained using an ISO-Tech programmable DC power supply. The experimental set 
up is validated using single phase flow heat transfer. Liquid-liquid slug flow is generated using water 
ρ =998 kg/m3, cp = 4182 J/kg K, and k = 0.6 W/m K) and 1.5 cSt silicon oil (ρ =853 kg/m3, cp = 1800 
J/kg K, and k = 0.1047 W/m K) as the working fluids. The interfacial tension between the silicon oil 
and water is 36.5 mN/m [7]. The viscosities of the two fluids changing significantly with temperature. 
Therefore, viscosity values were calculated as temperature dependent values during the heat transfer 
analysis section using µw (T) = 0.0000002T
2-0.00003T+0.0015 for water and µo (T) = 0.00000001T
2-
0.00002T+0.0018 for oil. Here, µw, µo and T are water viscosity, oil viscosity and temperature in ºC 
respectively. 
 
Slug flow generation 
A T-junction made with Polydimethylsiloxane (PDMS) is used for flow visualisation and 
introduction the flow into the heat transfer test rig. A schematic diagram of the PDMS T-junction is 
given in Fig. 3 (b). 
 
 
  
 
 
 
 
Fig.3 Detailed illustration of PDMS T-junction 
In this T-junction, inlet and outlet channels were created with a diameter of 1 mm (D1). 
However, slightly larger channel (diameter of D2) which is equal to the outer diameter of the stainless 
steel tube (used for heat transfer study with 1 mm ID) is fabricated in order to connect the steel tube 
to the PDMS channel without a diameter change as shown in Fig. 3 (a). This ensures no flow 
disruptions due to diameter mismatching between the channels. The selection of material is an 
important step in designing droplet based microfluidics devices as the wall wettability plays a key 
role in slug flow formation. PDMS channels are hydrophobic for organic solvents such as water as 
discussed in [8]. Therefore, silicon oil was selected as the continuous phase. The Phantom V1610 
high speed camera was used for flow visualization. The images obtained from the camera was 
analyzed frame-by-frame in order to obtain the sizes of the oil and water slug lengths. The images 
were captured at 16000 frames per second (fps) with 256 x 576 pixels. The images were recorded 
with a 4x magnification lens. The plug velocity (Up), slug length (Ls) and plug length (Lp) were 
calculated by image analysis. Two different syringe pumps (Harvard apparatus PHD Ultra pump and 
KD Scientific infusion only pump) are used for flow formation for having different flow rate ratios 
accurately. A series of flow visualisation experiments were carried out before each heat transfer 
experiments and images were captured before and after the steel tube and compared. They gave a 
maximum variation of 10% for the slug and plug lengths. 
 
Calculation of heat transfer 
The amount of heat supplied via Joule heating to the channel (q) can be calculated as q = VI 
with known voltage (V) and current (I). The total heat flux on the channel wall can be calculated 
assuming the losses are negligible from the heating channel in the Styrofoam insulation box. Thus, 
the total heat flux on the inner wall of the channel is given by q" = q/π DiL. Here, Di and L are inner 
diameter of the heated channel and the length of the channel respectively. Measuring inner wall and 
bulk fluid temperatures is challenging in microchannel heat transfer experiments while the outer wall 
temperature can be measured with fine thermocouple wires connected to outer wall. Therefore, one 
dimensional heat conduction is used for calculating the inner wall temperature at each location of the 
outer wall temperature measurement. The bulk fluid temperature at each thermocouple position is 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-45
 (a) oil flow rate is 2000µl/min, Qp/Qs=6 
(b) oil flow rate is 2000µl/min, Qp/Qs=2.4 
1 mm 
calculated by considering the energy balance method. The local convective heat transfer coefficient 
at a distance x is calculated using hx = q"/ (Twix-Tmx). Here Twix is inner wall temperature at an axial 
distance of x, and Tmx is bulk fluid temperature at that position. Hence, the local Nusselt number 
along the channel wall is calculated from Nux = hxDi/kf, where kf is the thermal conductivity of 
working fluid. An effective value for kf is calculated using the volume fraction of two liquids in slug 
flow experiments. An average Nu is calculated from the calculated local Nusselt numbers. The 
uncertainty values associated with the experiment were calculated using the method proposed by 
Coleman and Steele in 1999 [9]. Uncertainty values are given in the table 1. 
Table 1 Uncertainties associated with measured and derived variables 
 Variable Uncertainty  
Primary variable 
flow rate 0.35 % 
channel diameter ±0.05 mm (5 %) 
channel length ±1 mm (0.5 %) 
temperature ±0.1ºC (2.3 %) 
material properties 3 % 
pixels ±1 
current ±0.01 A (3.3 %) 
voltage ±0.01 V (3.3 %) 
pressure ±7 Pa 
Derived variables 
Reynold number 10.8 % 
slug length ±1.6 µm 
Nusselt number 8.8 % 
 
Results and discussion 
Flow visualization  
Flow rate ratio (primary phase fluid flow rate to secondary phase fluid flow rate, Qp/Qs) of two 
non-mixing fluids was the only controllable parameter in the present study as the other parameters 
such as dimensions of T-junction and the fluid properties were chosen to be fixed throughout the 
study. Therefore, a range of different flow rate ratios were chosen in order to get different slug lengths 
(Ls) and plug lengths (Lp). Some of the flow patterns are shown in Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 Slug flow with 2000 µl/min constant oil flow rate 
 
Heat Transfer 
Single phase flow heat transfer 
Initially single phase flow heat transfer experiments are carried out in order to validate the 
experimental set up. Experiments were carried out for Reynolds numbers (Re) from 10 to 295 for 
both water and oil as the working fluid. At steady state the overall heat balance for the heating system 
can be expressed as, 
qf = ṁcp(Tout − Tin) = qin − qloss                     (1) 
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where ṁ=?̇?ρ is the mass flow rate. qf, ?̇?, ρ, cp, Tin, Tout, qin, and qloss are heat transferred to the fluid, 
volume flow rate, density of fluid, specific heat of fluid, inlet fluid temperature, outlet fluid 
temperature, power input from Joule heating and the heat loss to the ambient respectively. In general, 
the heat loss was very small due to the well-insulated experimental set up and this value was below 
10% of the input power indicating the power was predominantly transferred to the fluid stream. 
The bulk temperature should increase linearly along the channel for constant heat flux wall 
boundary condition. Variation of measured outside wall temperature and calculated inside channel 
wall and bulk fluid temperatures along the channel for a flow with total flow rate of 5000 µl/min is 
given in Fig. 5 (a). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 (a) variation of outer wall, inner wall and bulk fluid temperature along the channel, (b) 
comparison of single phase flow Nu obtained from present study with experimental data from 
literature. 
According to Fig. 5 (a) the temperatures vary linearly as explained previously and the 
temperature difference between outer and inner walls is very small due to the small thermal resistance 
of the stainless steel. However, at lower Re flows, this temperature variation is not completely linear 
along the channel due to the scaling effects such as axial conduction and viscous heating. The local 
Nusselt number along the channel wall is calculated from the measured and calculated temperatures 
together with power input as discussed previously. An average Nusselt number for different flow 
rates/Reynolds numbers can be calculated from those local Nu values. The variation of average Nu 
with Re is illustrated in Fig. 5 (b). The black line represents the theoretical single phase flow Nu for 
this particular boundary condition. The calculated Nu values at lower Reynolds numbers are little 
lower than the theoretically expected value of 4.36 independent on Re. This could be due to the axial 
conduction within the fluid at very low Re flows. Most of the previous studies showed lower Nu 
values at low Re, showing that scaling effect plays a key role in lower flow rate flows.  
 
Slug flow heat transfer 
The homogeneous flow model which considers the two-phase as a single-phase having average 
fluid properties that depend upon the mixture quality is used in slug flow heat transfer analysis. The 
bulk fluid temperature was calculated similar to single phase flow calculation using the energy 
balance. However, the fluid properties were calculated as effective values based on the volume 
fraction of each liquid in the mixture as given in the following equation. 
Xeff = ϕXs + (1 − ϕ)Xp            (2) 
Here, Xeff is the effective value of property X. The subscripts p and s denote the primary and 
secondary fluid while ϕ is the volume fraction of secondary phase in the mixture. The local Nu values 
at different temperature measurement locations along the channel wall can be calculated using the 
above effective properties. Then an average Nusselt number for each flow combinations is calculated 
(a) 
(b) 
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using the local Nu values along the channel. Fig. 6 (a) shows the calculated average Nu variation with 
Re for all the considered flow combinations within the study. The Nu is higher than the value of its 
single phase counterpart at each slug flow cases, showing the heat transfer enhancement due to the 
introduction of a secondary phase plugs. Nusselt number increases with Re up to a certain point and 
then it starts decreasing with increasing Re as shown in Fig. 6 (a). However, it is necessary to analyse 
the heat transfer rates against the flow parameters such as slug length, capillary number (Ca) and void 
fraction as only Re will not represent the state of the slug flow. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. (a) comparison of experimental slug flow Nu with theoretical single phase flow Nu, (b) 
variation of slug flow Nu (normalized with single phase flow Nu) with slug length, where water 
flow rate is a constant value of 500 µl/min. 
 
Effect of slug and plug lengths on heat transfer 
The normalised Nusselt number (ratio between two phase Nusselt number and single phase 
flow Nusselt number, Nu*=Nutp/Nusp variation with slug length is shown in Fig. 6 (b). The Nusselt 
number increases up to a certain slug length and then starts decreasing with further increase of slug 
length. The highest Nu was observed for the slug flow with Qp/Qs=3 with total flow rate of 2000 
µl/min. The numerical studies on effect of slug length on heat transfer showed that lower slug lengths 
give highest heat transfer rates [10]. Experimental results follow the same trend starting from 2.13 
mm slug length which corresponds to the highest Nu which is 3.8 times higher than for single phase 
flow. Similar findings were reported on variation of Nu in gas-liquid two phase flow experiments in 
the literature [1, 2, 11, 12] with up to a 2.9 times (in [12]) higher than single phase flow. 
 
Conclusions and future work 
Experiments on slug flow were performed for flow visualisation and heat transfer studies. A 
steel channel with 1 mm internal diameter was used for heat transfer studies while the flow formation 
and visualisation were carried out on a PDMS T-junction. Water and 1.5 cSt silicon oil were used as 
the working fluids and silicon oil was selected as the primary fluid due to the wettability properties 
of PDMS. A wide range of liquid-liquid slug flow combinations were generated during the 
experiments and slug and plug lengths variation followed the similar trends reported in the literature. 
Heat transfer under constant wall heat flux was studied experimentally for both single phase 
and slug flow. Single phase flow Nusselt numbers showed a good agreement with the theoretical 
value for this particular boundary conditions except little lower values at low Reynolds numbers. The 
slug flow heat transfer was carried out for different flow combinations in order to study the effect of 
slug length and a significant increase of Nu (up to 400%) was observed during the study. The heat 
transfer rates were analysed with slug and plug lengths and they showed a huge impact on heat 
transfer. The future work will include investigation of effect of other flow parameters such as void 
(a) (b) 
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 fraction, Ca and film thickness on heat transfer and developing correlations to accurately predict heat 
transfer on liquid-liquid slug flow. 
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Abstract. An Eulerian model is proposed for simulation of dispersion of a carbon nano-dot 
photoluminescent particle water tracer. A method of determining an appropriate binary diffusion 
coefficient for the tracer particle concentration distribution in water is proposed and tested against 
simulations using exact analytical solutions for diffusion within a rectangular prism.  The method is 
found to have low sensitivity to the location of the tracer injection point. 
Introduction 
Recently, carbon nano-dots (c-dots) have been found to exhibit the phenomenon of 
photoluminescence. When exposed to ultraviolet light with wavelengths in the vicinity of 360 to 
380 nm they emit visible light in various colours depending on the synthesis procedure for the dots 
[1]. Their size, stability and the potential for detection under extremely diluted conditions make 
them an attractive candidate for a water tracer.  
   Rather than attempting to follow the path of individual c-dots, detection of c-dot concentrations is 
a more likely scenario in a practical application. This lends itself to an Eulerian framework for 
utilizing the tracer to collect data for water mixing model validation and therefore it is of value to 
have data to characterize dispersion of c-dots in water. The purpose of this study is to design a 
method for measuring the particle dispersion of c-dots in the absence of convection and to express 
the rate of dispersion in the form of a binary diffusion coefficient suitable for an Eulerian model. 
The measurement method should be robust with a low sensitivity to the concentration and spatial 
variation of the tracer distribution at the point of release since this may be difficult to control 
precisely. 
Proposed Experiment and Analytical Model 
Figure 1 shows the proposed domain for consideration. It consists of a column of water with three 
points where concentration of c-dots is measured simultaneously as a function of time. The sample 
may be injected at either the top or the bottom to consider the effects of buoyancy. The upper and 
lower point concentration measurements form the boundary conditions for the analytical model. 
The upper point is sufficiently far from the free surface where the tracer is injected to smooth out 
variations due to the method of injection. The middle sampling point serves as measurement points 
for regression of the unknown binary diffusion coefficient in the analytical model. For one-
dimensional unsteady diffusion the concentration φ is governed by: 
2
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 where ϕ0,n and ϕ2,n denote experimental data points for concentration measurement collected at time 
tn. Thus the analytical model assumes a piece-wise linear concentration between measured points in 
time. Equations (1) to (4) can be solved analytically using Laplace and integral transforms (e.g. see 
Carslaw and Jaeger [2]) to give: 
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and bi and ci are concentration/time gradients between successive concentration measurements 
given by 
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Using Eq. (5) the binary diffusivity DAB can be found by selecting a value such that S in Eq. (9) is 
minimized. 
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ABnn DtzS φϕ                                                         (9) 
In Eq. (9) ϕ1,n is the measured data point at position z1 at time tn. Equation (9) is minimized using a 
non-linear least squares algorithm [3]. 
 
Fig. 1 Schematic of proposed experiment to determine binary diffusivity of tracer in water 
showing two possible injection points  
Numerical Test Cases 
Equation 5 applies for one-dimensional diffusion while (at least initially) Fig. 1 represents a three-
dimensional problem where concentrated tracer liquid is injected at a point near the upper or lower 
boundary of the container. It is important to confirm that the proposed geometry yields close to one-
dimensional diffusion for the region bounded by the upper and lower sensors (see Fig. 1). For this 
purpose a three-dimensional numerical simulation is proposed. Three-dimensional unsteady 
diffusion is governed by Eq. (10) 
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Figure 2 shows the domain and initial conditions considered for generating the test data. At t = 0, φ 
= 0 everywhere in the domain except at the point or the plane sources illustrated in Fig. 2 where N 
moles of tracer particles are released. The boundary conditions are: 
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A rectangular cross section for the geometry was chosen since flat surfaces are ideal for 
experiments involving optical detection such as would be required for studying a photoluminescent 
tracer. 
 
Fig. 2 Initial conditions for simulated test cases. N moles of carbon nano-dots are initially released 
(at t = 0) at a point: a) x = y = z = 0 or b) x = -B/2, y=0, z=0; or uniformly over a surface: c) z = 0 
 
The analytical solutions for concentration distributions corresponding to the three cases shown in 
Fig. 2 can be derived using the principle of superposition and the set of basic solutions to the 
equivalent heat transfer point source problem provided by Carslaw and Jaeger [2]. Eq. (12) shows 
the exact solution for the point source at the center as shown in Fig. 2a. 
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For the case shown in Fig. 2b the analytical solution is given by 
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The plane source (Fig. 2c) is a little simpler being only a function of z and t: 
( ) ( )
( ) ( )∑
∞
−∞=
−−
=
k
tDkHz
AB
ABe
tDBW
N
tz 4221
2
,
pi
φ
                                                   (14) 
In order to carry out a simulation, we need a way of estimating DAB. For the present purpose we 
have selected a Brownian motion diffusion equation (e.g. Rudyak et al [4]): 
d
kTDAB piη3
=                                                                         (15) 
where k is the Boltzmann constant, T is the absolute temperature, η is the absolute viscosity of the 
liquid and d is the diameter of the particle. For water at room temperature Eq. (15) gives DAB ≈ 4 × 
10-11 m2/s for 10 nm diameter particles. 
Simulation Results 
Figures 3a-3c show calculated distributions for different times where the length of the column was 
20 mm, the width 5 mm, the breadth 5 mm and DAB = 4 × 10-11 m2/s. It can be seen that the 
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 diffusion is quite slow with measurable changes occurring on a time scale of the order of days. This 
is very good for the purpose of a water tracer to be used in ponds and waterways where we want the 
tracer to follow the water flow path rather than diffuse [5]. It can be seen that as time progresses the 
field becomes more one-dimensional (Fig. 3c) providing suitable input data for Eqs. (5) to (9). 
    
Fig. 3 Effect of container size: Simulated concentration distributions (y = 0 plane) for point-source 
injection of 10 nm diameter carbon dots at t = 0 s for two different sized containers: 20 mm × 5 mm 
× 5 mm (a, b and c, (5×10-10 moles)) and 2 mm × 0.5 mm × 0.5 mm (d, e and f, (5×10-13 moles)). 
 
Figures 3d-3f show simulated results for a 2 × 0.5 × 0.5 mm container. Clearly smaller dimensions 
yield much smaller time scales. The exponential term in Eq. (14) indicates that the time scale will 
diminish in proportion to the square of a characteristic dimension. Thus, comparing Fig. 3 (d, e and 
f) with Fig. 3 (a, b and c), an order of magnitude decrease in the physical dimensions gives two 
orders of magnitude reduction in the time scale required for measurement of the diffusivity. 
    Fig. 4 shows the concentration data at the three simulated measurement points for the two 
different sized vessels (illustrated in Fig. 3). The three lines were calculated using Eq. (12) and then 
the outer two were used as boundary conditions (Eqs. (3) and (4)) and then DAB was adjusted to 
bring Eq. (5) in line with the data from the center point. In Fig. 4, the simulated test case results for 
the center measurement position are shown as circular symbols while the fitted result is shown as a 
solid line. The fit is very good and the agreement with the simulated diffusion coefficient is less 
than 0.1% for both vessels. 
 
Fig. 4 Time histories of particle concentrations at the three simulated measurement points for two 
different size measurement cells 
Since precise control of the injection location may be difficult due to the fact that the fluid 
containing the tracer may flow and temporarily create localized convective mixing it is important to 
check the sensitivity of the model to the location of the injection point. Fig. 6 shows results 
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 corresponding to the three different initial conditions shown in Fig. 2. During the first 10 minutes 
the concentration distributions appear remarkably different. However, as time progresses even the 
corner injection case (Figs. 6c and 6f) takes on the appearance of one-dimensional diffusion. It is 
worth noting here that while Fig. 6f appears slightly different to Figs. 6d and 6e, the numerical 
value for the concentration at the measurement points is actually quite similar. DAB was correctly 
predicted within 1% using Eqs (5) to (9) for all three cases in Fig. 6. 
 
Fig. 6 Effect of injection point position: Simulated concentration distributions (y = 0 plane) for the 
three different initial conditions shown in Fig. 2 for a container of size 2 mm × 0.5 mm × 0.5 mm. 
 
 
Fig. 7 Effect of particle size: Simulated concentration distributions (y = 0 plane) for a container of 
size 2 mm × 0.5 mm × 0.5 mm. Point-source injection of 5×10-13 moles of carbon dots at t = 0 s for 
each case 
 
Equation 15 suggests that as the particle becomes smaller, the diffusion rate will becomes larger. 
This is illustrated in Fig. 7 which shows the effect of particle size and suggests that the size 
distribution will change with time and location.  
    The clear peak in Fig. 4 for z = 5 mm suggests another convenient method for estimating the 
diffusivity. Taking only the largest term from Eq. (16) and differentiating with respect to time we 
obtain 
peak
AB t
zD
2
2
≈                                                                         (16) 
where tpeak is the time when the peak was observed and z is the position of the sensor. The thermal 
equivalent of Eq. (16) forms the basic principle of the laser flash method used for measuring 
thermal diffusivity in solids. As illustrated in Fig. 8, the peak becomes flatter, and therefore more 
difficult to identify, the further the sensor is from the point of release of the tracer. 
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Fig. 8 Time histories of particle concentrations at the three simulated measurement points z = 0.3 
mm, 0.5 mm and 0.7 mm for a container of size 2 mm × 0.5 mm × 0.5 mm. The dashed line 
corresponds to the locations of the peak in the curve 
Conclusion 
A method for measuring the binary diffusivity of carbon nanodots in water was proposed. Based on 
simulated data, the method was shown to be effective with a low sensitivity to the precise location 
of the injection point for the tracer provided the first measurement point is sufficiently removed 
from the tracer inlet. Using a simple relation for binary diffusivity of particles driven by Brownian 
motion, the diffusion is expected to be quite slow requiring of the over 1 month for a 20 mm tall 
container with 10 nm particles to mix completely by diffusion. The time scale is shown to decrease 
in proportion to the square of the container’s maximum dimension. Particle size is a further 
important consideration and differential diffusion depending on the particle size is expected.  
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Abstract. Artificial mixing with bubble-plume devices is often used to deal with water quality 
problems in reservoirs, such as algal bloom and hypoxia. In general, the mixing results in an increase of 
dissolved oxygen in the water, as well as an increase in temperature in the deeper layers of the water 
body but a decrease in temperature in the upper layers. Understanding the heat and oxygen transfer 
mechanisms will help to optimise the design and operation of the devices.   
This study focuses on Falling Creek Reservoir (FCR), which is a shallow, eutrophic drinking water 
reservoir managed by the Western Virginia Water Authority, Virginia, USA. FCR is equipped with a 
bubble-plume epilimnetic mixer (EM) to cope with occasional algal blooms during the stratified 
periods. We adopt a validated three-dimensional hydrodynamic model Si3D to visualise and analyse 
the mixing performance of the EM in FCR. It is found that the mixing with the EM placed in the deep 
region of FCR has a significant impact on the water temperature throughout the reservoir. The mixing 
reduces thermal stability, increases the metalimnetic temperature, and deepens the thermocline. Tracers 
are used in the model to further quantify the mixing performance of the EM. 
 
 
Introduction 
Various mixing and oxygenation systems are used to control water quality problems such as algal 
bloom and hypoxia. Common oxygenation and mixing systems include bubble-plumes [1], airlift 
aerators [2], Speece cones [3], and side-stream oxygenation systems [4, 5]. Among these systems, 
bubble-plume systems have been widely used to add oxygen and mix lakes and reservoirs (e.g. [6, 7]). 
However, the mixing outcomes have not always been consistent. Although McGinnis et al. [8] showed 
that the bubble-plume devices can successfully add oxygen to water and mitigate water quality 
problems, Nurnberg et al. [9] showed that improper mixing increased phosphorous transfer from the 
hypolimnion to the epilimnion, thereby causing surface algal blooms. Therefore, understanding the heat 
and oxygen transfer mechanisms is of importance when the bubble-plume systems are designed for 
water management.  
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In the present study, Si3D, a three-dimensional hydrodynamic model, is employed to analyse a 
bubble-plume epilimnetic mixing (EM) system. The effect of mixing on the thermal structure and 
substance transport is of interest. 
Methodology 
The numerical model is built based on the bathymetric information collected from Falling Creek 
Reservoir (FCR), as shown in Figure 1a. Apart from the Si3D hydrodynamic model which is described 
in [10], a coupled bubble-plume model will be adopted to simulate the flow induced by the EM system 
which is placed 5 m below the water surface at a location by the white lines in Figure 1a. The theory 
behind the bubble-plume model is well established (e.g. [7, 11]). A schematic representation of the 
model is provided in Figure 1b. 
 a)  b)  
Figure 1. a) Schematic diagram of sampling locations. The corresponding locations are sampled in the numerical 
model. b) Schematic diagram of the bubble plume model with grid cells. The grid cells serve as sinks and relocate the 
entrained water from the lower to the upper grid cell. The top grid cell is at the Depth of Maximum Plume Rise 
(DMPR), serving as a source to discharge or detrain the plume water. 
The meteorological data from a single day in 2015 near FCR are repeated for the entire simulated 
period. The schedule for the EM operation in the numerical model is shown in Table 1. 
Table 1. Numerical operation scheme for EM 
Days 1 2 – 8  
EM OFF ON 
Results 
The effect of EM mixing on the thermal structure and substance transport in the water body is the focus 
of this investigation. The three-dimensional behaviour of mixing is visualised using the contours of 
temperature and tracers. 
Effect of Mixing on the Temperature Structure. With the continuous operation of EM, the overall 
water temperature in the metalimnion increases as seen in Figure 2, which shows that the effect of 
mixing is significant. In order to quantify the variation of the thermal structure as the result of mixing, 
the concept of Schmidt stability, which characterizes the resistance to mechanical mixing due to 
potential energy inherent in the stratified water as reported in [12], is adopted. The time series of the 
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calculated Schmidt stability is plotted in Figure 2 (the white dash-dotted curve). It can be seen in Figure 
2 that EM mixing reduces the thermal stability in the water column. 
 
Figure 2. Temperature contour and Schmidt Stability. The white dashed curve over the contour indicates the Schmidt 
stability variation as a function of time. The white vertical line indicates when the EM system is activated. 
Figure 3 shows the instantaneous temperature structures under the effect of EM mixing at different 
time instants. The observation in Figure 3 suggests that the surface water temperature decreases due to 
the operation of the EM system while the thermocline is deepened. The water temperature near the 
thermocline is homogenised as a result of mixing. It is interesting to see that the influence of mixing is 
not limited to the surrounding area of the EM diffuser; the mixing also affects the water in the region 
far beyond the diffuser line. A similar trend can be observed beyond the diffuser line between the 
sampling sites FCR20 and FCR30. However, the site FCR10 is too shallow and too far to be affected 
by the EM mixing.  
 
Figure 3 Instantaneous temperature structures across the reservoir with EM at 25-scfm flow rate. The white 
horizontal lines indicate the approximate location and depth of the EM diffuser. 
Effect of Mixing on Substance Transport. In order to quantify the substance transport induced by 
the EM system, tracers are added into the water along with the flow from the EM system. The tracers 
are passive non-reactive scalars in the model. 
The contours of model-predicted tracer concentrations over time for two different flow rates (15 and 
25 scfm) are shown in Figure 4. The temporal development of the tracer distribution in FCR50 shown 
in this figure may indicate the influence of mixing on substance transport. As shown in Figure 4b, the 
detrained plume is evenly spreading out at the DMPR. The vertical extent of the region affected by the 
EM operation (i.e. the region with tracers shown in Figure 4) expands with time, which may be 
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characterised by a parabolic function of time, as indicated by the white curves in the figure. This trend 
continues until the tracers reach the surface mixing layer, where intensive convective mixing takes 
place due to the turbulence generated by wind and surface heat fluxes.  
a) b)  
Figure 4 Time series of tracer concentration development at FCR50. The contour bars show the colour scheme for 
tracer concentration (from zero).  The white vertical dashed lines indicate when the EM system is activated.  
The parabolic function shown in Figure 4 is given by:  
            
  (1) 
where      is the DMPR,   represents the duration of the EM system in operation (days),   
represents the depth that the tracers can reach (m), and   is an indicator of the resistance to substance 
transport in water. With the higher mixing energy of the EM system (i.e. with the higher EM flow rate), 
the resistance is lower because of the fact that EM mixing enhances substance transport in water. 
Therefore, the parabolic function given in Equation (1) may be used to quantify the strength of the 
vertical mixing induced by the EM operation. 
Table 2 Mixing characteristics with EM flow rates 
EM flow rate 
Q (scfm) 
10 15 20 25 30 
  0.436 0.315 0.234 0.182 0.134 
   (Days) 4.130 2.573 1.595 1.455 1.092 
In this study, the effect of the EM operation on substance transport is investigated at five different 
flow rates, as shown in Table 2. The above parabolic function is applied to the boundary of the mixing 
region to obtain the resistance indicator a, which is given in Table 2 for the different flow rates. It is 
found that the resistance indictor   correlates well with the EM flow rate  , as shown in Figure 5a. The 
correlation is given as follows: 
                  (2) 
Clearly, the time required for tracers to reach the surface (  ) also depend on the EM flow rate 
(Table 2). The time    may indicate the efficiency of mixing and is characterised by the time instant 
corresponding to mixing boundary reaching the water surface, which is measured on the contour where 
the tracer concentration near the surface becomes greater than zero. With a higher flow rate, the mixing 
time is shorter. Figure 5b shows the correlation between the time    and the flow rate   with an 
exponential fitting curve. The expression is given as follows: 
           
          (3) 
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a) b)  
Figure 5 Correlation between: a) EM flow rate and the resistance indicator  , b) EM flow rate and the time for 
tracers to reach the water surface. 
 
 
 
  
Figure 6 Instantaneous response of the tracer concentration at 25 scfm. The contour bars show the colour scheme for 
tracer concentration. The white lines and dots in the figures indicate the location of the EM diffuser line. The figures 
on the right are collected from Transect #1 as shown in Figure 1a.  
The longitudinal extent of the region affected by the EM operation is shown by the instantaneous 
tracer concentration contours in Figure 6. With continuous running of EM for several days, tracers can 
reach most regions of FCR. It is seen in Figure 6 that the EM successfully mixed the entire water 
column above the diffuser. It is also seen in Figure 6 that tracers do not reach the hypolimnion in the 
bottom of the deep region of FCR (near FCR50). This is due to the weak circulation below the EM 
diffuser line, leaving the deeper layers at FCR50 undisturbed.  
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Conclusion 
The study has examined the effect of mixing by the EM system using a 3D hydrodynamic model Si3D 
coupled with a bubble-plume model. The results show that mixing with the EM placed in the deep 
region of FCR has a significant impact on the water temperature across the reservoir. The mixing 
reduces thermal stability, increases the metalimnetic temperature, deepens the thermocline, and 
enhances substance transport within the reservoir. It is found that the EM is a valuable tool for water 
management in terms of water temperature manipulation and substance transport. 
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Abstract. Evaporation of hydrocarbon liquid droplets in a hot convective flow is relevant in many 
practical applications such as combustion; feed vaporization in multiphase reactors etc. In this 
study, a lumped parameter evaporation model is presented duly validated with published experi-
mental data to predict evaporation behaviour of the widely used fuels such as gasoline, kerosene 
and diesel or gas-oil. The effects of temperature dependent physical properties of both liquid and 
gas phases are taken into account. Comparison of the evaporation features of the two-component 
and the equivalent single component liquid fuel droplets at different temperature and flow rate of 
the carrier gas stream specified that, the use of equivalent single component model cannot describe 
the behaviour bi-component droplet evaporation during the whole process even though the differ-
ence in total evaporation time is negligible. 
Introduction 
In many practical applications involving the droplets evaporation such as internal combustion 
engine, spray drying in dairy sector, coating of tablets in pharmaceutical sector, vaporization of feed 
stream in fluid catalytic cracking unit etc, the Reynolds number based on the relative gas-droplet 
velocity is large compared to unity
[1]
. The higher Reynolds number condition induces a shear stress 
at the gas-liquid interface which in turn produces internal circulation inside the droplet (internal 
circulation can be also produced from the initial atomization process). For most hydrocarbon 
droplets, the maximum liquid velocity us at the droplet interface was found from 4%-17% of the 
free stream velocity 
[9]
. A higher operating gas temperature and low viscosity liquid can also lead to 
a larger shear stress at the droplet surface, resulting in a greater internal circulation inside the 
droplet [
1/3/ ( / )s L L G Gu u    

  ]. Law
[9]
 recommended a rapid mixing model for sprays 
calculations in which the internal circulation was assumed to be infinitely fast so that the droplet 
temperature and concentration remains spatially uniform implying infinite liquid phase diffusivity. 
This conclusion contrasted with the earlier reported results of Landis and Mills
[8]
. In absence of 
internal circulation, their study
[8]
 reported that the more volatile component is preferentially 
vaporized first which leads to a concentration profile within the liquid phase. However, the very 
slow diffusional transport process resists the more volatile component to move outward to droplet 
surface and the droplet could reach a constant concentration profile early in its lifetime. The two 
models namely “infinite diffusion” and “diffusion limit” are therefore considered as the two critical 
limits of internal mixing as applicable in the practical conditions. A critical comparison of different 
evaporation models of Aggarwal et al. 
[1]
 recommended using the diffusion limit assumption for a 
negligible Reynolds number and simplified vortex model for high Reynolds number conditions 
which accounts for the internal circulation. Although the two models proposed by Aggarwal et al 
[1] 
are appropriate in spray calculations
[7],[2]
 the associated computational cost becomes prohibitive for 
any practical system which involves multitude of droplets. This constraint on computational 
capability is however often eliminated by using the less rigorous yet effective rapid mixing model 
which has been commonly used in both batch distillation and spray vaporization 
[3],[9],[13],[14],[18]
.  
The interest in studying the evaporation of alkane hydrocarbon mixture is obvious due to its use 
as a representative internal combustion engine fuel, such as heptane is known as the representative 
composition of gasoline; dodecane is used as kerosene, hexadecane for diesel
[12]
 or hexacosane for 
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gas-oil
[14]
 used in fluid catalyst cracking units. However, both numerical and experimental study on 
vaporization pay attention only to the more volatile hydrocarbon from hexane to decane due to the 
high volatility and the availability of their thermo-physical properties. Also, the experimental 
possibilities only allow the investigation of the droplet evaporation under either a low Reynolds 
number or low temperature of the air flow; the study of droplet vaporization in high temperature, 
high Reynolds number flow conditions of the less volatile hydrocarbon is therefore necessary. The 
present study aimed to investigate the vaporization characteristics of single/two component droplet 
comprising alkane compositions in a hot convective system. Rapid mixing model incorporating 
vapour blowing effect at the droplet interface was used to estimate the vaporation time and 
temperature of the straight chain alkane (C5 to C30) droplets widely accepted as representative 
constituents of automotive fuels and heavy oil feed stock. The model thereafter was validated with 
the published literature data on binary droplet systems (heptane-decane and heptane-hexadecane) 
evaporating in hot air stream. Evaporation time of equivalent single component hydrocarbons 
representing the automotive fuels were then compared with binary mixture droplets. Finally, the 
model was used to investigate the effect of different gas flow conditions (Reynolds number) on the 
evaporation parameters of the pure component alkane droplets.  
Model formulations 
The rapid mixing modelling approach for mono-component droplet evaporation developed by 
Miller et al.
[10]
 for calculating the transient droplet size and temperature has been extended for 
binary mixtures. Assumption of laminar one-dimensional gas flow with constant velocity was made 
for the gas phase while spherical shape (droplet diameter less than 200m) and uniform 
temperature/concentration within the droplet were assumed for the liquid phase. The transient 
change of droplet temperature (Td) and evaporation rate of i
th
 species (m̄d,i) are given as:  
   , ,dd i pL G G ds v d i
dT
m C dGNuk T T L m
dt
       (1) 
 , ,ln 1d i i G im i M im d D Sh B     (2)  
Temperature of the droplet (left hand side term) in Eq. (1) was determined by the combined 
heating (1
st
 term in the right hand side) and cooling process (2
nd
 term in the right hand side) 
involving the evaporation rate which was estimated in Eq. (2). The effect of Stefan flow or blowing 
phenomenon (heat transfer reduction due to evaporation) on the heat/mass transfer coefficient was 
considered through a heat transfer correction factor given as )1/(   eG , where  is evaporation 
constant (3Pr / 2)( / )G d di diβ τ m m    and d is is relaxation time
2 /18d L Gd   .G varies in the 
range of zero to one 
[10]
. Note that the limit G1 as 0 signifies the case of zero evaporation rate. 
Eqs. (1)-(2) were solved to obtain the transient droplet temperature Td and the evaporation rate mdi
of the species i respectively. In equation (2) /i si siY Y    where siY  is the vapour mass fraction of 
species i at the droplet surface, Dim is the binary diffusion coefficient of species i into the gas 
mixture (including air and the two vapour species), and BMi is Spalding mass transfer number. Unity 
activity coefficient and thermodynamic vapour-liquid equilibrium were assumed at the droplet 
interface and Clausius-Clapeyron correlation was used to estimate the vapour pressure of each 
species at the droplet surface. The vapour mole fraction of species i at the droplet surface Xsi was 
determined as the ratio between the partial pressure pvi and total pressure of the system pG: 
    / / exp / ( / ) 1/ 1/si vi G atm G Li Vi Vi Bi dX p p p p X L R M T T     . (3) 
The vapour mass Ysi fraction was calculated from the mole fraction Xsi, as  /si si i si iY X M X M  . 
Note that the liquid mixture includes only two species, the gas mixture however, includes the carrier 
gas (air in this study) in addition to the binary species. 
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The numerical calculation link between the liquid and gas phase is through Raoult’s law in 
which the vapour mole fraction Xsi was obtained from the liquid mole fraction XLi. Time step was 
selected at a microsecond which is far smaller than the fastest time scale of the process  liquid 
viscosity characteristic time. Mass fraction in the next time step (t+) was computed based on the 
updated mass of the droplet as:  
 1 ( ( ) ( 1) ) / ( 1)Li di di dY t m t m t t m t        (4) 
where ( 1) ( ) ( 1)di di dim t m t m t t     and ( )d dim m t t   . Mole fraction XLi was then was 
derived from the YLi as  ( / ) / /Li Li i Li iX Y M Y M  . 
The updated droplet size could be calculated either from the droplet evaporation rate, ( )dim in 
Eq. (2), or from the total droplet mass ( )dim , where droplet diameter is given by 
  1/3(6 / )di Ld m    which was used in the present study.  
For the liquid phase, temperature dependent thermo-physical properties such as density L, heat 
capacity CpL, thermal conductivity kL and viscosity L obtained from the Aspen Properties (V8.4) 
package were applied for both liquid and gas phases. For the gas phase, the 1/3
rd
 rule reference 
temperature TR [TR=Td + 1/3(TG-Td)] was applied to update the viscosity V and heat capacity CpV 
whereas the free stream temperature TG was used to compute the density 
[16]
. Binary diffusion 
coefficients of the hydrocarbon’s vapour into air were estimated using Lennard Jones parameters 
[16]
. Diffusivity of one species into multicomponent gas mixture appeared in equation (2) was 
calculated using a correlation of Fairbanks and Wilke 
[5]
. Physical properties of the mixture were 
obtained using the appropriate mixing laws from the study 
[4]
. 
Results and discussions 
Based on the successful validation of the model for single component droplet evaporation in our 
earlier study 
[11]
, the evaporation behavior of the popular fuel substitute alkane droplets were inves-
tigated in the present work (Fig 1), under the operating conditions of gas temperature TG at1000K, 
droplet Reynolds number Red0 at 20 and initial droplet diameter d0 at100m. Figure 1 depicts the 
temporal droplet diameter (a) and droplet temperature (b) of pure component droplets from pentane 
(C5H12) to triacontane (C30H62). As expected, the droplet of lower molecular weight alkanes (higher 
volatility) took less time for complete vaporization whereas the higher molecular weight (less vola-
tile) alkane droplets reached a higher temperature under the same conditions due to their higher 
boiling point. All the calculations were ended when the droplet diameter fell to one percent of its 
initial size, and therefore the evaporation times mentioned in this study represent 99% of the droplet 
lifetime. 
 
Fig. 1 Size reduction (a) and temperature evolution (b) of alkane hydrocarbon droplets, at 
TG=1000K, Td0=298K, Red0=20, d0=100m. 
a) b) 
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The model was next validated with binary mixture droplets using published experimental and 
numerical data. Good agreement between the numerical predictions and measurements in Fig. 2 as-
serts the use of the model for binary mixture droplets at high temperature and a lower relative ve-
locity range (0.0 -1.45 m/s). Figure 2a illustrates the evaporation feature of the droplet comprising 
two significantly different volatile components - heptane and hexadecane (50%-50%) whereas the 
character of a closer volatility mixture containing heptane-decane (80%-20%) is shown in Fig. 2b. 
The difference between the two figures confirms a strong dependence of the evaporation time on 
the initial concentration of the mixture as well as the volatility deviation between the mixture com-
ponents. An anticline could be noted for the d
2
 curve in Fig. 2a (also seen in Fig 1a) during the ini-
tial vaporization period of both components, which could be attributed to the dominance of the heat 
gain [1
st
 term on the right hand side of eq. (1)] over the heat loss term [2
nd
 term on the right hand 
side of eq. (1)]. Figure 2b shows a better agreement of the present model estimations with the 
measurement than the prediction of model
[18] 
which is possibly due to the considerations of different 
heat/mass transfer correction factors and free stream density instead of 1/3
rd
 rule reference tempera-
ture density used in the present model. 
 
Fig. 2 Droplet size reduction: model validation. 
a) 50% heptane-50% hexadecane. Conditions are: TG=873K, d0=1.285mm, Red0=0 
b) 80% heptane -20% decane. Conditions are: TG=372K, d0=1.51mm, Red0=103.8 (uG=1.45m/s) 
 
Fig. 3 Vaporization of binary mixture droplet and the equivalent pure component droplet, at 
T
G
=1000K, T
d0
=298K, Re
d0
=20, d
0
=100m.  (a)&(b) [50%decane-50% tetradecane] vs. [dodecane]. 
(c)&(d) [50% tetradecane-50% octadecane] vs. [hexadecane] 
a) b) 
a) b) 
c) d) 
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Evaporation of the n-alkane representatives for fuels was examined by comparison with the cor-
responding binary mixture (Fig 3) - the single component substitute for jet fuel, dodecane (C12H26) 
with the binary mixture of decane and tetradecane (C10H22
 – 50% and C14H30 - 50%) and equivalent 
hexadecane (C16H34) for diesel fuel with the binary mixture of tetradecane and octadecane (C14H30 - 
50% and C18H38 – 50%). Although there was no significant difference in the droplet lifetime, a large 
deviation was found in the temporal variation in temperature (Td) between the mono and binary 
component fuels. For the case of binary mixture, as the more volatile component (decane in Fig 3a 
& 3b or tetradecane in Fig 3c &3d) evaporates first, the droplet initially experience a lower temper-
ature compared to the pure component droplet. This occurs due to the lower boiling temperature of 
the more volatile component. However the evaporation rate (m̄d) is higher because of higher vapour 
concentration at the droplet surface of the volatile constituent. Later in the process, the binary drop-
let system reflects a higher Td which is caused by the higher boiling temperature of less volatile 
composition (tetradecane in Fig 3a & 3b or octadecane in Fig 3c &3d) whereas the a reduction of 
m̄d was observed at the transition stage between the component switchover. The two process ends 
with similar patterns after the mass fraction reaches its maximum value. Hence, the equivalent sin-
gle component model can be used to estimate the total evaporation time but it is limited in ade-
quately describing the evaporation behaviour of the whole process better presented by the corre-
sponding binary component system.  
 
Fig. 4 Vaporization of a gasoline droplet at, T
G
=1000K, T
d0
=298K, Re
d0
=20, d
0
=100m.  
(a) Temporal droplet size and temperature within the boiling point range.  
(b) Compared with hexane, decane and heptane at the same operating conditions. 
Figure 4 displays the evaporation performance of a three-component fuel droplet comprising 
35% of hexane, 45% of heptane and 20% decane
[19]
 (by volume), which was chosen as a representa-
tive for gasoline fuel. The temperature dependent properties of gasoline were obtained from Aspen-
Hysys package which predicted a liquid-vapour mixture phase within the boiling temperature range 
of 359.6 K to 395.6 K. Model predictions of equivalent single-component gasoline droplet evapora-
tion were obtained with the initial boiling point of 359.6K and final boiling point of 395.6K as 
shown in Fig 3a. The results were also compared with the evaporation of pure droplets hexane, hep-
tane and decane under the same operating conditions (Fig 3b). The d
2
 curve for gasoline droplet fell 
between the hexane and decane, as expected. However, difference in both droplet size and droplet 
temperature was noted between gasoline and heptane (representative mono-component or gasoline). 
Table 1 summarizes the evaporation time of pure alkane droplets (C5-C30) in four different initial 
Reynolds numbers (
0 0Re /d G G Vu d  , Red0 =10-50 at uG = 16-40 m/s respectively at TG = 1000 K, 
d0 = 100m). Since the air-droplet relative velocity uG was assumed unchanged, Reynolds number 
decreases with the reducing droplet diameter. The evaporation time was found to reduce from 20% 
(for C5H12) to 31% (for C30H62) as the Reynolds number increases from 10 to 50.  
The droplet lifetime reduction for all alkanes was found to vary in the range of (49-63)% when 
TG was increased from 1000 K to 2000 K, at any d0 in the range of 50 to 200 m. A representative 
a) b) 
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case for hexadecane (59% reduction in evaporation time) is shown in Table 2. Also verified was the 
relationship of lifetime (tvap) between the two different size droplets of identical composition for all 
alkanes evaporating under the same operating conditions, which can be expressed as
     
2
2 1 2 1/vap vapt d t d d d   (see Table 2 for hexadecane). The relationship provides a quick estima-
tion of droplet vaporization time of any size if a reference vaporization time is known.  
Table 1 Evaporation time [ms] of alkane droplets at different Red0. TG=1000 K, d0=100 m. 
Red0 C5H12 C6H14 C7H16 C8H18 C9H20 C10H22 C12H26 C14H30 C16H34 C18H38 C30H62 
10 9.9 12.4 13.1 13.7 14.2 14.8 15.8 16.5 17.3 18.0 22.0 
20 9.6 12.0 12.6 13.2 13.6 14.2 15.1 15.7 16.5 17.1 20.7 
30 8.5 10.6 11.1 11.6 11.9 12.3 13.0 13.4 14.0 14.5 17.2 
50 7.9 9.8 10.2 10.6 10.9 11.2 11.8 12.1 12.6 13.0 15.2 
Table 2 Evaporation time [ms] of a hexadecane droplet at different TG, Red0=20, Td0=298K. 
d0[m] TG=1000 K TG=1500 K TG=2000 K 
50 4.13 2.38 1.69 
100 16.45 9.48 6.76 
200 65.92 37.81 27.02 
Conclusion 
The present study provided a range of evaporation time for a single and two component n-
alkane hydrocarbon droplet (C5H12 to C30H62) that has been widely used as representatives of com-
bustion fuels, focused on the less volatile liquids from decane to octadecane. Comparison between 
single and two component droplet evaporation showed that the equivalent pure component droplet 
cannot describe the whole evaporating process of a binary mixture droplet although the difference 
in evaporation time is negligible. A significant reduction in droplet lifetime was found for increas-
ing Reynolds number or temperature of the air stream. Another interesting finding is the squared 
relationship in lifetime between two different droplet sizes even though the d
2
 curve is not linear 
with time. 
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Abstract. This paper presents an investigation that designs and conducts an experiment to evaluate 
thermal enhancement associated with subcooled mist-air fluid jet. The rig consists of two major parts 
of heater/impingement arrangement and mist generator module. The heater is provisioned to have 
controlled surface heat flux levels while the heater block temperature readings are recorded by 
hypodermic thermocouple probes.  Thermography measurements are used to verify the extrapolated 
surface temperatures to ensure reading accuracy of radial temperature profiles. For correlating and 
characterising heat transfer enhancement with micro water droplets of mist jet, the mist generator 
module is examined by a digital aerosol analyser, whereby particle concentration and size distribution 
are measured under various operating conditions. The experimental readings from the rig were 
successfully compared and verified against the published results for dry air jet streams. 
Introduction 
Jet impingement is recognised as one of typical cooling processes, with remarkable application in 
engineering designs. Such highlighted importance motivated extensive research developments and 
brought a significant, yet expanding knowledge into the field. Thermo-fluid aspects of the process, 
influenced by operating conditions, geometrical features and materials have been identified and 
widely investigated by experimental, analytical and numerical techniques. Viskanta’s review [1] 
covers range of research publications investigating single and multiple isothermal turbulent as well 
as flame impingement jets. Following by discussion of various types (e.g. round vs. slot), flow regime 
(e.g. Reynolds) and geometrical characteristics (dimensionless jet length=H/D) of jet impingement 
heat transfer, associated empirical correlations are summarised with clarified conditions of 
applicability. This work also concludes four characteristics flow regimes, for round jet, as fully 
laminar (Re<300), dissipated laminar (300<Re<1000) transient to semi turbulent (1000<Re<3000) 
and fully turbulent jet (Re>3000). Gardon and Akfirat [2] investigates role of turbulence structure on 
heat transfer coefficient by measurement of turbulence distribution in a submerged jet. They state 
turbulent intensity, of both initially laminar and fully developed jets, is uniquely determined by 
Reynolds number and dimensionless jet length (H/d) and hence for a wide range of data, heat transfer 
coefficient could be solely correlated by Reynolds number. This correlation which is commonly 
expressed as power function of Reynolds (i.e. ncNu Re ) is also examined by Saad et al. [3] for a 
laminar regime. This pioneer numerical investigation of jet impingement, applied finite difference 
vorticity-stream function to conduct more accurate parametric analysis of an axisymmetric laminar 
jet and highlighted benefits of numerical methods for such thermo-fluid investigation. Extending 
numerical model to high Reynolds number, with turbulence flow structures unique for jet 
impingement flow, has been always a challenge and required specifically calibrated turbulence 
closures. Behnia et al. [4] utilised k-ε-v2 model to develop an accurate prediction of jet impingement 
flow and thermal behaviour, by testing several turbulent Prandtl numbers and realizability constants. 
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 They also carried out a vast validation against seven former experiments and indicated a noticeable 
improvement in prediction of local heat transfer coefficient. Following this promising modelling 
progress, Behnia et al [5] utilised the developed model for parametric analysis of thermos-fluid 
behaviour, where parameters such as Reynolds, dimensionless jet length and surface geometry were 
evaluated. This fundamental knowledge of single-phase jet impingement is utilised in engineering 
advance development to introduce improved cooling devices. Chandratilleke et al. [6] numerically 
examined the thermal enhancement potential for a modified heated surface, where it was recognised 
as a novel cooling technique. They indicated several-fold increase in heat transfer by inclusion of a 
cavity beneath the jet. Cavity depth is identified as new key design parameter alongside with 
conventional role of Reynolds number. There are many other reports and publication aiming 
optimisation and enhancement of single-phase heat transfer using range of methodologies. As 
contemporary emerging area of the field, multi-phase jet is deployed for cooling process of a surface, 
superheated at given partial pressure. Enhancement of heat removal intensity is determined by not 
only change in phase averaged thermal properties but also by additional latent heat inclusion. Su et 
al. [7] preformed an experimental study where detailed heat transfer measurement of air-liquid 
nitrogen mist jet is carried out. They reported an enhanced and uniformly distributed heat transfer 
region, encapsulated by a transient oval-ring region transiting to non-wetting rebound regime. They 
also proposed an empirical correlation, for predication of heat transfer at stagnation area with not 
much of dependency on particle diameter owing to dense spray characteristics and particle-particle 
interactions. Kanamori et al. [8] conducted an experiment to investigate influence of latent heat of 
water on impingement heat transfer from a circular orifice jet. For range of flow rate, in the turbulence 
regime, they captured strong heat transfer enhancement with almost negligible variation in velocity 
profile. They also identified various heat transfer regimes associated with local Nusselt number 
variation on the heater. Although inclusion of mist makes adds complication of dispersed flow to the 
impinging jet process, many of the optimised parameters determined for a single-phase flow are still 
relevant for a multiphase flow. This was demonstrated by the numerical work conducted by 
Pakhomov and Terekhov [9] where it was found that a multiphase jet impinging still has an optimal 
dimensionless jet length between 6 and 7.They used an Euler-Euler CFD code where mist droplets 
were assumed as dispersed phase with diameter of 5-100 μm.  
Current study experimentally investigates thermal characteristics of a mist impinging jet at the 
laminar regime. Mist generators module is designed and fabricated utilising piezoelectric components 
where mist droplets are collected by low flow rate of air. Accordingly a laminar mist flow, containing 
droplets typically smaller than nozzle-generated droplets, is obtained to investigate relatively less 
attended regime of the field. Concentration and size of mist particles have been accurately monitored 
as key parameters affecting evaporative heat transfer rate, utilising precise device. A unique heater 
and thermal insulation design is incorporated to ensure accurate heat-flux and surface temperature 
readings, which are verified against thermography measurements. Functionality and accuracy of 
proposed method, for measurement of heat transfer coefficient is examined against well-stablished 
single-phase correlation and accordingly is applied for the mist jet impingement analysis, 
 
Experimental apparatus 
Design. Two major parts of the apparatus are custom designed to deliver the specific function of mist 
generation and controlled heating.  
Mist generator module. The mist generator design consisted of five piezoelectric (24V/2A) 
elements submerged in a bath of distilled water which was enclosed in a half-filled water chamber of 
185x280x100mm, as shown in Figure.1. Independent activation of any single piezoelectric element 
allows adjustment of available mist quantity by number of generators. The piezoelectric mist 
generators produce a vibration of the required amplitude of 1.6 MHz, sending small shockwaves to 
the surface of the water. Energy of these shockwaves is enough to displace small particles of water 
from the larger body and therefore generates fine droplets of mist. The air flow is created through the 
chamber by an air pump (Aqua One Stella 60) with fixed operating point (2W/1L/m/3kPa) where 
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 flow rate is controlled by a gate valve connecting the pump’s outlet to the mist generating chamber.  
As the air carrying mist with certain characteristics departs the chamber it is delivered to the testing 
section (impinging area) through a tube of 8mm-diameter. 
 
Fig. 1 Mist generator module and integrated air supplier  
Small mechanical and electrical power loss of piezoelectric elements causes a creeping and slow 
increase in the hydrobath temperature, over the time required for transition to steady state condition. 
To maintain mist temperature constant, ice-cubes are placed in the bath to absorb dissipated heat and 
melting over the transient period. To ensure effectiveness of the solution, temperature of mist is 
monitored in the delivery tube, before the jet’s outlet. Whilst temperature could increase up to 25 ◦C 
as a result of explained issue, the temperature variation is alleviated as ice-cubes are included. 
Dusttrak II Aerosol Monitor 8532 was used to monitor and measure particle size, number and 
accordingly mist concentration supplied by mist generation module.  
 
Heater and casing. A solid heater block is designed to supply controlled, uniform and one 
dimensional heat flux where appropriate accessibility is predicted for temperature measurement 
across heater. As depicted in Figure.2, heater block is made of an integrated piece of aluminium 6061, 
accommodating thermocouples as per indicated configuration. This arrangement allows estimation 
of heat flux, by knowledge of thermal conductivity, and surface temperature. Foil heaters, consists of 
an acrylic material with an aluminium track is used as electrical heating source. Having diameter of 
48.3 mm and an effective heating area of 16cm2, maximum heating delivery reduced from 6.2 to 1.55 
W/cm2, as operating temperature varies between 25 and 125 °C. Foil heater was the preferred option 
as it directed the heat to the testing surface and reduced losses to the environment.  
Main heater
Guard heater
15 
45 
1
5
22.5
 
Fig.2 Heater design and configuration of elements (Dimensions in milimeters) 
 
Casing is designed to fix the arrangement, hold the heater supporting block and more importantly 
provide thermal insulation which is essential for one-dimensional heat flux. The casing is made of 
Air 
flow 
Air 
pump 
Switch 
box 
Valve 
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 Acrylic having low thermal conductivity of 0.190W/m-K and melting temperature of 150°C, safely 
matching with design requirements. This minimises outward radial heat transmission to the ambient 
and ensure maximised heat flow through block to the testing surface. Remaining heat loss has to be 
monitored to ensure being minimised and negligible. 
 
Results and Discussion 
Geometry of the jet and heated surface remains untouched during experiment, with impinging height 
and pipe diameter constant at 12 and 4 mm respectively (H/d=3). Flow rate, mist percentage and 
heating power however may be varied for the purpose of parametric analysis. As the first step of rig 
evaluation, it is utilised for a dry-air test with the low flow rate (Re<700) collapsing the fully and 
dissipated laminar regime. For a jet impinging case, Nusselt number is established to be power 
function of Reynolds number ( ncNu Re ) where ‘n’ is known to vary between the ranges of 0.23 and 
0.67, depending on flow regime and exit profile of the impinging jet. 
 
  
Fig. 3. Measured Nusselt number for dry-air 
for fully/dissipated laminar regime 
Fig. 4 Evaluation of axisymmetric trend of 
measurement, Q=0.3,0.4 and0.5 L/min variable 
mist percentage 
Results obtained from the dry test are represented in Figure.3 with two curve fitting attempts, using 
low higher Reynolds and full results. This comparison is made since there is no theoretical or 
empirical scheme reported to broadly cover full/dissipated laminar regime. However, data measured 
at higher Reynolds number approach and overlap with range of measurement by Viskanta [1] and 
Saad at al. [3] where power of Reynolds number has been reported as 0.34 and 0.36. Comparing value 
of n=0.35, for the function fitted at high Reynolds data, measurements may be deemed aligned with 
literature where the Nusselt number for the entire range of dry test is functionalised as .
44.0Re54.0Nu . Surface temperature is measured by thermal camera and evaluated for matching with 
extrapolated values from hypodermic probes readings and also for expected axisymmetric pattern. 
Maximum deviation of 2.45% between surface temperature, measured by thermography and linear 
extrapolation, confidently affirms all the calculations based on assumption of one-dimensional 
conduction. Figure.4 compares radial distribution of temperature across surface diameter, where each 
data points are generated by denoting temperature at the same r/D on each side of heated disk centre. 
Assessment of axisymmetric temperature profiles is essential to ensure isolation of surrounding 
streams from interrogation area. Maximum deviation of temperature measured at side-counterpart 
points is noted as 1.62% which supports sole contribution of round jet in cooling process. Current 
study emphasis on functionality of experimental apparatus and procedure where sensitivity of method 
against variation of thermos-fluid characteristics and accuracy of measurement is examined. Unlike 
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 the dry-air, analysis and post-processing of mist cases requires more complicated scheme accounting 
for material properties of mixture at given partial pressure and mist droplet analysis. Therefore, results 
of mist jet tests are represented in the unprocessed form and as raw temperature readings.  
Figure.5 compares radial temperature distribution of dry and mist cases, at flow rate of 0.5L/min. It 
is indicated that presence of mist as low as 0.24%, with average diameter of 0.8μm, could change 
local temperature up to 23%. As jet temperature is maintained constant, higher local temperature 
indicates a higher heat convective heat dissipation and accordingly an enhanced cooling process. 
Another case with similar mist percentage and lower flow rate (0.4L/min) is investigated, in Figure.5, 
showing a thermal performance dropping between two extremes. This comparison highlights flow 
rate to be still primary significant parameter for mist jet impinging. By obtain a better thermal 
performance for the mist case, with flow rate lower than dry test, it is also shown that inclusion of 
mist could be an effective solution for cooling enhancement at low flow rate.  
 
 
 
Fig. 5 Evaluation of flow rate for mist jet  Fig. 6. Evaluation of mist percentage in mist jet 
 
Influence of mist percentage is examined by maintaining flow rate constant and varying mist 
percentages by utilising various number of mist generation, as shown in Figure.6. The apparatus and 
measurement arrangement is found to be competent and accurate enough to capture thermal variation 
originated by as low as 0.03% of mist presence. Higher percentage of mist is shown to be an 
improving factor of thermal performance where application of mist will generally affects uniformity 
of temperature distribution as per trends depicted in Figure.5 and 6. 
Summary 
An experimental apparatus is designed and successfully utilised for investigation of mist jet 
impingement where broad range of key parameters are examined to be accurately controlled and 
measureable. This integrated platform allows accurate reading of surface temperature, mist 
concentration, droplet diameter and surface temperature. Current report emphasises on explanation 
of apparatus, applied techniques and measurement accuracy. Measurements are taken by prospective 
of not only carrying out an empirical analysis but also to be used for development of numerical model. 
Reasonable level of knowledge about particle and thermal characteristics would assist to simulate a 
valid phase composition and exchange scheme. 
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Abstract. Managing the inlet of an Intermittently Closed and Open Lake or Lagoon (ICOLL) 
adjacent to urban areas is important because of risk of flooding and need to maintain the natural 
habitat. However, the opening and closing processes can result in an unstable system dynamics. 
This work investigates the dynamics of an ICOLL using clusters of low cost global positioning 
system drifters during a neap tide under an open inlet condition. Cluster analysis was applied to 
estimate the dispersion coefficients and the differential kinematic properties (DKP) of the channel. 
The lateral dispersion coefficient varied with the tidal phase with a flood tide mean value of 
0.42 m
2
/s. Mean DKP values are in the order of 10
-4
 s
-1
. Results show that dispersion in the channel 
during an open inlet condition is dominated by the strain field resulting in convergence and 
divergence of surface layers. Regions of enhanced mixing likely associated with resonance were 
also identified. This study provides baseline information upon which to further examine the effect 
of conditions at the river mouth on the dynamics and particle transport in the main channel.  
Introduction 
Measuring the transport, spreading and mixing of passive particles have wide practical 
application for environmental flow monitoring. Lagrangian field data in tidal shallow waters are 
rare but valuable for understanding the spatio-temporal flow structure water quality, validation of 
hydrodynamic and numerical models, and development of advection-diffusion models. Cluster 
analysis applied to drifters has proven useful in identifying dominant factors responsible for the 
horizontal transport of particles in large water bodies [1, 2]. The present research focusses on the 
use of cluster analysis of flocks of drifters to understand the dynamics of Currimundi Lake under 
different environmental conditions.  
Field, drifter and experimental descriptions 
Currimundi Lake (Longitude 153.13
o
 East, Latitude 26.763
o
 South) is a coastal lagoon located 
on Queensland’s Sunshine Coast in Eastern Australia (Figure 1). The main channel is connected to 
the ocean and is therefore tidal. The channel is also connected to constructed fresh water body, 
known as Lake Kawana. Other connecting branches discharge storm water runoff into the main 
channel. Therefore, the main channel is an estuary where mixing processes play a significant role. 
The water quality and dynamics of the channel is unsteady. The system is also considered an 
Intermittently Closed and Open Lake or Lagoon (ICOLL). It is sometimes artificially disconnected 
from the ocean by blocking the river mouth to raise the water level to manage biting midge 
population by drowning midge larvae in the sand banks. The main catchment area management 
concerns include but are not limited to: obtaining spatio-temporal velocity, physiochemical 
properties, and sediment and particle transport distributions under various baseline conditions in 
order to predict the response of the system to extreme conditions.  
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 Three different drifter experiments were carried out along the main channel under tidal, non-tidal 
and during the opening of the river mouth. This paper focuses on developing the cluster analysis 
approach to examine the effect of the tidal inlet condition on the dynamics of the channel. Results 
are limited to the baseline experiment (open river mouth) carried out over a neap tide with a 0.6 m 
tidal range.   
 
           
 
Fig. 1 (a) Aerial view of Currimundi Lake catchment (Nearmap, 2015); (b) Exploded view of the 
main channel (The insert box in (a));  (c) Picture of high and low resolution drifters 
 
The drifters used in this study are similar in shape and design but different in dimension and 
electronics components to the high resolution (HR) drifter described in Suara et al., [3].  These low 
cost, low resolution (LR) drifters are made of PVC cylindrical pipes with 4 cm diameters and 
heights of 25 and 50 cm for the short and long types, respectively (Figure 1c). The drifters contain 
off-the-shelf Holux GPS data loggers with absolute position accuracy of 2-3 m, sampled at 1 Hz. 
The drifters were positively buoyant for continuous satellite position fixation with < 3 cm height 
unsubmerged in order to limit wind effects. This configuration results in direct wind slip, estimated 
as less than 1% of the ambient wind. This effect was not accounted for in this analysis.  
The drifters have shown good agreement with surface velocity measurements of an Acoustic 
Doppler Current Profiler (ADCP) within 60 m radius (Suara et al., manuscript under preparation). 
However, the unfiltered measurement of the drifter is not suitable for measuring small scale 
processes in low flow applications because of the inherent position error which manifests as a large 
speed variance, 𝜎𝑀
2~ 0.0005 m
2
/s
2
 in stationary tests at frequencies, F > 0.05 Hz.  
A fleet containing 10 short and 10 long drifters were deployed during the ebb and flood tides on 
the 27/04/2015 and 18 drifters were retrieved at the end of the experiment while two drifters were 
lost. The ebb deployments were made at Site A (Figure 1) adjacent to the main channel while the 
flood deployment was made at Site B upstream of the bridge crossing the Currimundi Lake, which 
is closest to the river mouth. The drifters were deployed in a line abreast configuration with 
approximately 1 m separation. The experimental procedure was such that drifters trapped at the 
banks were collected and redeployed at the adjacent centreline. During the four hour ebb tide 
experiments, the number of times an individual drifter reached the banks varied from two to nine 
with an average of six per drifter. On the other hand, only five out of the 18 drifters were 
redeployed during the three hour flood tide experiments. This suggests that the ebb surface current 
induced many recirculation zones close to the banks, which trapped the drifters.  
 
 
W
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r 
 
Site A Site B HR LR 
b c a 500 m 
Lake Kawana a 
30 cm ruler 
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 Data analysis 
Raw drifter data were converted to a local East North Up (ENU) coordinates from a World 
Geodetic System (WGS84). The drifter position data set were quality controlled using velocity and 
acceleration de-spiking [3,9]. Sections of the trajectories where the drifters were not floated in the 
channel were removed using MATLAB scripts developed to work with the experimental event log. 
A lowpass filter with cut off frequency, Fc = 0.05 Hz, was then applied to the position time series. 
Drifter velocities relative to East and North were obtained by combining the quality controlled 
position and speed time series (Suara et al., manuscript under preparation) such that:  
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where VE and VN  are the Easting and Northing velocities, respectively, while θ is the direction 
based on the position time series (E,N), and Sp is a drifter speed at time t. 
Because of the large number of interruptions in the ebb experiment, cluster analysis focusses on 
the flood experiment. The objective of the analysis is to estimate the time variation of the 
coefficient of dispersion, K and differential kinematic properties (DKP). Dispersion coefficient, KC 
is obtained using the method described in List et al.,[4]. The key aspect of the method is to calculate 
the rate of change of a patch size with the assumption that the drifters are ‘locked’ to the ‘patch’ of 
fluid within which they were deployed.  Using the local ENU coordinate, the centroid (represented 
with overbar) of a cluster is defined as: 
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where i is the drifter counter and n is the total of active drifters in a cluster at time, t.  The variance 
of an individual drifter from the centroid of the cluster is then defined as:  
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The cluster relative dispersion coefficient is calculated from the averaged variance such that: 
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The dispersion coefficient estimated using this cluster method is an apparent dispersion coefficient 
because it also includes the effect of horizontal shear dispersion.   
The estimate of DKP follows the method developed for oceanic Lagrangian data [5]. The method 
involves expanding the velocity components of Taylor’s series about the centre of mass. The 
method assumes that the fluid domain is small and finite in size, velocity gradient is uniform across 
a cluster and cluster velocity is correctly represented in the linear term of a Taylor’s series [6]. 
Individual drifter velocity can be described as: 
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are linear centroid velocity gradient terms; Ev  and Nv are non-
linear turbulence velocity terms. The  velocity gradient and non-linear terms are estimated using a 
least square approach [5]. DKPs are then described in terms of the resulting velocity gradients such 
that:  
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 Vorticity     
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The horizontal divergence (δ) is a measure of change in the area of the cluster without a change 
in orientation or shape while relative vorticity (ζ) is a measure of the change in the cluster 
orientation without a change in area or shape. Shearing (b) is the measure of shape change produced 
by boundaries parallel to the cluster boundary without area or orientation while stretching (a) is 
shape change without change in area and orientation but caused by boundaries perpendicular to the 
cluster boundary [1].   
Estimate of the KC commenced after all the drifters were present in the channel. However, the 
initial 300 s where the drifter motion was affected by boat movement and initial deployment 
conditions were excluded. Estimates with drifter numbers, n < 10 were noisy and not included in 
the results. This reduces the bias level resulting from removal and reintroduction of drifters into the 
cluster. KC estimates for long and short drifter clusters were similar for most part of the experiment. 
Therefore both drifter types were considered a single cluster to improve the stability of the estimate. 
Results and discussion  
Figure 2 shows the time variation of the cluster dispersion coefficient, KC and centroid horizontal 
resultant velocity, VH during the flood experiment. KC and VH varied throughout the flood 
experiment reflecting a tidal influence. A mean Kc value of 0.42 ± 0.34 m
2
/s was obtained. This 
estimate is similar to KC = 0.5 m
2
/s, obtained in a similar independent drifter experiment at a tidal 
inlet [7]. The estimate is also similar to value of dispersion coefficient of 0.57 m
2
/s obtained from 
absolute dispersion of high resolution drifters at Eprapah Creek, a smaller tidal channel [3]. 
However, time variation of the KC reflected different stages characterized by divergence (KC > 0; 
Stages 1 and 2) and convergence (KC < 0; Stages 3 and 4) of the cluster. Regions in the channel 
corresponding to these stages are identified in Figure 2b showing the trajectories of the drifters 
colored by time. Magnitude of mean KC for the stages was not significantly different from the 
overall mean. Of particular interest is the pronounced oscillation apparent in KC and VH and cluster 
area (Figure 3) manifested as two divergence/convergence events. This modulation of divergence 
and convergence has a period ~3000 s (e.g. Stage 2). This corresponds to an internal 
resonance/wave of length 3.3 km in shallow water with average depth, d ~ 0.5 m. This is likely due 
to resonance between the mouth and the fixed weir located 3.6 km from the channel inlet. The 
resonance effect is a reversible process manifested as cluster expansion/contraction [2]. However, 
this effect is expected to have some impacts on the dynamics of the surface layer of the channel by 
destroying stratification and enhancing mixing.    
DKP of the cluster are presented in Figure 3(b –e). DKP varied temporally and spatially across 
the channel. Mean DKP values were in the order of 10
-4
 s
-1
. Divergence and vorticity were 
predominantly positive whilst shearing and stretching deformation were negative. Observed values 
are an order of magnitude larger than observed in a non-tidal lake [2] and up to ten orders of 
magnitude lower than values in the ocean [1, 6]. Truesdell’s kinematic vorticity number, TK, is 
defined to identify the periods (regions) of strain and vorticity field: 
22
2
ba
TK



.       (7) 
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 TK > 1 corresponds to vorticity dominance or the presence of stronger eddy-like structures regions 
whilst TK < 1 corresponds to strain field dominance or periods (regions) of convergence or 
divergence where dispersion is stronger [2, 8].  
  
Figure 2: (a) Time variation of dispersion coefficient (Blue) and centroid velocity magnitude (Red) 
of drifter cluster (b) Drifter trajectory coloured by time (s), with cross lines separating Stages S1 - 
S4 in (a) 
   
          
          
Figure 3. Time variations of cluster properties (a) Area and water level (m) in channel (* green line), (b) – 
(e) differential kinematic properties [Eq. 6], (b) Divergence (c) Stretching (d) Shearing (e) Vorticity (f) Time 
variation of Truesdell’s kinematic (Blue line) vorticity number [Eq. 7]  
Figure 3f shows the temporal variation of TK. These data suggest that the channel was 
systematically dominated by strain field for most of the flood tide under the baseline tidal condition. 
Mixing in these areas is likely linked with irregular bathymetry and variation in the boundaries.  
However, some regions of vorticity dominance were observed. These regions correspond to 
divergence-convergence interphase linked with internal resonance within the channel as identified 
from the cluster dispersion.  
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 Conclusions  
Low cost GPS drifter data were used to investigate the dynamics of an ICOLL under the 
conditions of an open river mouth. Cluster analysis was applied to estimate the dispersion 
coefficients and the differential kinematic properties (DKP) of the channel. Consistent with similar 
estimates in tidal inlet and in-channel of a smaller estuary, the lateral dispersion coefficient varied 
with the tidal phase with a flood tide mean value of 0.42 m
2
/s. Mean DKP values are in the order of 
10
-4
 s
-1
. Results showed that dispersion in the channel during an open inlet condition was dominated 
by the strain field resulting in convergence and divergence of surface layers. The possible role of 
internal resonance in enhancing the mixing in some regions within the channel was also identified. 
This work provides a baseline study for broader work on the identification of river mouth 
conditions on the dynamics and particle transport in the channel. Similar analysis is being carried 
out on a field data set collected while the mouth was closed and during its opening after a six week 
closure period. 
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Abstract 
This study presents an emission measurement campaign on commercial ships plying the east coast 
of Australia. Detailed investigation of engine performance and emissions from main and auxiliary 
marine diesel engines using heavy fuel were undertaken. Marine diesel engine gaseous (O2, CO, 
CO2, SO2 and NOx) and particle number and mass emissions were measured using research grade 
instrumentation. The measurements were performed in October and November 2015 on two large 
cargo ships at berth, manoeuvring and during travel between the ports of Brisbane, Gladstone and 
Newcastle. Detailed measurements on an auxiliary engine at berth are analysed in this paper, and 
include engine power and RPM, fuel oil consumption, exhaust gas temperature and exhaust particle 
and gaseous emissions. It was found that some ship emissions were up to several orders of 
magnitude higher than corresponding land-based diesel emission levels. Significant variations in 
emissions were also related to fuel sulphur content and engine load.  
Introduction 
Increasing diesel engine brake power, and reducing brake specific fuel oil consumption, exhaust gas 
and noise emissions occur by turbocharging a diesel engine, which is popular in many applications, 
including road, non-road, marine and industry [1]. For land-based applications, turbocharging has 
been incorporated into the engine design carefully, so as not to adversely affect emissions because 
of the strict framework for emission control including EURO and TIER used in the EU and USA, 
respectively. However, for marine applications the main motivation for turbocharging has been 
reduction in fuel consumption alone. Consequently, marine diesel emissions are an emerging issue 
and have become of global concern over the last decade.  
Ship emissions, including gases and particulate matter (PM), have negative effects on both the 
environment and public health [2-6]. Physical and chemical characteristics of diesel particulate 
matter (DPM), and its respiratory health effects have been investigated by Ristovski [5]. Particle 
number (PN) and mass from diesel engines using both diesel fuel and marine gas oil (MGO) have 
also been investigated and compared [7]. Corbett et al. (2007) estimated that shipping-related 
PM2.5 emissions are the cause of approximately 60,000 deaths per year associated with 
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cardiopulmonary and lung problems annually around the world [6]. Therefore, quantitative and 
qualitative estimation of pollutant emissions from ships and their distribution are becoming more 
important [4]. However, a very limited number of on-board measurement studies have been 
undertaken [4, 8] it investigates this problem.  
Heavy fuel oil (HFO), which contains many impurities including sulphur and metal, is used by 
almost all medium and larger ships owing to its cost-effectiveness [3]. Corbett (2003) has estimated 
that the yearly amount of fuel consumption was almost 290 million tonnes globally, in which 
approximately 80% of fuel consumed by the world ship fleet was HFO. HFO is the main fuel for 
95% of 2-stroke low-speed main engines and 70% of 4-stroke medium-speed engines [9]. This 
makes ship emission-related issues more critical, especially in port environments [10]. This study 
aims to investigate heavy fuel oil auxiliary marine diesel engine emissions during constant 
revolution conditions and load acceptance.  
Ship Emission On-Board Measurement Campaign  
An 11-day measurement campaign was performed in October and November 2015 on two large 
cargo ships of CSL shipping company at Ports of Brisbane, Gladstone and Sydney. The work was a 
collaboration of the Australian Maritime College (AMC), Queensland University of Technology 
(QUT), and Maine Maritime Academy (MMA). The first on-board measurements were performed 
on Vessel I from 26th to 31st of October, 2015 when she was running from Port of Brisbane to Port 
of Gladstone. The second measurements were conducted on Vessel II from 3rd to 6th of November, 
2015 in her voyage from Gladstone to Newcastle. All measurements have been carried out on both 
main and auxiliary engines of the two ships for different ship operating conditions, such as at berth, 
manoeuvring, and at sea.  
Measurements presented in this paper were performed on the auxiliary engine data from Vessel II 
while she was at berth. Instruments were arranged on a deck high up in the machinery room and the 
exhaust gas was sampled continuously from a hole cut in the exhaust pipe after the turbocharger of 
auxiliary engine No.1. The details of the measured engine can be seen in Table 1. At the sample 
point, one hole was created for the present measurements by a Testo 350XL and a DMS 500. The 
schematic diagram of sampling setup is shown in Figure 1. Data on engine power, engine 
revolution, fuel oil consumption, and exhaust gas temperature were measured by the ship’s 
instrumentation. Characteristics of HFO used are presented in Table 2. The measurement procedure 
followed ISO 8178 standard [11, 12].  
Table 1 Technical parameters of Main Diesel Generator. 
 
 
MAIN DIESEL GENERATOR 
AUXILIARY DIESEL ENGINE GENERATOR 
Type Four-stroke, trunk 
piston type marine 
diesel engine with 
exhaust gas turbo 
charger and air cooler 
Type Protected drip proof 
type (FE 41A-8) 
Output 425 kW Output 531.25 kVA x 450V 
x 60 Hz x 3Φ 
Revolution 900 RPM Revolution 900 RPM 
Max Combustion Press 165 bar   
Mean Effective Press 16.7 bar   
No. Cylinder 4   
Cylinder Bore x Stroke 200 x 280 mm   
Maker Wartsila Diesel Mfg 
Co., Ltd 
Maker Taiyo Electric Co., 
Ltd 
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The Testo 350XL was calibrated on 10th, August 2015 by the Techrentals Company and was used to 
measure gaseous emissions. Particle number size distributions in the size range 5 nm – 1.0 µm in 
the hot exhaust gas were analysed with a time resolution of 10 Hz (0.1 s) using a DMS 500 MKII – 
Fast Particulate Spectrometer with heated sample line, and build in dilution system (Cambustion). 
All auxiliary engines used on board ships work at load characteristic. This means that a marine 
diesel engine is working at a constant speed while the torque load is varied. Engine load depends on 
electric loads of electric equipment of ship. In this case, we investigated exhaust emissions at 
different engine loads, including 0, 24, 35, 55, 70, 83, and 95% load by means of alternating the 
load between two auxiliary engines. This can be seen in Figure 2. 
 
 
Fig. 1 The schematic diagram of exhaust emission sampling setup 
Table 2 Main chemical composition and physical properties of HFO. 
Parameter Units Method Bunker receipt Laboratory 
Density at 150 C kg/m3 ISO 3675 986.2 - 
Viscosity at 500 C mm2/s ISO 3140 377 - 
Micro - carbon residue % mass ISO 10370 14.65 - 
Sulphur (S) % mass ISO 2719 3.13 - 
Carbon (C) % mass AR 2816 - 88.14 
Hydrogen (H) % mass - - - 
Nitrogen (N) % mass AR 2816 - 0.68 
Ash % mass ISO 6245 0.064 - 
Vanadium (V) mg/kg IP 501 141 - 
Nickel (Ni) mg/kg IP 501 34 - 
Asphaltenes % mass IP 143/D6560 7.42 - 
Results and Discussion 
The emission ratios (ERs) were calculated using the co-emitted CO2 (g of emissions/g of CO2) and 
used to express the emission data. Such an approach does not require the instantaneous engine fuel 
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consumption to be known. This is particularly helpful for the auxiliary engine used in this case 
because the engine load could not be held perfectly constant. It should also be noted that ERs do not 
require knowledge of the fuel properties. 
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Fig. 2 Auxiliary engine (at berth) speed, power output and exhaust gas temperature with time 
The relationship of gaseous ERs with engine power in percentage of full load is shown in Figures 
3a, 3b, 3c and 3d. Generally there is a significant relationship between the ERs and engine load, 
except for SO2 emissions in Figure 3c. This is because sulphur emissions are directly related to fuel 
sulphur levels which do not change during the operation of the engine. There was an initial peak in 
CO concentration at start-up in cold start period – which can be seen in Figure 3a. This is due to the 
cold start of the engine and the low engine load condition, which leads to incomplete combustion 
and contributes to carbon monoxide reaching its highest level. CO concentration then significantly 
decreases and reached a stable value when the engine load was at a high level. If the engine test was 
repeated at warm up condition ERs of CO/CO2 at 0 and 25% load would most likely be smaller than 
that in the cold start. 
A decreasing trend of O2 emissions with power was observed in Figure 3b. This may be due to the 
engine revolution being constant, which makes the amount of air stable while the engine load is 
increased. Thus, more fuel is required and a rich fuel-air mixture combustion condition is reached. 
The SO2 and CO2 emissions in Figure 3c are generally proportional to the fuel carbon and sulphur 
content, and therefore the ER of SO2/CO2 seems to be constant as was expected. The theoretical and 
measured curves of the ER of SO2/CO2  had a difference in value of 20 – 25%. This difference is 
likely to arise from a combination of combustion and measurement issues including not all the 
Sulphur in the fuel being converted to SO2 and the high levels of Sulphur in the exhaust gas being at 
the far end of the Testo instrument range. Of most interest in this study is the ER of SO2/CO2 which 
is significantly higher than that in the research of Agrawal [8] and Cooper [13], as a result of higher 
sulphur content fuel used in this research (3.13 % mass). Their fuel sulphur contents were 2.05 and 
2.2% by mass, respectively. The emission of NOx will depend on the engine temperature, and thus 
the ER for NOx presented in Figure 3d shows a dependence on engine load in which high engine 
load produces the highest temperature and therefore the highest emission. However, the ER of 
NOx/CO2 was much lower than that of compared studies. This may be due to differences in engine 
types and working conditions.  
For particle emissions, PN and PM ERs in Fig 3e and 3f were observed at a high level at low and 
medium engine load working conditions, especially at the cold start of the engine compared to the 
high load condition. However, these values then significantly dropped at higher engine loads. The 
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ER of the PM in this study was significantly smaller than that of compared studies. Available data 
concerning PN is extremely limited to just a few papers as shown in Figure 3. 
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Fig. 3 Auxiliary engine at berth emission ratios of a) CO, b) O2, c) SO2, d) NOx, e) PM, and f) PN 
(g/g AND #/g CO2) with engine power.     this study,      Agrawal 2008 [8],     Cooper 2003 [13]. 
The dashed line in Figure 3c illustrates the theoretical curve of gSO2 /gCO2 according to the fuel 
sulphur and carbon content. 
Conclusion 
To improve the limited knowledge regarding marine engine emissions, a measurement campaign on 
two commercial ships plying the east coast of Australia was conducted and has been described. 
Engine performance and emissions (gaseous and particle) of an auxiliary engine while in berth, 
were measured on-board the ship during actual harbour stopovers. The ERs (g of emissions/g of co-
emitted CO2) were used to present the emission data. From cold start exhaust emissions experienced 
  
a) 
c) 
b) 
d) 
e) f) 
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a high level when compared to the stable working condition and were closely related to the fuel 
sulphur level.  
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Abstract. An experimental apparatus is constructed to simulate the filling of a pressure vessel and 
investigate heat transfer to the walls of the vessel.  Through repeated experiments the thermal field 
on a vertical plane was obtained for four different aspect ratios. The bulk heat transfer coefficient 
was determined as a function of time using the measured average gas temperature, the measured 
wall temperature and transient pressure. The temperature was recorded at a maximum of 600 
locations during filling. Air was used as the working fluid and the vessel was evacuated to 
approximately 10 kPa (abs) prior to filling. Gas temperature rises of the order of 10 K were 
observed. The measured heat transfer coefficients were found to be approximately constant during 
filling for many of the cases. The temperature distributions showed clear effects of natural 
convection and a cooler region along the axis of the vessel corresponding to the jet of air entering 
the vessel. Space-averaged Nusselt numbers are presented as a function of the aspect ratio for the 
vessel. 
Introduction. In order to reduce dependence on fossil fuels, hydrogen fuel cell vehicles are being 
investigated as a clean energy alternative. However, when hydrogen tanks are filled to high 
pressures in a time comparable to that of refueling conventional vehicles, overheating of the tank 
due to compression flow work can occur [1]. Knowing the heat transfer coefficient between the gas 
and vessel wall is of great value in being able to predict both the gas and wall temperatures in the 
tank during filling, for both vessel design [2] and determining filling protocols [3]. It has been 
demonstrated that an adiabatic wall assumption predicts gas temperatures poorly [4-6]. To date, 
experimental [6-10], numerical [4,5,11,12] and thermodynamic studies [13,14] have been carried 
out, most of which have concentrated on the determining the maximum gas temperature in the 
vessel, which legislation states must not exceed 85°C [1]. Currently the most detailed measurements 
of the temperature field were conducted by Dicken and Merida [7] who used 63 thermocouples to 
measure the gas temperature. Some studies have reported heat transfer coefficients, often as a 
constant value [12,15]. Correlations for space-averaged Nusselt number have been proposed by 
Striedneg et al. [16], Woodfield et al. [8], Heath et al. [9,10] and Bourgeois et al. [1] as a function 
of Reynolds number, Rayleigh number and Fourier number. In nearly all cases the correlations or 
heat transfer coefficient data are based on measurements taken in a single vessel with fixed 
geometry. In this study we have developed a test vessel which allows the geometry of the vessel to 
be modified. In particular, the ends of the vessel are moveable within a long tube making it possible 
to adjust the internal length of the vessel. Thus we are able to investigate the effect of the vessel 
aspect ratio. 
Experiment. In order to measure the thermal field and heat transfer, the test vessel shown in Fig. 1 
was constructed from acrylic tube with a 140 mm internal diameter and 150 mm external diameter. 
K-type thermocouples with wire diameter of 25μm were installed, which were first mounted on a 
ring shaped printed circuit board (PCB) to ensure accurate positioning. A schematic of the 
thermocouple positions is given in Fig. 2. This PCB was glued between two 500 mm lengths of 
acrylic tube using epoxy as shown in Fig. 1. 
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 Plug type ends were constructed from acrylic which formed a seal against the inside wall using 2 O-
rings. The position of the ends within the vessel could be adjusted and were kept in place using a 
steel support structure (see Fig. 1). This enabled changing the internal vessel length, and the ability 
to change the thermocouple positions with respect to the ends since both ends are movable. Ports 
were installed in the plugs for a pressure transducer and filling tube. 
Flow into the vessel was controlled using a 0.5 m long supply tube with 0.9 mm internal diameter 
and atmospheric pressure as the source. Initially the pressure vessel is evacuated to approximately 
10 kPa (absolute) by opening a valve to a vacuum pump and closing the valve connected to the 
supply tube shown in Fig. 1. The vacuum pump valve is then closed and the supply tube valve 
opened allowing the vessel to fill. This method has proven to give a repeatable filling rate in our 
previous work [9,10]. Gas and wall temperatures and pressures are recorded using multi-channel 
multimeters and data is downloaded to a personal computer. This vessel is suitable for 
investigations at low Re. Comparisons with hydrogen data can be made via dimensionless groups. 
Experiments were conducted with internal vessel lengths of 100 mm, 200 mm, 300 mm and 400 
mm to investigate the effect of vessel aspect ratio on heat transfer. Experiments were repeated with 
the thermocouples at different distances from the inlet (initially 10 mm, increasing in 10 mm 
increments) to determine the temperature field on a vertical plane during filling. 
 
 
Fig. 1 Picture of the experimental vessel 
 
 
 
Fig. 2 Thermocouple Positions 
 
Measured Thermal Fields. The average gas and inner wall temperatures recorded during filling 
are shown in Fig. 3. In each case, the gas temperature rise was initially very rapid. The total rise in 
Moveable Ends 
PCB supporting 
thermocouples 
Supply tube 
Steel support 
structure 
Pressure transducer 
Vacuum pump valve 
Supply 
tube 
valve 
Alumel 
Chromel 
Junction 
Broken Junction 
7 mm 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-88
 inner wall temperatures was less than 1 K in all cases. The largest temperature rise was seen in the 
100 mm vessel being almost 10 K. Once the vessel is filled the temperature decreases and 
asymptotes to the room temperature. 
 
Fig. 3 Average gas and wall temperatures during vessel filling 
 
Fig. 4 a)-d) shows the measured temperature field when the vessels were 50% filled. The vessel 
inlet is located at x,y = 0,0. The axes are set to correspond to the inside surface of the vessel wall. 
This region is not shaded in Fig. 4 since the first gas measurement point was 7 to 10 mm from the 
wall.  In each case, a cooler region of gas is seen centered about y = 0 (along the vessel axis), which 
corresponds to cooler air entering the vessel. The effect of buoyancy can also be seen, as the upper 
half of the vessel (positive y values) is warmer.  
 
 
 
Fig. 4 Thermal field when vessel is 50% filled, for a) 100 mm vessel length, t = 23.3 s, b) 200 mm 
vessel length, t = 46.6 s, c) 300 mm vessel length, t = 68.9 s, d) 400 mm vessel length, t =  92.7 s  
 
Dimensionless Groups. The Reynolds number of the jet entering the vessel during the filling is 
shown in Fig. 5. In each experiment, the Reynolds number immediately after the start of filling was 
230-240 which then reduced as the vessel became full. The Reynolds number reduced more quickly 
when the vessel volume was smaller as apparent in Fig. 5a). This is because in this case the 
Reynolds number is proportional to the mass flow rate (neglecting changes in air viscosity), which 
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 is a function of supply tube geometry and pressure difference between the vessel and source 
(atmospheric) pressure. The same length supply tube was used in all cases. The same mass flow rate 
flowing into a larger vessel produces a smaller change in density, and thus the pressure increases 
more slowly, so the mass flow rate and Reynolds number decrease more slowly. In Fig. 5b) the 
same data is plotted against filling progress defined as the instantaneous pressure on the final 
pressure. It is interesting that all four curves collapse into a single curve on this scale. 
 
Fig. 5 Jet Reynolds numbers as a function of a) filling time and b) filling progress (by pressure) 
 
Fig. 6 Rayleigh Number as a function of a) filling time and b) filling progress (by pressure) 
 
The Rayleigh number defined by Eq. (1) is plotted against time in Fig. 6. 
 
 
k
cDTTg
Ra
pwallgas

 23

 (1) 
 
During filling the Rayleigh number increased from zero to a maximum, before decreasing again. 
The peak Rayleigh number was larger and occurred earlier in time for the smaller vessels as shown 
in Fig. 6a). Comparing Fig. 6a) with Fig. 3, the maximum Rayleigh number occurs later than the 
maximum temperature in spite of the Rayleigh number being proportional to the temperature (cf. 
Eq. (1)). The reason for this delay is that initially the density in the vessel is quite small so the 
square of the density in Eq. (1) has a larger influence. After it reaches a maximum, it begins to 
decrease due to the temperature difference with the surroundings decreasing. In all cases except the 
100 mm vessel, the maximum Rayleigh number occurred when the vessel was ≈80% filled as 
shown in Fig. 6b). It is postulated that the difference in behavior of the 100 mm vessel is due to 
increased interaction of the jet with the back wall. 
 
In Fig. 7, Nusselt numbers are shown as a function of both time and filling progress. Not all of data 
points are printed for clarity. The solid lines are a moving average with a window of ≈ 6 s. 
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 Uncertainties were calculated using Moffat’s method of perturbations [17]. Data with uncertainty > 
50% were removed. As is evident in Fig. 7b), uncertainty in the Nusselt number increased with 
filling progress, particularly after the vessel was 90 % full, since both the temperature difference 
between the gas and the wall and the heat flux through the wall became small. There was an inverse 
relationship between the maximum Nusselt number and the vessel size (i.e. the smaller the vessel, 
the higher the maximum Nusselt number). The Nusselt numbers were constant to within ±5 during 
filling, with the exception of the 100 mm vessel, which had much more pronounced maxima and 
minima. For the other vessels, the Nusselt number changed very little before the vessel was 20-30% 
filled. They then also rose, and decayed after the vessel was approximately 80% filled, which 
coincided with the falling Rayleigh number (see Fig. 7b)). It is postulated that the rise in Nusselt 
number occurs due to the increased importance of natural convection during the latter half of filling.  
 
Fig. 7 Nusselt number as a function of a) filling time and b) filling progress (by pressure) 
 
Fig. 8 Effect of L/D ratio on average Nusselt number for filling progress (by pressure) < 20% 
 
Fig. 8 shows the average Nusselt number taken from Fig. 7 when the filling progress was less than 
20 %. This threshold was chosen as it corresponds to the time that Re was almost constant (see Fig. 
5b)), as was the Nusselt number (Fig. 7b)) with the exception of the 100 mm vessel. The trend of 
decreasing Nusselt number with increasing L/D ratio is clearly evident. Also plotted is the analytical 
solution for conduction dominated heat transfer described by Heath et al. [18].  Attributing the 
difference in magnitude to convection effects, the trend in Nusselt number is very similar. In order 
to determine if the change in Nusselt number is solely due to the aspect ratio, further experiments 
should be conducted with different internal volumes, without changing the L/D ratio and jet 
Reynolds number.  
 
Conclusions. An experimental test vessel was designed and constructed in order to determine the 
effect of vessel aspect ratio on the temperature distribution and heat transfer coefficient. Thermal 
fields for the vertical plane during filling were presented. In each case there was an area of cooler 
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 air associated with the incoming jet present along the axis of the vessel, and warmer air at the top of 
the vessel, indicating the importance of free convection effects. Jet Reynolds numbers were initially 
230-240, and decreased as the vessel filled. Vessels with smaller internal volumes filled more 
quickly. The largest average temperature rises, Rayleigh numbers and Nusselt numbers were all 
observed in the vessel with 100 mm internal length.  
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Abstract. Absorption chillers and desiccant wheels are today well-proven technologies. Their main 
application is in heating, ventilating, and air-conditioning (HVAC) systems where absorption 
chillers are used to provide chilled water used to remove the heat load from an air-conditioned 
space, and desiccant wheels are used in desiccant evaporative cooling (DEC) systems. Nowadays, 
Solar Cooling systems are becoming popular in reducing the carbon footprint of air conditioning. 
The use of an absorption chiller connected to solar thermal panels is increasing, but little study has 
been carried out to assess the advantage of joining together an absorption chiller and a desiccant 
wheel to remove the sensible heat and the latent heat in ways different to the current design adopted 
by industry. In this work, an analytical simulator of an Air Handling Unit (AHU) has been 
developed and the result shows that the implementation of a desiccant wheel in an AHU could 
provide a significant energy saving and accordingly, implementation cost saving, when compared to 
a traditional low temperature solar cooling system.  
Introduction 
Buildings are among the biggest energy users in the world, where the largest share is related to 
heating, ventilation and air conditioning (HVAC) systems [1].  
Due to the rising energy consumption of air conditioning in building and the need to reduce CO2 
emissions to the environment, the interest of using renewable energy sources to supply air 
conditioning in buildings is increasing [2]. Solar energy, often correlated to the cooling demand of a 
building [3], when associated with an absorption chiller is probably one of the more suitable cooling 
techniques to be installed as an air conditioning system. 
Studies of the different technologies for solar energy applications have been undertaken in the 
past [4] and it has been found that coupling solar thermal panels with a single effect absorption 
system is the best choice for a solar cooling system. Specifically, the major part of a solar cooling 
system uses a thermally driven single effect ammonia-water absorption chiller [5] because of its 
limited cost and the maintenance required, or a lithium bromide water absorption chiller [6]. 
By 2008, a total of approximately 450 solar cooling systems were realised worldwide, the vast 
majority of which are in Europe, where the market has increased over the last five years by 50%–
100% annually. Approximately 60% of these systems use absorption chillers, 11% adsorption 
chillers and 29% open systems (desiccant evaporative cooling and liquid sorption systems). Even 
so, the total volume of installations reveals that the solar cooling sector is still a niche market [7] 
mainly due to upfront installation costs [8]. 
Absorption chiller 
Absorption systems are similar to vapour-compression air conditioning systems but differ in the 
pressurisation stages. They are heat-operated devices that produce chilled water without the use of a 
compressor via an absorption cycle, allowing a significant reduction in the electricity consumption. 
The heat source usually consists of gas fuel combustion, steam, high temperature exhaust gas or hot 
water. In the case of a solar cooling system the hot water required is obtained by solar panels. 
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In absorption chillers an absorbent fluid on the low-pressure side absorbs an evaporating 
refrigerant. The most usual combinations of fluids include lithium bromide–water (LiBr–H2O) 
where water is the refrigerant and lithium bromide is the transport medium, and ammonia–water 
(NH3–H2O) systems where ammonia serves as the refrigerant and water as the transport medium 
[9]. As in vapour compression, in the absorption refrigeration cycles the removal of heat is achieved 
through the evaporation of a refrigerant at a low pressure and the rejection of heat through the 
condensation of the refrigerant at a higher pressure. The pressurisation stage in the absorption cycle 
is achieved by dissolving the refrigerant in the absorbent in the absorber section and pumping the 
solution to the required pressure. The addition of heat in the generator is used to separate the low-
boiling refrigerant from the solution.  
The remainder of the system consists of an absorber, condenser, expansion valve and an 
evaporator, which function in a similar way to those in a vapour-compression refrigeration cycle.  
The NH3–H2O system is more complicated than the LiBr–H2O system, since it needs a rectifying 
column to ensure that no water vapour enters the evaporator, where it could freeze. The NH3–H2O 
system requires temperatures in the range of 125 °C to 170 °C with air cooled absorber and 
condenser, and 80 °C to 120 °C when water cooling is used [3].  
Desiccant wheel 
One way of reducing the humidity is to use the air conditioning system to bring the temperature 
of the air, which needs to be conditioned, to a temperature below its dew point. In doing so, the 
water vapour in the air condenses. The air is then reheated to the required temperature [10]. 
Another way to decrease the humidity is by using a rotary wheel impregnated with a hygroscopic 
material. Rotary wheels are operated within two separated sections, namely the adsorbing section 
where dehumidification occurs, and a regeneration section (desorption of water vapour) where the 
desiccant is reactivated by passing hot air [11]. The regeneration and adsorption air streams are in a 
counter flow arrangement [12].  
Desiccant materials have hygroscopic properties and a high affinity for water vapour. Basically, 
the working principle is the difference of vapour pressure between the desiccant surface and the air 
that needs to be dried.  
Desiccant materials are normally solids (adsorbent) or liquids (absorbent) [13]. Absorbent 
usually consists of a liquid substance to chemically integrate into another. Adsorbers are mainly 
solid porous material. Adsorption consists of the physical attraction and adherence of gas or liquid 
molecules to the surface of a solid. The force of attraction is very small and does not change the 
chemical characteristics of the substance. Compared with the liquid desiccant system, in which the 
liquid and air directly interact, the solid desiccant is compact and less subject to corrosion [14]. 
When exposed to low relative humidity, desiccant materials come to equilibrium at low moisture 
content, and conversely exposure to high relative humidity results in equilibrium at high moisture 
content. When it is cool and dry, desiccants have low surface vapour pressure and they can attract 
moisture from the air that has a higher vapour pressure when it is moist. After the desiccant adsorbs 
the moisture, it becomes wet and hot (exothermic reaction) and its surface vapour pressure becomes 
high. When the level of humidity in the air stream falls below the saturation point of the desiccant, 
it will begin to release moisture back into the air stream.  
A desiccant evaporative cooling system consists of three main parts, namely the process side, 
regeneration side and the desiccant wheel [15]. 
Methodology 
The design of the system is based on a pure theoretical model. The model includes several parts, 
which are then integrated to develop a final model of an AHU, which includes a desiccant wheel. 
Thermodynamical modelling of the single components starts from basic assumptions and provides, 
as output, the properties of each component. In particular the following mathematical models have 
been developed with Matlab™ software for:  
• the estimation of energy output from a solar field 
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• the absorption chiller 
• the desiccant wheel 
• an AHU. 
These four models have been integrated to generate a solar cooling system implementing 
absorption and adsorption technologies, and compare its efficiency with the efficiency of a 
traditional solar cooling system implementing only absorption technology.  
A specific methodology has been conceived in order to separate and clearly accomplish the 
various tasks.  
The developed models have been validated by using data available in literature. The solar model 
has been validated by using a test report [16] of solar thermal panels performed using the EN 
12975-2:2006; this report is available in the literature [17]. The model for the absorption chiller 
does not need to be validated as it only uses experimental data available from laboratory 
measurements on absorption water-ammonia chillers [18]. The mathematical model of the desiccant 
wheel has been validated during previous work at the Milan university, Polytechnic of Milan [19]. 
The AHU model does not need to be validated as it only calculates the air conditions at several 
points of the AHU. The equations governing the AHU model are only mass and temperature 
balances.  
New system design 
In a HVAC system, dehumidification of the air is usually achieved in the AHU where air flows 
through a cooling coil; air is cooled until its dew point and water vapour is condensed.  
Dry air is then heated through a second coil to the desired supply temperature. This design of the 
AHU integrated in a solar cooling system is the most diffused and it is the reference one [20, 21]. 
Fig. 1 shows the conventional design of an AHU typically used in industrial and commercial air 
conditioning processes, which includes a cooling coil, a heating coil and fans and the air treatment 
processes in the reference AHU on the psychometric chart. This design is used in this work as a 
reference. 
  
Fig. 1 Diagram of a conventional system (left) and air-treatment on the psychometric chart (right) 
The proposed solar air-conditioning system schematic diagram of the used AHU and the related 
air treatment processes on the psychometric chart are shown in Fig. 2.  
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Fig. 2 Diagram of the proposed system (left) and air-treatment on the psychometric chart (right) 
The main difference in the proposed system is the integration of a desiccant wheel and a sensible 
heat exchanger in the AHU. Also the heating coil before the supply fan has been removed; as for 
the way humidity is removed, the treated air in this system does not need to be re-heated. 
Two air streams are necessary in this configuration: the process air flow, which is the air flow 
treated in order to balance the ambient latent and sensible loads, and the regeneration air flow, 
which is necessary to remove water vapour from the desiccant wheel matrix. 
Cooling coil, heating coil and fans are the same as those of the reference design and the other 
equipment is added to the typical design. The heating coil has been moved to the regeneration side 
and it is fed directly by dedicated solar thermal panels.  
The outside air (process air), which is warm and humid, passes through a desiccant wheel and 
becomes warmer and drier. The air then flows through a sensible heat exchanger and the 
temperature is reduced. The dry, cooled air is then mixed with the return air from the conditioned 
areas before it passes through a cooling coil, where the air is further cooled to the required 
temperature before being supplied to the user. By decreasing the humidity of the outside air using a 
desiccant wheel, the cooling load on the chiller is reduced and accordingly the size of the chiller can 
be reduced as well as its consumption. This cooled air provides the comfort condition of the space 
where it is supplied.  
On the regeneration side, the regeneration air from inside the conditioned areas is cooled by an 
evaporating cooler unit (spray water is used to saturate the air). Regeneration air then enters the 
sensible heat exchanger, where is heated by the heat absorbed by the process air. The regeneration 
air then passes through the water to air heating coils to heat the regeneration air to the required 
regeneration temperature to regenerate the desiccant wheel. The hot air then passes through the 
desiccant wheel at the regeneration side and is exhausted to the ambient  
The function of the desiccant wheel and sensible heat exchanger is to reduce the humidity (latent 
load) and the temperature (sensible load) of the air before it enters the cooling coil, so that the 
cooling coil can be used only to remove the sensible heat reducing the energy consumption. 
Results  
The design of the system is subjected to many operating conditions: supply air temperature and 
humidity, regeneration air temperature, desiccant type, supply and return air flow rates and 
efficiency of the sensible heat exchangers. 
The performance of the system is measured in terms of energy saving at the solar field side when 
the proposed solar cooling system is compared to a conventional solar cooling system. 
As desiccant material Selective Water Sorbent Silica Gel+Calcium Chloride (SWSL) is used, the 
rotation speed and the regeneration angle Θ used are the optimum values calculated with the 
simulator. The supply air, return air and ambient air conditions of the simulation are indicated in 
Table 1.  
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Table 1 Working condition assumed in the calculation 
 Supply air condition Return air condition Ambient air condition 
Dry bulb t (˚C) 13 24 32 
Humidity ratio (g/kg) 8.89 9.34 18.03 
RH (%) 95 50 60 
Enthalpy (kJ/kg) 35.53 47.78 78.31 
Fig. 3 shows the saving of the proposed system versus a conventional solar cooling system by 
varying the dry bulb temperature of the ambient air (left) the amount of the fresh air intake (centre) 
and the RH of the ambient air (right). 
   
Fig. 3 Saving achieved by the proposed system versus a conventional solar cooling system  
From the result shown in Fig. 3 it is evident that the proposed system using SWSL desiccant has 
higher saving when the dry bulb temperature of the process air is below or equal to 37°C, whereas a 
different desiccant might be preferred when the dry bulb temperature of the process air is above 
38°C. 
This simulation shows that the saving is proportional to the amount of the fresh air supplied by 
the system. When the fresh air input is limited the saving is limited; this is an expected result as the 
suggested system only achieves saving in removing the humidity from the fresh air supplied to the 
system.  
Conclusion 
It has been found that the implementation of a desiccant wheel in a typical solar cooling system 
used in association with an absorption chiller results in significant energy and implementation cost 
savings, which can achieve a saving up to 56% in thermal energy.  
Accordingly, this saving can be translated in implementation cost saving due to the reduced 
number of solar thermal panels required. 
Other savings in installation cost are due to the reduced size of the absorption chiller needed. 
However, the proposed system requires additional pieces of equipment, which are not included in 
the conventional system, such as desiccant wheel, sensible heat exchanger wheel and an evaporative 
cooling unit.  
The total energy savings achievable by implementing the proposed system vary depending on the 
application and the working conditions of the system. 
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Abstract. Fluid flow characteristics in a concentric reducer is modelled by numerical simulation 
approach to examine the role of velocity fluctuating components in scale growth. It is common 
knowledge that, if the particles approach the wall at right angles, the chance to cross the laminar sub 
layer to accumulate scale on the solid surface increases. A numerical study using the Finite Volume 
Method to analyse the fluid dynamics behaviour of water as it flows through a concentric reducer used 
in the Bayer plant is presented. The simulation results show a significant variation of the stream-wise 
( xu ) and cross-stream ( ru ) components of the fluctuating velocity as flow passes through the 
concentric reducer. In the reducer, the cross-stream ( ru ) component is greater than that at the walls of 
the straight pipes connected to the reducer.    
 
Introduction 
Scale deposition or precipitation in pipeline and process equipment is intrinsic to the operation of 
several mineral process industries. Scale formation in the mineral process equipment is a natural 
consequence of supersaturated solutions that are generated throughout the process. The scale 
formation problem has a particular significance to alumina refineries where supersaturated solutions 
speedily deposit scale in numerous regions of the Bayer process cycle [1]. The concurrent dissolution 
of impurities, primarily silica containing materials that originate from the bauxite ore, can result in 
deposition forming in various portions of the process industry. The accumulation of scale reduces the 
production efficiency considerably and causes other problems such as pipe blockage, probe 
malfunction, reduction in heat exchanger efficiency and operational costs involved in the de-scaling 
process. At different steps of Bayer process cycle the deposition of scale may be quick; taking just few 
week to absolutely block process equipment, or it may form gradually over several months [1]. The 
cost of descaling pipe work, through either mechanical or chemical means, requires equipment to be 
removed from service on a regular basis. It has been estimated that direct costs involved in removing 
scale may be as much as one quarter of the operational costs of an alumina refinery [1].    
    One of the focus areas of an alumina refinery that is the most prone to quick scale creation is the 
precipitation area where hydrargillite (Gibbsite, Al(OH)3) precipitates from the supersaturated caustic 
aluminate solution in which it is dissolved. This formation of scale in the gibbsite dissolution process 
contributes to more than half [2] of the scaling-related issues experienced in the alumina refinery 
process. Establishing mechanisms to prevent scale growth, particularly in the precipitation area of the 
Bayer process, has long been the subject of substantial interest and research. In recent years, this 
interest has increased as improving plant efficiency and equipment utilisation has become critical to 
sustaining low-cost alumina production. In order to improve the efficiency of the gibbsite 
precipitation process through reduced scale deposition on process plant and equipment, fundamental 
research has been necessary to understand firstly, the mechanisms which facilitate the mechanical 
bonding to and growth of the scale on equipment surfaces; and thirdly fluid dynamics and fluid’s 
rheology in scale formation and its suppression.   
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-99
     Very limited research has been done on scale deposition mechanisms in slurry pipelines and 
precipitation tanks used in minerals processing industries such as aluminium refineries. In the 
extensive literature, most of the topics are related to fouling in evaporators [3], membranes used in the 
reserve osmosis processes in desalination plants [4] and heat exchangers [5]. Loan et al. in CSIRO 
(Commonwealth Scientific and Industrial Research Organisation), experimentally investigated scale 
formation in slurry tanks by X-ray photoelectron spectroscopy and they observed that, at the initial 
stage, scale deposition is built as a result of precipitation reactions other than solids settling [6]. Many 
researchers [1,3,7,8] propose that scale growth in the processing equipment is affected by a number of 
factors including supersaturation in solution, phase transformation, run time, form of material 
surfaces and flow characteristics (velocity, flow rate and Reynolds number). In the mineral industry, 
slurry mixing tank agitators are frequently designed on the basis of attaining off-bottom suspension to 
resist the settle time for crystallisation [9,10]. In this case, axial flow impellers pumping downward 
with vertical baffles are more energy efficient than radial turbines [9,10] and the energy efficiency for 
off-bottom solids suspension is sensitive to impeller off-bottom clearance and impeller diameter 
[11,12,13,14,15,16,17,18]. 
    A novel scale-velocity model was developed [14] for elucidation the scale growth and suppression 
in an alumina refinery. In this model, a relationship between the fluid flow velocity and scale 
formation is schematically illustrated in Fig.1[14]. There are four regimes recognized to understand 
the scale growth mechanism, namely regimes (A) mass transfer control, (B) chemical reaction 
control, (C) suppression by erosion and (D) erosion damage. The following subsections discuss about 
important regimes are (C) and (D).  
 
 
Fig. 1 Relationship between the precipitation or chemical reaction driven scale growth rate and fluid 
velocity [14] 
    In regime C, the rate of scale growth progressively decreases with increase in fluid velocity. In this 
regime, an increase in fluid velocity results in more erosion, which slows down the scale growth [14]. 
The experiment [1] conducted detailed plant tests on scale growth of a supersaturated aluminate 
solution in a precipitation circuit at QAL (Queensland Alumina Limited) in Australia. The scale 
growth pipes were connected in series so that the fluid move in the largest diameter (350 mm) pipe 
and discharged from smallest diameter (200 mm) pipe as presented in Fig. 2(a) and laboratory model 
as shown in Fig. 2(b). Measurements of scale growth were examined in a series of different diameter  
pipes connected through the fittings, and concluded that scales growth decreases with increasing 
slurry velocity in the range from 0.5 to 1.7 m/s as shown in Fig. 3.  
     On the other hand CSIRO [14] developed a novel velocity-scale model showed that scales growth 
rate would be nil at 2.3 m/s in chemical reaction precipitation tank where erosion and scale growth 
rate are balanced as shown in Fig. 1. 
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 (a)
(a) (b)
 
 
Fig. 2 Concentric reducer (a) test rig installed at QAL, (b) Experimetal setup at CQ University 
 
    
 
Fig. 3 Scale growth rate corresponding fluid velocity based on tests using pipes in the precipitation 
area at QAL [1] 
 
     In regime D, the material surface suffers net loss owing to the effect of erosion more than scale 
growth. Wu et al. reported on erosion of the impeller tip operating in a slurry vessel due to the 
increase of tip velocity of the blade as shown in Fig. 4 [14] 
  
 
 
Fig. 4 Coexistence of scale formation and erosion on an axial flow impeller [14] 
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 Numerical Method 
Plant data indicate that the scale growth is significantly more in a concentric reducer than that in 
adjacent straight pipes contrary to conventional intuition. The full-scale concentric reducer was 
numerically modeled in this study as shown in Fig. 5. The rate of contraction of the cross-section area 
of the reducer along its axis was not uniform. The stream-wise and cross-stream components of the 
instantaneous velocities were measured along several sections through: A-A to G-G as shown in Fig. 
6. Fine cells were used near the reducer wall whereas coarser cells were adopted around the centre of 
reducer as shown in Fig. 7. 
31D
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Fig. 5 Schematic diagram of a full-scale concentric reducer 
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Fig. 6 Positions of sections where the stream-wise and cross-stream velocity components were 
measured 
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Fig. 7 Deatails of mesh generation on full-scale concentric reducer 
     The governing equations being solved in Reynolds stress model (RSM) are continuity, momentum 
and turbulence equations by commercial CFD code ANSYS fluent version 15.0. For an 
incompressible fluid, the equations of continuity and momentum balance for the mean motion are 
given as  
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Results and Discussion 
The variation of both stream-wise ( xu ) and cross-stream ( ru ) velocity fluctuating components along 
the reducer model were measured at a distance of 0.08R from its wall. The results are presented in Fig. 
8(a) and Fig. 8(b) in the form of the RMS value of a respective fluctuating velocity component related 
to the mean in the 101.8 mm diameter pipe versus the distance from the section A-A measured along 
the axis of the reducer in the direction of flow. The stream-wise ( xu ) and cross-stream ( ru ) velocity 
fluctuating components exhibit the following trends (as shown in Fig. 8(a)) as flow passes through the 
conical reducer. For the both Reynolds numbers, the stream-wise fluctuating component shows only a 
slight variation at the entry to the reducer, but then it increases more in the section between D-D to F-F. 
When the rate of contraction started diminishing near the section F-F, the component xu showed a 
decrease for the inlet velocity of 0.268 m/s, and a sharp decrease for the inlet velocity of 0.432 m/s. 
The overall increase of xu did not exceed 18% of its value at the entry to the reducer. In the 
cross-stream fluctuating component ru  revealed a remarkable increase between B-B to E-E and starts 
decreasing sharply after passing F-F.  The cross-stream fluctuating component ru was increased about 
2-fold for the lower velocity and it was about 1.5 fold for the higher velocity.     
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Fig. 8 Variations of normalised fluctuating components 
0
2)( Uur  ( ) and 0
2)( Uux  (  ) along the 
X-axis at the distance of 0.08R from the internal surface of the reducer: (a) Re=27,130 and V=0.268 
m/s (101.8 mmφ pipe) (b) Re=43,740 and V=0.432 m/s (101.8 mmφ pipe) 
Conclusion 
Numerical study has been performed to assess the variation of turbulent quantity of water flow 
through the conical reducer. The gradient of ru pointing towards the solid surface determines both 
rate of the turbulent diffusion and the rate turbophoresis for the particles depositing in the 
diffusion-impaction regime. It is ascertaining that the increase of cross-stream fluctuating velocity 
component in the reducer has strong influence to promote scale growth on the wall. In contrast, an 
increase in the stream-wise velocity fluctuating component is less prominent but it accelerates the 
erosion of the deposited scale on the wall. 
 
(
  
) 
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Abstract  
Improvement in Energy Efficiency is one of the most important approaches of avoiding climate 
change. Building fabric, particularly insulation and glazing have substantial effect on energy 
efficiency of buildings. Energy efficient and cost effective building fabrics in structures of 
commercial buildings can therefore significantly contribute to the reduction of carbon emissions 
and mitigation of climate change. To determine energy efficient, cost effective, sustainable and 
optimum building fabric options, building elements such as insulation and glazing are investigated 
in this study. The research questions investigated in the study are (a) How building elements can be 
optimised in National Construction Code-compliant commercial building and (b) With this 
optimisation, how much construction and operational energy cost can be saved? A case study was 
conducted on a four storey commercial office building using 3D modelling in DesignBuilder 
software. The study demonstrated that the optimised, cost effective, energy efficient and sustainable 
solutions depend on the right selection of building elements. The research highlights that an 
integrated approach can be used to find out optimised building elements. 
Introduction 
Buildings worldwide account for a surprisingly high 40% of global energy consumption [1]. To 
reduce the building energy consumption, energy performance assessment at the design stage is 
critical. Building fabric, insulation and glazing are integral parts for energy efficient and sustainable 
building design and construction. Change of building fabric, particularly the building colour, 
insulation and glazing has significant effect on buildings’ energy performance. Rahman et al. 
examined different energy conservation measures as retrofit options and highlighted that 
implementing low energy double glazing instead of single glazing can save up to 7% of energy of a 
university building in a sub-tropical climate of Australia [2]. Zhenjun et al. highlighted that use of  
energy simulation is a cost effective and energy efficient approach in design, refurbishment and 
extension for the proposed building [3]. However, building owners, operators, builders and 
contractors always seek for optimised building elements and cost options to obtain both the targeted 
energy and construction cost of the building. To obtain an optimised solution for building elements 
energy simulation is inevitable. Further, the decisions at the early stage of the commercial building 
projects are critically important. Building projects follow the Pareto Principle or 80:20 rule, where 
80% effect on the project outcome depends on the decisions made in the first 20% of the projects 
life [4, 5, 6]. For the optimisation and cost saving of building, National Construction Code approved 
JV3 method was selected in this study [7]. The JV3 approach identifies optimise building elements 
and cost issues during the early design stage of the commercial building projects [8]. Linking of 
early design decisions from architects and consultants have impact on cost of the building. This is 
an alternative simulation approach for energy efficient building design of commercial building 
projects. As per JV3 of NCC, as long as the proposed building’s annual energy consumption is less 
than DTS-compliant (Deemed-to-satisfy compliant) Reference building, a solution can be achieved. 
To satisfy the optimised building elements options and construction cost, an integrated simulation 
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 approach was developed.  Data analysis and simulation was based on NCC code JV3, Australian 
Institute of Refrigeration, Air-conditioning and Heating (AIRAH) benchmark and agreement 
between parties.  This study highlights that building elements can be optimised by analysing the 
heat transfer of elements, reducing the heat transfer of elements and finally taking an integrated 
approach. The Energy-efficient and cheapest building fabric and glazing options were identified and 
highlighted in this study using this integrated approach. Then the construction cost saving is 
compared between the NCC-compliant proposed building and DTS compliant Reference Building. 
Finally the cost of building fabrics, simulation procurement, operational energy cost and savings are 
demonstrated. 
  
Methodology for the optimisation of building elements and cost saving 
 
First, all architectural design data including the floor plan, elevations, sections, site plan, wall and 
roof constructions, glazing and finishing schedules were collected. Second, using all the 
information and architectural drawing, a model for the proposed building was developed in 
DesignBuilder. Third, the energy simulation for Annual Energy Consumption of the proposed 
building was conducted using different colour options of external walls and roof without changing 
the insulation requirement of the external walls and roof. After that, walls and roof insulation were 
changed in building model and simulated. Then the results were analysed from the DesignBuilder 
simulation. The 3D view of the model building is shown in Figure 1 (a). A sample simulation result 
for the building elements is shown in Figure 1 (b).   
 
When the requirement of wall and roof insulation was fixed, then the simulation was carried out 
using different glass products using the different U value and Solar Heat Gain Coefficient (SHGC). 
At the same time, a DTS compliant reference building was developed in DesignBuilder using JV3 
assessment criteria and conditions as shown in Table 1.One of the key parts of this integrated 
approach was to investigate the heat transfer of building elements. Analysis of the conduction, 
convection and radiation heat transfer of building elements were critical for the optimisation of 
elements in DesignBuilder simulation.  
 
From the simulation results, the building elements including roof and external walls, and glazing 
elements were indentified. Based on heat transfer of building elements, these were optimised. Then, 
four options regarding the building fabric and glazing were selected for the proposed building based 
on the results. The final option was selected under mutual agreement between parties and it was 
checked with reference building for NCC compliance. Then cost analysis of building elements was 
conducted using unit cost of construction [9]. An Integrated approach demonstrated in Figure 2 was 
used in this study. 
Table 1: Building Description and HVAC criteria as per JV3 
 
 
 
Building Description: Four storey, Ground Floor partly connected  to Level 1: suspended floor  
Floor area :20,493 m2, Glazing area: 382 m2, 45 zones, wall area: 1855 m2, light colour 
Window to wall ratio:0.21, Metal roof: 7315 m2, Concrete roof: 5863 m2, light colour 
HVAC criteria as per JV3 
a. 3D model building with location and orientation  Schedules for: occupancy, internal heat loads, lighting and 
HVAC system 
b. Simulation hours: 8760 hours, at least 2500 hours/year. Thermostats setting: 18°C to 26°C. 
c. Air conditioning and Artificial Lighting complies: NCC Parts J5 and J6. 
d.  The air conditioning & heating Annual Energy Efficiency Ratio (AEER): NCC Performance Requirement JP3, 
Cooling AEER: Minimum Energy Performance Standards (MEPS) 
e.  HVAC Design Factor: 1.0 for 98% coverage; fresh air: 10L/sec/person. Infiltration: 1.0 air changes/hour 
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Figure 1. (a) 3D model building (b) a sample energy transfer simulation result of components 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  An integrated approach for optimisation of building elements and cost saving 
 
Energy consumed by Building Components kWh/yr 
Room Electricity  4750 
Lighting  12666 
Heating (Electricity)  250 
Cooling (Electricity)  2201 
Glazing  -1587 
Walls  -1979 
Ground Floors  -17524 
Roofs  1204 
External Infiltration  -2461 
External Vent -795 
Occupancy  2136 
Solar Gains Exterior +Interior Windows  8138 
Zone Sensible Heating  570 
Zone Sensible Cooling  -4787 
Total Cooling  -6823 
Zone Heating  570 
Electricity Consumption (AEC) kWh/yr 19866 
NCC complaint Reference 
building with JV3 
conditions 
Architectural drawing and data 
collection 
 Construction Data analysis and options selection 
 NCC JV3 Assessment compliance check 
 New building design target of AIRAH (If required) 
Complies with 
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 Agreement between 
parties (consultants 
and designer) 
Cost savings for construction 
materials, $? 
Design implementation in construction 
    Yes 
    Yes 
    No 
    No 
 Modelling and Simulation and 
analysis of heat transfer 
                               (a)                                                                                          (b) 
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 Analysis of heat transfer of building elements 
Once the first simulation results were obtained, analysis of heat transfer of building elements was 
conducted in excel spreadsheet. An example of building elements and their corresponding thermal 
energy transfer of elements are shown in Figure 1(b). The numbers represent the cumulative energy 
transfer totals relative to conditioned spaces. Positive numbers indicate energy transfers from 
outside to inside of the building and negative means the vice versa for a building component. From 
Figure 3, it is obvious that external walls of the proposed building can cause heat loss (3%) 
compared to zero heat loss of external walls in the reference building. However, the lower heat loss 
was observed in glazing compared to reference building where the difference was -4%. Suspended 
external floor in reference building demonstrated less heat loss (6%) than proposed building as 
proposed building had no insulation in external floor. Changing one element in building has an 
impact on other elements as shown in Figure 3 based on conduction and convection heat transfer of 
building elements.  The R1.5 insulation in external walls of the proposed building was sufficient for 
the energy efficient solution as there was not much difference with R2.8 insulation in external walls 
of the Reference building. The heat transfer process was simulated after changing insulation in roof, 
ceiling, external floor and glazing in proposed building until an optimised solution was achieved. 
 
  
 
                                             (a)                                                                           (b) 
Figure 3. Energy transfer of building elements (a) Proposed building (b) Reference building fabrics 
Cost analysis of building elements 
Once the heat transfer of building elements was analysed and an NCC-compliant solution was 
achieved, the cost analysis of the building elements was conducted. An example of costs of building 
elements was given in Table 2 from the data for Brisbane location [9]. Insulation and glazing costs 
varied based on the thickness, materials and their thermal properties, resistance, location and 
applications. The purpose of the cost analysis was to estimate the building elements cost after NCC-
compliant solution so that a cost effective solution was achieved as well.  
Table 2: An example of costs of building elements 
Elements Cost ($, AUD) per m2 of 
area 
Elements Cost ($, AUD) per m2 of 
area 
R1.5 insulation 9.75/m2 R2.8 insulation 14.5/m2 
R2.0  insulation (Floor) 27/ m2 R4.2 insulation 17/m2 
6 mm Low e Clear glass 122/m2 6 mm Low e Tint glass 160/m2 
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 Results 
 
For the four storey office building in sub-tropical climate (Climate zone 2), the optimised building 
elements are presented in Table 3. There were four optimised combinations of the building 
elements. The annual energy consumption numbers were less than DTS compliant Reference 
building as shown in Table 3. When the proposed integrated simulation approach was used, all of 
the combinations achieved NCC compliance. Then the cost of insulation, glazing, consultation cost 
and total cost was calculated.  Out of four options, the option 3 was selected later on as it was a cost 
effective in terms of minimum insulation value and cost of glazing. The unit cost of building 
elements was considered from Table 2. No insulation was considered for external walls, internal 
walls and exposed concrete roof of ground floor. From Table 3, it was demonstrated that there was 
no insulation required for suspended floor of the building when the integrated approach was used. 
The insulation cost savings were achieved in all elements. It was observed that the difference 
between integrated approach and DTS calculation for the total cost of insulation and glazing were 
significant as illustrated in Figure 4. It was approximately $275,000. The total cost saving between 
the two approaches was $145,000. Initial consultation cost for the optimum building elements 
selection was $8000. Compared to this cost, the total cost saving was 16 times higher. This means a 
simple investment in simulation and consultation during the early design stage can save at least 10 
times higher cost of construction compared to initial investment. The consultation cost for DTS 
calculation was slightly lower than the integrated approach. However, there were no savings for the 
insulation and glazing in DTS approach, except the reduced consultation fees. 
Table 3 Four options of optimised building elements compared to Reference building 
Options 1 2 3 4 Reference 
Walls insulation R2.5 R2.5 R1.5 R1.5 R2.8 
Roof insulation R1.5 R1.5 R1.3 R1.5 R4.2 
Floor insulation Nil Nil Nil Nil R2.0 
Colour (α) 0.4 0.4 0.4 0.4 0.6, 0.7 
Glass               Low e tint1  Low e neutral  Low e clear           Low e tint 2  Low e tint 
U value, SHGC, VT 3.6, 0.58, 0.42 3.6, 0.51,0.59 3.6, 0.51, 0.70 3.8, 0.41, 0.32 NCC calculator 
glazing 
Energy, kWh/yr 96,970(<Ref) 96,494(<Ref) 96,555(<Ref) 97,593(<Ref) 101,741(Ref) 
 
 
Figure 4. Analysis of costs for construction and consultation at the design stage 
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 Conclusions 
 
The integrated approach adopted in this study can be an appropriate way of determining the 
optimised building element options, energy performance investigation and cost savings of building 
elements. This integrated approach focuses on thermal energy transfer of building elements. It 
identifies the right building element to change for energy efficient and cost effective solution from 
the initial design. A suitable combination of building elements selection using this approach is 
significant and critically important for sustainable building construction and operation. This 
approach can be considered in the design stage which includes the pre-design, design, tendering and  
pre-construction phase for new commercial buildings’ projects and retrofit stage of the existing 
commercial buildings’ projects. A significant amount of construction cost can be saved for building 
fabrics and glazing using the approach adopted in this study. Based on the results analysis, it can be 
concluded that the predicted construction cost for insulation and glazing would be minimum 
$15,000 and maximum $145,000 for this building. In terms of operational energy cost, the number 
depends on the kWh saved in a year, the operational performance of heating and cooling system and 
overall building operation. Operational energy saving would be at least 5000 kWh/yr which 
consequently can save $1615 ($0.25 per kWh with fixed service charge $1.0 per day assumed) for 
the building. Building practitioners can consider this approach to save the significant amount of 
construction and operational energy cost in their projects depending on accurate simulation, 
analysis of thermal energy transfer, and construction cost with option selection of building 
elements. 
Acknowledgements 
This contribution is the result of the research supported by Anderson Energy Efficiency, Brisbane, 
Australia and Queensland University of Technology, Brisbane, Australia 
References 
[1] Information on Energy Efficiency in Buildings, 2009. World Business Council of Sustainable 
Development (WBCSD) accessed from 
http://www.epeasso.org/even/91719_EEBReport_WEB.pdf 
[2] M. M. Rahman, M.G. Rasul, & M.M.K. Khan, Energy conservation measures in an institutional 
building in sub-tropical climate in Australia. Applied Energy, 87(2010), 2994-3004. 
[3] Ma. Zhenjun, P. Coopper, D. Daly, & L. Ledo, Existing building retrofits: Methodology and 
state-of-the-art. Energy and Buildings, 55 (2012), 889-902. 
[4]  R. Drogemuller, J. Crawford & S. Egan, Linking early decisions across multiple disciplines. 
Proceedings of European Conference on product and process modelling in the building and 
construction industry, ECPPM, 8-10 September 2004, Istanbul, Turkey. 
[5] N. Kohler, & A. Moffatt, 2003 Life-Cycle Analysis of the Built Environment, United Nations 
Environment Programme Division of Technology, Industry and Economics Publication, UNEP 
Industry and Environment. 
[6] L. Braganca, S. M. Vieira, J.B. Andrade, Early stage design decisions: The way to achieve 
buildings at lower costs. The Scientific World Journal, 1-8 (2014), 365364 
[7] Australian Building Code Board, ABCB, National Construction Code, NCC, vol 1, 2015 
[8] Information on article http://andersonenergy.com.au/jv3-vs-dts-construction-cost-savings/ 
[9] Rawlinsons, Rawlinsons Australian Construction Handbook. 2014. 32nd Edition. WA. 
Australia: Rawlinsons Publishing 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-110
 Nozzle arrangement optimization for pre-cooling of inlet air in natural 
draft dry cooling towers 
Yubiao Sun*, Kamel Hooman, Zhiqiang Guan and Hal Gurgenci  
The University of Queensland, Brisbane 4072, Australia 
y.sun3@uq.edu.au 
Keywords: Natural draft, Spray cooling, Numerical modelling, Nozzle optimization 
Abstract This paper presents a numerical investigation of inlet air pre-cooling with water spray to 
enhance the performance in Natural Draft Dry Cooling Tower (NDDCT). A 3D numerical model of 
NDDCT was developed and the co-flow, downward and upward injection of a single spray nozzle at 
different tower heights were analyzed. The cooling effect was characterized by the temperature drop, 
evaporated water flowrate and spray cover area and these parameters of various injection cases 
were compared and analyzed. The simulation shows that the optimal injection is the co-flow injection 
where nozzle is located at the center of the geometry with a height of 3m. 
1. Introduction 
    Thermal power plants require the rejection of excessive heat as waste heat. Dry and wet cooling 
towers are generally used as a heat rejection system to dissipate excessive heat from power plants to 
the environment. Natural draft dry cooling tower (NDDCT) works on the principle of sensible heat 
transfer where air flow acts as heat transfer medium but wet cooling tower works on the principle of 
evaporative cooling (latent heat transfer) where water is the heat transfer medium. For dry cooling 
tower, the density difference of the air inside and outside of the cooling tower forms the “buoyancy 
effect” and this natural draft effect is exploited to dumping the heat from hot working fluid. Although 
dry cooling technology is particularly useful in arid areas due to its merits of low water consumption 
and little maintenance cost, it suffers from low efficiency in summer days when hot ambient air is 
predominant [1]. Therefore, power plants utilizing this technologies experience a significant 
reduction in power generation during high ambient temperature periods. For instance, Maulbetsch 
reported a 20% net power reduction in summer due to the deteriorated performance of the NDDCT 
[2]. Many efforts were made to improve the performance of dry cooling systems over the past decades 
[3–5]. Among them, spray cooling has become a popular method with the virtue of simplicity, low 
capital cost, and ease of operation and maintenance [6]. Furthermore, air stream motion is not affected 
by the presence of droplets. Thus, pressure drop due to spray existence is insignificant and can be 
neglected [7]. In this method, the inlet air is cooled by evaporation. Spray nozzles are used to 
distribute water into the inlet air and to provide a large water-air contact surface by producing small 
droplets through atomization as can be seen in Fig. 1.  
    Although spray cooling provides a good way to improve the performance of NDDCT, several 
critical issues have to be explored before carrying out into practice. A necessary step to reach this aim 
is to clarify the relation between nozzle arrangement and its corresponding cooling effect. There is 
no doubt that there should exist an optimal choice for nozzle placement, hence in this article we focus 
our attention on finding out the optimal position for single nozzle injection.  
2. Numerical approach 
2.1 Numerical method 
    Simulations were performed using the finite volume CFD software, ANSYS FLUENT (version 
16.2). The time-averaged Navier-Stokes equations with the reliable k-ε model were used to model 
turbulence effects. The reliable k-ε model was selected as it is the simplest and offers reasonable 
accuracy at low computational cost. It has proven to be applicable for a study related to spray injection 
into air [8]. Turbulent dispersion of droplets was taken into account by implementing a stochastic 
droplet tracking method with 20 tries for each parcel. For spray modelling purposes, the most 
common method in use is the Euleriane-Lagrangian approach [9]. In this approach, the continuous 
phase (air) is described utilizing the Eulerian framework while the dispersed phase (droplet) is solved 
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 using the Lagrangian framework. The air was modelled as a steady, incompressible and turbulent 
flow and droplets as steady flow. A staggered grid solution method was used with the SIMPLE 
algorithm for the pressure and velocity coupling. The spatial discretization scheme utilized was the 
second order upwind, except for the pressure where the standard scheme was employed. For 
momentum and mass fraction of H2O, slightly more accurate second order scheme was employed.  
 
Fig. 1 A schematic diagram of inlet air cooling for NDDCT  
2.2 Computational model 
2.2.1 Geometric configuration 
Our study is based on the real tower built in Gatton campus at the University of Queensland. The 
small experimental tower has a diameter of 12.525m and a total height of 20m. The heat exchanger 
is horizontally placed at the height of 5m.  In order to simplify the calculation, the hyperbolic cooling 
tower is modelled as a standard cylinder. Considering the symmetric property of the tower and the 
computional cost, a 30 degree wedge is selected to represent the cooling tower structure in this study. 
Its configuration, main dimensions and boundary conditions are shown in Fig. 2. Inlet air flow caused 
by the bouyance effect was firstly simulated using the geometry in Fig. 2(a). The full domain is 
extended 3m to capture some droplets that would drift out of the tower radius. One nozzle with a 
hollow cone spray was located at the center of the wedge with various heights from the floor for 
simulation.  
2.2.2 Boundary conditions and operating parameters 
2.2.2.1 Continuous Phase (air) 
The continuous phase (air) was assigned as an ideal air mixture containing water vapor, oxygen 
and nitrogen, with different compositions depending on the mixture humidity and assuming that the 
dry air part composed of 77% of nitrogen and 23% of oxygen by mass. Air properties were calculated 
based on the psychometric standard. A velocity profile for the tower inlet was obtained from the tower 
simulation and then used for spray calculation. The inlet turbulence intensity was assumed as 1% for 
all cases. The operating pressure in all boundaries was assigned equal to the atmospheric pressure, 
101.325 kPa. A pressure outlet was prescribed for the channel outlet. The exit flow pressure was 
atmospheric pressure. All the computational domain side walls were prescribed as adiabatic walls 
with no-slip velocity boundary condition. The enhanced wall function was used in the near wall 
regions. The operational conditions are summarized in Table 1. 
2.2.2.2 Discrete Phase (water droplets) 
The discrete phase (water droplets) was assigned as pure water. Droplets were injected at a 
uniform temperature equal to 28 ˚C. It was assumed that droplets have spherical shapes. The 
temperature gradient within the droplets was assumed to be negligible and particle number of 500 is 
enough [10]. Droplet collision and coalescence were neglected in the simulation as the spray is dilute 
[11]. Instead of using spray models, an uniform droplet size distributions with a hollow cone spray 
pattern were applied at the nozzle injection point. The wall boundary condition for droplets impacting 
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 walls was assigned as “escape” which means that droplets are terminated and excluded from further 
calculation once impacting the walls. This regime is also assigned for the inlet and outlet.     
  
                        (a)                                                                (b) 
Fig. 2 The dimensions of geometric model and boundary conditions utilized for air velocity 
distribution calculation (a) and for water spray calculation (b). 
Table 1 Operating conditions of the air and the water droplets 
Continuous phase (Air) Discrete phase (Water) 
Vertical velocity: 0.8 m/s Droplet size: 50 µm 
Dry-bulb temperature: 40˚C 
Wet-bulb temperature: 28˚C 
Relative humidity: 40% 
Temperature: 28˚C 
Velocity: 20 m/s 
Cone angle: 15˚ 
 Flow rate: 0.005 kg/s 
3. Results and discussion 
3.1 Air velocity distribution 
Air velocity has a large influence on droplet trajectory and evaporation process. The air velocity 
magnitude distribution inside the cooling tower is shown in Fig. 3. The plane is cut at the middle of 
NDDCT. It can be seen that the airflow is non-uniform. The ambient air flows horizontally into the 
tower and the main flow direction changes gradually into vertical direction in the inlet area and 
become completely vertical inside the tower. The average vertical air velocity at the heat exchanger 
plane is around 0.8 m/s. The mesh independence test is shown in Table 2. 
3.2 Pre-cooling analysis of water spray 
The nozzle is placed at the central plane of the 30-degree tower and the non-uniform temperature 
distributions for different injected directions are shown in Fig. 4 (a-c). While maximum cooling was 
achieved in the center of the spray plume where droplets were highly concentrated and fully 
evaporated, lower cooling levels were achieved at the outside of the plume. This was a consequence 
of droplets trajectories (Fig. 4 (d-f). Most droplets are restricted by the air velocity to move in a small 
coverage area due to their low inertia. It is evident that our studied droplets are airborne and have low 
momentum compared to the air momentum (low Stoke number); droplets followed the airflow 
direction very rapidly in a short distance. This resulted in droplets dispersed in a narrow spray shape, 
which affect the evaporation rate and uniformity in the air cooling process. It is worthwhile to note 
that droplets travelled downwardly to ground due to gravitational effect.  
Table 2 Grid independence test results 
Grid elements Vertical air velocity (m/s) Air temperature (K) 
312,000 0.808 327.13 
839,000 0.792 326.18 
1,518,000     0.785     326.12 
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Fig. 3 Mesh independence test and vector map of the air velocity at the middle of NDDCT  
Fig. 4 Air temperature profile of the middle plane of the cooling tower for co-flow injection at 3m 
(a), downward injection at 4m (b) and upward injection at 2m (c). Droplet trajectories in the tower 
inlet area for co-flow injection at 3m (d), downward injection 4m (e) and upward injection at 2m (f). 
 
The different droplet trajectories are closely related to the nozzle placement and further influence 
spray cover area and evaporated water flowrate. Spray cover area refers to the heat exchanger plane 
affected by spray injection and is calculated as the area with a temperature range between 28 to 39.54 
˚C. The cover area fraction is the ratio of spray cover area to the heat exchanger surface area. 
Likewise, evaporated water fraction means evaporated water flowrate divided by total injected water 
flowrate. The comparisons on spray cover area and evaporated water flowrate for varied nozzle 
arrangements are illustrated in Fig. 5. For co-flow injections, nozzle placed at 3m has the best 
performance. The evaporated water flowrate is 0.00493 kg/s, indicating that almost all the injected 
droplet evaporated before they reached the heat exchanger. The 3.13 m2 spray cover area is the 
maximum one compared to cases with nozzle at 1m, 2m and 4m. But for the downward injections, 
the best performance is achieved at 4m case with 99.6% of water reach full droplet evaporation and 
3.52 m2 cover area. As to the upward injections, nozzle placed at 2m makes 99.84% water become 
evaporated and covers 37.5% (3.85 m2) of heat exchanger surface, giving the most satisfactory results. 
These comparisons put emphasis that an appropriate nozzle arrangement must be explored in order 
to reach an efficient cooling. 
(a) (b) 
(d) (e) 
(c) 
(f) 
(b) 
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Fig. 5 Evaporated water flowrate and spray cover area for various nozzle injections. (a), (c) and (e):  
Evaporated water flowrate and evaporated water fraction for co-flow injection, downward and 
upward injections; (b), (d) and (f): Spray cover area and spray cover area fraction for co-flow, 
downward and upward injections. 
The most important and direct parameter relevant to spray cooling is the temperature drop. This 
parameter has been summaried and shown in Fig. 6. In accordance with the results shown in Fig. 5, 
the best nozzle arrangement for co-flow injections is the 3m case, where the average temperature drop 
of 1.33 ˚C is the largest one. While for downward injections, 4m nozzle placement has 1.28 ˚C 
average temperature drop, achieving the largest cooling effect. This result is in consistent with the  
conclusion from the comparision made in Fig. 5. The last case is the upward injections, there is no 
doubt that the 2m case, with an average temperature drop of 1.21 ˚C, become the first choice. The 
optimal case from each injection catagory were summarized and compared in Fig. 6 (d). It is self-
evident that the best cooling effect is realized in the 3m co-flow injection. Thus, this arrangement 
ought to be the first consideration for spray cooling if a single nozzle injection is selected. 
4. Conclusions 
Our research has studied the influence of the nozzle plancement and injection direction on the 
resulting cooling of inlet air for NDDCT. The results show that both nozzle height and injection 
direction have a great impact on the cooling effect of water spray. The simulation results indicate 
that the best cooling effect is achieved when the nozzle is placed at 3m with a co-flow injection. 
This optimized results would give us an instruction about nozzle configuration for pre-cooling 
application.  
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Fig. 6 Spray cooling effect in terms of temperature reduction for various nozzle injections: (a) Co-
flow injection comparison; (b) Downward injection comparison; (c) Upward injection comparison; 
(d) Optimal injection comparison. 
References 
[1] A.E. Conradie, D.G. Kröger, Performance evaluation of dry-cooling systems for power plant 
applications, Appl. Therm. Eng. 16 (1996) 219–232. 
[2] J.S. Maulbetsch, M.N. DiFilippo, Spray cooling enhancement of air-cooled condensers, 
Electric Power Research Institute, 2003. 
[3] R.B. Boulay, M.J. Cerha, M. Massoudi, Dry and Hybrid Condenser Cooling Design to 
Maximize Operating Income, ASME Conf. Proc. (2005) 167–175. 
[4] J.S. Maulbetsch, Comparison of Alternate Cooling Technologies for California Power Plants: 
Economic, Environmental and Other Tradeoffs, Public Interest Energy Research, California 
Energy Commission, 2002. 
[5] A. Ashwood, D. Bharathan, Hybrid Cooling Systems for Low-Temperature Geothermal 
Power Production, National Laboratory of the U.S, 2011. 
[6] M.A. Chaker, Key Parameters for the Performance of Impaction-Pin Nozzles Used in Inlet 
Fogging of Gas Turbine Engines, J. Eng. Gas Turbines Power. 129 (2007) 473. 
[7] S. Molis, P. Levine, Combustion Turbine Spray Cooler Guide, (1999). 
[8] X. Li, T. Wang, Effects of Various Modeling Schemes on Mist Film Cooling Simulation, J. 
Heat Transfer. 129 (2007) 472. 
[9] J.J. Nijdam, B. Guo, D.F. Fletcher, T.A.G. Langrish, Lagrangian and Eulerian models for 
simulating turbulent dispersion and coalescence of droplets within a spray, Appl. Math. 
Model. 30 (2006) 1196–1211. 
[10] B.P. Husted, P. Petersson, I. Lund, G. Holmstedt, Comparison of PIV and PDA droplet 
velocity measurement techniques on two high-pressure water mist nozzles, (2009) 1030–
1045. 
[11] A. Lefebvre, Atomization and sprays, Hemisphere Pub. Corp., 1989.  
0.19
0.40
1.33
0.62
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1m 2m 3m 4m
T
em
p
er
at
u
re
 D
ro
p
/ 
K
Nozzle Height
Co-flow Injection
1.28
0.59
0.19
0
0.2
0.4
0.6
0.8
1
1.2
1.4
4m 3m 2m
T
em
p
er
at
u
re
 D
ro
p
/ 
K
Nozzle Height
Downward Injection
0.32
1.21
0.73
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1m 2m 3m
T
em
p
er
at
u
re
 D
ro
p
/ 
K
Nozzle Height
Upward Injection
1.21
1.33
1.28
1.1
1.15
1.2
1.25
1.3
1.35
1.4
2m upward 3m co-flow 4m downward
T
em
p
er
at
u
re
 D
ro
p
/ 
K
Nozzle Placement
Optimal Injection
(a) (b) 
(c) (d) 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-116
 Analysis of the Economic Effect of Nanoparticle Suspension In 
Phase Change Materials for Latent Heat Thermal Energy Storage  
Ralf Raud1, a *, Michael E. Cholette1,b, Geoffrey Will1,c,  
and Theodore A. Steinberg1,d  
1Queensland University of Technology, 2 George Street, Brisbane, Queensland Australia, 4000 
ar.raud@qut.edu.au, bm.cholette@qut.edu.au, cg.will@qut.edu.au, dt.steinberg@qut.edu.au 
Keywords: Latent Heat Thermal Energy Storage Design, enhanced phase change materials, PCM  
Abstract.  Low thermal conductivity is a common issue which prevents many phase change 
materials (PCM) from being used in latent heat thermal energy storage systems (LHTESS). This 
low thermal conductivity requires significantly greater heat exchange area, which further increases 
the prevalence of corrosion and the cost of the containment vessel. To improve the thermal 
conductivity, studies have been undertaken which measure the properties of PCMs with suspended 
nanoparticles. Using a method, described elsewhere, for optimizing the design of the heat exchanger 
for least cost, the effect of nanoparticle dispersion in the storage material is characterized from a 
total system cost perspective. This analysis describes the effect of the combination of system 
performance characteristics and storage material property enhancement on the total cost of the 
system. Thus, the optimum enhancement of storage material by nanoparticle dispersion is 
described. 
Introduction 
Salt mixtures and eutectics have been considered as possible storage medium for thermal energy 
going back to the 1960’s [1]. Vast amounts of effort and research have gone into studying these 
PCMs, partially due to the overwhelming number of possible combinations, which enable the 
storage temperature to be picked precisely for the application. In addition, salts are plentiful and 
cheap, as most are used in various industrial settings, such as for fertilizer, the manufacturing of 
metals, and for food processing [2]. However, the widespread adoption of salts as thermal energy 
storage medium has been limited by the generally low thermal conductivity. To combat low thermal 
conductivity, heat exchanger area must be increased, which increases the cost of the system as a 
whole. Recent work has been leaning towards the use of molten metals as PCMs; due to the 
significantly higher thermal conductivity they offer [3]. In addition, much work has been done to 
measure the effect of nanoparticle suspension on the properties of PCMs [4]. Suspension of 
expanded graphite (EG) in many different types of PCMs, such as salts, acids, and water, has been 
shown to dramatically increase the thermal conductivity. Studies have shown that by suspending 
EG in paraffin wax in 10 wt%, the thermal conductivity of the PCM is increased by 400% [5]. 
In this paper the effect of suspending EG in a one to one mixture of KNO3 and NaNO3 is studied. 
Recent work has characterized the latent heat, thermal conductivity, and apparent density of this 
PCM, which allows for the total system cost to be approximated. 
 
Theory 
 
The system geometry is assumed to be tube and shell or tube and fin. The system cost is assumed to 
be taken as the cost of the salt and the cost of the material comprising the heat exchanger, as studies 
have shown these components make up the majority of the cost [6, 7].  
To optimize the design of the heat exchanger, an input HTF temperature and desired discharging 
time are specified. Then, utilizing Bauer’s [8] time for solidification of a bulk PCM in a tube in 
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 shell geometry, these results are expanded upon to find that the time for solidification to be 
complete (ts) a distance L away from the inlet is given by: 
𝑡𝑠 = 𝑎 ∙ 𝑏 ∙ 𝐿 + 𝑎 (1) 
The derivation of Eq. (1) is given elsewhere. The variables a and b are given by:  
𝑎 =
𝛥𝐻𝑒𝜌𝑒ℓ
2
2𝜆𝑒𝛥𝑇𝑜
∙ 𝐶𝐹 ∙ 𝑁𝐸𝐹 
(2) 
 
𝑏 =
2((𝑅 + ℓ)2 − 𝑅2)𝜆𝑒
ℓ2𝑟2𝜌𝐻𝑇𝐹𝑣𝐻𝑇𝐹𝑐𝑝𝐻𝑇𝐹
∙ 𝐶𝐹 ∙ 𝑁𝐸𝐹 
(3) 
and where ΔHe is the latent heat of fusion of the PCM, ρe is the density of the eutectic, ℓ is the 
thickness of the PCM, λe is the thermal conductivity of the PCM, ΔT0 is the difference in 
temperature between the PCM melting temperature and the HTF input temperature, CF is the 
cylinder factor, and NEF is the non-equlibirum factor, both are specified by Bauer [9]. Note that for 
the tube and shell geometry, NEF is set to one. For tube and fin geometries NEF is calculated via 
the formula given by Bauer. In addition, R is the outer radius of the tube, r is the inner radius, and 
ρHTF, vHTF, and cp
HTF
 are the density, velocity and specific heat of the HTF respectivly. 
Eq. (1) is used to constrain the time for solidification. Barlow’s formula is used to ensure the pipe 
can withstand the pressure of the HTF, and the Dittus-Boelter correlation is used to set the HTF 
velocity such that the HTF can absorb the required amount of energy from the PCM. A numerical 
optimization minimizing the volume of the containment material is performed via MATLAB’s 
"fmincon" function. The optimization based on using supercritical CO2 as the heat transfer fluid, 
Inconel 600 as the heat exchanger material, and various times and input temperatures for the heat 
transfer fluid. In addition, there is a corrosion tolerance designed into the optimization to account 
for corrosion of the tube walls by the PCM. As the corrosive effects of the EG suspension have not 
been studied, we assume that the corrosion rate does not change with respect to EG concentration. 
In addition, further degradation of the PCM is ignored as commercial PCMs of similar composition 
have been used with little issues, and EG suspensions have been shown to be consistent over long 
periods of time. The properties of these materials, as used in the simulation, are presented in Table 
1. 
 
Table 1 Properties of Materials as Used in the Optimization 
HTF pressure 120 bar [9]  
HTF specific heat 2000 J/gK  
HTF density 150 kg/m
3
  
 Inconel 600 Aluminum 
Price ($/kg) 7.5    [10] 1.5    [10] 
Thermal Conductivity (W/mK) 22     [11] 225   [12] 
Density (kg/m
3
) 7780 [11] 2560 [13] 
 
Inconel 600 is chosen because of its high creep resistance, its resistance to corrosion, and its high 
strength at high temperatures. Supercritical CO2 is chosen as the HTF because it forms the basis for 
high efficiency thermal cycles currently being investigated for concentrated solar thermal power 
plants [14]. The properties of the PCM are taken from Xiao et al. [15] as this study has all three 
properties of the PCM necessary for the optimization, and all the experiments were performed on 
the same samples. This consistency is difficult to find in the literature for salt PCMs, so only one 
salt is analyzed in this study. The properties as taken from Xiao et al. are given in Table 2. 
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 Table 2 Properties of PCM [15]. 0.75$/kg is used as the cost of the PCM [16]. 
wt% of EG ΔHe 
(J/g) 
λe 
(W/mK) 
ρe 
(g/cm
3
) 
0 122 0.75 1.88 
5 109 2 1.73 
10 101 4 1.74 
20 90 6.5 1.69 
Results and Analysis 
For the first analysis, a total storage of 1000 kWh is chosen and the effect of discharge time and 
input temperature differential on the system cost is tabulated. In addition, since mass producing a 
PCM with suspended EG has an unknown cost, the cost of the suspension and the EG is assumed to 
be the same as the cost of the PCM it replaces. This assumption is nearly the best case and the 
analysis can begin by considering the best possible outcome. 
As shown in Fig. 1, the total cost decreases rapidly with increasing EG content, but the 20 wt% 
PCM suffers from increased cost across the possible simulations. 
  
Figure 1. (a) Total LHTESS cost vs wt% EG for target times of 2, 4, and 6 hours and an input 
temperature differential of 30 K. (b) Total LHTESS cost vs wt% EG for input temperature 
differentials of 10, 20, 30, and 40 K with a target charging time of 4 hours. 
 
This analysis is naïve, however. Note that: 
 
System Cost = Cost of Heat Exchanger + Cost of PCM + Cost of EG 
        =                 ‘’                    + kg of PCM ∙$/kg + kg of EG ∙$/kg 
(4) 
 
To better understand the economic benefit of the suspended EG, the marginal benefit of the cost of 
the EG must be considered. To that effect, by applying Eq. (4) to the data from Fig. 1, and fixing 
the system cost, the maximum cost of the suspension and the EG can be found. This analysis, as 
shown in Fig. 2, will give a better idea of how cost effective the addition of the EG is. 
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Figure 2. Maximum cost per kg of EG for the total system cost to be equal to the cost of 0 %wt EG, 
as a function of wt% of EG and (a) target discharge time (hr) or (b) input HTF temperature 
differential (K). 
 
Similarly to the analysis in Fig.1, for Fig. 2a the input HTF differential is 30 K, and for Fig. 2b the 
discharge time is 4 hours. Fig 2 illustrates that for fast discharging at low temperature differentials, 
EG can be extremely expensive in comparison to the pure PCM but still have a large cost savings. 
In fact, the 5 wt% EG PCM can have EG costs approaching 10 times the cost of the PCM but still 
be more cost effective than the pure PCM. This indicates that small concentrations of EG can be 
cost effective, but larger concentrations, or for systems with longer discharge times, EG suspention 
is not cost effective. For the target discharge time of 6 hours, the 10 wt% PCM has a cost savings of 
14%. This large savings is called into question however, when considering that if the EG 
suspension costs twice as much as the PCM, the savings is halved.  In addition, with recent cost 
estimates of EG approaching $12/kg[17], no EG PCM presents cost savings. This sensitivity to 
price makes the suspension a risky avenue to increase thermal conductivity. 
 
 
Figure 3. System cost of least cost EG PCM vs pure PCM with tube and aluminum fin geometry, as 
a function of (a) input temperature differential (K) or (b) discharge time (hr). 
 
Fig. 3 demonstrates the futility of suspended EG particles in this particular PCM. A tube and 
aluminum fin geometry outperforms the cheapest EG system by a consistent margin. This analysis 
assumes the cost of the EG suspension is the same as the cost of the PCM, which implies that the 
aluminum fins would outperform the EG suspension in all imaginable use cases. 
 
Conclusion 
A numerical optimization based on an analytic solution to the behaivor of PCMs in tube and shell 
heat exchangers was performed on a PCM and suspensions of various concentrations of EG in that 
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 PCM. This optimization determined the least cost heat exchanger design, which allowed for the 
total system cost to be calculated for a variety of conditions. These conditions were compared and 
the following conclusions were drawn. The 10 wt% EG suspension was the cheapest EG suspension 
solution. Cost savings of up to 30% could be realized in certain situations. However, the maximum 
cost for the EG to be cost effective was small in comparison to the PCM cost for most use cases. 
Only for low HTF temperature differentials and short discharge times was EG suspension cost 
effective. In addition, a tube and aluminum fin geometry was shown to outperform EG suspension 
in all reasonable use cases. 
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Abstract. The thermal performance of an opaque water wall system for typical winter and summer 
climatic conditions in Sydney, Australia is numerically investigated and compared against a 
conventional concrete wall system. The results show that less supplementary energy is required in 
winter than that in summer to maintain a comfortable interior temperature using both the water wall 
and concrete wall systems. Further, the water wall system performs significantly better than the 
concrete wall system of the same thickness in the winter climate of Sydney, whereas both systems 
have a similar performance in terms of energy savings in the summer. 
Introduction 
A water wall system is a building structure which makes use of the thermal mass of water for short-
term (typically over a diurnal cycle) storage of solar thermal energy [1]. It is a passive technology that 
may be used to maintain thermal comfort in buildings while reducing energy consumption. Based on 
the transmission of solar radiation in the system, water walls can be generally classified into two 
categories, i.e. opaque water walls and semi-transparent water walls. The water wall systems have 
unique advantages over other passive strategies as they have relatively large heat capacities and cost 
significantly less than thermal energy storage walls using phase change materials. A relatively large 
body of literature exists on theoretical and experimental investigations of the thermal performance of 
the water wall systems. A review of the research and development and applications of the water wall 
systems may be found in [1]. 
The most commonly adopted approach in the existing theoretical investigations of the water wall 
systems is the so-called heat balance model (HBM), which consists of a set of energy balance 
equations associated with conductive, convective, and radiative heat transfer processes [2]. This 
approach usually embodies a number of assumptions (such as one-dimensional heat conduction 
through rigid walls and a uniform temperature in individual fluid zones etc.) to simplify the problems 
in order to obtain the temperatures and heat transfer rate throughout the system. Therefore, the HBM 
does not resolve the details of the thermal structures. Nevertheless, the HBM can capture the main 
features of the system for assessing its bulk performance. It is highly efficient, is capable of simulating 
large-scale systems over an extended period of time, and has been widely adopted [3-4]. 
In contrast, computational fluid dynamics (CFD) modelling may resolve the details of the 
thermal flow structures in the water wall system, but it has attracted little attention in the water wall 
research due to the relatively high cost of CFD. The existing CFD studies of water walls are limited 
to steady state calculations only [5-6]. The purpose of the present investigation is to develop a 
transient CFD model, accounting for the time variations of solar radiation and ambient temperature, 
to evaluate the thermal performance of an opaque water wall system for the typical climatic 
conditions in Sydney, Australia. The performance of the water wall system is also compared with 
that of a conventional concrete wall system under both winter and summer conditions. 
Numerical models and tests 
Model formulation. Under consideration are a two-dimensional (2D) water wall system and a 
2D concrete wall system respectively, both attached to an uncontrolled room next to a controlled 
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room (Fig. 1). The water wall system consists of two Perspex panels (25-mm thick each) and a 
water column (0.1-m thick) at the front side (Fig. 1a), giving a total thickness of 0.15 m for the 
water wall assembly, whereas the concrete wall comprises a pure concrete slab (0.1-m thick) at the 
front side (Fig. 1b). The external Perspex panel of the water wall system is painted opaque. The 
dimensions of the uncontrolled rooms are fixed at D = H = 3 m. The controlled rooms are kept at a 
constant temperature. The surface between the controlled and uncontrolled rooms is referred to as 
Controlled Surface CS (Fig. 1), where the heat flux will be evaluated. The computational domain 
comprises the water wall or the concrete wall and the uncontrolled room only with a fix temperature 
specified on the Control Surface. 
   (a) 
   (b) 
Fig. 1.  Schematic of the numerical models. (a) Opaque water wall; (b) Concrete wall. 
Boundary Conditions. A sol-air temperature [7] is specified on the external surface of the outside 
Perspex panel or concrete panel as follows: 
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠−𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) = 𝑇𝑇𝑎𝑎(𝑡𝑡) + 𝛼𝛼𝛼𝛼(𝑡𝑡)−𝜀𝜀∆𝑅𝑅ℎ0   (1) 
where 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠−𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡)  and 𝑇𝑇𝑎𝑎(𝑡𝑡)  are the instantaneous sol-air temperature and ambient temperature 
respectively at the time instant t; I(t) is the incident total solar radiation on the external surface; α and ε 
are the absorptivity and emissivity of the external surface; h0 is the heat transfer coefficient between 
the external surface and the ambient; and ΔR is the difference between the long-wave radiation from 
the sky incident on the external surface and the radiation emitted by the external surface. In practice, 
ΔR = 0 for vertical surfaces [8]. The external heat transfer coefficient h0, which depends on the wind 
speed, is evaluated according to [9]. In order to simulate the diurnal temperature variation in Sydney, 
Australia, a sinusoidal function of the ambient temperature is specified as: 
𝑇𝑇𝑎𝑎(𝑡𝑡) = 𝑇𝑇0 + ∆𝑇𝑇2 sin[2𝜋𝜋�𝑡𝑡 − 𝑡𝑡𝑠𝑠𝑎𝑎𝑙𝑙�/𝑃𝑃] (2) 
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where P is the period of the thermal cycle, which is 24 hours; T0 is the mean ambient temperature over 
one thermal cycle; ΔT is the difference between the maximum and minimum temperatures over one 
thermal cycle; and tlag is the time lag of the ambient temperature change relative to the change of solar 
radiation, which is set to 2 hours in this study.  The incident total solar radiation on the external surface 
is given by: 
𝐼𝐼(𝑡𝑡) = �𝐼𝐼𝑚𝑚𝑎𝑎𝑚𝑚 sin(2𝜋𝜋𝑡𝑡/𝑃𝑃)       for (𝑚𝑚− 1)𝑃𝑃 <  𝑡𝑡 ≤ �𝑚𝑚 − 12�𝑃𝑃            0                                   for �𝑚𝑚 − 1
2
� 𝑃𝑃 <  𝑡𝑡 ≤ 𝑚𝑚𝑃𝑃                        (3) 
where Imax is the maximum solar radiation over one thermal cycle, and m is the sequence number of the 
thermal cycles.  
Surface CS is kept at a constant temperature Tc, whereas the top and bottom surfaces are assumed 
adiabatic. All the other internal surfaces are coupled between solid and fluid, and all the external and 
internal surfaces are assumed rigid and no-slip. Initially, the system is stationary and at a uniform 
temperature. 
The convective flows inside the water wall and concrete wall systems can be characterized by the 
usual Rayleigh number, Prandtl number and aspect ratio. Here the Rayleigh numbers in terms of the 
ambient temperature variation are fixed at 2.1 ×1013 for water and 1.52 ×1012 for air respectively; the 
Prandtl numbers are fixed at 7 for water and 0.71 for air respectively; and the aspect ratios of the room 
and the water column are 1 and 20, respectively. 
Numerical Scheme. At the above-specified Rayleigh numbers, the buoyancy-induced convection 
of water and air in the water wall and concrete wall systems is expected to be turbulent. The unsteady 
RANS (Reynolds Averaged Navier-Stokes) approach is adopted in this study. Based on the numerical 
tests of a related flow problem [10], the shear-stress transport (SST) k-ω model is adopted due to its 
better accuracy compared to other turbulence models. The two-dimensional governing equations for 
turbulent convection along with the specified boundary and initial conditions are solved using the CFD 
package ANSYS Fluent 14.  
Grid and Time-Step Dependency Tests. Grid and time-step dependency tests have been 
conducted on a water wall system under constant cooling, in which Surface CS is maintained at 22oC, 
and the outside Perspex panel is kept at 3oC. For these tests, three non-uniform meshes 60 × 78, 100 × 
130 and 200 × 260 and three time-steps 0.5s, 0.25s and 0.125s are calculated for 12 hours. The heat 
flux through Surface CS is calculated for comparison. It is found that the results obtained with the two 
finer meshes are very similar, whereas the result obtained with the coarsest mesh shows a discernible 
variation from those obtained with the finer meshes. Further, the results obtained with the different 
time-steps are almost identical. Accordingly, the medium mesh, i.e. 100 × 130, and the 0.5s time-step 
are adopted for subsequent calculations. Similarly, mesh and time-step dependency tests for the 
concrete wall system show that the 100 × 130 mesh and the 0.5s time-step provide sufficient spatial 
and temporal resolutions for the concrete wall system, and thus are adopted. 
Results and discussions 
Start-up effect. In the CFD model, stationary fluids and a uniform temperature in the water wall 
system are assumed at the start of the calculation. Therefore, a start-up effect of the model is expected 
before a quasi-steady state is established. In order to quantify the start-up effect of the model, the water 
wall system under the typical winter condition in Sydney (T0 = 12.5oC, Imax = 800 W/m2, ΔTa = 15oC, 
and wind speed 3.944 m/s) is simulated for seven thermal cycles (days). In the numerical model, 
Surface CS is maintained at 22oC, resembling a typical heated space in winter. It is found that, after 6 
full thermal cycles, the variations of the water and air temperatures from cycle to cycle is less than 
0.5%. It is therefore assumed that a quasi-steady state has been established in the water wall system 
after 6 thermal cycles. The start-up effect of the CFD model has also been tested for the concrete wall 
system, and the results show that a quasi-steady state is achieved after only 2 full thermal cycles. In 
what follows, only the data obtained in Day 7 are analysed and presented.  
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Comparison of water wall and concrete wall systems. Here the performances of the opaque water 
wall and the concrete wall systems are compared under two different climate conditions relevant to 
Sydney, Australia. The first is the typical winter condition described above, and the other is the typical 
summer condition with T0 = 27.5oC, Imax = 1,000 W/m2,  ΔT = 15oC and wind speed 3.681 m/s. Under 
the summer condition, Surface CS is maintained at 25oC, which is a typical temperature setting for an 
air-conditioned room in summer. 
   (a) 
   (b) 
Fig. 2.  Uncontrolled room air temperatures and the time lags in the water wall 
and concrete wall systems under (a) winter; and (b) summer conditions. 
Fig. 2 presents the time series of the uncontrolled room air temperature in the water wall and 
concrete wall systems under the winter and summer climate conditions respectively. It is clear in this 
figure that the uncontrolled room air temperature in the water wall system has a smaller fluctuation in 
both winter and summer than that in the concrete wall system. Under the winter condition (Fig. 2a), the 
uncontrolled room air temperature is higher than the controlled room temperature for most of the time 
in the water wall system, whereas in the concrete wall system, the daily maximum temperature in the 
uncontrolled room is significantly higher and the daily minimum temperature in the uncontrolled room 
is significantly lower than the controlled room temperature. Therefore, the water wall system is better 
than the concrete wall system in maintaining a stable temperature in the uncontrolled room under the 
winter condition. This is also true under the summer condition (Fig. 2b). However, from the thermal 
comfort and energy consumption points of view, the concrete wall system is better than the water wall 
system during the late night and early morning in summer. The results in Fig. 2 also show that the 
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uncontrolled room air temperatures in both the water wall and concrete wall systems are significantly 
higher than the controlled room temperature in summer, which indicates that both systems have a 
worse overall performance in summer than that in winter.   
The time lags of the daily peak temperature calculated for the water wall and concrete wall systems 
are also indicated in Fig. 2, which compares the time histories of the averaged air temperature in the 
uncontrolled room against that of the prescribed sol-air temperature in Day 7. Clearly the time lag is 
larger in the water wall system than that in the concrete wall system under both climate conditions, 
which means that the uncontrolled room air temperature responds to the switch of the thermal forcing 
more quickly in the concrete wall system than that in the water all system. Quantitative data show that 
the time lags in the concrete wall system are almost the same in winter and summer (4.48 and 4.45 
hours respectively), whereas the time lag in the water wall system in summer (5.08 hours) is slightly 
less than that in winter (5.45 hours). 
 
Fig. 3.  Comparisons of the heat fluxes through Surface CS in the water wall and 
concrete wall systems under the different climate conditions. 
Fig. 3 depicts the calculated heat fluxes through Surface CS in the water wall and concrete wall 
systems under the winter and summer conditions. Similar to that observed for the uncontrolled room 
air temperature, the fluctuation of the heat fluxes is evidently smaller in the water wall system than that 
in the concrete wall system. It is seen that both the water wall and concrete wall systems produce 
higher heat fluxes in summer than that in winter. Further, the heat fluxes are positive throughout almost 
the whole thermal cycles under the summer condition, which means excessive heat must be removed 
by air-conditioning in order to maintain a comfort environment in the controlled room. In winter, 
however, the heat loss from the controlled room must be compensated by supplemental heating in 
order to maintain thermal comfort. It can be seen in Fig. 3 that negative heat flux occurs for 
approximately half of the diurnal cycle in the concrete wall system in winter, whereas the occurrence 
of negative heat flux is insignificant in the water wall system. This comparison indicates that the water 
wall system has a much better thermal performance than the concrete wall system in winter. 
A further quantitative comparison of the supplemental energy consumptions shows that both the 
water wall and concrete wall systems consume significantly more supplemental energy in summer 
(3613.32 and 3652.93 KJ/m2 respectively) than that in winter (63.11 and 897.94 KJ/m2 respectively). 
The difference in the supplemental energy consumptions between the water wall and the concrete wall 
systems is very large in winter, but insignificant in summer.  
Conclusions 
The thermal performance of an opaque water wall system is compared against a conventional 
concrete wall system based on transient CFD modelling for the typical winter and summer climates of 
Sydney, Australia. The present numerical results have revealed that the thermal performance of the 
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water wall in winter is better than that in summer since significantly less supplemental energy 
consumption is needed in winter. Further, the temperature fluctuations are smaller in the water wall 
system than that in the concrete wall system for both winter and summer climate conditions, and a 
relatively larger time lag is found in the water wall system for both climate conditions considered. The 
water wall system requires significantly less supplemental energy for space heating than that of the 
concrete wall in winter, whereas both the water wall and concrete wall systems have similar energy 
performance in summer. Therefore, it is concluded that an opaque water wall system is more suitable 
than a concrete wall system for regions with climate conditions similar to the winter condition in 
Sydney, Australia. 
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Abstract. This paper presents a numerical study on the incorporation of micro-encapsulated phase 
change materials (mPCM) in ventilated hollow core slabs (VHCS) for cooling office buildings 
under hot climatic conditions. The numerical procedure adopted in this study was developed 
previously using the finite volume solver ANSYS Fluent 14, where the standard k-ε model was 
used to evaluate the typical turbulent mixed convection conditions encountered inside the VHCSs. 
The impact of the mPCM content, the mPCM type and the hollow core ventilation rates 𝑢௜௡ on the 
slab’s cooling potential are evaluated by considering an ideal room temperature case representative 
of a low thermal mass building, in which the room temperature during night time is significantly 
affected by external temperature variations. The present results indicate that the best performing 
mPCM type depends on the ventilation rate (i.e. mPCM20 - the mPCM with a phase changing 
temperature of 20 ℃ when 𝑢௜௡ ≤ 2 m/s, and mPCM19 when 𝑢௜௡ = 5 m/s) and is independent of the 
mPCM content (up to 20 % composition). 
Introduction 
The energy demand on mechanical cooling systems used in office buildings can be reduced 
drastically if the day time heat gains are removed by ventilating the building naturally using cold air 
at night [1]. The effectiveness of the night ventilation is largely dependent on the building’s thermal 
mass structure. Ventilated hollow core slabs (VHCS) enhance the use of building thermal mass by 
increasing the contact between the ventilation air and the structure, while recent studies [2-3] show 
that PCMs have the potential to increase building thermal mass with a minimal impact on the 
structural weight.  
This paper presents a study on the impact of incorporating various types and amounts of micro-
encapsulated phase change materials (mPCM) in VHCSs for the cooling of typical office buildings 
using a numerical procedure developed and validated previously [4]. It is assumed that the modeled 
VHCS units form the floor/ceiling slabs in a multi-storey office building, where the bottom surfaces 
of the slabs are exposed, thus influencing the thermal behavior of the lower room. The room spaces 
are, however, not modeled and the temperature of the upper and lower spaces adjacent to the VHCS 
unit is hypothesized by specifying ‘free stream’ boundary conditions representative of a low 
thermal mass building envelope. The room temperatures are varied during the night (to reflect the 
external temperature influence) and maintained constant during the day (to emulate mechanical 
thermal control in typical office buildings). VHCSs incorporating various types and amounts of 
mPCMs are compared based on the slab’s cooling potential, which is quantified using the area-
weighted average heat flux at the lower surface of the slab over an 8-hour office work period, 9 am 
to 5 pm (referred to as  𝑞௔௩௘.௕௦.଼௛ᇳ  W/m2).  
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 Methodology and numerical procedures  
Geometry and boundary conditions. The geometry of the 3D VHCS used in this study as 
implemented in [4] is shown in Fig. 1. The daily inlet air temperature 𝑇௜௡ (℃) is defined by a 
simplified expression representative of the typical external temperature profile during summer 
season in Sydney, −6𝑆𝑖𝑛(𝜋𝑡/12) + 22, where 𝑡 is the air flow time in hours. Ventilation (𝑢௜௡) is 
switched on only during night time (6 pm to 6 am, corresponding to 𝑡 = 0-12 hours) to simulate the 
night time ventilation in VHCS applications. The room temperature RT (℃) is defined by the 
sinusoidal expression −4𝑆𝑖𝑛(𝜋𝑡/12) + 22, which produces a temperature profile that is lower in 
magnitude than 𝑇௜௡ by 2 ℃ (representing the behavior in low thermal mass buildings). The room 
temperature during the day time (6 am to 6 pm) is set constant at 22 ℃ to emulate mechanical 
thermal control in typical office buildings. The total heat transfer coefficient  ℎ௧௢௧௔௟ on the top and 
bottom surfaces of the VHCS is set to 10 W/m2K. The thermo-physical properties of air, pure 
concrete and screed are assumed to be as those given in [4], while those of the mPCM incorporated 
concretes are estimated based on the mass weighted average of the thermo-physical properties of 
the pure mPCM and pure concrete [5]:  
 
𝑃௖௢௠௣ =  𝑃௠௉஼ெ(𝑋௠௉஼ெ) + 𝑃௖௢௡௖(1 − 𝑋௠௉஼ெ)     (1) 
where 𝑃௖௢௠௣ is the thermo-physical property of the mPCM-concrete composite, 𝑃௠௉஼ெ is the 
thermo-physical property of the pure mPCM, 𝑃௖௢௡௖ is the thermo-physical property of the pure 
concrete, and 𝑋௠௉஼ெ is the fraction of mPCM present in the composite. The values for 𝐶௣, 𝜌 and 
𝜆 of pure concrete, as well as the latter two for pure mPCMs (taken as 870 kg/m3 and 0.2 W/mK, 
respectively), are assumed to be temperature independent, while the dynamic 𝐶௣ curves for four 
pure mPCM types corresponding to phase change temperatures (𝑇௉஼) of 18 ℃ (mPCM18), 19 ℃ 
(mPCM19), 20 ℃ (mPCM20) and 21 ℃ (mPCM21) are estimated as follows: 
𝐶௣ =  𝐶௣(௦௢௟௜ௗ) + ௔ఙ√ଶగ 𝑒
ି൫೅ష೅ು಴൯
మ
మ(భ/഑మ)       (2) 
where 𝐶௣(௦௢௟௜ௗ) is the specific heat capacity of the pure mPCM in solid state (J/gK), 𝑎 = 𝑄 for 
𝑇 ≤ 𝑇௉஼ and 2𝑄 for 𝑇 > 𝑇௉஼  in which 𝑄 is the latent heat of the mPCM, taken as 185 J/g, 𝜎 is the 
standard deviation of 𝑇௉஼ taken as 0.9 for 𝑇 ≤ 𝑇௉஼  and 1.8 for 𝑇 > 𝑇௉஼ , and 𝑇 is the temperature at 
which 𝐶௣ is sought (℃). The validity of modelling PCMs by treating them as solid materials with 
dynamic 𝐶௣ curves (such as that produced by Equation (2)) is presented in [6]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Schematic of the 4.0 m long VHCS geometry adopted in this study [4]. 
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 Turbulence modeling, numerical schemes and spatial & temporal discretisation. The 
turbulent mixed convection taking place inside the hollow cores is modeled using the the Standard 
k-ε model [7] coupled with an enhanced wall treatment method [8-9], while the effect of buoyancy 
forces on the flow is accounted for using Boussinesq approximation. All the simulations are carried 
out using the finite volume solver ANSYS Fluent 14 [9]. The governing equations are discretised by 
the second order upwind scheme for advection terms and central differencing scheme for diffusion 
terms, and the coupling of the velocity and pressure fields is carried out using the SIMPLE scheme. 
The time step (10 s) and the grid for use in the analysis are determined based on a combined grid 
and time-step dependence test conducted considering the highest ventilation rate assumed in this 
study, using three sets of meshes (coarse, medium and fine) with three corresponding time-steps. 
For brevity, details of the grid and time-step dependence test are not presented here. 
Results 
Transient temperature and heat flux variation at the bottom surface of the slab. The area-
weighted average transient temperature 𝑇௔௩௘.௕௦ (℃) and heat flux  𝑞௔௩௘.௕௦ᇳ  (W/m2) at the bottom 
surface of the slab obtained from the simulations for all mPCM types, mPCM contents and 𝑢௜௡ 
values exhibit similar trends. The typical trends are depicted in Fig. 2a, using the results calculated 
with the case of 5% mPCM20 (and 𝑢௜௡ = 2 m/s). The parameter 𝑞௔௩௘.௖௦ ᇳ  in Fig. 2a represents the 
area-weighted average heat flux at the hollow core surfaces. In the following discussions, the heat 
flux into and out of the slab are considered positive and negative, respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 (a) Typical curves for the transient variation of 𝑇௔௩௘.௕௦, 𝑞௔௩௘.௕௦ᇳ  and 𝑞௔௩௘.௖௦ᇳ  
values at the bottom surface of the slab, illustrated using the results obtained for 
mPCM20 with 5% mPCM content and 𝑢௜௡ = 2 m/s, (b) vertical temperature profiles at 
the middle of the slab during mid-day (12 pm) illustrated using the results obtained 
for mPCM20 with 0% and 5% mPCM content and 𝑢௜௡ = 2 m/s. 
 
Heat is removed from the slab through the hollow core surfaces (by means of the hollow core 
ventilation air) during the night time, i.e. 𝑞௔௩௘.௖௦ᇳ  values are mostly negative during the night 
(between 6 pm and 6 am). Meanwhile, the sinusoidal variation of the room temperature below 22 oC 
during the night time tends to reduce the bottom surface temperature 𝑇௔௩௘.௕௦ (Fig. 2a) and hence, for 
most part of the night, 𝑇௔௩௘.௕௦ remains well above the varying room temperature, resulting in heat 
transfer out of the slab through the bottom surface (i.e. negative 𝑞௔௩௘.௕௦ᇳ  values during most part of 
(a) (b) 
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 the night). The resulting cooling effect of the VHCS through the bottom surface combines with the 
cooling due to the heat removal through the hollow cores surfaces, resulting in the provision of a 
considerable cooling potential (through the bottom surface) during the day time (i.e. positive 𝑞௔௩௘.௕௦ᇳ  
values between  6 am and 6 pm).  
The impact of casting VHCS with and without mPCM on the temperature distribution within the 
slab during the day time is depicted in Fig. 2b, which presents the temperature profiles plotted along 
a vertical line taken at the middle of the slab at 12 pm. The temperature values corresponding to the 
0% mPCM20 case (i.e. no mPCM present in the slab) are considerably higher than those 
corresponding to the 5% mPCM20 case (i.e. 5% mPCM present in the slab). This variation is 
explained by the fact that the presence of mPCM increases the 𝐶௣ of the slab mass, allowing heat 
absorption without significant increase in the temperature of the slab mass. As such, a larger 
difference between the slab surface temperature and the constant room temperature is maintained 
during the day time in the 5% mPCM case, resulting in more heat absorption through the surface of 
the slab than with the case of 0% mPCM.  
 
Comparison of the slab’s cooling potential with different mPCM types, mPCM contents 
and ventilation rates. Analysis on the dependence of the mPCM type on the slab’s performance 
showed that, regardless of the mPCM content, the use of mPCM20 leads to the highest cooling 
potential when the ventilation rate is at or below 2 m/s (i.e. 6,000 ≤ 𝑅𝑒 ≤ 24,000, which represents 
low to moderate turbulence) while at 𝑢௜௡ = 5 m/s (i.e. 𝑅𝑒 ≥ 60,000, which represents relatively 
high turbulence), better cooling is provided with the use of mPCM19. These trends are depicted in 
Fig. 3, which shows the  𝑞௔௩௘.௕௦.଼௛ᇳ  values calculated for 5% mPCM content  when 𝑢௜௡ = 2 m/s (Fig. 
3a) and 5 m/s (Fig. 3b), with the 0% mPCM cases shown as a references. As such, it can be inferred 
that the ideal mPCM type to be adopted for use with the low thermal mass building application 
considered in this study depends not only on the thermal conditions of the ambient, but to some 
extent, also on the ventilation rate used. This is because, with relatively high turbulence inside the 
hollow cores during night ventilation (represented by the case with 𝑢௜௡ = 5 m/s), the temperatures 
within the slab mass during the night time reduces to an extent where an mPCM type with a lower 
phase change temperature (mPCM19) performs better. Nevertheless, it is worth noting that such 
high ventilation rates (𝑢௜௡ = 5 m/s) may be costly to achieve inside VHCSs in real applications, and 
hence, the results obtained with 𝑢௜௡ ≤ 2 m/s are considered more representative.  
 
  
 
 
 
 
 
 
 
 
 
Fig. 3 Variation of the slab’s cooling potential with mPCM type considering cases 
with (a) 𝑢௜௡ = 2 m/s and (b) 5 m/s, illustrated for mPCM contents of 0% and 5%. 
 
The effect of increasing the content (up to 20% composition) of each mPCM type (𝑇௉஼ = 18-21 oC) 
on the cooling potential of the VHCS, considering low and high ventilation rates is depicted in Fig. 
(a) (b) 
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 4. When the content of mPCM18 (Fig. 4a) and mPCM21 (Fig. 4d) in the VHCS is increased, 
𝑞௔௩௘.௕௦.଼௛ᇳ  values increase to reach a peak point after which they decrease at both ventilation rates. 
The locations of these peaks are dependent on the ventilation rate, with the peaks occurring at 5% 
mPCM and 10% mPCM for low (𝑢௜௡ = 0.5 m/s) and high (𝑢௜௡ = 5 m/s) ventilation rates, 
respectively. Analysis of results for 𝑢௜௡ values 1 m/s and 2 m/s (low to moderate ventilation rates) 
showed that the peaks occurred at 10% mPCM as well (i.e. as for 𝑢௜௡ = 5 m/s). This behaviour is a 
consequence of the fact that under the adopted boundary conditions, the latent heat 𝑄 of mPCM18 
and mPCM21 are not fully utilised because most part of the dynamic region of the 𝐶௣ curves fall 
outside the temperature distribution within the slab. On the other hand, the other thermo-physical 
properties of the slab (𝜆 and 𝜌) decrease consistently with increasing mPCM content. Under these 
conditions, two important quantities which characterise the amount and the ease at which heat is 
stored in the slab, i.e. the volumetric heat capacity  𝐶௩௢௟ (given by 𝜌𝐶௣) and the thermal inertia 𝐼 
(given by ඥ𝜌𝜆𝐶௣), respectively, tend to decrease. As a result, after a certain mPCM content, the 
decrease in the slab’s cooling potential due to decrease in 𝜆 and 𝜌 of the concrete dominates over 
the effect of increase in 𝐶௣, producing lower 𝑞௔௩௘.௕௦.଼௛ᇳ  values at higher mPCM contents.  
 
 
 
 
 
 
 
Fig. 4 Variation of the slab’s cooling potential (𝑞௔௩௘.௕௦.଼௛ᇳ ) with mPCM content (%) 
and 𝑢௜௡, calculated for (a) mPCM18, (b) mPCM 19, (c) mPCM20 and (d) mPCM21. 
 
In contrast, the results for mPCM19 (Fig. 4b) and mPCM20 (Fig. 4c) indicate that the cooling 
potential of the slab increases with the increase in the mPCM content within the entire range 0-20% 
(for all the ventilation rates). This is explained by the fact that, under the considered boundary 
conditions, the dynamic region of the  𝐶௣ curves for mPCM19 and mPCM20 fall well inside the 
temperature distribution within the slab. Consequently, under the adopted room temperature 
conditions, the mPCM types that provide the highest thermal performance of the slab are mPCM20 
(for 𝑢௜௡ ≤ 2 m/s) and mPCM19 (for 𝑢௜௡ = 5 m/s). Nevertheless, the cooling benefit of using more 
than 10% of mPCM19 or mPCM20 is insignificant at all ventilation rates (Fig. 4b-c). For instance, 
with mPCM20 and 𝑢௜௡ = 5 m/s, the improvement in the slab’s cooling potential due to increase in 
the mPCM content from 10% to 20% is less than 1%, as inferred from the almost constant 𝑞௔௩௘.௕௦.଼௛ᇳ  
values between 10% and 20% mPCM contents in Fig. 4c.  
Conclusions 
A numerical procedure developed and validated previously has been used to study the benefits of 
integrating micro-encapsulated phase change materials in VHCSs ventilated at night for cooling 
applications in office buildings. Considering room temperature conditions representative of low 
(a) (b) (c) (d) 
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 thermal mass buildings, the influence in varying the mPCM content, the mPCM type and the 
ventilation rates have been investigated to determine the impact of their variations on the thermal 
performance of the slabs during the office hours. The results indicate that the best performing 
mPCM type depends on the ventilation rate (i.e. mPCM20 when 𝑢௜௡ ≤ 2 m/s and mPCM19 when 
𝑢௜௡ = 5 m/s, regardless of the mPCM content). Furthermore, the use of high contents of some 
mPCM types result in lower cooling potentials, which can be prevented by ensuring that the 
dynamic temperature range of the mPCMs selected for a particular application remains within the 
temperature ranges encountered. Under the room temperature condition considered in this study, the 
mPCM types that lead to an increase in the cooling potentials with the increase in the mPCM 
content (up to 20%) are mPCM19 and mPCM20 (where the higher cooling potential among the two 
depends on the ventilation rate). However even with these ‘appropriate’ mPCM types, the 
improvement in the cooling potential is insignificant for mPCM contents beyond 10%, regardless of 
the ventilation rate. It is believed that the comparative study presented here provided insight into the 
thermal behaviour of VHCS as adopted in low thermal mass building applications and how their 
cooling performance is influenced by the amount and type of the phase change material as well as 
by the assumed ventilation regime.  
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Abstract. Most of the electrical energy delivered to the data centre Information Technology (IT) 
systems is released in the form of heat. Because cooling accounts for approximately 37% of electricity 
use in data centres improving cooling efficiency presents a significant opportunity to reduce IT energy 
costs [1]. This shows the importance of the efficient thermal management of data centres. In this 
paper, a numerical analysis of flow and temperature distribution of a raised-floor data centre is 
conducted. The flow patterns and temperature profiles leads to a detailed exergy analysis of the data 
centre, which results in better understanding of irreversibilities in the room airspace. The impact of 
various data centre room design techniques including cold-aisle containment, hot-aisle containment 
and employing ceiling ducts on the thermal performance of the data centre is investigated using the 
second law of thermodynamics. 
Introduction 
Data centres typically consist of racks of servers and IT equipment, computer room air-
conditioning (CRAC) units, and air distribution systems that supply cold air to the server racks and 
extract hot exhaust air from the racks back to the CRACs. In most situations, CRAC units are used to 
deliver cold air to the server racks through perforated tiles placed over an under-floor plenum. The 
data centre rack layout is predominantly the hot-aisle/cold-aisle (HACA) arrangement. In the cold 
aisle, the cold air from CRAC units is blown through the perforated tiles to the computer equipment 
in the racks. In the hot aisle, the hot exhaust air is then pushed out and forced towards the ceiling of 
the room, where it is collected by the intake of the CRAC units. Most of the electrical energy delivered 
to the data centre IT systems is released in the form of heat. Inefficiencies such as hot air recirculation 
causing hot-spots and cold air bypass leading to short-circuiting of CRACs will have a significant 
impact on the thermal manageability and energy efficiency of the cooling infrastructure. Therefore, 
efficient thermal management of data centres is a significant challenge. Computational fluid dynamics 
(CFD) is an excellent tool to study the cooling issues in data centres. In the last decade, extensive 
research has been conducted to study thermal management in data centres using CFD [1-5].  
In this paper, a data centre is studied by CFD analysis to provide the detailed flow and thermal 
fields. The impact of various data centre room design techniques including cold-aisle containment, 
hot-aisle containment and employing ceiling ducts on the thermal performance of the data centre is 
investigated using second law of thermodynamics. 
CFD Simulation 
A prototype data centre is modelled as an 8×3.2×6 m3 enclosure located over a 60 cm deep under-
floor plenum. There are two CRAC units with a nominal cooling load of 80 kW. The cold air from 
these CRAC units is supplied to the perforated tiles at 16oC with a flow rate for CRAC 1 of=4 m3/sec 
and CRAC 2 of=3 m3/sec. This cold air is delivered to the front of the racks located in the cold aisle, 
and the resultant hot exhaust air from the racks is returned back to the CRAC unit as shown in Fig. 1. 
There are seven perforated tiles (0.6 m × 0.6 m size) in the data centre placed in the cold aisle in front 
of each rack. There are three rows of racks with 1 kW, 3 kW and 7 kW heat load respectively from 
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 left to right in Fig. 1. Each row consists of 7 racks with the same heat load, as shown in Fig. 1. The 
temperature difference across each rack is set as 10 oC. 
Steady state numerical solutions for the velocity and temperature have been obtained using 
FloVENT v9.2 by Mentor Graphics Mechanical Analysis [6] employing a Cartesian grid and the 
standard – turbulence model. For the model, grid dependency tests were conducted, with the 
monitoring parameter being the maximum temperature in the room, and 501,120 cells were found to 
be adequate. 
 
Fig. 1  Schematic of the modelled data centre 
 
To analyse the data centre thermal performance, a thermodynamic-based performance metric is 
deployed. From the second-law of thermodynamics, the main sources of exergy losses for the data 
centre environment are associated with the mixing of hot-air and cold-air streams in the room air-
space caused by hot air recirculation. Any irreversibility in the data centre environment results in 
increasing exergy destruction. As discussed by Fakhim et al. [7], the data centre airspace can be 
divided into two main zones: the data centre environment airspace excluding racks (AE), and airflow 
inside the racks (AR). The exergy destruction in AE is obtained as: 
     ?̇?𝑑,𝐴𝐸 = ∑ ?̇?𝑟 [𝐶𝑝(𝑇𝑜𝑢𝑡,𝑟 − 𝑇𝑖𝑛,𝑟) − 𝑇0 (𝐶𝑝𝑙𝑛 (
𝑇𝑜𝑢𝑡,𝑟
𝑇𝑖𝑛,𝑟
))] + ∑ ?̇?𝑅 [𝐶𝑝(𝑇𝑖𝑛,𝑅 − 𝑇𝑜𝑢𝑡,𝑅) −
𝑇0 (𝐶𝑝𝑙𝑛 (
𝑇𝑖𝑛,𝑅
𝑇𝑜𝑢𝑡,𝑅
))], 
 (1) 
where Tin,r and Tout,r are average inlet and outlet temperature for a rack, respectively and T0 is the 
supply CRAC temperature. Tin,R and Tout,R are the average inlet and outlet temperature from the room, 
respectively. In Eq. 1, the first term is the exergy transfer associated with the rack, and the second 
term represents the exergy transfer associated with the CRAC unit. From the CFD results, rack and 
CRAC inlet and outlet temperatures are obtained. The lower the exergy destruction in the airspace 
environment ( ?̇?𝑑,𝐴𝐸), the better the performance of the data centre.  
In order to analyse the effect of the room design on the data centre performance, four different 
designs are studied in addition to the base model (model 1) as shown in Table 1. 
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Table 1 Schematic of various models 
Model 
 
Schematic of the design 
 
Description of the model 
 
Model 1 
 
Base model. 
Model 2 
 
 
 
In model 2 angled funnels are installed to 
lead the hot air from the back of the racks to 
the ceiling cavity of 64cm height. Sealed 
chimneys are also placed on CRAC units to 
convey the hot air from the ceiling space to 
the CRAC unit intakes. 
 
 
Model 3 
 
 
In model 3 the vertical funnels are used to 
extract heat from hot aisle whereas the rest 
of the configuration is same as model 2. 
 
Model 4 
 
 
Hot aisle containment: Model 4 utilises the 
same ceiling plenum and chimney system as 
outlined in model 3 along with implementing 
a physical barrier at the ends of the hot aisles 
by adding solid panels. 
Model 5 
 
 
Cold aisle containment: Model 5 is 
developed by implementing a physical 
panels at the tops and ends of the cold aisles 
of model 1. These covers can contain the 
cold air being delivered through the 
perforated tiles forcing the cold supplied air 
to entering the rack. 
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 Results 
The results obtained from these configurations are shown in Fig. 2, comparing exergy destroyed in 
airspace for different room designs. As can be seen all the modifications to the base model, Model 1, 
have reduced exergy destruction. While the improvement in performance of Models 2-4 is relatively 
minor, Model 5 shows a very significant reduction in exergy destruction. 
 
 
Fig. 2  Exergy destruction in airspace for different room designs 
 
The temperature distribution and velocity field across the rack for models 1-5 are shown in Fig. 3.  
It can be seen that in basic room design (model 1), the return air from the hot aisles is able to 
infiltrate into the cold aisles, as indicated by the velocity vectors. This causes recirculation to take 
place in the region labelled “A” in Fig. 3(a) Therefore, the inlet temperature of the racks increases 
along with the exergy associated with the racks which ultimately gives rise to exergy destruction in 
the airspace. 
However with the inclusion of a ceiling duct, as shown in Fig. 3(b), there has been a significant 
reduction in the recirculation of hot air as almost all of the return air is being directed towards the 
ceiling. Fig. 3(b) also shows that the area above the rack is significantly cooler, which is due to the 
use of ducting funnels which prevent the hot air from infiltrating the cold aisle. Therefore, the cold 
supply air can reach the top of the racks leading to a more uniform temperature distribution in the 
cold aisles. This reduces the exergy associated with the racks. Since all of the exhausted hot air enters 
the CRAC from the ducting the recirculation in the surrounding of the CRAC unit also reduces which 
increases the exergy associated with the CRAC units. As per Eq. 1, the exergy destroyed in the 
airspace is the difference of the exergy associated with the racks and the exergy of the CRACs, 
therefore there is an overall decrease in the exergy destroyed in the airspace. It may also be noticed 
that the maximum temperature of the room in this case has also reduced. However there is still some 
amount of infiltration of hot air into the cold aisle as some of the exhaust air bypasses the angled 
funnel and gets mixed with cold air in the regions labeled “B” and “C”. 
The effect of changing the angle of the funnels is also investigated in model 3 as shown in Fig. 
3(c) in which the funnel walls are extended vertically form the inner corners of the racks. The amount 
of air which bypasses the funnels is reduces, as may be observed in the  regions labelled “D” and “E”, 
and thus the region above the racks is at a much lower temperature as compared to model 2. However 
there is no any major effect on the exergy destruction as a result, as there is only a 1.34% decrease in 
exergy destruction in the airspace for model 3, as compared to model 2. 
Model 4 is a result of further modification to model 3 by the introduction of hot aisle containment, 
shown in Fig. 3(d). The results obtained from this model showed a decrease of 4.7% in airspace 
exergy destruction as compared to model 3. There is also a further reduction in the temperature in the 
regions above the top of the racks, labeled as “P” and ”Q”, and thus there is a more uniform 
temperature distribution of the supply air at the top of the racks. 
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(a) Model 1 
 
(b) Model 2 
 
(c) Model 3 
 
(d) Model 4 
 
(e) Model 5 
Fig. 3  Temperature distribution and velocity vectors for all models at z=9.9 m (Middle of the 
rack row) 
 
Additional results for Model 4 are shown in Fig 4, showing that the use of hot aisle containment 
utilises in combination with the ceiling ducting is effective at reducing the infiltration of hot air into 
the cold aisle from the sides of the rack, as demonstrated by the velocity vectors in the hot aisles. This 
results in a further decrease in the exergy associated with the racks. The maximum temperature in the 
room also reduced. Hence there is a further decrease in the exergy destroyed in airspace.  
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Fig. 4  Temperature distribution and velocity field in room space at a height of 2.4 m for model 4 
 
Another strategy for separating hot and cold air is the deployment of the cold aisle containment, 
as shown in model 5 in Fig. 3(e). The results obtained with this configuration showed a significant 
reduction in the exergy destruction, of 57.7%, in the airspace in comparison to the hot aisle 
containment configuration of Model 4. This is due the fact the supply cold air is totally contained in 
the cold aisle as the top and sides of the cold aisle region is covered by solid panels which completely 
blocks the infiltration of hot air from the top and sides of the server racks, as can be seen in Fig. 3(e). 
Therefore the air received by the inlet of the rack units has a temperature almost equal to the supply 
air from the perforated tiles. Thus we get a uniform temperature region in both the hot and cold aisles. 
It may also be noticed that there is a major decrease in the room maximum temperature as compared 
to the previous cases. This reduces the exergy associated with the racks, on the other hand the exergy 
associated with the CRAC units increases as they receive the hot air with a much more uniform 
temperature, without any mixing of cold air, leading to the lowest value for the exergy destruction in 
the airspace. 
Concluding Remarks 
Application of Exergy analysis on a prototype data centre is presented. The thermal performance of 
the data centre is investigated by second-law based metric. The impact of various data centre room 
design techniques including cold-aisle containment, hot-aisle containment and employing ceiling 
ducts, on the thermal performance of the data centre is investigated using the second law of 
thermodynamics. 
References 
 
[1] J. Rambo and Y. Joshi, "Convective Transport Processes in Data Centers," Numerical Heat 
Transfer, Part A: Applications, vol. 49, pp. 923-945, 2006/12/01 2006. 
[2] S. V. Patankar, "Airflow and Cooling in a Data Center," Journal of Heat Transfer, vol. 132, 
pp. 073001-17, 2010. 
[3] B. Fakhim, M. Behnia, S. W. Armfield, and N. Srinarayana, "Cooling solutions in an 
operational data centre: A case study," Applied Thermal Engineering, vol. 31, pp. 2279-2291, 10// 
2011. 
[4] J. Rambo and Y. Joshi, "Modeling of data center airflow and heat transfer: State of the art and 
future trends," Distributed and Parallel Databases, vol. 21, pp. 193-225, 2007. 
[5] D. Agonafer and V. Mulay, "Thermal Management of Data Centers," 2007. 
[6] "FloVENT," ed: Mentor Graphics Mechanical Analysis Division, 2010. 
[7] B. Fakhim, N. Srinarayana, M. Behnia, and S. W. Armfield, "Analysis of exergy destruction 
in data centres," in 13th IEEE Intersociety Conference on Thermal and Thermomechanical 
Phenomena in Electronic Systems (ITherm) 2012, pp. 781-789. 
Proceedings of the 10th Australasian Heat and Mass Transfer Conference (AHMT2016), Brisbane, Australia, July 14-15, 2016
AHMT2016-140
Prediction of effective heat transfer performance of metal foam heat 
exchangers 
Sahan Trushad Wickramasooriya Kuruneru1,a, Emilie Sauret1,b*, Suvash 
Chandra Saha1,c, YuanTong Gu1,d 
 
1School of Chemistry, Physics & Mechanical Engineering, Queensland University of 
Technology, Brisbane, Australia 
asahan.kuruneru@hdr.qut.edu.au, bemilie.sauret@qut.edu.au, csuvash.saha@qut.edu.au, 
dyuantong.gu@qut.edu.au 
 
Keywords: metal foam heat exchanger, Weaire-Phelan, heat transfer 
 
Abstract.  
A numerical investigation of heat transfer performance of metal foams is conducted to predict 
the local temperature distribution of the flow and metal foam ligaments. This examination 
will serve as a stepping stone to better optimize metal foam heat exchanger designs. An 
idealized Weaire-Phelan metal foam model is used in this investigation. The magnitudes of 
local temperature hotspots differ due to the foam’s geometric profile, namely the foam fibre 
thickness. The heat transfer characteristics of the fouling zone is predicted based on the foam 
wall’s temperature distribution hot spots.  
Introduction 
Heat exchangers are omnipresent in an array of applications such as power stations, 
electronics cooling, and HVAC&R.  The global heat exchanger market is projected to reach 
US $78.16 billion by 2020 [1]; a major challenge lies in developing more innovative, 
economical, and effective heat transfer technologies. One such material that is gaining 
extensive popularity is metal foams. Open-cell metal foam, a class of highly porous material, 
exhibits superior qualities such as high thermal conductivity, high surface area to volume 
ratio, low weight [2]. The stochastic orientation of these fibrous structures enhance 
turbulence and fluid mixing. This trait makes metal foams an attractive material in a number 
of applications such as compact heat exchangers.  
Metal foam heat exchangers are shown to have superior heat transfer performance as 
compared to that of a conventional finned tube heat exchanger [3]. A study by Bai & Chung 
[4] has found that a foam filled tube has a heat transfer rate two orders of magnitude higher 
than an open tube macro channel.A copper foam heat exchanger based on 45 pores per inch 
(PPI) is shown to exhibit a higher heat transfer rate than a bare tube bundle by a factor of six 
at the same fan power [5].A study by Mahdi et al. [6] experimentally concluded that 
aluminium-foam Central Processing Unit (CPU) heat exchangers yield 70% lower thermal 
resistance compared to fin-based CPU heat exchangers. However, this was based on natural 
convection and single phase flows (hot air) and the effects of dust-laden flows on the overall 
thermal resistance on both aluminium and copper foams hasn’t been investigated. Seyf & 
Layeghi [7]conducted a comparative assessment of the heat transfer performance of a fin heat 
sink with and without metal foams. In some cases, an increase in Reynolds number and 
decrease in foam porosity, results in a 400 % increase in the Nusselt number.  
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All of these studies is confined to single-phase flows; however, many applications such as 
heat exchangers are based on multiphase flows, such as, particle-laden gas flows in air cooled 
heat exchangers. Kuruneru et al. [8] examined poly-disperse particulate fouling in an 
idealized metal foam heat exchanger but the study is restricted to simple 2D isotropic 
configurations and the effects on heat transfer was not considered.  The existing literature is 
devoid of examining the potential impact particulate fouling may have on the effective 
thermal performance of a metal foam heat exchanger.  
The goal of this work is to examine the temperature distribution of several metal foam 
specimensand predict the heat transfer characteristics and temperature hotspotsthat are linked 
to particle deposition areas. ANSYS Fluent will be used to perform the pore-level numerical 
investigation of an idealized Weaire-Phelan (WP) unit cell.  
Numerical Model and Computational Domain 
The transport of mass, momentum, and energy of incompressible Newtonian fluid at the pore 
level is governed by the Navier-Stokes equations and is shown in equations 1-3[9] 
 
where fluid density is denoted as ρf, fluid velocity u, pressure P, dynamic viscosity µf, 
specific heat capacity cp, temperature T, and air thermal conductivity λ.The computation 
domain and boundary conditions are shown in Fig.1.  
Fig.1 Computation domain of an idealized Weaire-Phelan unit cell and boundary conditions 
A WP model is used in this investigation as it serves as a good representation of a real metal 
foam due to the significant presence of pentagonal faces, which is the norm in real metal 
foams[10]. The geometry is designed in SolidWorks. A no-slip wall is applied to the bottom 
face to simulate the bottom wall of a foam-filled pipe. The laminar gas coolant emanating 
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from the inlet is air at 300 K, and constant heat flux of 5 kW/m2 [11] is imposed at the walls 
of the WP structure. 
The finite volume method is used to discretise the equations on unstructured grids in general 
coordinates. The SIMPLE pressure-velocity coupling algorithm is deployed in the steady 
state numerical simulations. A second order upwind scheme is used for the momentum and 
energy spatial discretization. An under-relaxation factor of 0.7 and 1.0 is used for the 
momentum and energy terms respectively. The solution is initialized from the inlet at a 
known superficial inlet velocity, and the simulation is run until the convergence criteria for 
the residuals is reached. 
The temperature profiles and interfacial heat transfer coefficient of the WP structures is 
numerically evaluated based on two inlet velocities, 0.25 m/s and 0.50 m/s. The 
morphological description of three metal foams presented in this study is shown in Table 2. It 
should be noted that the computation domain for Specimen 3 has dimensions 1.80 mm ×1.60 
mm × 4.80 mm but the distance between the inlet and mid-section of a foam specimen is 1.50 
mm for all three specimens (Fig.1).The cases presented in Table 1 will provide an insight into 
the effect of foam fibre thickness and foam porosity on the effective heat transfer 
performance of a metal foam specimen. 
 
Table 1 Metal foam geometric profile 
Metal foam 
Porosity, 
ɛ[%] 
Average fibre diameter,  
df[mm] 
Average pore diameter, 
dp,avg [mm] 
Specimen 1 97.79 0.09 0.61 
Specimen 2 94.81 0.17 0.63 
Specimen 3 97.87 0.17 0.63 
 
A grid independent study is performed based on four different meshes to examine the 
dependence of the numerical pressure drop and temperature difference results based on 
specimen 1, as shown in Table 2. The simulation is set with an inlet velocity U∞ of 0.50 m/s 
and a heat flux q of 5 kW/m2 is imposed on the WP unit cell. A fine mesh is selected for the 
numerical analysis to reduce the computational cost. 
Table 2 Mesh sensitivity analysis at U∞ = 0.5 m/s and q = 5 kW/m
2 
Mesh Nodes Pressure Drop [Pa] Maximum Temperature [K] 
Coarse 68,143 1.866 361 
Medium 1,053,124 1.741 364 
Fine 2,362,159 1.843 364 
Very Fine 4,872,931 1.843 364 
Results and Discussion 
Heat Transfer Characteristics 
 
The steady state temperature distribution profiles of the three metal foam specimens based on 
two superficial velocities is illustrated in Fig. 2.The temperature distribution profiles are 
sensitive to the ligament thickness, df. The maximum temperature is clearly observed in 
Specimen 3. All the foams exhibit lower temperature profiles at a higher superficial velocity 
due to a greater heat dissipation from the foam wall to the surroundings.  
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U∞ = 0.25 m/s U∞ = 0.50 m/s 
  
(a) Specimen 1 
  
(b) Specimen 2 
  
(c) Specimen 3 
 
Fig. 2. Temperature distribution Weaire-Phelan (Bottom). Flow direction from right to left. 
 
According to Tables 3 and 4, the highest temperature is realised in specimen 3, irrespective of 
the inlet velocity. The temperature (T1 or T2) and the maximum temperature difference (T1-
T2) is more sensitive to the variation in foam fibre thickness than that of the foam porosity 
variation. For instance, Case B1 (identical porosity; different fibre thickness), exhibits a 
higher maximum temperature difference than Case C1 (different porosity; identical fibre 
thickness) by a factor of 6.13. The same conclusion is drawn between Cases A1/A2 and 
C1/C2. However, Case A1/A2 bothhaving different foam thickness and porosity, has a lower 
maximum temperature difference than Case B1/B2 by a factor of only 1.20. This shows that 
the fibre thickness plays a major role in the enhancement of the heat transfer performance.   
 
Table 3 Comparison of metal foam maximum temperature distribution at U∞ = 0.25 m/s 
 Specimen (ɛ1,df,1) T1 Specimen (ɛ2,df,2) T2 ɛ1 - ɛ2 df,1– df2 T1 – T2 
A1 
Specimen 1 
(97.79%, 0.09 mm) 
380 
Specimen 2 
(94.81%, 0.17mm) 
462 2.98 0.08 82 
B1 
Specimen 1 
(97.79%, 0.09 mm) 
380 
Specimen 3 
(97.87%, 0.17mm) 
478 0.08 0.08 98 
C1 
Specimen 2 
(94.81%, 0.17mm) 
462 
Specimen 3 
(97.87%, 0.17mm) 
478 3.06 0.00 16 
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Both Cases A and B show a difference in the maximum temperature distribution by about 30 
%. Interestingly, an increase in the inlet velocity shows a negligible temperature difference 
between Cases C1 and C2. A significantly higher superficial velocity is thus required to 
dissipate the heat from the foam ligaments with higher thickness (0.17 mm).  
 
Table 4 Comparison of metal foam maximum temperature distribution at U∞ = 0.50 m/s 
 Specimen (ɛ1,df,1) T1 Specimen (ɛ2,df,2) T2 ɛ1 - ɛ2 df,1– df2 T1 – T2 
A2 
Specimen 1 
(97.79%, 0.09 mm) 
364 
Specimen 2 
(94.81%, 0.17mm) 
424 2.98 0.08 60 
B2 
Specimen 1 
(97.79%, 0.09 mm) 
364 
Specimen 3 
(97.87%, 0.17mm) 
441 0.08 0.08 77 
C2 
Specimen 2 
(94.81%, 0.17mm) 
424 
Specimen 3 
(97.87%, 0.17mm) 
441 3.06 0.00 17 
 
Solid Particle Transport and Deposition  
 
A preliminary investigation based on the transient pore-level isothermal particle-fluid 
transport and particle deposition of sandstone particles (2600 kg/m3 density and 50 µm 
diameter) is conducted as shown in Fig.3. It should be noted that, this simulation is executed 
in OpenFOAM. The energy equations governing thermal transport of particle-fluid flows is 
currently not integrated in OpenFOAM. The authors aim to re-develop OpenFOAM’s solver 
in the near future to account for the thermal interaction between fluid, particle, and the metal 
foam structure, all of which have different thermal conductivities.   
  
 
 
 
 
 
 
Fig.3 Particle deposition in Specimen 1 at end of simulation. Flow direction from left to right. 
 
As can be seen in Fig. 3, a significant amount of particles have deposited at the bottom of the 
wall due to sedimentation and inertial impaction which acts as the primary mechanism of 
particle transport.By relating the result concerning particle deposition (Fig.3), with the results 
shown in Fig.2, the particle temperature profiles can be deduced by taking into account the 
temperature hotspots at the trailing edge of the metal foam (left hexagonal face) as shown in 
Fig.2. The trailing edge should see a large spread of particles with a high temperature, and a 
broader spread at 0.25 m/s. Particles with a high thermal conductivity such as copper dust, 
which is profound in mines, should accentuate the effective heat transfer performance of the 
foam whereas locations where saw dust with a significantly lower thermal conductivity could 
potentially mitigate the performance. Although certain particle deposits could potentially 
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enhance heat transfer performance, the pressure drop should theoretically increase. It may be 
possible to permit a certain amount of fouling to be immersed into a system to increase the 
overall heat transfer performance whilst having an acceptable pressure drop level.  
 
Conclusions 
A steady state numerical investigation of the heat transfer characteristics of three different 
idealized metal foams is conducted. Fibre thickness has a substantial influence on the overall 
heat transfer performance. The presence of fouling could either enhance or mitigate the 
effective heat transfer performance. Small traces of conductive foulant may be tolerable to 
enhance overall heat transfer performance. In the next step, the authors will develop a 
coupled finite volume and discrete element method (CFD-DEM) to account for the non-
isothermal transport of discrete particles and fluid immersed in porous media. 
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Abstract. The indirect evaporative cooling system and heat recovery system utilize the return 
(secondary) air to condition the fresh (primary) air by means of air-to-air heat exchange between the 
two streams. The temperature difference between the primary and secondary air streams in indirect 
evaporative cooling system is relatively small. Therefore, efficient heat exchangers should be used 
since they play a major role in the overall system performance and economics. The parallel plate 
type heat exchangers have been widely adopted in Indirect Evaporative Cooling (IEC) systems due 
to their high efficiency in operating at small temperature difference. In this paper we present a 
theoretical analysis of different designs of counter flow aluminium plate type heat exchanger and 
results of CFD analysis of pressure drop, flow velocity and thermal effectiveness. For improving the 
heat transfer between the plates and minimizing the energy loss, the analysis proves useful in the 
optimization method for selecting parameters of the plate heat exchangers. 
Introduction 
The current high cost of energy and its impact on the environment are a sufficient motive to reduce 
the energy consumption of air conditioning systems. Exhaust air heat recovery in air conditioning 
systems is a technique that widely used to maintain adequate indoor air quality without affecting the 
quality of the supply air. The maintaining an adequate level of indoor air quality (IAQ), requires an 
effective energy recovery facilities to treat the ventilation air.  
The fixed plate’s heat exchangers with its high efficiency (50-80%)  are a popular option in the 
energy recovery ventilation units (ERV), with its high ability to…. sensible and latent heat transfer 
between the exhaust air and fresh air in separate air paths with relatively large contact areas [1]. Its 
sensible and latent heat transfer abilities made the ERV system suitable for energy recovery in both 
heating and cooling processes. Hence the ERV systems have been successfully used in Europe for 
many years, and become popular in China in recent years [2].  
Indirect Evaporative Cooling system (IEC) is an alternative to utilize the energy of the exhaust air, 
specifically. In an IEC system, parallel vertical plates form the cooling surfaces. While the exhaust 
air and finely atomised water circulated on one side of the plates by evaporative cooling effect, the 
dry air is passing on the other side of the plate to be cooled due to sensible heat exchange effect. 
Using a face part liquid film would result in a higher heat transfer coefficients, increasing the 
overall mass transfer coefficient and reducing the area required for heat exchange [3-5]. 
The performance of the fixed-plate heat exchanger has been widely studied due to not only the 
importance of energy recovery, but its special applications in which the temperature difference in 
the exhaust air and fresh air is small.  Coupled with counter-current flow, the cross flow in a fixed-
plate heat exchanger can achieve close end-temperature due to the extended time and surfaces for 
heat transfer, resulting inefficient heat recovery, [6].  
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 One of the key methods to improve the heat exchanger effectiveness is to increase the heat transfer 
coefficients between the wall sides. This can be achieved by enhancing the turbulence of the fluids 
within the channels by means of turbulence promoters or controlling the spacing between the plates. 
However these options would cause either a pressure loss or increasing the required plate surface 
area [7]. 
The performance of a plate heat exchanger (PHE) optimisation by adjusting corrugation pattern on 
plate surface was revealed that, replacing the flat plate by a Chevron-type plate led to major 
changes to the velocity vectors behaviour and creates the angular and eddy forms.  It was shown 
that the increased Reynolds number led to the increase of the Nusselt number and the pressure drop 
while lowering the Fanning friction factor [8-10].  The plate spacing must be adjusted to the value 
that optimize the heat transfer coefficient and minimize the pressure drop across the heat exchanger 
[11] The heat transfer coefficient and pressure drop increase with the increase of  the air inlet angle 
[12]. The low plate thickness would result in higher effectiveness, although the material property 
considered as a secondary effect [13]. 
This study was aimed to compare the performance of two plate heat exchangers, one with sinusoidal 
corrugated surface plate and the other pinned surface plate. The quasi-counter-flow arrangement by 
means of numerical simulation was performed using the SolidWorks Flow Simulation package.  
Mathematical Modelling  
The quasi-counter-flow plate scheme has been widely used in the HVAC industry recently, because 
its geometry provides both cross flow and counter flow paths for the air [13]. As shown in Fig. 1, at 
the entrances, both streams flow in cross-flow arrangement. The pins initiate the turbulent flow 
before the streams flow through the counter flow region displayed by the straight white line, then 
re-enter the second cross flow area before leaving the heat exchanger.  
As shown in Figure 1, the cold air enters the heat exchanger at the flow inlet (1) at dry-bulb 
temperature of 290.15 [K], Relative humidity (RH) of 90% and velocity of 1 [m/s]. The hot air 
leaves the channel at flow outlet (1) to a specified static pressure. The hot air with temperature 
300.15 [K] 60% RH and velocity of 1 [m/s] enters the heat exchanger from flow inlet (2). It passes 
the heat exchanger channels without mixing with the cold stream and leave the heat exchanger from 
flow outlet (2).  
 
 
Fig 1. Schematic of Plate heat exchanger model and boundary conditions. 
The heat exchanger is treated as a simple air-to-air heat exchanger, with phase changing of water 
liquid to vapour.  The air is assumed as an incompressible gas[13]. The input of the air properties 
are thermal conductivity (k) = 2.624 10
-5
 [kW/m.k], kinematic viscosity (v) = 17.894 x 10
-6
 [m
2
/s] 
and density (ρ) = 1.225 [kg/m3]. 
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 Table 1 provides the specifications of two types of plate heat exchangers to be investigated. The 
major difference between these two heat exchangers is that Type 1 has corrugations and Type 2 
does not. 
Table 1. Heat exchanger specifications. 
 Type 1 Type 2 
Height of Plate H [m] 0.6 0.6 
Width of Plate W [m] 0.3 0.3 
Plate thickness Δx [m] 0.0005 0.0005 
Gap between two plates b [m] 0.0035 0.0035 
Number of corrugations 20 0 
Corrugation angle  90˚ - 
Corrugation width [m] 0.015 - 
Corrugation pitch [m] 0.005 - 
Effective heat transfer area per plate [m
2
] 0.19 0.166 
Number to plates N 5 5 
Number of hot air channels Nh 2 2 
Number of cold air channels Nc 2 2 
Thermal conductivity (Aluminium) kal [W/m∙K] 205.0 205.0 
Heat exchanger effectiveness is defined by Eq. (1).  
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Where   denotes the heat exchanger effectiveness. ̇  is the heat transfer between the plate sides 
[W],  ̇ is the heat capacity of the flow ( ̇   ̇    ). The subscriptions C and H are for cold 
(primary) and hot (secondary) flow streams respectively.  The minimum  ̇  ( ̇    ) is the lower 
capacity rate [  ̇         ̇   ̇  ] and is used to calculate the maximum heat exchange across the 
plate by: 
 ̇     ̇                                    (2) 
In convection heat transfer between the air and the plate within the PHE channel, the heat transfer 
correlation is expressed in a dimensionless Nusselt number,   , the Reynolds number, Re and 
Prandtl number, Pr [13]: 
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Where Z and n are constants depending upon the flow regime and geometrical characteristics of the 
plates [7]. The hydraulic diameter is given by:  
                                   (4) 
Thermal properties of the fluid are calculated at average outlet temperatures. The overall heat 
transfer coefficient U is calculated as: 
  
    
      
                    (5) 
Where A is the heat transfer area, Qavg the average heat transfer [               ] and LMTD 
is the logarithmic mean temperature difference calculated by Eq. (5): 
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The overall heat transfer coefficient U can also be calculated from the heat transfer rate from the hot 
air side to the cold air side across the plate wall as: 
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Eq (7) can be re-arranged to calculate the value of the heat transfer coefficient of the cold side of 
the plate (hc): 
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Assuming        due to the equality of flow velocities in the cold and hot channels, the 
convective heat transfer coefficient at the plate wall is then computed as: 
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)
  
                      (9) 
Results and discussion 
The CFD code (SolidWorks Flow Simulation) was used to simulate the thermal performance of a 
parallel plate heat exchanger as described in Table 1 with the inputs described above and k- ε 
turbulence model. The k- ε model is a simple two equations turbulence model suitable for the fully 
developed turbulence flow. The equations governing the flow of air with the necessary 
simplifications are obtained from the continuity equation, the equation of momentum, the transport 
equation of turbulent kinetic energy k and the transport equation of dissipation rate of turbulent 
kinetic energy ε. The simulation outcomes are listed in Table 2. 
Table 2. Simulation Results. 
 TH,1 
[K] 
TH,2 
[K] 
TC,1 
[K] 
TC,2 
[K] 
  QH [W] QC [W] Qavg [W] LMTD hC 
Type 1 300.2 291.16 290.2 297.8 0.765 9.45x10
-4
 -7.95x10
-4
 7.54x10
-5
 1.6 5x10
-5
 
Type 2 300.2 292.54 290.2 297.11 0.696 8.0x10
-4
 -7.2x10
-4
 3.95x10
-5
 2.65 1.9x10
-5
 
Figure 2 shows that the temperature distribution in the Type 1 heat exchanger with the corrugated 
shape plate is more homogeneous than that in the Type 2 heat exchanger with the flat plate and 
turbulence generating pins. This is mainly due to the larger heat transfer area of 0.19 m
2
 in Type 1 
comparing to 0.166 m
2
 in Type 2. The temperature differences in plate sides were reported too 
small due to small plate thickness. 
 
Fig. 2 Temperature distribution over the plate area. 
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 The pressure drop in both cases was 11.02 Pa for type 1 and 10.56 Pa for type 2 (Per channel). 
Figure 3 shows the relative pressure ditsribution for the air flow over the channel area. The 
reasonable high pressure drop in the second type is mainly related to the vorticies generated the pins 
along the flow channels. On the other hand, the pressure drop in the Type 1 could be mainly related 
to the high turbulence which has been generated at the first corrugation channel (Fig. 4).  
 
Fig. 3 Relative pressure distribution of fluid over the plate area. 
In this study, the effectiveness of the heat exchanger  in the case of the corrugated face was found 
10% higher than the case of the pins type which is mainly related to the parameters which have 
been mentioned previously in the introduction (i.e. the channel cross sectional area and Reynolds 
number).. The sinusoidal surface extended the travel path of air in the counter flow section from 
0.35 [m] to 0.395 [m]. On the other side the effect of the turbulence generators (Pins) was found to 
increase the vorticity in the second case (Fig.4) that resulted in notable elevating of the turbulence 
level. 
 
Fig. 4 Fluid vorticity distribution over the plate area. 
The numerical simulation showed that the corrugated surface and the high density pinned surface 
can significantly increase the near wall turbulent mixing level by producing strong vortex flows, 
which therefore particularly enhances the convective heat transfer in the channel. Compared to the 
pinned channel, the corrugation enlarges the heat transfer cross section area, which initiated a flow 
blockage and pressure loss the channels. The cost of pressure drop consists of the fan capital cost 
and the electricity power consumed by the fan motor [14]. However, enhancement of fluid mixing 
and formation of recirculation regions improves heat transfer through the plate [9, 15]. 
Conclusions 
Heat transfers in two types of parallel-plates channels in a quasi-counter flow heat exchanger are 
investigated. Effect of the plate face shape on heat exchange effectiveness is discussed. Conclusions 
can be drawn as follows: 
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 (1) The whole plate can be divided into three distinct zones: a pure-counter flow zone, and two 
cross-like flow zones. Most of the areas are these with counter flow arrangement, the least are these 
with cross flow. Though that the best performance is at the counter flow area, the cross flow area is 
important to separate the two streams in inlets and outlets.  
(2) For the quasi-counter total heat exchanger effectiveness lays between those for pure-counter 
flow and those for pure cross flow arrangements. The corrugated plate provided more ideal counter 
flow area rather than the pinned face where the effectiveness was significantly improved by 10%.  
As a result, in terms of effectiveness, the corrugated plate heat exchanger is preferable option over 
the pins plate heat exchanger to employ in indirect evaporative cooling and energy recovery 
systems. On the other hand, an experimental work must be conducted to investigate the surface 
wettability of both geometries.  
Higher efficiency of heat exchanger can be obtained with greater number of plate’s corrugations. 
The effect of the pressure drag is increased in the case of the waved plate; the wave amplitude 
should be chosen to avoid excessive increase of pressure drag. The Reynolds number will increase 
with corrugated surface over pinned surface, consequently heat transfer coefficient to be raised. A 
correlation between the wavelength of the corrugation and the friction factor must be investigated 
further. 
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Abstract. Gravity currents are essentially flows driven by the density difference between the fluids. 
They are relevant in many geophysical, environmental and engineering problems, such as dust 
storms, snow avalanches and marine oil spillages. Much work has been carried out on planar or 
circular gravity currents along a horizontal boundary. However, the effects of initial shape of the 
gravity current and topography can play an important role in many situations. In the present 
investigation, we report data from direct numerical simulations of elliptical, finite release, 
Boussinesq gravity currents propagating down a uniform slope. The study comprises a series of 
simulations of elliptical gravity currents on a range of slope angles (5° ≤ 𝜃 ≤ 20°) at a Reynolds 
number of 5000. The shape parameters are varied to study the effects of cross-sectional aspect ratio 
on the dynamics of the gravity current. It is found that the long-time development of the current is 
influenced by its initial shape at low slope angles (𝜃 = 5°  and  10°) whereas the long-time dynamics 
of the gravity currents is relatively insensitive to its initial shape but is dependent on the slope 
angle. The physical mechanisms governing the pertinent dynamics of the gravity current will be 
presented.  
Introduction 
Gravity currents, also known as density currents, are buoyancy driven flows caused by a density 
difference between a light fluid and a heavy fluid. The density difference may be due to variations 
of temperature, dissolved materials, or inhomogeneous distribution of suspended particles. Gravity 
currents can be found in natural environments and industrial applications, such as thunderstorms, 
pyroclastic flows of hot volcanic tephra, snow avalanches and hazardous chemical spillages. These 
examples show the variety of gravity currents and the importance of studying such flows. A wide 
range of applications and laboratory studies of gravity currents can be found in [1]. 
Gravity currents have received a substantial amount of attention and extensive research has been 
performed using theoretical, experimental and numerical methods. The work of [2] is some of the 
earliest theoretical attempts to describe the spreading rate of gravity currents using Bernoulli’s 
theorem. Benjamin [3] arrived at the same conclusions by applying the theorem of hydraulic jumps. 
Much of the existing work has concentrated on the problem of gravity currents on a horizontal 
boundary through one of two canonical configurations, namely planar or axisymmetric release. 
Many experiments have been performed to study the various aspects of these types of flows, 
including spreading pattern, rate of spreading and flow structures [4,5,6]. Huppert and Simpson [7] 
described the spreading of a gravity current in three phases. There is a first slumping phase, during 
which the current develops and moves at a constant velocity. This may be followed by a self-similar 
inertial phase, wherein the buoyancy force is balanced by the inertial force. Finally, a self-similar 
viscous phase in which the viscous force becomes significant compared to the buoyancy force. 
Various analytical models have been developed to predict the bulk motion of the current, including 
the integral model [7] and shallow water model [8]. The study of the dynamics of gravity currents 
using high-resolution numerical calculations has gained considerable momentum with the recent 
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 advancement in computational fluid dynamics (CFD) methodologies. Direct numerical simulation 
(DNS) resolves the entire range of spatial and temporal scales of the fluid motion, which provides 
new insights into the structure and dynamics of gravity currents. It is demonstrated that DNS is 
capable of not only reproducing the global flow properties observed in the experiments [9,10] but 
also capturing the detailed flow structure and dynamics of the currents [11,12]. 
In comparison, investigations of an instantaneous release on an unconfined slope have been 
relatively limited. A current released on a slope with no lateral boundaries loses its symmetry or 
axisymmetry, which makes the flow fully three-dimensional. Such a flow configuration has many 
practical relevance such as snow avalanches and pyroclastic flows spreading downhill. Webber et 
al. [13] presented a model of the motion of a circular heavy gas cloud down a uniform slope 
without entrainment using the solutions of shallow water equations. Tickle [14] expanded the 
circular wedge integral model from [13] to include the effect of entrainment. Ross et al. [15] 
performed Boussinesq saline experiments and extend the original model to a triangular wedge 
integral model based on the experimental observations. Recently, Zgheib et al. [16] reported data on 
the dynamics of circular finite release Boussinesq gravity currents on a uniform slope using three-
dimensional direct numerical simulations. Their data showed that the gravity current evolves to a 
shape that is similar to a triangular wedge shape as shown in [15]. Interestingly, the front velocity of 
the gravity current is found to go through two acceleration phases, which is not observed in any of 
the previous studies [13,15]. 
Studies of gravity currents beyond the classical canonical configurations are very scarce [17] 
despite the fact that the majority of currents in real situations have an arbitrary, non-circular or non-
axisymmetric, initial source. In the present investigation, we present results from direct numerical 
simulations of three-dimensional elliptical, finite release, Boussinesq gravity currents propagating 
down an unconfined uniform slope. The study comprises a series of simulations of elliptical gravity 
currents on a range of slope angles with various cross-sectional aspect ratios. The physical 
mechanisms governing the pertinent dynamics of the gravity current will be presented. 
Numerical Formulation 
We consider the case of a slanted elliptical cylinder containing heavy fluid surrounded by an 
infinite extent of light fluid on a sloping boundary. The density difference between the two fluids is 
assumed to be small enough so that the Boussinesq approximation is valid. With this 
approximation, density variations are only retained in the buoyancy term. The dimensionless system 
of equations governing the motion of the flow reads 
 𝛁 ∙ 𝒖 = 0,                                                                   (1) 
 !𝒖!" = 𝜌𝒆! − 𝛁𝑝 + !!" ∇!𝒖,                                                    (2) 
 !"!" + 𝛁 ∙ 𝜌𝒖 = !!"  !" ∇!𝜌,                                                    (3) 
 
Here, 𝒖, 𝑝 and 𝜌 are the divergence-free dimensionless velocity vector, pressure and density in 
the flow, respectively, and eg is a unit vector pointing in the direction of gravity. The dimensionless 
density and pressure are given by 
 𝜌 = !∗!!!∗!!∗!!!∗,   𝑝 = !∗!!∗(!∗)!.                                                         (4) 
 
Any variable with an asterisk is to be understood as dimensional. The variables 𝜌∗, 𝜌!∗ and 𝜌!∗ 
represent the local, ambient and initial heavy fluid densities, respectively. Hence, the value of 𝜌 is 
bounded between 0 and 1. The variables 𝑝∗ and 𝑢∗ denote the local pressure and velocity scale. The 
two dimensionless numbers in Eq. 3 are the Reynolds number (𝑅𝑒 = 𝑈∗𝐿∗ 𝜈∗) and Schmidt 
number (𝑆𝑐 = 𝜈∗ 𝜅∗), where 𝜈∗ is the kinematic viscosity and 𝜅∗ is the molecular diffusivity of the 
fluid. The length scale 𝐿∗, the velocity scale 𝑈∗ and the time scale 𝑇∗, following the definition from 
[16], are given by 
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  𝐿∗ = (𝑉!∗)!/!,    𝑈∗ = 𝑔∗ !!∗!!!∗!!∗ 𝐿∗,  𝑇∗ = 𝐿∗ 𝑈∗,                                     (5) 
 
where 𝑉!∗ is the initial volume of heavy fluid in the slanted elliptical cylinder and 𝑔∗ denotes the 
gravitational acceleration. 
   
                            (a)                                                                   (b) 
Fig. 1 (a) schematic of the rectangular computational domain and (b) initial shape of the slanted elliptical 
cylinder.  
All the simulations considered in the current study are solved in a rectangular box of size 𝐿!×𝐿!×𝐿!, as shown in Fig. 1a. The governing equations are solved using a de-aliased pseudo-
spectral code [18,19]. Periodic boundary conditions are employed along the streamwise (𝑥) and 
spanwise (𝑦) directions. This implies that a periodic array of gravity currents is being simulated. In 
the wall normal direction (𝑧), no slip boundary conditions is used for the velocity field at the bottom 
wall and a free slip boundary condition is used at the top wall.  Owing to the periodic boundary 
conditions, a large domain size of 𝐿! = 18, 𝐿! = 15 and 𝐿! = 2.5  was chosen to allow unhindered 
development of the current on a sloping boundary. Simulations are conducted at 𝑅𝑒 = 5000  with a 
grid resolution of 700×600×201 (𝑁!×𝑁!×𝑁!). The grid resolution was selected to be consistent 
with the requirement of a grid size of the order of 𝑂(𝑅𝑒𝑆𝑐)!!/! [20]. The heavy fluid is initially 
confined inside a truncated elliptical segment with a mean height ℎ! = 1  and an initial volume 𝑉! = 1 (see Fig. 1b), whose cross section is an ellipse with an aspect ratio 𝐴𝑅 = 𝑎/𝑏, where 𝑎 is 
the axis along the streamwise direction and 𝑏 is the axis along the spanwise direction. The lock 
radius 𝑟! along the streamwise direction can be calculated as 𝑎/cos  (𝜃), where 𝜃 is the slope of the 
bottom boundary. Combinations of four slope angles (5°, 10°, 15° and 20°) and seven cross-
sectional aspect ratios (0.1, 0.2, 0.5, 1, 2, 5 and 10) are considered. The flow was started from rest 
with a small random disturbance superposed on the density field to accelerate the three-dimensional 
development [10]. The Schmidt number of unity was employed for all the simulations as it has been 
shown that the dynamics of gravity currents is weakly dependent on 𝑆𝑐, provided that Reynolds 
number of the flow is large [21]. The time step was chosen to ensure a Courant number less than 
0.5. 
Results 
 Mass Distribution and Front Evolution.  In order to better understand the spatial development 
of the gravity current, we investigate the equivalent height of the current, 
 ℎ 𝑥,𝑦, 𝑡 = 𝜌!!! 𝑥,𝑦, 𝑧, 𝑡 𝑑𝑧,                                                  (6) 
 
which is the wall normal integrated height of the current. ℎ is a good indicator of the spatial mass 
distribution in the streamwise and spanwise directions and the shape of the current. The evolution of ℎ for 𝐴𝑅 = 1 and 𝜃 = 15° is shown in Fig. 2. High value of ℎ is shown in red whereas low value of ℎ is coloured in blue. It can be observed that the influence of the slope becomes obvious after some 
finite time after the release. The current initially spreads in an axisymmetric manner, forming a 
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 nearly circular shape at 𝑡 = 1 and 2. The majority of the heavy fluid spreads out in the radial 
direction and starts rearranging and redistributing itself to the front of the current down the slope. 
At 𝑡 = 6, the effect of the inclined boundary is apparent. The current has developed into a crescent-
like structure in which the majority of the heavy fluid accumulates near the front, which is known as 
the head of the gravity current. A very thin layer of fluid resides in the rear. As the current 
propagate further downstream (𝑡 = 10, 20 and 30), the mass continues moving towards the head 
along the circumference of the current, forming a triangular wedge shape as observed in [15]. In the 
meantime, the flow becomes fully three-dimensional and turbulent.  
 
     
Fig. 2 Evolution of ℎ at 𝑅𝑒 = 5000, aspect ratio = 1 and 𝜃 = 15° at 𝑡 = 1, 2, 6, 10, 20 and 30 from top left 
to the bottom right. 
 
 
Fig. 3 Front location evolution over time. Front visualized by contours of ℎ = 0.01 for aspect ratios of 0.1, 1, 
10 (left to right) and slope angles of 5°, 20° (top to bottom). The red contour presents the original boundary 
of the current. The time separation between contours is ∆𝑡 = 0.4. The details show continuous lobe splitting 
and merge. 
Fig. 3 shows the evolution of the front location identified by the contour of ℎ = 0.01 at the 
bottom boundary. The front location at several equally spaced time interval of ∆𝑡 = 0.4 are 
superimposed for 𝐴𝑅 = 0.1, 1, 10 and 𝜃 = 5°, 20°. The red contour presents the initial boundary of 
the current. The composite pictures provide a clear view of the formation of lobe-and-cleft 
structures and evolution of the current shape. At 𝜃 = 5° and 𝐴𝑅 = 0.1, the current travels the 
farthest in the streamwise direction with relatively less displacement in the spanwise direction. Here 
the initial minor axis is in the streamwise direction. At 𝜃 = 5° and 𝐴𝑅 = 1, the current propagates 
almost radially outwards in all directions. At 𝜃 = 5° and 𝐴𝑅 = 10, rapid expansion of the current 
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 front in the spanwise direction with a dual front location is identified while the initial minor axis is 
in the spanwise direction. It is found that the initial shape of the heavy fluid has significant 
influence on the long-time development of the current at low slope angles (𝜃 = 5°  and  10°), which 
agrees well with the ‘switching axis’ experimental observation in [17]. However, such influence 
diminishes at higher slope angles (𝜃 = 15°  and  20°). 
 
Front Location and Velocity. The temporal evolution of the front velocity 𝑢! is shown in Fig. 
4. Firstly, the front location of the current is identified as the maximum downstream location of a 
small threshold value 𝜖 = 0.01 of ℎ. Subsequently, the front velocity data, represented by the 
symbols, are obtained using a central finite difference scheme on the front location data. Each solid 
line is a smoothing spline for guiding the trend of the front velocity. The velocity curves reveal that 
there is a second acceleration phase immediately following the first acceleration phase as reported 
in [16]. The second acceleration can be explained by the rearrangement and redistribution of the 
heavy fluid at the end of the first acceleration, which increases the buoyancy at the downstream end 
of the current (see Fig. 2). It is observed that the maximum velocity at the end of the first 
acceleration generally increases as the cross-sectional aspect ratio decreases whereas the peak 
velocity at the end of the second acceleration phase increases together with the cross-sectional 
aspect ratio. Another interesting aspect of the current study is the final velocity of the gravity 
current appears to only depend on the slope angle but not on the initial shape of the current. 
 
 
Fig. 4 Temporal evolution of the front velocity 𝑢! for the four slope angles (5°, 10°, 15° and 20°) with the 
seven cross-sectional aspect ratios (0.1, 0.2, 0.5, 1, 2, 5 and 10). 
Summary 
We present data from highly resolved numerical simulations to investigate the dynamics of 
elliptical gravity currents on a uniform slope. Simulations were performed at 𝑅𝑒 = 5000 with four 
slope angles (5°, 10°, 15° and 20°) and seven cross-sectional aspect ratios (0.1, 0.2, 0.5, 1, 2, 5 and 
10). The ‘switching axis’ was evident for the current with a non-circular shape (AR≠1). A second 
acceleration phase is observed immediately following the first acceleration phase due to the 
convergence of mass towards the current head at the downstream. Temporal evolution of the front 
location reveals that the initial shape of the heavy fluid is found to have significant influence on the 
long-time development of the current at low slope angles (𝜃 = 5°  and  10°) while the influence 
diminishes as the slope angle increases. It is found that the maximum velocity at the end of the first 
acceleration generally increases as AR decreases whereas the peak velocity at the end of the second 
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 acceleration phase increases with larger ARs. The final velocity of the gravity current appears to 
only depend on the slope angle.  
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Abstract. The flow over bluff bodies is separated compared to the flow over streamlined bodies. The 
investigation of fluid flow over cylinders with a streamwise slit has shown a reduction in the drag 
coefficient for low Reynolds number (Re). This work helps in understanding the fluid flow over such 
cylinders in the laminar regime and the turbulent regime. The increase in the width of the slit increases 
the drag coefficient resulting in a narrower wake as compared to what is expected for flow over a 
cylinder. In this work two different approaches are used to simulate fluid flow over 2D cylinder of a 
circular cross section and to compare the differences between the finite volume method and the 
Lattice Boltzmann Method (LBM). The width of the slits progressively increases from 10% all the 
way to 40% of the diameter of the cylinder. Reduction in the drag coefficients is observed for different 
values of Reynolds numbers as the width of the slit increases. The effect of slit inclusions on flow 
over cylinder for different values of Reynolds number is studied in further detail and discussed in this 
paper. 
Introduction      
 
Computational fluid dynamics (CFD) has been extensively used to solve fluid flow problems over 
blunt bodies. In blunt bodies, commonly known as bluff bodies, the length of the obstacle in the 
computational fluid domain is as big as the breadth. A different approach to computational methods 
such as the Lattice Boltzmann method has also been used by researchers to compare the results with 
the finite volume method and other published experimental results. Very little attention has been 
given to the simulation of fluid flow using slits in the last few decades. Computational investigation 
of fluid flow over cylinder with slits have been done for very low Reynolds number (Re=10) and 
some experimental works by Olsen [1]. Experimental works by Olsen have been done mainly for 
large Reynolds numbers (~103) and they have shown a steady reduction in drag coefficients for slits 
in bluff body’s perpendicular to the direction of fluid flow. A 13% reduction in the drag coefficient 
has been observed in cylinders with a slit ratio of 0.16. This work aims to analyse the consistency in 
the reduction of drag coefficients in bluff bodies as the slit ratio increases for different values of 
Reynolds numbers ranging from 20 to 104. The results obtained from Finite volume method and the 
Lattice Boltzmann method are compared to that of experimental results. Furthermore, the efficiency 
of both methods are discussed. 
 
CFD simulation using the finite volume method  
 
ANSYS Fluent is used to carry out finite volume simulations. The CFD simulations carried out are 
steady in nature. The investigation of fluid flow over a 2D cylinder is carried out by using the laminar 
model for a laminar flow of Reynolds number 20 and 100 whereas the k-ε turbulence model is used 
to simulate fluid flow for a Reynolds number 104. Wall functions are modelled as moving walls so 
that the boundary layers on the computational fluid domain do not affect the boundary layers over the 
walls of the cylinder. 
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 The fluid (air) is used to get all the computational results. 
 
𝑹𝒆 =
𝝆𝑽𝑫
𝝁
 
(1) 
Here is the ρ density of the fluid which is 1.225 Kg/m3, V is the velocity of the fluid which is 0.017866 
m/s and μ is the viscosity of the fluid which is 1.983 x 10-5 (Pa s). 
The drag force over the cylinder is obtained using ANSYS and this is used to calculate the drag 
coefficient which is given by the following equation: 
𝑪𝒅 =
𝑭𝒙
𝟎. 𝟓𝝆𝑨𝑽𝟐
 
(2) 
Here Cd is the drag coefficient, Fx is the drag force, ρ is the density of the fluid, A is the projected area 
and V is the velocity of the fluid. The following table give us more information on the boundary 
conditions used in the k-𝜀 turbulence model. 
 
Table 1 Boundary conditions used in the k-𝜀 turbulence model 
 
Fluid used  Air 
Density of the fluid 1.225 Kg/m3 
Viscosity of the fluid 1.983 x 10-5 (Pa.s). 
Cmu value used in the 
turbulence model 
0.09 (Default value on ANSYS Fluent) 
C1-epsilon  1.44 (Default value on ANSYS Fluent) 
C2-epsilon 1.92 (Default value on ANSYS Fluent) 
TKE Prandtl number 1 (Default value on ANSYS Fluent) 
 
Lattice Boltzmann Method (LBM) 
 
The (LBM) algorithm has been used to develop a code using MATLAB as it is capable to model fluid 
flow both on a macroscopic scale and a microscopic scale [4]. LBM facilitates in treating multi-phase 
and multi component flows without the need to trace the interfaces between different phases form 
complex domains [5]. Discretization is an important process where the computational fluid domain 
is divided into a number of pre-defined cells along the x and y axis. The velocity in the Boltzmann 
equation is always discretised first.   
 
𝒇𝜶(𝒓 + 𝒗𝜶∆𝒕, 𝒕 + ∆𝒕) = 𝒇𝜶(𝒓, 𝒕) + 𝑪(𝒇𝜶, 𝒇𝜶) (3) 
Where 𝑓 is the distribution function for velocity of the individual cell, subscript 𝛼 stands for the 
vector defining the direction, 𝒓 is the vector defining the position for each lattice node, 𝑡 is time and 
𝑐 is the lattice speed of sound. The D2Q9 model is a 2D lattice model with 9 discrete velocities, one 
at the centre with eight others surrounding it. [5,1] It is important to specify the number of cells in 
the x and the y directions as this builds the computational domain for fluid flow and helps in creating 
discrete lattice points in the fluid domain. 
The following is the formula for the distribution function using LBM  
𝑓𝑒𝑞 = 𝑤𝛼 (1 +
𝒗𝜶 ∙ 𝒖
𝑐𝑠2
+
(𝒗𝜶 ∙ 𝒖)
2
2𝑐𝑠4
−
|𝒖|2
2𝑐𝑠2
) 
(4) 
where wα is the weight function in the α direction.  
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 LBM Algorithm  
 
The macroscopic variable which is based on the distribution function is defined. The information of 
the molecular number density (𝑛) as shown in Eq. 5 , and momentum density (𝑛𝒖) is shown in eqation 
Eq. 6. 
𝑛 = ∑ 𝑓𝛼
𝛼
 
(5) 
 
𝒏𝒖 = ∑ 𝒇𝜶𝒗𝜶
𝜶
 
(6) 
The pressure distribution is given by Eq. 7.            
𝒑 = 𝒏𝒄𝒔
𝟐                          (7) 
Here 𝑐𝑠 is the speed of sound as lattice constant. Using the complementary ideal gas equations ( 𝑝𝑉 =
𝑁𝑅𝑇, 𝑝 = 𝑛𝑅𝑇), It can be shown that 𝑅𝑇 = 𝑐𝑠
2 [6,1]. The values of 𝑤 (weight factor) and 𝑐𝑠 depend 
on the specific choice of the lattice velocity model.  
 
The computational fluid domain is two dimensional channel with the dimensions of 12m × 7m and a 
built-in cylinder with the diameter of D (=1m). The centre of the cylinder is located at (3.5m, 3.5m). 
A schematic of the computational fluid domain is shown in Fig. 1. On the desktop computer (Core 
i5-400, 3.1GHz processor)) we performed the simulations and for a specific modelling case, LBM 
took about 21 seconds to compute whereas CFD took a significant amount of time and all the 
iterations converged in 8 hours. 
 
Fig. 1: The schematic of the Computational Fluid Domain 
 
  
a)                                                       b)                                                c) 
           
Fig. 2: Contours of velocity magnitude obtained using Finite volume method: a) Re=20; b) Re=100 
c) Re=104 
 
Fig. 2 shows the velocity contours obtained from CFD. The point where the fluid hits the cylinder is 
the stagnation point which is the site of zero velocity and the fluid gradually accelerate over the top 
X 
Y 
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 and the bottom of the cylinder. No vortices are observed at low Reynolds number of 20 however they 
start appearing when the Reynolds number is 100 and they are prominent in the turbulent regime. The 
results obtained for Cd from the CFD and LBM simulations have been validated against other 
published results in Table 2.  
Table 2 Validation of numerical results obtained using CFD and LBM against a variety of prior 
works in the literature  
Reynolds 
number 
Literature Cd  Cd 
obtained 
by CFD 
Cd obtained 
by LBM 
20 3.99 (El Bashir) [7] 4.23 4.02 
100 1.245(M. Rahman) [8] 1.36 1.28 
104 0.995(M. Rahman) [8] 1.18 1.25 
 
 
From the values obtained, it is evident that the LBM Simulation results are very close to prior research 
work apart from the value for turbulent flow. This shows that LBM is a better approach for numerical 
analysis when the fluid flow is in the laminar regime. Moreover, they also follow the trend line of the 
Re vs Cd curve as shown in Fig. 3.  
 
 
 
Fig. 3: Reynolds Number vs Drag coefficient curve for a circular cylinder. 
 
The subsequent section discussed the effect of the incorporation of slits on the same bluff bodies 
allowing all the boundary conditions to be the same. 
 
 
Investigation of the effect of the slit 
 
 A slit is a narrow cut or an opening in a body. Prior research shows that the drag coefficient reduces 
as the width of the slit in bluff bodies increases for fluid flow with a very low Reynolds number 
(Re=10). Different cases have been analysed where the width of the slit (S) is 10%, 20%, 30% and 
40% of the diameter of the cylinder (D). Table 3 tabulates all the obtained results and we can see that 
the drag coefficient reduces by increasing the slit ratio. 
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Table 3 Drag coefficient and % reduction in comparison to slit free cylinder, calculated from CFD 
and LBM for various slit ratio  
 
Reynolds 
Number 
S/D CFD (ANSYS) LBM 
(MATLAB) 
%Difference CFD vs. LBM 
20  Cd %Reduction Cd %Reduction  
0 4.23 - 4.02 - 5.22 
0.1 4.17 1.42 3.92 2.49 6.37 
0.16 4.13 2.36 3.79 5.72 8.97 
0.2 4.04 4.49 3.71 7.71 8.89 
0.3 3.98 5.91 3.67 8.71 8.45 
0.4 3.91 7.56 3.61 10.19 8.31 
       
100 0 1.36 - 1.28 - 6.25 
0.1 1.31 3.68 1.26 1.56 3.97 
0.16 1.27 6.62 1.23 3.91 3.25 
0.2 1.23 9.55 1.2 6.25 2.5 
0.3 1.19 12.5 1.17 8.59 1.71 
0.4 1.14 16.17 1.16 9.37 1.72 
       
104 0 1.18 - 1.25 - 5.6 
0.1 1.16 1.69 1.21 3.2 4.13 
0.16 1.09 7.62 1.17 6.4 6.83 
0.2 1.02 13.55 1.07 14.4 4.67 
0.3 0.97 17.79 1.01 19.2 3.96 
0.4 0.93 21.18 0.96 23.2 3.13 
 
All the values obtained from both methods have been compared in terms of the percentage difference 
with respect to the no slit condition where the slit ratio is zero. The last column in the Table 2 
compares the results obtained from both of the numerical methods. As the fluid flows through the slit 
the fluid accelerates due to the venturie effect resulting in reverse eddies being formed that cancel out 
each other that causes narrower wake which eventually reduces the drag coefficient. Thus the wider 
the slits, the eddies get stronger when results on further reduction in the drag coefficient. As the slit 
ratio goes beyond 40% this phenomenon is no longer applicable as two distinct objects are formed 
and this causes two distinct wakes which have no effect on each other and do not converge. This drag 
reduction is also observed by Olsen (S/D=0.16) for cylinders with slits perpendicular to the direction 
of the fluid flow. [3] 
 
The analysis of the obtained results suggests that both the finite volume method and the Lattice 
Boltzmann methods are good approaches to numerical analysis as they agree well with experimental 
results. The LBM does have some merits over the CFD method using ANSYS Fluent as following:  
 The algorithm is simple and easy to implement. 
 It allows an efficient parallelization of the simulations even on parallel machines with 
moderately slow interconnection. This is due to the regular lattice structure and because of 
the limited dynamic interaction that requires only one contact between each lattice node and 
its nearest neighbours for each iteration step [9,1]. 
  Discretization of the macroscopic continuum equations is not necessary. Hence, the LBM 
does not consider explicitly the distribution of pressure on interfaces of refined grids since the 
implicitly is already included in the computational scheme [9,1]. 
S 
D 
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  The computation time using the LBM is significantly lower as compared to CFD. 
The lattice Boltzmann method does have some significant drawbacks that can be highlighted through 
this paper. 
 The visual results obtained from LBM simulations are not comparable with those obtained 
from ANSYS Fluent. 
 The LBM is not a good approach for numerical analysis of fluid flow in the turbulent regime.  
Conclusions 
 
After carrying out numerical simulations of fluid flow over cylinders with circular cross sections with 
slits of varying sizes, we can conclude that the LBM is a better approach for simulating flow on a 
laminar scale. The numerical results agreed well with other published data. We can also conclude that 
as the slit ratio increases the drag coefficient reduces which have been shown by both the numerical 
methods. A steady decline in the drag coefficient is observed in the turbulent regime as compared to 
the laminar regime.  
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Abstract 
 The effect of an internal magnetic field on the effective thermal conductivity of ferrofluids 
has been experimentally studied. The thermal conductivity of a ferrofluid sample with 2% 
volume fraction was measured at different temperatures. The enhancement to thermal 
conductivity observed was below reported values in the literature. The temperature 
dependence of the effective thermal conductivity of ferrofluid in a non-uniform magnetic 
field was experimentally studied and physically explained. It was found that, in contrast with 
literature on nanofluid thermal properties, increasing temperature could also have negative 
effect on the thermal conductivity enhancement of a ferrofluid in a magnetic field.   
Introduction 
Nanofluids, colloidal suspensions of nano-meter sized particles in any liquid, due to their 
enhanced thermal conductivity have attracted great attention during the past two decades[1].  
Detailed review of the mechanisms responsible for this enhancement in the thermal 
conductivity is available in the literature [2, 3]. Recently, ferrofluids as a new generation of 
nanofluids with significant ability for heat transfer applications have also been in the centre 
of attention [4]. Ferrofluids are suspensions of magnetic nanoparticles in a carrier liquid. The 
magnetic state of ferrofluids makes their thermal conductivity a tuneable property in presence 
of a magnetic field. There have been a limited number of studies on the thermal conductivity 
of ferrofluids in absence or presence of a magnetic field. Gavili et al [5] achieved up to 200% 
enhancement (relative to the base fluid) in thermal conductivity for a ferrofluid with 5% 
nanoparticle concentration. They observed that applying a magnetic field, the thermal 
conductivity is increased up to a maximum value, and then after a slight decrease, it remains 
at a constant value. It was shown that increasing the magnetic field strength, the amount of 
this maximum value is increased and the required time to reach the maximum is decreased, 
which is in contrast to experimental results of Wright et al [6]. Similarly, Philip et al [7] 
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 achieved a 300% enhancement for 6.3% concentration of ferrofluid within an 82 Gauss 
magnetic field.  
The enhancement in the thermal conductivity of ferrofluids in a magnetic field has been 
explained in terms of aggregation of particles and formation of chain-like structures by 
producing larger heat transport paths[8]. Single particles in a ferrofluid are randomly 
oriented, but when imposed in a magnetic field the nanoparticles are aligned with the 
direction of the magnetic field. The extent of this alignment depends on the interparticle 
interaction parameter [9], which is the ratio of magnetic energy to thermal energy, given by 
Rosensweig [10]. In a strong magnetic field, when the ratio is larger than unity, the 
aggregation of particles happens. Shima and Philip [11] explained the decreasing trend of 
thermal conductivity after reaching a maximum, in increasing size of chains, where the 
Brownian motion of particles is restricted and the microconvection and consequently 
dynamic contribution of thermal conductivity is suppressed. In contrast, Lajvardi et al [12] 
observed a decrease in the thermal conductivity of ferrofluids under a magnetic field, which 
they believed is due to the restricted movement of particles and base fluid molecules as well, 
since they are bonded to particles via hydrogen bonding. Altan et al [13] applying a very low 
magnetic field to a low concentration ferrofluid, where no significant aggregation occurs, 
attributed the unusual enhancement in thermal conductivity to the thermomagnetic 
convection due to temperature gradient induced by hot-wire and external magnetic field, 
which increases the number of collisions of particles, increasing the thermal transport.  
Haitao et al [14] observed that enhancement of the thermal conductivity of ferrofluid with 
increasing volume fraction in the absence of a magnetic field, deviates from a linear trend at 
large volume fractions. They explained the reason in formation of large clusters at high 
nanoparticle volume fractions that will create regions of particle-free liquid with high thermal 
resistance.  The temperature dependence of the thermal conductivity was also studied by 
Gavili et al [5] where they observed that increasing the temperature from 20°C to 35°C, the 
thermal conductivity was decreased to even lower than its value at 20°C. They explained that 
due to increase in thermal velocity the chain-like structures are broken resulting in decreased 
thermal conductivity.  
It is evident from the literature that in most of the studies the alignment and aggregation of 
particles in a magnetic field is introduced as the main reason for the enhanced thermal 
conductivity of ferrofluids. In the present work the apparent thermal conductivity of a 2% 
concentration ferrofluid with 10𝑛𝑚 sized nanoparticles is measured at different temperatures. 
Also the effect of an internal magnetic field induced around a current carrying wire on the 
thermal conductivity is experimentally studied and physically explained.  
Measurement apparatus  
The transient hot-wire method, as the most common technique for measuring the thermal 
conductivity of fluids, was used to measure the thermal conductivity of the ferrofluid sample. 
The principle of this method is heat generation via joule heating, by applying current to a 
micro-wire immersed in the fluid sample. The generated heat will be dissipated in the fluid, 
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 where its extent depends on the thermal conductivity of the fluid. Measuring the temperature 
change of the fluid with time at vicinity of the wire, the thermal conductivity can be 
calculated as: 
𝑘 =
(
𝑞′
4𝜋
)
𝑑𝑇/𝑑(ln(𝑡))
                                                                                                                          (1) 
Where 𝑞′ is the heat flux per unit length of the wire.  
A schematic of the apparatus used in this experiment is shown in Figure 1. The newly 
designed cell for this purpose is a circular channel with 50mm length and 5 mm diameter 
drilled in an acrylic cube. A 50 𝜇𝑚 diameter Platinum wire passes through the centre of the 
channel. At the two ends of the channel, very thin Copper tapes are pasted to minimize the 
contact resistance between the Platinum wire and lead wires, both soldered on the Copper 
tape. A constant current is supplied to the micro-wire and a multimeter is used to measure the 
voltage at any instance. A LabVIEW
TM 
program is developed to record the data. A detailed 
explanation of the apparatus being used is given in [13].  
 
 
Fig 1. Schematic of the measurement apparatus 
 
Experimental results and discussion 
The thermal conductivity of a ferrofluid sample provided by Ferrotec, with 2% nanoparticle 
volume fraction and nanoparticle diameter of 10 nm was measured at different temperatures 
in a range of 10 °𝐶 to 40°𝐶 with different currents from 0.2 A to 0.55 A being supplied to the 
wire. Figure 2, shows the variation of the effective thermal conductivity of the sample with 
temperature. It is shown that, as expected, the thermal conductivity of the ferrofluid increases 
with increasing temperature. Different mechanisms are responsible for the enhancement of 
the thermal conductivity of the nanofluid with increased temperature. Firstly, a portion of this 
increase is due to the increased thermal conductivity of the base fluid. It is evident from the 
literature that by increasing temperature, the thermal energy and the Brownian velocity of the 
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 particles and fluid molecules increases, resulting in an enhanced ‘dynamic’ contribution of 
thermal conductivity [15]. 
 
Fig 2. Variation of the effective thermal conductivity with temperature. 
For the case of ferrofluid in a magnetic field, the magnetic body force applied to the particles 
arising from the interaction between local magnetic field and magnetization of ferrofluid, 
increases the movement of particles and consequently enhances the thermal conductivity.  
To better investigate the effect of temperature on this mechanism, Figure 3 shows the 
variation of the thermal conductivity ratio of the ferrofluid with temperature. It is shown that 
the thermal conductivity ratio decreases with increasing temperature. A phenomenon which is 
not observed for other types of nanofluids, meaning that this decrease in the thermal 
conductivity ratio is an effect of the magnetic field on the ferrofluid. The reason can be 
explained in the relation between the Kelvin body force applied to the magnetic fluid and 
temperature.  
The magnetic field induced around the current-carrying wire is characterized by following 
equations: 
𝐵 = 𝜇0(𝐻 + 𝑀) = 𝜇0(1 + 𝜒)𝐻                                                                                              (2) 
?⃗⃗? = 𝜒?⃗?                                                                                                                                    (3) 
Where ?⃗? , ?⃗⃗? , ?⃗? =
𝐼
2𝜋𝑟
 , 𝜒 and 𝜇0 = 4𝜋 × 10
−7 are the flux density, magnetization, magnetic 
field strength, magnetic susceptibility and magnetic permeability,  respectively. The magnetic 
force density applied to an incompressible ferrofluid is given by 𝑓 = 𝜇0(?⃗⃗? ∙ ∇)?⃗?  [16].  Since 
?⃗⃗?  and ?⃗?  are parallel vectors, replacing from equations (2) and (3) for the body force in 
cylindrical coordinates: 
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Fig 3. Variation of the thermal conductivity ratio with temperature. 
 
𝑓 =
−𝜇0𝜒𝐼
2
2𝜋2𝑟3
                                                                                                                                (4) 
Equation (4) shows that increasing current via increasing the body force is expected to 
enhance the thermal conductivity of the ferrofluid, which is in agreement with the 
experimental results shown in Figure 2.  It also presents the body force as a function of 
magnetic susceptibility. The magnetic susceptibility itself is given by equation (5) as a 
function of temperature.  
𝜒 =
𝑛〈𝑚2〉
3𝑘𝐵𝑇
                                                                                                                                  (5) 
As the temperature of the ferrofluid is increased, the magnetic susceptibility and 
consequently the Kelvin body force applied to the particles is decreased. This means that 
while increasing temperature enhances the thermal conductivity via increased Brownian 
velocity, at the same time it can have negative contribution to the thermal conductivity 
enhancement of the ferrofluid by decreasing the body force. That explains the lower 
enhancement in effective thermal conductivity of ferrofluid above that of its base fluid.   
Summary 
In summary, the effect of temperature on the thermal conductivity of a ferrofluid in a non-
uniform magnetic field induced around the hot wire used in the transient hot-wire method 
was experimentally studied. It was shown that by increasing current the body force applied to 
the particles is increased, and therefore the thermal conductivity is increased. It was also 
shown that by increasing temperature the thermal conductivity is increased, but this increase 
is less than the enhancement in the thermal conductivity of the base fluid. The reason is 
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 decreased magnetic susceptibility of the ferrofluid as a result of increased temperature, which 
leads to decreased body force.  
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Abstract. Combining microwave with convective drying can significantly reduce drying time, 
improve energy efficiency and product quality during drying. However, continuous application of 
microwave may overheat the food product, and reduce its nutritional value. This problem can be 
overcome by applying microwave energy intermittently with convective drying to achieve an 
advanced drying technology called Intermittent Microwave Convective Drying (IMCD). The heat 
and mass transfer involved in IMCD is poorly understood due to lack of a comprehensive 
mathematical model of the process. In this study, we developed a mathematical model of IMCD 
considering coupled electromagnetics for microwave heat generation and multiphase for heat and 
mass transport. Maxwell’s equations were solved to obtain heat generation due to microwave and 
multiphase transport included different phases, namely, solid matrix, liquid water, and gas. The 
model was validated using experimental data. Then we investigated the heat and mass transport 
during the process using the model.    
Introduction 
Drying is a method of removing moisture for the purpose of preserving food from microbial 
spoilage. Conventional convective drying is a very lengthy and energy intensive process [1]. Higher 
drying temperatures reduce the drying times, however under such conditions food quality and 
nutritional value is reduced and more energy is wasted as exhaust. To overcome these latter 
problems, convective drying can be combined with microwave drying. Microwave generates heat 
internally and diffuses the moisture to the surface and convective air removes the moisture. 
However, microwave heating is very intensive and can cause quality degradation if applied 
continuously. Therefore, the intermittent microwave application during convective drying can 
reduce overheating and improve energy efficiency and product quality. The process of applying 
microwave intermittently along with convective drying is called Intermitted Microwave Convective 
Drying (IMCD).  
 
There are many experimental studies available in the literature regarding IMCD. Soysal et al.[2] 
experimentally investigated intermittent microwave-convective drying (IMCD), and the results 
were compared with continuous microwave-convective drying (CMCD), and traditional convective 
drying for oregano. They observed that IMCD was 4.7–11.2 times more energy efficient when 
compared to convective drying. Furthermore, the drying time of the convective drying process was 
about 4.7–17.3 times longer when compared with the IMCD drying. Zhao et al.[3]  found that 
intermitted microwave assisted hot air drying was a promising method for industrial application 
because of lower energy consumption and improved quality of the dried food. Ahrné et al.[4] 
compared CMCD and IMCD for bananas, as these were a heat sensitive food product. They 
reported that drying using variable microwave power was a more suitable process. They also 
reported that IMCD produced better outcomes in that it reduced the charring of the product. Esturk 
[5] studied IMCD of sage leaves and compared their results with convective air-drying and CMCD. 
Although CMCD provided the fastest drying rate, it yielded the lowest quality (in terms of oil 
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 content). Esturk[5] also noted that in IMCD, the intermittency and the microwave power level 
significantly impacted the energy consumption and the quality of dried product[5]. Therefore, the 
microwave power level and pulse ratio should be carefully chosen to achieve the best outcomes. 
The effect of microwave power level and pulse ratio on drying kinetics can be achieved by 
mathematical modelling.    
 
To date, relatively few studies have presented theoretical models of the IMCD of food. Recently, 
Kumar et al. [6] developed a diffusion based single phase model for IMCD. The model predicted 
the moisture evolution and temperature very well. However, the model only considered single phase 
of water as liquid water. Compared to single phase models, the multiphase models in food 
processing are more comprehensive and are fundamental for proper understanding of the process 
[7-9]. Furthermore, multiphase models are computationally effective and applied to wide range of 
food processing [10]. Kumar et al. [11] recently developed multiphase model for IMCD to 
investigate the heat and mass transfer during. The model considered solid matrix, liquid water, 
water vapour and air inside the food materials. The transport process considered diffusion, pressure 
driven flow and evaporation-condensation of water and vapour. Then the model was to investigate 
the water and vapour flux separately. However, the above multiphase models considered Lamberts 
law for microwave heat generation. Kumar et al. [6, 11] found that according to Lambert’s Law the 
sample surface always absorbed maximum power irrespective of moisture content, which may not 
be correct. Chandrasekaran et al. [12] reported that Maxwell’s equation provided a more accurate 
solution for microwave propagation in samples. Therefore, Maxwell’s equation needs to be 
implemented for the accurate calculation of microwave heat generation in 3D.  
 
Therefore, the objective of this paper is to develop a comprehensive heat and mass transfer model 
for IMCD considering Maxwell’s equation for electromagnetic heat generation and multiphase 
porous media model for heat and mass transfer.  
Mathematical model 
The schematic of the computational domain along with the different transport mechanisms involved 
in food is shown in Fig. 1.  
 
 
 
Fig. 1. a) The computational domain for the IMCD drying simulation, b) Food sample and representative elementary volume (REV) 
showing transport mechanism involved in the simulation. 
Fig. 1a shows the geometric model which includes oven cavity, waveguide, food sample, and 
glass tray. The microwaves are transmitted into the cavity through the rectangular waveguide on the 
right side of the cavity. The food product is placed at the center of the turntable. The apple slice is 
considered as a porous media and the pores are filled with three transportable phases, namely liquid 
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 water, air, and water vapour as shown in Fig. 1b. The transport mechanisms of different phases 
considered in the model are shown in Fig 1b.   
 
Microwave heat generation calculation: 
The Maxwell’s equation can be written as [13]  
  0'''
)2(1 2






 Ei
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E




 
(1) 
where E

is the electric field strength (V/m), f  is the microwave frequency (Hz), c  is the speed of 
light (m/s), ' , '' , are the dielectric constant, dielectric loss factor, and electromagnetic 
permeability of the material, respectively.  
The heat generation due to microwave, mQ  (W/m
3), is given by [13] as, 
mlrhm QQQ  . (2) 
Here, rhQ  is the resistive loss (W/m
3) and mlQ  is the magnetic loss (W/m
3). For food products the 
magnetic losses are negligible, i.e. 0mlQ [13]. 
The resistive loss can be calculated as [13, 14] 
*5.0 EJQrh

  (3) 
 
where *E

 is the conjugate of E

 and the electric current density J

(A/m2) is given by,  
EfEJ

  02 , 
(4) 
 
where, is the electrical conductivity (S/m),   is the dielectric loss factor and 0 is permittivity in 
free space. 
Substituting the above into Eq. (2), the microwave heat generation due to can be written as,  
2
0 EfQm    
 (5) 
 
which conforms with the heat generations equation derived by Metaxas [15]. 
Initial condition: 
The initial conditions of equations (1) is given by, 
 
0)0( tE

, (6) 
Boundary condition: 
The oven and waveguide walls were considered as perfect electric conductors (PEC). Therefore, 
tangential component of electric field at those boundaries are given by, 
0En

 (7) 
The heat and mass transfer model and their relevant boundary conditions, initial conditions and 
input parameters required for the model are discussed in detail in authors other publication[11]. The 
governing equations were solved in advance FEM based simulation software called COMSOL 
Multiphysics.  
 
 
Experiments  
The IMCD drying was conducted to obtain experimental drying curve to validate the results. The 
experiments were conducted by applying intermittent application of microwave with 20s on and 80s 
off cycle and the moisture content were recorded after each cycle.   
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 Result and Discussion: 
Electric filed distribution: 
Equation (5) shows that the heat generation due to microwave is proportional to square of electric 
filed. Therefore, electric field distribution is important for investigating microwave heating 
phenomena. Fig 2 presents the electric field distribution inside the cavity obtained from simulation. 
The figure clearly shows the existence of standing wave pattern, with peaks having higher intensity. 
These peaks are responsible for creating hot spot (higher temperature) in certain regions of the 
sample creating non-uniform heat generation. The peaks of electric field results in higher energy 
absorption. It can be seen from the figure that the electric filed is highest near the food sample. 
Therefore, the temperature will be highest at that point where electric field is highest. This is 
discussed in more detail in the next section temperature distribution figure.  
 
 
Fig 2: Distribution of electric field inside the microwave oven. 
 
Temperature distribution: 
The IMCD is conducted with 20s microwave on and 80s microwave off. The images in Fig. 3 
presents the temperature distribution after each heating cycle (20s, 120s etc.) followed by 
temperature distribution after each tempering period (100s, 200s etc.). It can be seen that the 
temperature rises after each heating period and then decreases near to the drying air temperature 
(500C) during the tempering period. Moreover, it can be seen that hot spot is concentrated in a 
region where the electric field intensity was higher. However, after tempering for 80s, temperature 
redistributes due to conduction and hot spot disperse to make the temperature distribution more 
uniform, which contribute to improve food quality during IMCD. 
 
 
Fig. 3. Temperature (0C) distribution obtained from simulations  
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 Moisture content: 
Fig. 4 compares the average moisture content obtained from experiments and simulation. The 
moisture content of the sample after 1000s drops from 6.6 kg/kg dry basis to about 4.5 kg/kg dry 
basis. The model shows good agreement with the experimental data with R2=0.9906. This good 
agreement suggests the suitability of the model to predict drying kinetics of IMCD process.  
 
Fig. 4. Average moisture content obtained from experiments and simulation 
 
 
 
Fig. 5. Temperature profile along horizontal centreline of the sample at different times 
 
Internal temperature distribution: 
Fig. 5 shows the temperature distribution along the centerline accros diameter (shown in figure) 
of the sample for different times. It can be seen that the temperature profile is asymmetric with 
hotter on the right hand side of the sample demonstrating uneven heating due to the microwaves, 
whereas, the temperature profiles were symmetric for convection drying [10] and the IMCD model 
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 with Lambert’s Law [6]. In contrast to those studies, the IMCD model that considers Maxwell’s 
equation can capture the asymmetric temperature profile which is more realistic. Similar 
asymmetric profile of temperature with faster heating at the right side was found by Rakesh et al. 
[16] in microwave combination heating of food. 
 
Conclusions: 
A mathematical model for IMCD was developed considering 3D electromagnetics and multiphase 
heat and mass transfer. The model showed the standing wave pattern which is responsible for 
creating hot spot and cold spot during IMCD. The temperature profile shows non-uniform 
temperature distribution inside the food sample. The intermittency of microwave helps to reduce the 
non-uniformity of temperature destruction. The model can help to find optimum microwave power 
level and intermittency for better energy efficiency and food quality during IMCD.   
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Abstract. To improve the performance of food drying operations, an in depth understanding of the 
related transport phenomena in plant food cellular structures is necessary. A three-dimensional (3-D) 
numerical model has been developed to investigate the morphological changes and related solid and 
fluid transfer mechanisms of single parenchyma cells of apple during drying. This numerical model 
was developed by coupling a meshfree particle based method: Smoothed Particle Hydrodynamics 
(SPH) with a Discrete Element Method (DEM). Compared to conventional grid-based numerical 
modelling techniques: Finite Element Methods (FEM) and Finite Difference Methods (FDM), the 
proposed meshfree model can better predict the deformations and cellular shrinkage within a wide 
range of moisture content. The model contains two main components: cell fluid and cell wall. The 
cell fluid model is based on SPH and represents the cell protoplasm as a homogeneous Newtonian 
liquid. The cell wall model is based on DEM and approximates the cell wall as an incompressible 
Neo-Hookean solid. The sensitivity and the consistency of the model towards mass transfer 
parameters of the system have been studied via simulating the cell inflation under different conditions. 
Introduction 
Drying is one of the most common and cost effective methods for increasing the shelf life of  
plant foods and for the production of traditional as well as novel processed products [1]. It is employed 
to preserve approximately one fifth (1/5) of the planet’s perishable crops [2]. During drying, the 
moisture content of fruits and vegetables are brought down in order to decelerate the biological 
activities present. With the removal of water, the food cellular structure undergoes structural 
deformations which influence drying operational performance, dried food quality and the final market 
value. Therefore, to develop effective and efficient food drying operations, it is important that these 
cellular structural deformations are maintained under favourable limits. In order to optimise the 
cellular structural deformations, it is crucial to have a comprehensive understanding of the underlying 
transport phenomena. The key driving forces of  related transport phenomena are moisture content 
[3-6] and the drying temperature . In such a system, moisture content has a strong relationship with 
the cell turgor pressure[7] and similarly, drying temperature has a relationship with relative humidity. 
To derive the most appropriate relationship among such driving forces, cellular morphogenesis and 
underlying transport phenomena; various microscale theoretical [8] and empirical [3, 4, 9] models  
have been developed.  
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 Numerical modelling has been utilised as an efficient tool in studies of deformational analysis 
of various materials. Until the recent times this had not been used for comprehensively analysing 
micro-structural deformations of food materials during drying. However recently, numerical 
modelling has attracted increased attention as a viable tool for serving this purpose [10].  It is believed 
that through an accomplished numerical drying model, immense benefits could be achieved in food 
drying engineering in terms of drying process performance and product quality through optimising 
related mass transfer phenomena and deformational characteristics. In this study, a three-dimensional 
(3-D) numerical model has been developed to better investigate the morphological changes and 
related solid and fluid dynamics of a single apple parenchyma cell, during drying.  To implement the 
model, more versatile and novel meshfree particle methods have been chosen over classical grid based 
methods. Furthermore, the sensitivity and the consistency of the model towards mass transfer 
parameters of the system have been studied. 
Methodology 
3-D Representation of the Cell. For this study, it should be noted that  a single cell of a  
parenchyma tissue is considered, which is the main building block of  most plant structures. This type 
of a cell could be mechanically regarded as a stiff, thin-walled vessel surrounding a viscous fluid. 
Correspondingly, the developed numerical model is composed of two main model components: cell 
wall and cell fluid. Based on the literature, the basic geometrical shape of a single cell was assumed 
to be  spherical (see Fig. 1) [11]. In the cell fluid model, the  fluid volume was approximated to a 
sphere and the cell wall was approximated to a hollow 3-D spherical shell. The cell fluid 
hydrodynamic pressure was balanced by the cell wall tension. The whole system was considered to 
be incompressible and isothermal. After establishing the fundamental approximations, cell fluid and 
cell wall were then separately discretised into particle domains. The intention of this discretisation is 
to represent the whole system using a set of non-interconnected particles according to the 
fundamentals of Meshfree Particle Methods (e.g. Smoothed Particle Hydrodynamics (SPH) [12]). 
Due to the flexibility of the particle framework used in this model, it could be easily scaled up to 
multiple cell systems by aggregating  more individual cells [13, 14]. This particular modelling 
technique also ensures the ability to describe the mechanisms in the subcellular structure.  
 
Fig. 1. 3-D representation of the cell model, which is composed of two sub-models: cell fluid model and cell 
wall model 
Cell Fluid Model. By considering the large water content present in the cell protoplasm, 
which can be about 80-90% by volume [15], the cell fluid was approximated  to a homogeneous 
Newtonian fluid equivalent to water, but with an elevated viscosity. This was then modelled with 
Smoothed Particle Hydrodynamics (SPH) considering low Reynolds number flow characteristics [13, 
15].  In order to model the physical characteristics present in cell fluid, four different types of forces 
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 were used: pressure forces (𝑭𝑝), viscous forces (𝑭𝑣), wall-fluid repulsion forces (𝑭𝑟𝑤) and wall-fluid 
attraction forces (𝑭𝑎) as presented in Fig. 2 [10]. The combined effect of these forces was used to 
define the total force 𝑭𝑖 on a given fluid particle 𝑖 as, 
𝑭𝑖 = 𝑭𝑖𝑖′
𝑝 + 𝑭𝑖𝑖′
𝑣 + 𝑭𝑖𝑘
𝑟𝑤 +  𝑭𝑖𝑘
𝑎  . (1) 
 
where 𝑖′ represents the neighbouring fluid particles and 𝑘 stand for the interacting wall particles 
 
Fig. 2. Force fields on the 3-D fluid particle domain: pressure forces (𝐅p), viscous forces (𝐅v), wall-fluid 
repulsion forces (𝐅rw) and wall-fluid attraction forces (𝐅a) 
Cell Wall Model.  The cell wall was approximated to a Neo-Hookean solid material. It was 
treated as a particle scheme composed of interconnected discrete elements connected to each other as 
a network. Each element carried properties of the corresponding cell wall element. Physical behaviour 
of the wall and the corresponding deformations were represented by the displacement of respective 
particles using four types of force interactions : stiff forces (𝑭𝑒), damping forces (𝑭𝑑), wall-fluid 
repulsion forces (𝑭𝑟𝑓) and wall-fluid attraction forces (𝑭𝑎), as illustrated in Fig. 3 [10]. Accordingly, 
the total force (𝑭𝑘) on any wall particle 𝑘 was derived as,  
𝑭𝑘 = 𝑭𝑘𝑗
𝑒 + 𝑭𝑘𝑗
𝑑 + 𝑭𝑘𝑖
𝑟𝑓 + 𝑭𝑘𝑖
𝑎  , (2) 
where, for each wall particle 𝑘, 𝑖  depict the neighbouring fluid particles, 𝑗 bonded wall particles and 
𝑙 non-bonded wall particles 
Analysis.The previously mentioned model features and interactions were numerically set up 
with the physical properties of a representative apple cell having properties as given in Table 1. The 
software tool, COMSOL Multiphysics (COMSOL) was used to generate the initial 3-D particle 
arrangements in 3-D spherical geometries corresponding to both the cell fluid and cell wall. There is 
the possibility to define and fine-tune the initial particle gap and the cell geometrical characteristics 
using COMSOL in order to obtain the initial particle positions with the preferred particle resolution. 
The fluid particle scheme was placed without any interconnections among particles, adhering to the 
SPH fundamentals. In the cell wall,  spring networks joining the  cell wall particles were used 
according to the DEM fundamentals [10, 14].  
As the model evolves with time according to the difference between the cell turgor pressure 
and the osmotic potential, the mass of the cell fluid tends to change and this leads to slight density 
variations [10]. Such changes of density cause significant changes in cell turgor pressure. These are 
governed by an equation of state (EOS) and such turgor pressure variations push the cell wall inwards 
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 (shrinkage) or outwards (inflation) causing the cell volume, equivalent diameter and surface area to 
change. Based on such cell volume changes, the cell turgor pressure varies since it has to be 
counterbalanced by the cell wall tension. The changes in cell turgor pressure leads to the cell fluid 
mass increments (governed by a mass transfer equation) or losses [10]. This is repeats as a cycle until 
the system reaches steady state. The mass transfer characteristics of the system have a significant 
influence on the behaviour of the developed model. The accuracy of the model predictions and the 
stability of the simulations depend on the selected mass transfer parameters. For example, the cell 
wall hydrodynamic conductivity (or the cell wall permeability-LP) could be given as a parameter. To 
study the sensitivity of the model towards the LP magnitude, the simulations were run with a range of 
LP and the behaviour of the model and its predictions were observed.  
 
Fig. 3. Force fields on the 3-D wall particle domain: stiff forces (𝐅e), damping forces (𝐅d), wall-fluid 
repulsion forces (𝐅rf) and wall-fluid attraction forces (𝐅a) 
Table 1: Values of the physical parameters adopted in the cell model 
 
Parameter Value Reference 
Initial cell radius  75 [𝜇𝑚] [5] 
Cell wall shear modulus (G) 18 [𝑀𝑃𝑎] [16] 
Initial thickness of the cell wall (t) 126 [nm] [17] 
Cell wall damping ratio (γ) 5 × 10−6 [𝑁𝑚−1𝑠] Set( [10]) 
Cell fluid viscosity (µ) 0.1 [𝑃𝑎𝑠] Set ([14, 15]) 
SPH smoothing length (h) 12.2 [𝜇𝑚] Set ([10, 12, 14]) 
Turgor pressure of fresh cell (PT) 200 [𝑘𝑃𝑎] [17] 
Osmotic potential of fresh cell (-π) − 200 [𝑘𝑃𝑎] Equal to - PT ([10, 14]) 
Cell fluid compression modulus(K) 20 [𝑀𝑃𝑎] Set ([10]) 
Number of fluid particles 1624 Set 
Number of wall particles 1091 Set  
Results and Discussion 
In Fig. 4, the model predictions for the inflated turgid cell have been visualised and presented. 
It should be noted here that only the inflation stage of the cells have been considered in this stage. 
The mass transfer characteristics of the system will influence the inflation process (during inflation) 
and the shrinkage (during drying) in analogous ways as the same mass transfer characteristics and  
equation of state are involved in both the scenarios along with other formulae. At the same time, the 
way of assigning the end values of turgor pressure and osmotic potential are similar in the two cases. 
These are the critical factors which govern the shrinkage behaviour of the cell during either inflation 
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 or shrinkage.  Therefore it could be cogently suggested that it is possible to extrapolate the results for 
drying stages of the model by looking at results at the inflation stage. Accordingly, the cell fluid mass 
variation with the simulation time was observed and plotted for the each LP value under consideration 
(see Fig. 5). It should be mentioned here that for very high (relatively) values of LP (i.e. ≥  2.5 × 10-4 
m2N-1s), the fluid mass variation could not be observed as the model became unstable during the 
simulations. In terms of numerical modelling, this means that the corresponding value is not 
favourable for the model under consideration and could be regarded as an unstable value under the 
given circumstances.  
 
Fig. 4. Visualisation of the model predictions for an inflated cell (a) fresh cell (b) inflated cell at fully turgid 
steady state conditions 
According to the results, it could be deduced that LP values of 2.5 × 10
-5 m2N-1s and 2.5 × 10-
6 m2N-1s lead to higher mass transfer rates and eventually higher fluid mass increments as shown in 
the graph in Fig. 5. The values of LP below that (i.e. ≤ 2.5 × 10-7 m2N-1s) lead to relatively very low 
mass transfer rates and eventually low fluid mass increments. Therefore such values could not be 
considered as favourable because they lead to higher computational times for achieving a given 
amount of fluid mass increment (similarly fluid mass losses in a drying situation). Therefore the 
values of 2.5 × 10-5 m2N-1s and 2.5 × 10-6 m2N-1s could be regarded as highly favourable as they lead 
to good computational efficiencies while maintaining a good stability in the model. Moreover, an LP 
value of 2.5 × 10-5 m2N-1s would be more favourable in terms of computational time as it leads to a 
lesser computational time than 2.5 × 10-6 m2N-1s. Further simulations will be necessary to test the 
stability of the model, since the curve related to LP value of 2.5 × 10
-5 m2N-1s shows tendencies of 
instability (local maxima and minima) in Fig. 5.  
During the drying operation of a plant tissue, the key driving forces are moisture content and 
the temperature. Moisture content has a strong correlation with the cell turgor pressure and 
temperature is similarly related to the relative humidity. Further, the drying temperature has a direct 
influence on the final nutritional value of a dried crop. A major deficiency in almost all recently 
reported meshfree-based numerical model on tissue scale drying phenomena is not being able to 
describe the influence of temperature and relative humidity. Incorporating temperature/humidity and 
related effects is an area for improvement in the field.  Such a study is timely important as there is an 
exponentially growing attention in the current market towards the nutritional value of fruits as well 
as vegetables. Hence, a pivotal future work of this current study is to incorporate the temperature and 
humidity as two more governing parameters followed by the validation against experimental findings.  
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Fig. 5. Cell fluid mass variation with simulation time for different cell wall permeability (LP) values 
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Keywords: Nano-particle, Turbulent flows, Tubular pipes, Reynold stress transport model, Deposition velocity.  Abstract. This paper aims to study the deposition and dispersion of nano-particles in turbulent tubular pipe flows. In this work, the Eulerian-Lagrangian particle tracking method is used to simulate the transport of nano-particles in turbulent flows under the conditions of one-way coupling. In order to simulate the turbulent flow in a pipe, the Reynolds stress transport model (RSTM) is used with the help of CFD method. RSTM is one of the most accurate Reynolds-averaged Navier-Stokes methods. In addition, near wall region, Two-layer zonal model is employed in the CFD model to simulate the viscous sublayer separated from the fully-turbulent layer in the pipe. The results show that RSTM with Two-layer zonal model can well predict the turbulent flow and particle deposition velocity in tubular pipes. The output of this study can provide a guideline for evaluating the nano-particle transport and deposition in turbulent pipe flows.  
Introduction 
Dispersion and deposition of particles in turbulent pipe flows have received considerable attention due to its importance in a number of industrial and engineering applications [1]. Particle deposition in turbulent flows have been studied for many years. Wood [2] presented a simple semi-analytical expression for estimating particle deposition in both smooth and rough turbulent duct flows.  The deposition velocity is defined as the ratio of the particle mass flux to the wall per unit area, relative to the ambient particle concentration. Li and Ahmadi [3] studied the deposition of small particles and considered the effects of Brownian motion, gravity and turbulence fluctuations for different Reynolds numbers. Fan and Ahmadi [4] presented a sublayer model for predicting particle deposition in vertical turbulent smooth and rough ducts. They also developed a semi-empirical equation for evaluating the deposition velocity on smooth and rough walls. Ounis et a. [5] did the first direct numerical simulation (DNS) of Brownian diffusion in a turbulent channel flow. Tian and Ahmadi [6] studied the nano- and micro-particle deposition in turbulent duct flows and considered the effects of Brownian, Saffman lift, gravity forces, and turbulence fluctuations. They found that the RSTM that accounts for the anisotropic behavior of turbulence provided more accurate description of the near wall flow.  Furthermore, the use of the two-layer zonal boundary condition led to more accurate predictions compared with the standard wall function.  
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 In this paper, the depositions of nano-particles in turbulent pipe flows were investigated using the Lagrangian particle tracking method. For this purpose, RSTM with two-layer zonal model as the wall functions was employed. The turbulent flow parameters including the mean velocity, RMS velocities, and dissipation rate, as well as, the particle deposition rates were evaluated and the results were compared with the available experimental and numerical data.  
Mathematical modeling 
Flow field simulation For an incompressible fluid, the continuity and momentum equations for the mean motion in a turbulent flow are given as: 
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wij ,  (the wall reflection term) and all the other parameters are given in [7]. k  is the fluctuation kinetic energy,   is the turbulence dissipation rate and t  is the turbulent viscosity which are given as: 
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2kCt   (7) In this study, the two-layer zonal model was employed for resolving the near-wall flow features [8]. This approach used a one-equation model to account the near-wall effect [9].  Here, k  is calculated through its transport equation, while   and t  are given as: 
 lk 2/3  (8) 
 lkCt   (9) The length scale l and l  are given in [7]. Beyond the buffer layer, the default RSTM features were used [6]. To simulate turbulence fluctuations and its effects on particle dispersion in a turbulent ﬂow ﬁeld, the DRW model was used [10]. In this model, the ﬂuctuation velocity is evaluated as: 
(10) 2ii uGu   
where G  is a zero mean, unit variance normally distributed random number and 2iu  is the root mean-square (RMS) of the local turbulence ﬂuctuation velocity in the ith direction which are determined directly from the RSTM.  In the present approach, the particles interact with an eddy during the eddy 
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 life time or the particle eddy crossing time. The effect of turbulence is then introduced with the use of the instantaneous fluid velocity ( iii uuu  ) in the particle equation of motion.  Particle transport simulation The nano-particle equation of motion including the Brownian force for particles is given as: 
(11) Brownianpigicpp
pi FuuCddt
du  )(182    
where piu  and giu are, respectively, the components of the particle and local fluid velocities,  is the fluid viscosity. cC  is the Cunningham correction factor to the Stokes drag law and is given as: 
(12) )4.0257.1(21 2/1.1  pdpc edC   where   is the mean free path of air. The amplitude of the Brownian force is given as [5]: 
(13) tSFBrownian  0  where   is a zero-mean, unit-variance independent Gaussian random number, t  is the time-step for particle integration and 0S  is the spectral intensity function defined as: 
(14) cpg B CSd
TkS 2520 216   
In the above equation, T is the fluid absolute temperature, Bk  is the Boltzmann constant, S is the particle-to-fluid density ratio and g is the fluid density. In this study, motions of nanoparticles ranging from 5 to 200 nm, with a particle-to-fluid density ratio of S=2000 were simulated. Due to range of particle sizes, only the effects of Brownian diffusion and turbulent fluctuations were considered, and the effect of gravity on the nanoparticle deposition, which is negligibly small was neglect. In many cases, particle deposition rate is presented with use of the deposition velocity. For a uniform concentration 0C  near a surface, the deposition velocity is: 
0C
Jud   (15) 
where J  is the particle flux to the surface per unit areas per unit time. In Lagrangian particle tracking, for a uniform initial injection of 0N  particles distributed in a region within a distance of 30 wall units ( 0H ) from the wall, the deposition velocity is given as: 
00 /
/
HN
tNu ddd   (16) 
where dN is the number of deposited particles in the time duration dt . Note that the wall unit is defined as *u . In practice, the time duration should be long enough to obtain a quasi-equilibrium condition where the rate of the total number of deposited particles reaches a constant value [11]. The 
non-dimensional form of the deposition velocity is give as *uud  where *u  is the shear velocity 
defined as  w  and w  is the wall shear stress. 
Results and Discussion 
In this study, the mesh consisting entirely of hexahedral control volume are generated in ICEM CFD 15.0 with higher mesh resolution near the wall boundaries. Fig. 1 displays the schematic discretization of the computational domain at the cross section of the tube. The mesh includes 2,013,165 cells. Note that the diameter of the pipe is considered 4.5mm. 
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  Fig. 1. The schematic discretization of the computational domain at the pipe cross section. 
In this study, the mean velocity was 20 m/s, and the Reynolds number based on the pipe diameter was 6159. An inlet turbulence intensity of 2% was also assumed. The pipe length is sufficiently long so that the flow reaches to a fully developed turbulent flow and the corresponding particle deposition velocity. Under these conditions, the wall shear stress obtained from the FLUENT code was equal to 2.5 N/m2 resulting in a shear velocity of 1.429 m/s. Figs. 2-a to 2-c display the mean velocity and turbulence proﬁles at three cross sections along the pipe beginning, middle and the pipe end. For all parameters, the data from the three locations collapse into one single line which indicated a fully developed turbulent region throughout the pipe.  
 a) 
  b) c) Fig. 2. Comparison of a) mean axial velocity, b) turbulence kinetic energy, and c) turbulence dissipation rate proﬁles at three pipe cross sections. 
Fig. 3 compares the predicted non-dimensional stream-wise mean velocity proﬁle in the wall region in compare with the semi-empirical equations for the viscous sublayer and the “log law” regions which are given in [6]. It is seen that the present results are in good agreement with the semi-
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 empirical results which provides confidence in the FLUENT code to simulate the near-wall turbulence mean velocity features in pipe flows.  
 Fig. 3. Non-dimensional stream-wise mean velocity proﬁle in wall units 
Fig. 4 shows the predicted non-dimensional root mean square turbulence velocity ﬂuctuations for the tubular pipe flow in compare with the DNS results of Kim et al. [12]. The velocity ﬂuctuations are highly anisotropic in the near-wall region but approach isotropy toward the central region [6]. Furthermore, the present results are in acceptable agreement with the DNS results of Kim et al. [12].  
 Fig. 4. Non-dimensional root mean square turbulence velocity ﬂuctuations 
For calculating the deposition velocity, N0=31836 particles for the size range of 5 to 200 nm were simulated. The particles are initially injected from the area between two circles with the radius of R (2.25 mm) and R-H0 and then the deposition efficiency is calculated by Eq. (16). Note that when a particle hits the wall, it will be deposited on the wall and then removed from the calculations. Fig. 5 compares the predicted deposition velocities with the empirical equations of Wood [2] and also Fan and Ahmadi [4]. It is seen the present model predictions are in good agreement with the empirical models.  The results display the left leg of the V-shaped variation of the deposition velocity where it decreases to a minimum as particle diameter increases about 300 nm to 500 nm using the empirical correlations. The favorable comparison in Fig. 5 suggests that the Reynolds stress turbulent model with two-layer zonal wall function is capable of predicting turbulent flow features and nano-particle deposition in pipes. Note that the total number of deposited particles should reach to an equilibrium condition which corresponds to the constant particle deposition velocity.  
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  Fig. 5. Comparison of the predicted deposition velocity in a pipe with the empirical correlation.    
Conclusions 
In this paper, the nano-particle transport and deposition in turbulent pipe flows were investigated. The RSTM in conjunction with the two-layer zonal model was used to simulate the turbulent flow field. The corresponding instantaneous velocity fluctuations were generated using the eddy life time model.  The Lagrangian particle tracking model was used to determine the particle trajectories under the assumption of one-way coupling. The simulation results show that the predicted deposition velocities for pipe are in good agreement with the earlier empirical equations.  The study provided guidelines for evaluating nano-particle transport and deposition in turbulent pipe flows. 
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