Abstract. In this paper we establish the relationships between theta functions of arbitrary order and their derivatives. We generalize our previous work [4] and prove that for any n > 1 the map sending an abelian variety to the set of Gauss images of its points of order 2n is an embedding into an appropriate Grassmannian (note that for n ¼ 1 we only got generic injectivity in [4] ). We further discuss the generalizations of Jacobi's derivative formula for any dimension and any order.
Introduction and definitions
The study of theta functions of abelian varieties is a very classical subject that goes back to Jacobi, Riemann, Weierstrass, Frobenius, Poincaré and many others. A purely algebraic modern treatment of the subject started with Weil [16] . In the 1960s Igusa [8] and Mumford [10] proved the fundamental theorem relating the values of theta functions at zero to injective maps from some modular varieties into the projective space, among other results. For a detailed history of the problem up till 1980 we refer to Igusa's survey [9] .
More precisely, let H g be the Siegel upper half-space-the set of symmetric g Â g complex matrices t with positive-definite imaginary part. For any z A C g , t A H g we define the theta function with characteristics e; d A R g to be where eðtÞ :¼ expð2pitÞ, and A t denotes the transpose of a matrix A. The restriction of a theta function to z ¼ 0 is called the associated theta constant.
If in the formula above we take e A 1 n Z=Z nz, the resulting theta function is called the theta function with characteristics of order n. These theta functions form a basis for the space of sections of nY-the n-th power of the symmetric line bundle inducing the principal polarization on the abelian variety with period matrix t. In this case the associated theta constants are modular forms with respect to a certain subgroup of Spð2g; ZÞ. Let us define this.
The symplectic group Spð2g; ZÞ acts on H g . Let us write an element g A Spð2g; ZÞ as and the quotient is the moduli space of principally polarized abelian varieties A g ¼ Spð2g; ZÞnH g . Let r : GLðg; CÞ ! End V be an irreducible rational representation with the highest weight ðk 1 ; k 2 ; . . . ; k g Þ, k 1 f k 2 f Á Á Á f k g ; then we call k g the weight of r. A representation r 0 is called reduced if its weight is equal to zero. Let us fix an integer r; we are interested in pairs r ¼ ðr 0 ; rÞ, with r 0 reduced. We call r the weight of r and use the notation
For a finite index subgroup G H Spð2g; ZÞ a multiplier system of weight r=2 is a map v : G ! C Ã , such that the map s 7 ! vðsÞ detðCt þ DÞ r=2 satisfies the cocycle condition for every s A G and t A H g (note that the function detðCt þ DÞ possesses a square root). Clearly a multiplier system of integral weight is a character. A map f : H g ! V is called a r-or V -valued modular form, or simply a vectorvalued modular form, if the choice of r is clear, with multiplier v, with respect to a subgroup of finite index G H Spð2g; ZÞ if the transformation formula f ðs tÞ ¼ vðsÞrðCt þ DÞ f ðtÞ ð1Þ is satisfied for any s in G and any t in H g , and, for g ¼ 1, if additionally f is holomorphic at all cusps of GnH 1 . Let us now define the level subgroups of the symplectic group to be
G g ðn; 2nÞ :¼ fg A G g ðnÞ j diagða t bÞ 1 diagðc t dÞ 1 0 mod 2ng:
The corresponding level moduli spaces of principally polarized abelian varieties are denoted by A g ðnÞ :¼ G g ðnÞnH g and A g ðn; 2nÞ :¼ G g ðn; 2nÞnH g , respectively. It is known that theta constants of order n are modular forms of weight 1/2 (and with r 0 ¼ Id), for a suitable multiplier v n ðsÞ, with respect to the group G g ðn; 2nÞ.
One of the main results proved by Igusa in [8] and Mumford in [10] is that the map
sending a point to the set of values of all theta constants of a given order n for any n f 4,
; defines an embedding of the level moduli space.
Recently in [4] we considered, in the case of both characteristics e, d of a theta function being half-integral (which is equivalent to the order 4 case, see [6] ) the map sending a point in H g to the g Â 2 gÀ1 ð2 g À 1Þ matrix of non-trivial gradients Passing to Plü cker's coordinates to embed the Grassmannian variety into a projective space, the image of the map F 4 in the projective space produces some well-known modular forms, the so-called Jacobian determinants of theta functions. These are obtained as follows: for any set of g odd characteristics ½e 1 ; d 1 ; . . . ; ½e g ; d g we define their Jacobian determinant to be
The Jacobian determinants were also extensively studied in the nineteenth century, with special emphasis on their modular properties and relationship with theta constants. The first result in that direction was the famous Jacobi's derivative formula Riemann has also worked on this problem, and some generalizations can be found in [11] . Thomae [15] then generalized the formula to the case of hyperelliptic curves of any genus, but the problem of completely generalizing Jacobi's derivative formula to arbitrary abelian varieties remained open.
Recently in [5] we found di¤erent generalizations of Jacobi's derivative formula to higher genus, involving second order derivatives of theta functions at zero.
The aim of this paper is to present a general framework for deriving the generalizations of the results of [4] , [5] to arbitrary level. We will consider the map
given by
and relate it to the theta constant maps Th 2n and Th 4n . Note that the map F 4n is welldefined because gradients of theta functions of order 4n are vector-valued modular forms with respect to G g ð4n; 8nÞ for the representation std n det 1=2 (i.e. of weight 1/2 and with r 0 ðAÞ ¼ A). Notice that unlike the n ¼ 1 case, here for convenience we include the gradients of all theta functions irrespective of their parity, though of course since
zÞ is even, there will be many identical columns in the g Â n 2g matrix, which is the image F 4n ðtÞ.
We will show that F 4n is an embedding for all n > 1 (recall that in [4] we considered the case of n ¼ 1 and were only able to prove generic injectivity), and will also obtain generalizations of Jacobi's derivative formula for theta functions of arbitrary level. We think that similar results can also be obtained for other levels not divisible by 4, but dealing with those makes some computations much more technically involved, as working with theta functions of non-integral level is harder, and we will not treat such computations here.
We will work with theta functions of orders 2n and 4n (in [4] and [5] we worked with n ¼ 1). To try to avoid confusion, we will adhere to the following notations: Greek letters will stand for characteristics e A 1 2 Z=Z g , which will play a special role, Latin letters at the end of the alphabet will be for vectors z A C g , and Latin letters at the beginning of the alphabet will be for characteristics a A 1 m Z=Z g for some even order m, or sometimes for a A ðQ=ZÞ g for complete generality.
Addition theorem for theta functions
We work with a g-dimensional principally polarized abelian variety X ¼ V =L with period matrix t and the polarization bundle Y. We denote by X ½2 the points of order two on X , i.e. points p A X such that 2p . We now recall the formula in [6] at the top of p. 50:
We will also need a slight generalization of the formula at the bottom of p. 171 in [6] , relating theta functions of order twice larger and theta functions with a lower characteristic:
One of the basic relations among theta functions is Riemann's bilinear addition theorem, which essentially relates theta functions at t and 2t or, if the characteristics are chosen appropriately, theta functions of order n and 2n. We will need to use it in two forms. The first form is the following:
Proposition 2 (specialization of [6] , Theorem 2, p. 139). For all t A H g , z; w A C g , a; b A R g , and e A 1 2 Z=Z g the following holds:
We will also need another form of this addition theorem, which in some sense is the converse, expressing one term in the right-hand side of the above as a combination of terms in the left-hand side.
Proposition 3 (a generalization of [6] , Corollary, p. 141). For all t A H g , z; w A C g , a; b A R g , and g; s A 1 2 Z=Z g the following holds:
Proof. This formula di¤ers from the one in the previous proposition in that we are trying to pass to double argument rather than half the argument. We first apply formula (2) to the left-hand side and then use proposition 2. Afterwards we use the formula in lemma
When we take the sum over m in this formula, this is just taking the sum P 
Injectivity of the gradient maps
In this section we follow, generalize and further advance the framework of establishing the relationships between gradients of theta functions and derivatives of theta constants that we have developed in [4] and [5] . We then use the general relationships between the maps F and Th to show that the image of Th can be obtained uniquely from the image of F, thus eventually proving injectivity of F 4n for n > 1. The improvement over the n ¼ 1 case, where we could only get generic injectivity, is due to the fact that we can now preclude the massive vanishing of theta constants that plagued our computations in [4] ; we are also aided by the knowledge that Th 2n is an embedding for n > 1, while it is still only a conjecture that Th 2 is injective.
For simplicity, we denote by q i y the derivative of y with respect to z i , evaluated at z ¼ 0. Similarly to [4] and [5] , let us then define the g Â g matrices
all i; j for a; b A ðQ=ZÞ g . We mainly shall use C with both indices a; b A 1 4n Z=Z g . Note that the C's that we used in [4] and [5] are essentially the case n ¼ 1 of the above, but here we used di¤erent indices for C's, since we are using a di¤erent basis for theta functions of a given order. Let us also define the g Â g matrices
all i; j for a; b A ðQ=ZÞ g and e A 1 2 Z=Z g . Similarly to C, the A's we used in our previous works correspond to the case n ¼ 1 of the definition we are now using, with some further restrictions on a and b.
Note that A and C are vector-valued modular forms with respect to G g ð4n; 8nÞ and the representation r ¼ Sym 2 ðstdÞ n det:
Theorem 4. The matrices A and C can be expressed in terms of each other as follows:
Proof. Indeed, to get part (a) let us take the derivative q z i q w j þ q z j q w i of the formula in proposition 2, and then evaluate at z ¼ w ¼ 0. Di¤erentiating the left-hand side is easy. On the right-hand side we notice that the terms where each factor is di¤erentiated once will cancel because of the minus sign for w in the argument of the second theta function. Thus we arrive at
; which, when written in terms of A and C, gives us part (a) of the theorem.
For the proof of part (b) let us take the derivative q z i q z j À q w i q w j j z¼w¼0 of the formula in proposition 3. Di¤erentiating the left-hand side is easy; on the right-hand side we notice that the terms that do not cancel are the ones where each of the factors is di¤erentiated once, and thus we end up with with the condition that a þ b A 1 2n Z=Z g .
We will now proceed to show the injectivity of the gradient theta map at all levelsthis is done similarly to the computations in [4] while taking advantage of the more general A and C, so we now streamline the argument. Proof. This is a trivial computation with all the six terms canceling pairwise. r
We observe that the above lemma in particular holds for a; b; c A
In an improvement over the n ¼ 1 case, where we had trouble proving nondegeneracy, we can now prove
Proof. [6] , Lemma 11, p. 188 proves this result for d ¼ e ¼ 0 and for any order m divisible by 4. The proof given there clearly works for any even m ¼ 2n f 4 as well. Using formula (2), we can then obtain a proof of the lemma by evaluating the theta functions
The reason why the n ¼ 1 case would not work for the lemma above is that all even theta functions vanish at odd points. We would also like to remark that this result is closely related to the injectivity of certain higher order embeddings of abelian varieties-obtained by using theta functions, not their derivatives-which were studied in [1] . Now similarly to [4] , proposition 12, we can reconstruct the (projectivized) values of theta constants from the knowledge of A's and thus, by theorem 4, from the C's, i.e. from F 4n ðtÞ. For g ¼ 0 this point is simply the value Th 2n ðtÞ. Since we know that Th 2n is an embedding of A g ð2n; 4nÞ for n > 1, this means that F 4n ðtÞ determines the class of t in A g ð2n; 4nÞ uniquely. Since the cover A g ð4n; 8nÞ ! A g ð2n; 4nÞ is finite, it follows immediately that the map F 4n on A g ð4n; 8nÞ is at most finite-to-one. We would now like to show that F 4n is in fact injective by showing that from the knowledge of F 4n ðtÞ we can determine uniquely the class of t in A g ð4n; 8nÞ and not only in A g ð2n; 4nÞ. The first step in this direction is the following 
, the value of F 4n ðtÞ uniquely determines the projective point
Proof. Indeed, let us use the addition formula from proposition 3 with 2n and 4n replaced by n and 2n. Then in the right-hand side we will have a linear combination of terms appearing in proposition 7, which are uniquely determined by F 4n ðtÞ, while in the left-hand side we will be getting products of two theta functions at nt of the kind described. r
The problem we had in [4] in trying to prove injectivity was due in large part to the possibility of many theta constants vanishing simultaneously, so that we were unable to determine certain signs uniquely. For n > 1 we can deal with this.
Lemma 9. For all n > 1 and for any fixed g; s; d A 1 2 Z=Z g there always exist some
Proof. First note that for any fixed g þ s there is at least one among y a g þ s Similarly let us consider theta functions of order n, y c 0
Among these there is at least one not vanishing at z ¼ t Àa þ d n þ g n ; let us choose such a c. We then finally set b :¼ c À a þ d n , and by formula 2 this implies that
Now we are ready to prove the main result.
Theorem 10. The map F 4n is injective on A g ð4n; 8nÞ for all n > 1 and all g f 2.
Proof. Recall that G g ð2n; 4nÞ=G g ð4n; 8nÞ acts on theta constants of order 4n by multiplying them by G1, depending on characteristics. Thus to finish reconstructing Th 4n ðtÞ from F 4n ðtÞ (and thus also knowing Th 2n ðtÞ) we need to deal with the ''projectivization'' happening in theorem 8, to recover the necessary signs. By the formulas on page 171 of Thus we know that
from which it follows that Th 4n ðtÞ ¼ Th 4n ðMt 0 Þ-by fixing some b, g such that
and varying a and g, so that we get y a g þ s
of a and s. Since Th 4n is injective, it means that t and Mt 0 represent the same point in A g ð4n; 8nÞ. This then implies that F 4n ðt 0 Þ ¼ F 4n ðtÞ ¼ F 4n ðMt 0 Þ. However, there cannot be an M B G g ð4n; 8nÞ such that its action does not change the image under the map F 4n (see [4] ). Hence we must have M A G g ð4n; 8nÞ, so t ¼ t 0 in A g ð4n; 8nÞ, and thus the injectivity of F 4n is proved. r Remark 11. We observe that the assumption n > 1 has been used to prove that X ðÁ ; ÁÞ is a homomorphism. In fact, for n ¼ 1 we could not show that X is indeed defined, as we did not have the non-vanishing results and thus some of t s; d could be undefined if many theta constants vanished.
Remark 12. The injectivity of F 4n on the tangent spaces follows from [4] , lemma 17 and the result in [14] .
Generalized Jacobi's derivative formulas
In the same spirit as above, the results of [5] can be generalized to higher level. The relationship between A and C provides us with a way to express vector-valued modular forms constructed using theta constants and their t-derivatives (which, by the heat equation, are the same as the second z-derivatives) in terms of the gradients of theta functions. These can be used to deduce relations among scalar modular forms involving Jacobian determinants of theta functions. In fact both formulas from [5] can be generalized to higher level. Below we give the appropriate version of Theorem 5 from that paper.
We recall the matrix di¤erential operator 
for some computable constant c.
Proof. This follows by linear algebra arguments from the expression of A in terms of C and applying the Binet's formula to the matrix C aa , which has rank one, being equal to the product of a vector and a covector. The proof is the same as in [5] . r
