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Abstract—Modern radar systems are expected to operate reli-
ably in congested environments under cost and power constraints.
A recent technology for realizing such systems is frequency agile
radar (FAR), which transmits narrowband pulses in a frequency
hopping manner. To enhance the target recovery performance
of FAR in complex electromagnetic environments, we propose
two radar schemes extending FAR to multi-carrier waveforms.
The first is Wideband Multi-carrier Agile Radar (WMAR),
which transmits/receives wideband waveforms simultaneously
with every antenna. To avoid the increased cost associated
with wideband waveforms used by WMAR, we next propose
multi-Carrier AgilE phaSed Array Radar (CAESAR). CAESAR
uses narrowband monotone waveforms, thus reducing system
complexity significantly, while introducing spatial agility. We
characterize the transmitted and received signals of the proposed
schemes, and develop an algorithm for recovering the targets,
which combines concepts from compressed sensing to estimate the
range-Doppler parameters of the targets. We derive conditions
which guarantee their accurate reconstruction. Our numerical
study demonstrates that both multi-carrier schemes improve
performance compared to conventional FAR while maintaining
its practical benefits. We also demonstrate that the performance
of CAESAR, which uses monotone waveforms, is within a small
gap from the more costly wideband radar.
I. INTRODUCTION
Emerging technologies, such as autonomous vehicles, intro-
duce new challenges for radar systems. Modern radars must
be reliable, but at the same time compact, flexible, robust, and
efficient in terms of cost and power usage [1]–[5]. A possible
approach to meet these requirements is by exploiting frequency
agility [1], namely, to utilize narrowband waveforms, while
allowing the carrier frequencies to vary between different
radar pulses. Frequency agile radar (FAR) was shown to
achieve excellent electronic counter-countermeasures (ECCM)
and electromagnetic compatibility (EMC) performance [1],
and has the flexibility of supporting spectrum sharing [5].
Furthermore, FAR is compatible with conventional wide-
spread phased array antennas. Finally, by utilizing narrowband
signals with varying frequencies, FAR systems can synthesize
a large bandwidth with narrowband waveforms [2], [6], which
reduces the hardware cost significantly, allowing the use of
non-linear amplifiers without limiting their power efficiency.
A major drawback of FAR compared to wideband radar
is its reduced range-Doppler reconstruction performance of
targets. This reduced performance is a byproduct of the rela-
tively small number of radar measurements processed by FAR,
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which stems from its usage of a single narrwoband waveform
for each pulse. The performance reduction can be relieved by
using compressed sensing (CS) algorithms that exploit sparsity
of the target scheme [7]. However, the degradation becomes
notable in extremely congested or contested electromagnetic
environments [8], where there may be no vacant bands in some
pulses or some radar returns of the transmitted pulses may be
discarded due to strong interference [9], [10].
The performance degradation of FAR can be mitigated by
using multi-carrier transmissions. When multiple carriers are
transmitted simultaneously in a single pulse, the number of
radar measurements is increased, and the target reconstruction
performance is improved. Various multi-carrier radar schemes
have been studied in the literature, including frequency divi-
sion multiple access multiple-input multiple-output (FDMA-
MIMO) [11], sub-Nyquist MIMO radar (SUMMeR) [12],
and frequency diversity array (FDA) radar [13], [14]. In
the afromentioned schemes, different array elements transmit
waveforms at different frequencies, usually forming an omni-
directional beam and illuminating a large field-of-view [15].
This degrades radar performance, especially in track mode,
where a highly directional beam focusing on the target is
preferred [15]. In addition, frequency agility is not exploited
in FDMA-MIMO and FDA. The derivation of frequency agile
multi-carrier schemes for phased array radar, which leads to a
focused beam with high gain, is the focus of this work.
Here, we propose two multi-carrier agile phased array radar
schemes. The first uses all the antenna elements to transmit a
single waveform consisting of multiple carriers simultaneously
in each pulse. Frequency agility is induced by randomly
selecting the carriers utilized, resulting in a wideband multi-
carrier agile radar (WMAR) scheme. While the increased
number of carriers is shown to achieve improved reconstruc-
tion performance compared to conventional FAR [8], WMAR
utilizes multiband signals, thus its implementation is more
costly than that uses conventional narrowband monotones, and
may suffer from envelope fluctuation [16].
To overcome the increased hardware complexity of using
wideband waveforms, we next develop multi-Carrier AgilE
phaSed Array Radar (CAESAR), which combines frequency
agility and spatial agility. Specifically, CAESAR selects a
small number of carrier frequencies on each pulse and ran-
domly allocates different carrier frequencies among its antenna
elements, such that each array element transmits a narrowband
constant modulus waveform. This approach facilitates the
usage of low complexity hardware and avoids envelope fluctu-
ation and power efficiency degradation when using non-linear
power amplifiers. An illustration of this transmission scheme is
depicted in Fig. 1. For each carrier frequency, delicate phase
shifts on the corresponding sub-array elements are used to
yield a directional transmit beam, allowing to illuminate the
tracked target in a similar manner as conventional phased
array radar. Despite the fact that only a sub-array antenna
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2Fig. 1. Transmission example of CAESAR. In every pulse of this example,
two out of three carrier frequencies are emitted by different sub-arrays. For
example, frequency 0 and 2 are selected in the 0-th pulse and are sent by
antenna 0, 2, 4 and antenna 1, 3, respectively. Traditional FAR or FDMA-
MIMO/FDA can be regarded as a special case of CAESAR, with only one
out of three frequencies or all available frequencies sent in each pulse.
is utilized for each frequency, the antenna-frequency hopping
strategy of CAESAR results in array antenna gain loss and a
relatively small performance gap compared to wideband radar
equipped with the same antenna array. Furthermore, the com-
bined randomization of frequency and antenna allocation can
be exploited to realize a dual-function radar communication
(DFRC) system [17]–[19] by embedding digital information
into the selection of these parameters. We study the application
of CAESAR as a DFRC system in a companion paper [20],
and focus here on the radar and its performance.
To present WMAR and CAESAR, we characterize the
signal model for each approach, based on which we develop a
recovery algorithm for high-resolution range (HRR), Doppler,
and angle estimation of radar targets. Our proposed algorithm
utilizes CS methods for range-Doppler reconstruction, exploit-
ing its underlying sparsity, and applies matched filtering to
detect the angles of the targets. We provide a detailed the-
oretical analysis of the range-Doppler recovery performance
of our proposed algorithm under complex electromagnetic
environments. In particular, it is proved that CAESAR and
WMAR are guaranteed to recover with high probability a
number of scattering points which grows proportionally to
the square root of the number of different narrowband signals
used, i.e., the number of carrier frequencies that are simultane-
ously transmitted in each pulse. This theoretical result verifies
that increasing the number of carriers improves target recovery,
and reduces performance degradation due to intense interfer-
ence in complex electromagnetic environments. WMAR and
CAESAR are evaluated in a numerical study, where it is shown
that their range-Doppler reconstruction performance as well as
robustness to interference are substantially improved compared
to conventional FAR. Additionally, it is demonstrated that the
performance of CAESAR is only within a small gap from that
achievable using costly wideband WMAR.
The remainder of the paper is structured as follows: Sec-
tions II and III present WMAR and CAESAR, respectively.
Section IV introduces the recovery algorithm to estimate the
range, Doppler, and angle of the targets. In Section V we
discuss the pros and cons of each scheme compared to related
radar methods. Section VI derives theoretical performance
measures of the recovery method. Simulation results are
presented in Section VII, and Section VIII concludes the paper.
Throughout the paper, we use C, R to denote the sets
of complex, real numbers, respectively, and use | · | for
the magnitude or cardinality of a scalar number, or a set,
respectively. Given x ∈ R, bxc denotes the largest integer less
than or equal to x, and
(
n
k
)
= n!k!(n−k)! represents the binomial
coefficient. Uppercase boldface letters denote matrices (e.g.,
A), and boldface lowercase letters denote vectors (e.g., a).
The (n,m)-th element of matrix A is denoted as [A]m,n, and
similarly [a]n is the n-th entry of the vector a. Given a matrix
A ∈ CM×N , and a number n (or a set of integers, Λ), [A]n
([A]Λ ∈ CM×|Λ|) is the n-th column of A (the sub-matrix
consisting of the columns of A indexed by Λ). Similarly,
[a]Λ ∈ C|Λ| is the sub-vector consisting of the elements of
a ∈ CN indexed by Λ. The complex conjugate, transpose,
and the complex conjugate-transpose are denoted (·)∗, (·)T ,
(·)H , respectively. Define ‖ · ‖p as the `p norm, ‖ · ‖0 is the
number of non-zero entries, and ‖ · ‖F is the Frobenius norm.
The probability measure is P(·), while E[·] and D[·] are the
expectation and variance of a random argument, respectively.
II. WMAR
In this section we present the proposed WMAR scheme,
which originates from FAR [1], aiming to increase the number
of radar measurements and improve the range-Doppler recov-
ery performance. We first briefly review FAR in Subsection
II-A. Then, we detail the proposed WMAR in Subsection II-B,
and present the resulting radar signal model in Subsection II-C.
A. Preliminaries of FAR
FAR [1] is a technique for enhancing the ECCM and EMC
performance of radar systems by using randomized carrier
frequencies. In the following we consider a radar system
equipped with L antenna elements, uniformly located on an
antenna array with distance d between two adjacent elements.
Let N be the number of radar pulses transmitted in each
coherent processing interval (CPI). Radar pulses are repeatedly
transmitted, starting from time instance nTr to nTr + Tp,
n ∈ N := {0, 1, . . . , N−1}, where Tr and Tp represent the
pulse repetition interval and pulse duration, respectively, and
Tr > Tp. Let F be the set of available carrier frequencies,
given by F := {fc + m∆f |m ∈ M}, where fc is the initial
carrier frequency, M := {0, 1, . . . ,M−1}, M is the number
of available frequencies, and ∆f is the frequency step.
In the n-th radar pulse, FAR randomly selects a carrier
frequency fn from F , The waveform sent from each antenna
for the n-th pulse at time instance t is φ(fn, t−nTr), where
φ(f, t) := rect (t/Tp) e
j2pift, (1)
and rect(t) = 1 for t ∈ [0, 1) and zero otherwise, representing
rectangular envelope baseband signals.
In order to direct the antenna beam pointing towards a
desired angle θ, the signal transmitted by each antenna is
weighted by a phase shift wl(θ, fn) ∈ C [21], given by
wl(θ, f) := e
j2pifld sin θ/c, (2)
where c denotes the speed of light. Define the vector
w (θ, f) ∈ CL whose l-th entry is [w (θ, f)]l := wl (θ, f).
The transmitted signal can be written as
xF(n, t) := w(θ, fn)φ(fn, t− nTr). (3)
The vector xF(n, t) ∈ CL in (3) denotes the transmission
vector of the full array for the n-th pulse at time instance t.
3The fact that FAR transmits monotone waveform facili-
tates its cost and hardware requirements. Furthermore, the
frequency agility achieved by randomizing the frequencies
between pulses enhances survivability in complex electro-
magnetic environments. However, this comes at the cost of
reduced number of radar measurements, which degrades the
target recovery performance, particularly in the presence of
interference, where some of the radar returns are missed [8].
To overcome these drawbacks, in the following we propose
WMAR, which extends FAR to multi-carrier transmissions.
B. WMAR Transmit Signal Model
WMAR extends FAR to multi-carrier signalling. Broadly
speaking, WMAR transmits a single multiband waveform from
all its antennas, maintaining frequency agility by randomizing
a subset of the available frequencies on each pulse.
Specifically, in the n-th radar pulse, WMAR randomly
selects a set of carrier frequencies Fn from F , Fn ⊂ F . We
assume that the cardinality of Fn is constant, i.e., |Fn| = K
for each n ∈ N , and write the elements of this set as
Fn = {Ωn,k|k ∈ K}, K := {0, 1, . . . ,K − 1}. The portion
of the n-th pulse of WMAR in the k-th frequency is given
by xW,k(n, t) := 1√Kw (θ,Ωn,k)φ (Ωn,k, t− nTr), and the
overall transmitted vector is xW(n, t)=
∑K
k=1 xW,k(n, t), i.e.,
xW(n, t) =
K∑
k=1
1√
K
w (θ,Ωn,k)φ (Ωn,k, t− nTr) , (4)
where the factor 1√
K
guarantees that (4) has the same total
power as the FAR signal (3).
FAR is a special case of WMAR under the setting K = 1.
By using multiple carriers simultaneously via wideband sig-
nalling, i.e., K > 1, WMAR transmits a highly directional
beam, while improving the robustness to missed pulses com-
pared to FAR. The improved performance stems from the use
of multi-carrier transmission, which increases the number of
radar measurements. To see this, we detail the received signal
model of WMAR in the following subsection.
C. WMAR Received Signal Model
We next model the received signal processed by WMAR
for target identification. To that aim, we focus on the time
interval after the n-th pulse is transmitted, i.e., nTr + Tp <
t < (n+ 1)Tr. In this period, the radar receives echoes of the
pulse, which are sampled and processed in discrete-time.
To formulate the radar returns, we assume an ideal scattering
point with scattering coefficient β ∈ C located in the transmit
beam of the radar with direction angle ϑ, i.e., ϑ ≈ θ. Denote
by r(t) the range between the target and the first radar antenna
array element at time t. The scattering point is moving at a
constant velocity v radially along with the radar line of sight,
i.e., r(t) = r(0) + vt. Under the “stop and hop” assumption
[22], which assumes that the target hops to a new location
when the radar transmits a pulse and stays there until another
pulse is emitted, the range in the n-pulse is approximated as
r(t)≈r(nTr)=r(0)+v · nTr, nTr<t<(n+1)Tr. (5)
To model the received signal, we first consider the n-th
radar pulse that reaches the target, denoted by x˜(n, t). Let
x˜k(n, t) be its component at frequency Ωn,k, i.e., x˜(n, t) :=∑K−1
k=0 x˜k(n, t). Note that x˜k(n, t) is a summation of delayed
transmissions from the corresponding antenna elements. The
delay for the l-th array element is r(nTr)/c+ld sinϑ/c. Under
the narrowband, far-field assumption, using (2), we have that
x˜k(n, t)=
L−1∑
l=0
[xW,k(n, t− r(nTr)/c)]l e−j2piΩn,kld sinϑ/c
= wH (ϑ,Ωn,k)xW,k(n, t− r(nTr)/c). (6)
Substituting (5) and the definition of xW,k(n, t) into (6) yields
x˜k(n, t)=
ρW(n, k, δϑ)√
K
φ
(
Ωn,k, t−nTr− r(0)+nvTr
c
)
, (7)
where δϑ := sinϑ − sin θ is the relative direction sine
with respect to the transmit beam, and ρW(n, k, δϑ) :=
wH (ϑ,Ωn,k)w (θ,Ωn,k) is the transmit gain, expressed as
ρW(n, k, δϑ) =
L−1∑
l=0
e−j2piΩn,kldδϑ/c. (8)
Note that ρW(n, k, δϑ) approaches L when δϑ ≈ 0.
Having modeled the signal which reaches the target, we now
derive the radar returns observed by the antenna array. After
being reflected by the scattering point, the signal at the k-th
frequency propagates back to the l-th radar array element with
an extra delay of r(nTr)/c+ ld sinϑ/c, resulting in
[y˜W,k(n, t)]l := βx˜k (n, t− r(nTr)/c− ld sinϑ/c) . (9)
The echoes vector y˜W,k(n, t) ∈ CL can be written as
y˜W,k(n, t)=βw
∗ (ϑ,Ωn,k) x˜k (n, t− r(nTr)/c)
(a)
=
β√
K
w∗ (ϑ,Ωn,k) ρW(n, k, δϑ)
× φ (Ωn,k, t−nTr−(2r(0) + 2nvTr)/c) , (10)
where (a) follows from (7).
The received echoes at all K frequencies are then separated
and sampled independently by each array element. The signal
y˜W,k(n, t) is sampled with a rate of fs = 1/Tp at time
instants t = nTr + i/fs, i = 0, 1, . . . , bTrfsc − 1, such
that each pulse is sampled once. Every sample time instant
corresponds to a coarse range cell (CRC), r ∈
(
i−1
2fs
c, i2fs c
)
.
The division to CRCs indicates coarse range information of
scattering points. We focus on an arbitrary i-th CRC, assuming
that the scattering point does not move between CRCs during
a CPI, i.e., there exists some integer i such that{
i−1
2fs
c < r (0) < i2fs c,
i−1
2fs
c < r (0) + vnTr <
i
2fs
c, ∀n ∈ N . (11)
Collecting radar returns from N pulses and L elements at
the same CRC yields a data cube YW ∈ CL×N×K with entries
[YW]l,n,k := [y˜W,k(n, nTr + i/fs)]l , (12)
where i is the CRC index. The data cube YW is processed
to estimate the refined range information, Doppler, and angle
of the scattering point. Data cubes from different CRCs are
processed identically and separately.
4Finally, we formulate how the unknown parameters of the
targets are embedded in the processed data cube YW. To
that aim, define δr := r(0) − ic/2fs as the high-range
resolution distance, cn,k := (Ωn,k − fc)/∆f ∈ M as the
carrier frequency index, and ζn,k = Ωn,k/fc as the relative
frequency factor. Then, denoting by β˜ := βe−j4pifcδr/c,
r˜ := −4pi∆fδr/c and v˜ := −4pifcvTr/c the generalized
scattering intensity, and the normalized range and velocity,
respectively, and substituting (10) into (12), we have that
[YW]l,n,k=
β˜ejr˜cn,k√
K
ejv˜nζn,ke−j2pi
Ωn,kldsinϑ
c ρW(n, k, δϑ). (13)
The unknown parameters in (13) are β˜, r˜, v˜ and (sinϑ, δϑ),
which are used to reveal the scattering intensity |β|, HRR
range r(0), velocity v and angle ϑ of the target.
The above model can be naturally extended to noisy mul-
tiple scatterers. When there are S scattering points inside
the CRC instead of a single one as assumed previously, the
received signal is a summation of returns from all these points
corrupted by additive noise, denoted by N ∈ CL×N×K .
Following (13), the entries of the data matrix are
[YW]l,n,k=
1√
K
S−1∑
s=0
β˜se
jr˜scn,kejv˜snζn,ke−j2piΩn,kldsinϑs/c
× ρW(n, k, δϑs) + [N ]l,n,k , (14)
where {β˜s}, {r˜s}, {v˜s} and {ϑs} represent the sets of factors
of scattering coefficients, ranges, velocities, and angles of
the S scattering points, respectively, which are unknown and
should be estimated. A method for recovering these parameters
from the data cube YW is detailed in Section IV.
WMAR has several notable advantages: First, as an ex-
tension of FAR, it preserves its frequency agility and is
completely suitable for implementation with phased array
antennas. Furthermore, as we discuss in Section V, its number
of radar measurements for each CRC is increased by a factor
of K compared to FAR, thus yielding increased robustness
to interference. However, WMAR transmitters simultaneously
send multiple carriers instead of a monotone as in FAR, which
requires costly hardware with large instantaneous bandwidth,
leading to envelope fluctuation and low amplifier efficiency.
To overcome these issues, we introduce CAESAR in the
following section, which utilizes low complexity narrowband
radar transceivers while introducing spatial agility, enabling
multi-carrier transmission using monotone signals at a cost of
a minimal array antenna gain loss.
III. CAESAR
CAESAR, similarly to WMAR, extends FAR to multi-
carrier transmission, However, unlike WMAR, CAESAR uti-
lizes monotone signalling and reception, and is thus more
suitable for implementation with reduced cost and low com-
plexity hardware. We detail the transmit and receive models
of CAESAR in Subsections III-A and III-B, respectively.
A. CAESAR Transmit Signal Model
Broadly speaking, CAESAR extends FAR to multi-carrier
signalling by transmitting monotone waveforms with varying
frequencies from different antenna elements. The selection of
the frequencies, as well as their allocation among the antenna
elements, is randomized anew in each pulse, thus inducing
both frequency and spatial agility.
To formulate CAESAR, we consider the same pulse radar
formulation detailed in Section II. Similarly to WMAR de-
tailed in Subsection II-B, in the n-th radar pulse, CAESAR
randomly selects a set of carrier frequencies Fn = {Ωn,k|k ∈
K} from F . While WMAR uses the set of selected frequencies
to generate wideband waveforms, CAESAR allocates a sub-
array for each frequency, such that all the antenna array
elements are utilized for transmission, each at a single carrier
frequency. Denote by fn,l ∈ Fn the frequency used by the
l-th antenna array element, l ∈ L := {0, 1, . . . , L− 1}. After
phase shifting the waveform to direct the beam, the l-th array
element transmission can be written as
[xC(n, t)]l := [w(θ, fn,l)]l φ(fn,l, t− nTr). (15)
The vector xC(n, t) ∈ CL in (15) denotes the full array
transmission vector for the n-th pulse at time t. Here, unlike
FAR which transmits a single frequency from the full array (3),
CAESAR assigns diverse frequencies to different sub-array
antennas, as illustrated in Fig. 1.
The transmitted signal (15) can also be expressed by group-
ing the array elements which use the same frequency Ωn,k. Let
xC,k(n, t) ∈ CL with zero padding represent the portion of
xC(n, t) which utilizes Ωn,k, i.e.,
xC,k(n, t) = P (n, k)w (θ,Ωn,k)φ (Ωn,k, t− nTr) , (16)
where P (n, k) ∈ {0, 1}L×L is a diagonal selection matrix
with diagonal p(n, k) ∈ {0, 1}L, whose l-th entry is one
if the l-th array element transmits at frequency Ωn,k and
zero otherwise, i.e., [P (n, k)]l,l = [p(n, k)]l = 1 and
[xC,k(n, t)]l = [xC(n, t)]l when fn,l = Ωn,k. The transmitted
signal is thus xC(n, t) :=
∑K−1
k=0 xC,k(n, t), namely
xC(n, t) =
K−1∑
k=0
P (n, k)w (θ,Ωn,k)φ (Ωn,k, t− nTr) . (17)
Comparing (17) with (4), we find that each array element of
CAESAR transmits a single frequency with unit amplitude
while in WMAR all K frequencies with amplitudes scaled by
a factor 1/
√
K are sent by each element.
The diagonal selection matrices P (n, 0), . . . ,P (n,K − 1)
uniquely describe the allocation of antenna elements for
the n-th pulse. CAESAR transmission scheme implies that∑K−1
k=0 P (n, k) = IL, i.e., all the antenna elements are utilized
for the transmission of the n-th pulse. The trace of P (n, k)
represents the number of antennas using the k-th frequency.
Without loss of generality, we assume that L/K is an integer
and tr (P (n, k)) = L/K, for each n ∈ N and k ∈ K.
Conventional phased array FAR and FDA [14] are special
cases of CAESAR with K = 1 and K = M = L,
respectively. A fundamental difference between these radar
schemes is the transmit beam pattern. In FAR, the same carrier
frequency is utilized by all the elements, i.e., Ωn,k and fn,l
are identical for each k ∈ K and l ∈ L, respectively, resulting
in highly directional beam. In FDA, all available frequencies
are transmitted simultaneously and one frequency corresponds
to a single antenna element, leading to an omnidirectional
5beam which degrades radar performance and is not suitable
for target tracking [15]. The proposed CAESAR uses only a
subset of the available frequencies in each pulse and multiple
antenna elements share the same frequency, thus achieving
a compromise radiation beam that only illuminates the de-
sired angle. Despite the gain loss in comparison with FAR
discussed in Section V, CAESAR achieves improved range-
Doppler reconstruction performance and increased robustness
to interference, as numerically demonstrated in Section VII.
B. CAESAR Received Signal Model
We next model the received signal processed by CAESAR.
Unlike WMAR, in which each antenna receives and separates
different frequency components, in CAESAR, the l-th antenna
element only receives radar returns at frequency fn,l, and
abandons other frequencies. This enables the use of narrow-
band receivers, simplifying the hardware requirements.
Note that the derivation of the signal component received
at the k-th frequency in (6), x˜k(n, t), does not depend on the
specific radar scheme. Here, substituting (16) into (6) yields
x˜k(n, t)=ρC(n, k, δϑ)φ
(
Ωn,k, t−nTr− r(0)+nvTr
c
)
, (18)
where ρC(n, k, δϑ) :=wH (ϑ,Ωn,k)P (n, k)w (θ,Ωn,k) is the
transmit gain of the selected sub-array antenna, expressed as
ρC(n, k, δϑ) =
L−1∑
l=0
[p(n, k)]l e
−j2piΩn,kldδϑ/c. (19)
Note that, opposed to the transmit gain of WMAR in (8) which
tends to L, ρC(n, k, δϑ) approaches L/K when δϑ ≈ 0. By
repeating the arguments in the derivation of (10), the echoes
vector y˜C,k(n, t) ∈ CL can be written as
y˜C,k(n, t)= βw
∗ (ϑ,Ωn,k) ρC(n, k, δϑ)
×φ (Ωn,k, t−nTr−(2r(0) + 2nvTr)/c) .(20)
CAESAR receives and processes impinging signals by the
corresponding elements of the antenna array. In particular, only
a sub-array, whose elements are indicated by P (n, k), receives
the impinging signal y˜C,k(n, t); the other array elements are
tuned to other frequencies. The zero-padded received signal
at the k-th frequency, denoted by yC,k(n, t) ∈ CL, is thus
yC,k(n, t) := P (n, k)y˜C,k(n, t). The full array received signal
is given by yC(n, t) :=
∑K−1
k=0 yC,k(n, t).
The observed signal yC(n, t) is sampled in a similar manner
as detailed in Subsection II-C. Since CAESAR processes a
single frequency component per antenna element, the measure-
ments from each CRC are collected together as a data matrix
Y ∈ CL×N , as opposed to a L×N ×K cube processed by
WMAR. By repeating the arguments used for obtaining (13),
it holds that
[Y ]l,n=β˜e
jr˜cn,kejv˜nζn,ke−j2piΩn,kldsinϑ/cρC(n, k, δϑ), (21)
which can be extended to account for multiple targets and
noisy measurements as in (14), i.e.,
[Y ]l,n=
S−1∑
s=0
β˜se
jr˜scn,kejv˜snζn,ke−j2piΩn,k
ld sinϑs
c
× ρC(n, k, δϑs) + [N ]l,n , (22)
where N ∈ CL×N is the additive noise. In order to recover
the unknown parameters from the acquired data matrix (22), in
the following section we present a dedicated recovery scheme.
IV. TARGET RECOVERY METHOD
Here, we present an algorithm for reconstructing the un-
known HRR range, velocity, angle, and scattering intensity
parameters of the scattering points from the radar measure-
ments of both WMAR and CAESAR. In order to maintain
feasible computational complexity, we do not estimate all
these parameters simultaneously: our proposed algorithm first
jointly recovers the range-Doppler parameters followed by
estimation of the unknown angles. When performing joint
range-Doppler estimation, we assume that all the scattering
points are located within the mainlobe of the transmit beam,
and that the difference of the angle sine is negligible, i.e.,
δϑ ≈ 0. We then estimate the direction angles of all scattering
points based on their range-Doppler estimates.
We divide the target recovery method into three stages:
1) apply receive beamforming such that the magnitude of
the received signal is enhanced, facilitating range-Doppler
estimation; 2) apply CS methods for joint reconstruction of
range and Doppler; and 3) angle and scattering intensity
estimation. These steps are discussed in Subsections IV-A-
IV-C, respectively. A theoretical analysis of the range-Doppler
estimation performance of our algorithm is provided in Section
VI, where we quantify how using multiple carriers improves
the range-Doppler reconstruction performance.
A. Receive Beamforming
The first step in processing the radar measurements is to
beamform the received signal in order to facilitate recovery of
the range-Doppler parameters. This receive beamforming is
applied to radar returns at different frequencies separately. To
formulate the beamforming technique, we henceforth focus on
the k-th frequency of the n-th pulse, Ωn,k. For both CAESAR
and WMAR, a total of L measurements correspond to Ωn,k,
and are denoted z˜n,k ∈ CL. For CAESAR, z˜n,k is given by
z˜n,k = P (n, k) [YC]n, of which only elements corresponding
to the selected sub-array are nonzero. For WMAR, z˜n,k
consists of the entries [YW]l,n,k for each l ∈ L. These
measurements are integrated with the weightsw (θ,Ωn,k) such
that the receive beam is pointed towards θ, resulting in
Zk,n := w
T z˜n,k ∈ C. (23)
Define αK := L2/K2 for CAESAR, and αK := L2/
√
K for
WMAR. When δϑs ≈ 0, i.e., the beam direction θ is close to
the true angle of the target, the resulting beam pattern can be
simplified as stated in the following lemma:
Lemma 1. If the difference of the angle sine satisfies δϑs ≈ 0,
then Zk,n in (23) can be approximated as
Zk,n ≈ αK
S−1∑
s=0
β˜se
jr˜scn,kejv˜snζn,k . (24)
Proof. See Appendix A.
The receive beamforming produces the matrix Z ∈ CK×N
whose entries are [Z]k,n := Zk,n, for each k ∈ K, n ∈ N . Un-
der the approximation (24), the obtained Z is used for range-
Doppler reconstruction, as discussed in the next subsection.
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of CAESAR are inversely proportional to K2, a property
which stems from the fact that CAESAR adopts a sub-array
to transmit each carrier. This reveals the tradeoff between the
number of beamformed observations, KN , and the round-trip
antenna gain, αK = L2/K2. In particular, Lemma 1 indicates
that the selection of K induces some tradeoff between number
of beamformed observations and intensity, and that increasing
K does not improve the radar performance monotonically.
For comparison, WMAR utilizes the same beamformed matrix
with intensity increased by a factor of K3/2. This indicates that
the usage of costly wideband waveforms results in the same
number of beamformed observations with increased gain. The
resulting tradeoff between number of beamformed observa-
tions and their intensity, induced by the selection of K, is not
the only aspect which must be accounted for when setting the
value of K, as it also affects the frequency agility profile.
In particular, smaller K values result in increased spectral
flexibility, as different pulses are more likely to use non-
overlapping frequency sets. Consequently, in our numerical
analysis in Section VII we use small values of K, for which
the gain loss between CAESAR and WMAR is less significant,
and increased frequency agility is maintained.
B. Range-Doppler Reconstruction
To reconstruct the range-Doppler parameters, we first recast
the beamformed signal model of Lemma 1 in matrix form, and
then apply CS methods to recover the unknown parameters,
exploiting the underlying sparsity of the resulting model.
To obtain a sparse recovery problem, we start by discretiz-
ing the range and Doppler domains. Recall that r˜s and v˜s
denote the normalized range and Doppler parameters, with
resolutions 2piM and
2pi
N , corresponding to the numbers of
available frequencies and pulses, respectively. Both parameters
belong to continuous domains in the unambiguous region
(r˜s, v˜s) ∈ [0, 2pi)2. We discretize r˜s and v˜s into HRR and
Doppler grids, denoted by grid sets R := { 2pimM ∣∣m ∈M}
and V := { 2pinN ∣∣n ∈ N}, respectively, and assume that the
targets are located precisely on the grids. The target scene can
now be represented by the matrix B ∈ CM×N with entries
[B]m,n :=
{
β˜sαK , if (r˜s, v˜s) =
(
2pim
M ,
2pin
N
)
,
0, otherwise.
(25)
We can now use the sparse structure of (25) to formulate the
range-Doppler reconstruction as a sparse recovery problem.
To that aim, let z ∈ CKN and β ∈ CMN be the vectorized
representations of Z andB, respectively, i.e., [z]k+nK = Zk,n
and [β]n+mN := [B]m,n. From (24), it holds that
z = Φβ, (26)
where the entries of Φ ∈ CKN×MN are given by
[Φ]k+nK,l+mN :=e
j 2pimM cn,k+j
2pil
N nζn,k , (27)
m ∈M, l, n ∈ N , and k ∈ K. The matrix Φ is determined
by the frequencies utilized in each pulse. Consequently, Φ is
a random matrix, as these parameters are randomized by the
radar transmitters, whose realization is known to the receiver.
In the presence of noisy radar returns, (26) becomes
z = Φβ + n, (28)
where the entries of the noise vector n ∈ CKN are the
beamformed noise, e.g., for CAESAR these are given by
[n]k+nK = w
T (θ,Ωn,k)P (n, k) [N ]n.
Since in each pulse only a subset of the available frequencies
are transmitted, i.e., K ≤M , the sensing matrix Φ in (28) has
more columns than rows, MN ≥ KN , indicating that solving
(28) is naturally an under-determined problem. When β is S-
sparse, which means that there are S non-zeroes in β, and
S  MN , CS algorithms can be used to solve (28), and the
range-Doppler parameters of the targets may then be recovered
from the support set of β, denoted S := {s|[β]s 6= 0}. With
the recovered range-Doppler values, the angle and scattering
intensity are estimated as detailed in the following subsection.
C. Angle and Scattering Intensity Estimation
In this part, we refine the angle estimation of the scattering
points, which are coarsely assumed within the transmit beam
in the receive beamforming step, i.e., δϑ ≈ 0. While the
following formulation focuses on CAESAR, the resulting
algorithm is also applicable for WMAR as well as FAR.
We estimate the directions of the scatterers individually, as
different points may have different direction angles. Since after
receive beamforming some directional information is lost in
Z, we recover the angles from the original data matrix YC
(22). Using the obtained range and Doppler estimates, we first
isolate echoes for each scattering point with an orthogonal
projection, and apply a matched filter to estimate the direction
angle of each scattering point. Finally, we use least squares to
infer the scattering intensities.
1) Echo isolation using orthogonal projection: In order
to accurately estimate the angle of each scattering point, it
is necessary to mitigate the interference between scattering
points. To that aim, we use an orthogonal projection to isolate
echoes from each scattering point.
Let Ŝ be the support set of βˆ, the estimate of β, and infer
the normalized range and Doppler parameters {r˜s, v˜s} from
Ŝ. According to (22), given these parameters, the original data
vector from the l-th array element can be written as[
Y TC
]
l
= [Ψl]Ŝ [γl]Ŝ +
[
NT
]
l
, (29)
where Ψl ∈ CN×MN has entries [Ψl]n,s := ejr˜scn,kejv˜snζn,k ,
and γl ∈ CMN denotes the effective scattering intensities
corresponding to all discrete range-Doppler grids, with s-th
entry [γl]s := β˜sρ(n, k, δϑs)e
−j2piΩn,kld sinϑs/c. The intensi-
ties, containing unknown phase shifts and antenna gains due
to angles ϑs, are estimated as
[γˆl]Ŝ = arg min
[γl]Ŝ
∥∥[Y TC ]l − [Ψ]Ŝ [γl]Ŝ∥∥22 = [Ψ]†Ŝ [Y TC ]l ,
where A† =
(
AHA
)−1
AH and we assume that
∣∣Ŝ∣∣ < N
and AHA is invertible. The received radar echo from the s-th
scattering point, Ŷs ∈ CL×N , s ∈ Ŝ, is then reconstructed by
setting the l-th row as[
Ŷ Ts
]
l
= [Ψ]s [γˆl]s . (30)
72) Angle estimation using matched filter: With the isolated
echoes Ŷs of the s-th scattering point, we use a matched
filter to refine the unknown angle ϑs, which is coarsely
assumed within the beam in the previous receive beamforming
procedure, i.e., ϑs ∈ Θ := θ+
[− pi2L , pi2L]. Using (22), we write
the isolated echo as Ŷs = β˜sYs(ϑs) +Ns, where Ns denotes
the noise matrix corresponding to the s-th scattering point.
The entries of the steering matrix Ys(ϑs) ∈ CL×N are
[Ys(ϑs)]l,n :=ρC(n, k, δϑs)e
jr˜scn,kejv˜snζn,ke−j2piΩn,kldsinϑs/c,
which can be computed using (19) with given ϑs and the
estimates of the range-Doppler parameters. Note that β˜s, ϑs
and Ns are unknown, and ϑs is of interest. The value of the
intensity β˜s recovered next is refined in the sequel to improve
accuracy. Here, we apply least squares estimation, i.e.,
ϑˆs,
ˆ˜
βs = arg min
ϑs,β˜s
∥∥vec(Ŷs)− β˜svec (Ys(ϑs))∥∥22. (31)
Substituting ˆ˜βs = (vec (Ys(ϑs)))
†
vec
(
Ŷs
)
=
tr(Y Hs (ϑs)Ŷs)
‖Ys(ϑs)‖2F
into (31) yields a matched filter
ϑˆs = arg max
ϑs∈Θ
∣∣tr(Y Hs (ϑs)Ŷs)∣∣2
‖Ys(ϑs)‖2F
. (32)
The angle ϑˆs is estimated for each s ∈ Ŝ via (32) separately.
3) Scattering intensity estimation using least squares:
When δϑs 6= 0, there exist approximation errors in (24) and
the resultant intensity estimate βˆ. We thus propose to refine
the estimation of β from the original data matrix YC once
the range-Doppler and angle parameters are acquired. Given
estimated angles ϑˆs, we concatenate the steering vectors into
C :=
[
vec
(
Ys0
(
ϑˆs0
))
, vec
(
Ys1
(
ϑˆs1
))
, . . .
]
,
s0, s1, · · · ∈ Ŝ. The model (22) is rewritten as vec (YC) =
C [β]Ŝ +N , and β can be re-estimated via least squares as[
βˆ
]
Ŝ=arg min
[β]Ŝ
∥∥vec (YC)−C [β]Ŝ∥∥22 =C†vec (YC) . (33)
The overall recovery method is summarized as Algorithm 1.
Algorithm 1 CAESAR target recovery
1: Input: Data matrix YC.
2: Beamform YC into Z via (23).
3: Use CS methods to recover the support of β, denoted by
Ŝ, from Z based on the sensing matrix Φ (27).
4: Reconstruct the normalized range-Doppler parameters
{r˜s, v˜s} from Ŝ based on (25).
5: Isolate YC into multiple echoes {Ŷs} via (30).
6: Recover the angles {ϑs} from {Ŷs} via (32).
7: Refine the scattering intensities {βs} using (33).
8: Output: parameters {r˜s, v˜s, ϑs, β˜s}.
V. COMPARISON TO RELATED RADAR SCHEMES
We next compare our proposed WMAR and CAESAR
schemes, and discuss their relationship with relevant previ-
ously proposed radar methods.
A. Comparison of WMAR, CAESAR, and FAR
We compare our proposed schemes to each other, as well as
to FAR, which is a special case of both WMAR and CAESAR
obtained by setting K = 1. We focus on the following aspects:
1) system complexity; 2) the number of measurements in a
CPI; and 3) amplitudes of the received signals. A numerical
comparison of the target recovery performance of the consid-
ered radar schemes is provided in Section VII.
In terms of system complexity, recall that CAESAR and
FAR use narrowband transceivers, and only a monotone signal
is transmitted or received by each element. In WMAR, K
multi-tone signals are sent and received simultaneously in each
pulse, thus it requires instantaneous wideband components,
resulting in a more complex system structure.
To compare the number of obtained measurements, we note
that for each CRC, WMAR acquires a data cube with NLK
samples, while FAR and CAESAR collect NL samples in
the data matrix. After receive beamforming, the number of
observations become N , NK and NK, for FAR, CAESAR,
and WMAR, respectively, via (23). This indicates that the
multi-carrier waveforms of CAESAR and WMAR increase the
number of measurements after receive beamforming.
The amplitudes of the received signals are also different,
as the transmitted power and antenna gains differ. Assuming
average per-antenna unit power, in FAR, all L array elements
transmit at the single selected frequency, and the total power
is L. The corresponding power for each frequency component
of CAESAR and WMAR is L/K. Additionally, FAR and
WMAR use a full array for the selected frequency. Hence,
they have higher antenna gains than CAESAR that uses a
subset of the antenna array for each carrier. When we consider
a scattering point with unit intensity and δϑ ≈ 0, it follows
from Lemma 1 that the amplitudes of the received signals
after receive beamforming, denoted αK , are L2 and L2/
√
K
for FAR and WMAR, respectively, while the corresponding
amplitude of CAESAR is L2/K2. This amplitude reduction
can affect the performance of CAESAR in the presence of
noise, as demonstrated in the numerical study in Section VII.
The above comparison reveals the tradeoff between system
complexity, number of observations, and signal amplitudes.
Among these three factors, the number of observations is cru-
cial to the target recovery performance especially in complex
electromagnetic environments, where some observations may
be discarded due to strong interference [9], [10]. The proposed
multi-carrier schemes, WMAR and CAESAR, are numerically
shown to outperform FAR in Section VII, despite the gain
loss of CAESAR. CAESAR also achieves performance within
a relatively small gap compared to the costly WMAR, while
avoiding the hardware complexity associated with the usage
of instantaneous wideband components. In addition, CAESAR
can also exploit its spatial agility character, which is not
present in FAR or WMAR, to realize a DFRC system, as
discussed in our companion paper [20].
B. Comparison to Previously Proposed Schemes
Similarly to CAESAR, previously proposed FDMA-MIMO
radar [11], SUMMeR [12], and FDA radar [13], [14] schemes
8also transmit a monotone waveform from each antenna ele-
ment while different elements simultaneously transmit mul-
tiple carrier frequencies. The main differences between our
approaches and these previous methods are beam pattern, fre-
quency agility, and system complexity. Due to the transmission
of diverse carrier frequencies from different array elements
of FDMA-MIMO/SUMMeR/FDA, the array antenna does not
form a focused transmit beam and usually illuminates a large
field-of-view [15]. This results in a transmit gain loss which
degrades the performance, especially for track mode, where a
high-gain directional beam is preferred [15]. By transmitting
each selected frequency with an antenna array (the full array
in WMAR and a sub-array in CAESAR), our methods achieve
a focused beam pattern that facilitates accurate target recovery.
Furthermore, FDMA-MIMO and FDA transmit all available
frequencies simultaneously, and thus do not share the advan-
tages of frequency agility, e.g., improved ECCM and EMC
performance, as the multi-carrier version of SUMMeR and
the proposed WMAR/CAESAR. In addition, FDMA-MIMO,
SUMMeR and WMAR receive instantaneous wideband signals
with every single antenna, requiring more costly components
than FDA [14] and CAESAR, which use narrowband receivers.
To summarize, unlike previously proposed radar methods,
our proposed schemes are based on phased array antenna
and frequency agile waveforms to achieve directional transmit
beam and high resistance against interference. In terms of
complexity, CAESAR is preferred for its usage of monotone
waveforms and simple instantaneous narrowband receiver.
VI. RANGE-DOPPLER RECONSTRUCTION ANALYSIS
Range-Doppler reconstruction plays a crucial role in target
recovery. This section presents a theoretical analysis of range-
Doppler recovery of Algorithm 1. Since both WMAR and
CAESAR are generalizations of FAR, the following analysis
is inspired by the study of CS-based FAR recovery in [7].
In particular, we extend the results of [7] to multi-carrier
waveforms, as well as to extremely complex electromagnetic
environments, where some transmitted pulses are interfered
by intentional or unintentional interference. In the presence of
such interference, only partial observations in the beamformed
matrix Z remain effective for range-Doppler reconstruction.
As mentioned in Subsection IV-B, Algorithm 1 utilizes CS
algorithms to recover the range-Doppler parameters. Accord-
ingly, our performance study is based on CS theory. To present
the analysis, we first briefly review some basic concepts of CS
in Subsection VI-A, followed by the range-Doppler recovery
performance analysis in Subsection VI-B. .
A. Review of Compressed Sensing
CS methods aim to solve under-determined problems such
as (26) by seeking the sparsest solution, i.e.,
min
β
‖β‖0 , s.t. z = Φβ. (34)
The `0 optimization in (34) is generally NP-hard. To re-
duce computational complexity, many alternatives including
`1 optimization and greedy approaches have been suggested
to approximate (34), see [23], [24].
There have been extensive studies on theoretical conditions
that guarantee unique recovery for noiseless models or robust
recovery for noisy models [23], [24]. The majority of these
studies characterize conditions and properties of the measure-
ment matrix Φ, including spark, mutual incoherence property
(MIP) and restricted isometry property (RIP).
Following [7], we focus on the MIP. A sensing matrix Φ is
said to satisfy the MIP when its coherence, defined as
µ(Φ) := max
i 6=j
∣∣∣[Φ]Hi [Φ]j∣∣∣∥∥ [Φ]i ∥∥2∥∥ [Φ]j ∥∥2 , (35)
is not larger than some predefined threshold. Bounded co-
herence ensures unique or robust recovery using a variety of
computationally efficient CS methods. We take `1 optimization
as an example to explain the bounds on matrix coherence. In
the absence of noise, the basis pursuit algorithm solves
min
β
‖β‖1 , s.t. z = Φβ, (36)
instead of (34). The uniqueness of the solution to (36) is
guaranteed by the following theorem:
Theorem 2 ([25]). Suppose the sensing matrix Φ has coher-
ence µ(Φ) < 12S−1 . If β solves (36) and has support size S,
then β is the unique solution to (36).
Based on Theorem 2, we next analyze the coherence
measure of the sensing matrix Φ in (27) for CAESAR and
WMAR (whose sensing matrices are identical), and establish
the corresponding performance guarantees.
B. Performance Analysis
Here, we analyze the range-Doppler reconstruction of
WMAR and CAESAR. Since the sensing matrix Φ is random,
we start by analyzing its statistics, and then derive conditions
that ensure unique recovery by invoking Theorem 2.
We assume that the frequency set Fn is uniformly i.i.d. over
{X |X ⊂ F , |X | = K }. For mathematical convenience, in our
analysis we adopt the narrow relative bandwidth assumption
from [7], i.e., ζn,k ≈ 1, such that (27) becomes
[Φ]k+nK,l+mN = e
j 2pimM cn,k+j
2pil
N n. (37)
Numerical results in [7] indicate that large relative bandwidth
has negligible effect on the MIP of Φ. In addition, recall that
all the targets precisely lie on the predefined grid points, as
assumed in Subsection IV-B.
In complex electromagnetic environments, some of the radar
echoes may be corrupted due to jamming or interference.
Heavily corrupted echoes are unwanted and should be removed
before processing in order to avoid their influence on the
estimation of target parameters [9], [10]. In this case, the
corrupted radar returns are identified, as such echoes typically
have distinct characters, e.g., extremely large amplitudes.
These interfered observations are regarded as missing, where
we consider two kinds of missing patterns: 1) pulse selective,
i.e., all observations in certain pulses are missing, which
happens when the interference in these pulses is intense over
all sub-bands; 2) observation selective, namely, only parts of
the observations are missed when the corresponding pulse
is interfered. We consider the first case in this subsection,
assuming that the radar receiver knows which pulses are
9corrupted, and leave the analysis under the second case for
future investigation. In particular, we adopt the missing-or-not
approach [26], in which each pulse in z has a probability of
1 − u, 0 < u < 1, to be corrupted, and the missing-or-not
status of the pulses are statistically independent of each other.
After removing the corrupted returns, only part of the
observations in the beamformed vector z (28) are used for
range-Doppler recovery. Equivalently, corresponding rows in
Φ can be regarded as missing, affecting the coherence of the
matrix and thus the reconstruction performance. Denote by
Λ ⊂ N the random set of available pulse indexes and by
Λ∗ := {nK + k |n ∈ Λ, k ∈ K} the corresponding index set
of available observations. The signal model (28) is now
z∗ = Φ∗β + n∗, (38)
where z∗ := [z]Λ∗ , Φ∗ :=
[
ΦT
]T
Λ∗
, and n∗ := [n]Λ∗ .
Consider the inner product of two columns in Φ∗, denoted
[Φ∗]l1 and [Φ∗]l2 , corresponding to grid points
(
2pim1
M ,
2pin1
N
)
and
(
2pim2
M ,
2pin2
N
)
, respectively, l1, l2 ∈ 0, 1, . . . ,MN − 1,
m1,m2 ∈ M, n1, n2 ∈ N . While there are M2N2 dif-
ferent pairs of (l1, l2), the magnitude of the inner product∣∣ [Φ∗]Hl1 [Φ∗]l2 ∣∣, which determines the coherence of Φ∗, takes
at most MN −1 distinct random values. To see this, note that
[Φ∗]
H
l1
[Φ∗]l2 =
∑
n∈Λ
K−1∑
k=0
e−j
2pim1
M cn,k−j
2pin1
N nej
2pim2
M cn,k+j
2pin2
N n
=
∑
n∈Λ
K−1∑
k=0
e−j2pi
m1−m2
M cn,k−j2pi
n1−n2
N n, (39)
indicating that the inner product depends only on the differ-
ence of the grid points, i.e., m1 −m2 and n1 − n2, and not
on the individual values of the column indices l1 and l2. It
follows from (39) that the MIP of Φ∗ can be written as
µ(Φ∗) = max
(∆m,∆n)
6=(0,0)
1
|Λ|K
∑
n∈Λ
K−1∑
k=0
e−j∆mcn,ke−j∆nn. (40)
where ∆m := 2pim1−m2M , ∆n := 2pi
n1−n2
N take values in the
sets ∆m∈{± 2pimM }m∈M and ∆n ∈ {± 2pinN }n∈N , respectively.
Next, we define
χn (∆m,∆n) := IΛ(n)
1
K
K−1∑
k=0
e−j∆mcn,k−j∆nn, (41)
where the random variable IΛ(n) satisfies IΛ(n) = 1 when
n ∈ Λ and 0 otherwise. In addition, let
χ (∆m,∆n) :=
N−1∑
n=0
χn (∆m,∆n) . (42)
Some of the magnitudes |χ (∆m,∆n)| are duplicated since
χ (∆m,∆n) = χ (∆m ± 2pi,∆n ± 2pi) and χ (∆m,∆n) =
χ∗ (−∆m,−∆n). To eliminate the duplication and remove
the trivial nonrandom value χ(0, 0), we restrict the values of
∆m and ∆n to ∆m ∈ { 2pimM }m∈M and ∆n ∈ { 2pinN }n∈N ,
respectively, and define the set
Ξ := {(∆m,∆n) |(m,n) ∈M×N\(0, 0)} , (43)
with cardinality |Ξ| = MN − 1, such that each value of∣∣ [Φ∗]Hl1 [Φ∗]l2 ∣∣ (except the trivial case l1 = l2) corresponds
to a single element of the set Ξ. We can now write (40) as
µ(Φ∗) = max
(∆m,∆n)∈Ξ
1
|Λ| |χ (∆m,∆n)| . (44)
The coherence in (44) is a function of the dependent random
variables χ and |Λ|. To bound µ, we derive bounds on χ and
|Λ|, respectively. To this aim, we first characterize the statisti-
cal moments of χn (∆m,∆n) for some fixed (∆m,∆n) ∈ Ξ,
which we denote henceforth as χn, in the following lemma:
Lemma 3. The sequence of random variables {χn} satisfies
E [χn] =
{
uej∆nn, if ∆m = 0,
0, otherwise,
(45)
N−1∑
n=0
D [χn] =
{
u(1− u)N, if ∆m = 0,
M−K
(M−1)KuN, otherwise.
(46)
Furthermore, for each n ∈ N ,
|χn − E[χn]| ≤ 1, w.p. 1. (47)
Proof. See Appendix B.
Using Lemma 3, the probability that the magnitude |χ| is
bounded can be derived as in the following Corollary:
Corollary 4. Let V := max
{
u(1− u)N, M−K(M−1)KuN
}
. For
any (∆m,∆n) ∈ Ξ and  ≤ V it holds that
P
(
|χ| ≥
√
V + 
)
≤ e− 
2
4V . (48)
Proof. Based on the definition (41) and the independence as-
sumption on the frequency selection and missing-or-not status
of each pulse, it holds that {χn − E [χn]}n∈N are independent
zero-mean complex-valued random variables. Now, since
N−1∑
n=0
E [χn] =
{
u
∑N−1
n=0 e
j∆nn, if ∆m = 0,
0, otherwise,
(49)
according to (45) and
∑N−1
n=0 e
j∆nn = 1−e
j∆nN
1−ej∆n equals
0 for ∆n ∈ { 2pinN }n∈N\{0}, recalling that (∆m,∆n) 6=
(0, 0), we have
∑N−1
n=0 E [χn] = 0. Then, it holds that∑N−1
n=0 (χn − E [χn]) =
∑N−1
n=0 χn = χ. Combining Bern-
stein’s inequality [27, Thm. 12] with the fact that by (47),
|χn − E[χn]| ≤ 1, results in (48).
We next derive a bound on the number of effective pulses
|Λ| in the following lemma:
Lemma 5. For any t > 0, it holds that
P (|Λ| ≤ uN − t) < e− 2t
2
N . (50)
Proof. Since, by its definition, |Λ| obeys a binomial distribu-
tion, (50) is a direct consequence of [28, Thm. 1].
Based on the requirement µ(Φ∗) > 12K−1 in Theorem 2,
we now use Corollary 4 and Lemma 5 to derive a sufficient
condition on the radar parameters M , N , K, as well as
the intensity of interference 1 − u, guaranteeing that the
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measurement matrix Φ∗ meets the requirement with high
probability. This condition is stated in the following theorem:
Theorem 6. For any constant δ > 0, the coherence of Φ∗
satisfies P
(
µ(Φ∗) ≤ 12S−1
)
≥ 1− δ when
S ≤ uN/
√
V
1+
√
2 (log 2|Ξ|−log δ)
1+ 1
2
√
2Nu
2
−
√
N
32V
+
1
2
. (51)
Proof. See Appendix C.
Recall that the value of V depends on the quantities u, K
and M . When u is reasonably large such that 1−u ≥ M−K(M−1)K ,
we have V = M−K(M−1)KuN . When there is no noise in radar
returns, a number of scattering points (on the grid) in the scale
of S = O
(√
KuN
logMN
)
guarantees a unique reconstruction of
range-Doppler parameters with high probability according to
Theorems 2 and 6. Note that this rather simple asymptotic
condition assumes that M−1M−K ≈ 1, i.e., that the overall
number of available frequencies M is substantially larger than
the number of frequencies utilized in each pulse K, thus
ensuring the agile character in frequency domain. Compared
to the asymptotic condition O
(√
N
logMN
)
of FAR with
full observations [7], we find that the presence of corrupted
observations, i.e. when u < 1, leads to degraded range-
Doppler reconstruction performance. However, by increasing
the number of transmitted frequencies in each pulse K while
maintaining K  M , the performance deterioration due to
missing observations can be mitigated, enhancing the inter-
ference immunity of the radar in extreme electromagnetic
environments. In the special case that K = 1 and u = 1, i.e.,
FAR in an interference free environment, the two conditions
coincide as O
(√
KuN
logMN
)
= O
(√
N
logMN
)
.
The above condition is proposed for the noiseless case,
indicating that the inherent target reconstruction capacity in-
creases with
√
K. In practical noisy cases, the reconstruction
performance does not monotonically increase with K, because
the transmit power of each frequency decreases with K, thus
degrading the signal-to-noise ratio (SNR) in both CAESAR
and WMAR. Particularly, in CAESAR, larger K means that
less antennas (L/K) are allocated to each frequency, which
affects the radiation beam and enlarges the gain loss. In addi-
tion, a small K maintains the practical advantages of frequency
agility in terms of, e.g., ECCM and EMC performance.
VII. SIMULATION RESULTS
In this section, we numerically compare the performance
of WMAR, CAESAR, and FAR in noiseless, noisy, and
jamming environments. In the presence of jamming, both
missing patterns, i.e., 1) pulse selective and 2) observation
selective, are tested with the same value of u, which represents
the probability of missing a pulse in 1) or an observation in
2). The results for these patterns using CAESAR and WMAR
are denoted by CAESAR1/CAESAR2 and WMAR1/WMAR2,
respectively. Note that in FAR, the two patterns coincide.
We consider a frequency band starting from fc = 9 GHz,
with M = 8 available carriers and carrier spacing of ∆f = 1
MHz. The radar system is equipped with an antenna array
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Fig. 2. Range-Doppler recovery versus S, noiseless setting.
of L = 10 elements with spacing of d = c2fc , and utilizes
N = 32 pulses focusing on θ = 0. CAESAR and WMAR use
K = 2 frequencies at each pulse. The numerical performance
is averaged over 100 Monte Carlo trials. In each trial, the
range-Doppler parameters of each target are randomly chosen
from the grid points, and the angle ϑ is randomly set within
the beam ϑ ∈ Θ. The scattering intensities are set to 1.
In order to implement target recovery via Algorithm 1
for the three radar schemes, we use the convex optimization
toolbox [29] to implement basis pursuit (36) in noiseless
cases or Lasso algorithm in noisy setups for range-Doppler
reconstruction, using hit rate as the criterion. A hit is pro-
claimed if the range-Doppler parameter of a scattering point
is successfully recovered. Using the recovered range-Doppler
parameters, the angles are estimated, and we calculate the root
mean squared error (RMSE) of the recovered scattering points,√
E[(ϑs − ϑˆs)2], for s ∈ S ∩ Ŝ, as the performance metric.
A. Noiseless Cases
We first evaluate the proposed radar schemes in a noiseless
setup. In the first experiment, we simulate different numbers of
recoverable scattering points, S. The resulting hit rates versus
S ∈ {1, . . . , N − 1} are depicted in Fig. 2. As expected,
the hit rates decrease as S increases. The performance of
CAESAR is within a very small gap of that achievable using
WMAR, because CAESAR and WMAR use the same amount
of transmitted frequencies K, and the number of beamformed
measurements is also the same. Hit rates of CAESAR and
WMAR exceed that of FAR significantly. This gain stems
from the fact that transmitting multi-carriers in each pulse of
CAESAR and WMAR increases the number of observations,
and thus raises the number of recoverable scattering points.
We next consider a jamming environment with survival rate
u = 0.4. The resulting hit rates evaluated for this setup are
depicted in Fig. 3. Comparing Figs. 2 and 3, we see that the
hit rates of all radar schemes are degraded due to jamming.
In the presence of jamming, CAESAR achieves roughly the
same performance as costly WMAR, indicating the gains of
spatial agility in such enviornments. In particular, for both
missing patterns, CAESAR and WMAR have close hit rates
and outperform FAR significantly, owing to the increased
number of transmitting frequencies.
Finally, we fix S = 5 and vary the pulse/observation
survival rate u to examine the robustness of the radars to
the jamming intensities. The hit rate results are depicted in
Fig. 4, which again demonstrates the increased robustness
of CAESAR and WMAR. Here, CAESAR achieves roughly
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Fig. 3. Range-Doppler recovery versus S, jamming scenario.
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Fig. 4. Range-Doppler recovery versus the missing rates 1− u.
the same performance as WMAR for all considered jamming
profiles, and significantly outperforms FAR.
B. Noisy Cases
Here, we consider the case where the data matrix/cube is
corrupted by additive i.i.d. zero-mean proper-complex Gaus-
sian noise with variance κ2. We let the SNR, defined as 1/κ2,
vary, examining its impact on the radars performance. The
radar setting are the same as in the noiseless case.
In the first experiment, we consider the a jamming free case,
and set S = 12. The hit rates of the range-Doppler parameters
and RMSE in angle estimation are depicted in Figs. 5-6,
respectively. Observing Figs. 5-6, we note that, as expected,
WMAR achieves the best performance in both range-Doppler
reconstruction and angle estimation. While WMAR and CAE-
SAR have the same number of observations, CAESAR has a
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Fig. 5. Range-Doppler recovery versus SNR.
                   
 6 1 5   G % 
   
   
   
   
   
   
   
   
 5
 0
 6 (
   G
 % 
 & $ ( 6 $ 5
 ) $ 5
 : 0 $ 5
Fig. 6. Angle estimation performance versus SNR.
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Fig. 7. Range-Doppler recovery versus SNR, jamming scenario.
lower antenna gain as noted in Subsection V-A, which results
in its degraded performance compared to WMAR. In high
SNRs, i.e., SNR ≥ −25 dB, CAESAR has higher hit rates than
FAR due to the advantage of increased number of transmitted
frequencies. In low SNRs of less than −30 dB, both CAESAR
and FAR become unstable (with hit rates around or lower
than 0.5), and FAR exceeds CAESAR owing to its higher
antenna gain. Note that the RMSE is calculated only for
those successfully recovered scattering points and depends
mainly on SNR. We find that FAR has slightly higher accuracy
than CAESAR in low SNR scenarios, because CAESAR has
a K2 loss factor in the amplitudes of received echoes in
comparison with FAR after receive beamforming. WMAR,
whose amplitude loss compared to FAR is only by a factor
of
√
K, achieves the best hit rates.
Finally, we consider a jamming environment and let u =
0.4. The number of scattering points is set to S = 5. The hit
rates of the range-Doppler parameters are depicted in Fig. 7.
In this scenario, we note that WMAR has the highest hit
rates, CAESAR ranks the second, and that FAR almost fails
to reconstruct scattering points (with hit rates less than 0.5).
The superiority of WMAR/CAESAR over FAR demonstrates
the advantage of the proposed multi-carrier waveforms. Com-
paring WMAR and CAESAR shows the tradeoff induced by
array allocation in CAESAR, which allows to trade hardware
complexity for a controllable loss in antenna gain.
From the experimental results in both noiseless and noisy
cases, we find that the multi-carrier signals used by CAESAR
and WMAR significantly enhance range-Doppler reconstruc-
tion performance over the monotone waveform in traditional
FAR. The advantage becomes more distinct in jamming en-
vironments, where some radar measurements are invalid. In
reasonably high SNR scenarios, the hit rates of CAESAR,
which uses constant modulus waveforms, approach those of
WMAR, which uses costly wideband waveforms.
VIII. CONCLUSION
In this work we developed two multi-carrier frequency agile
schemes for phase array radars: WMAR, which uses wideband
waveform; and CAESAR, which transmits monontone signals
and introduces spatial agility. We modeled the received radar
signal, and proposed an algorithm for target recovery. We then
characterized theoretical recovery guarantees. Our numerical
results demonstrate that our proposed schemes achieve en-
hanced survivability in extreme electromagnetic environments.
Furthermore, it is shown that CAESAR is capable of achieving
performance which approaches that of costly wideband radar,
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while utilizing low-cost narrowband transceivers. An addi-
tional benefit which follows from the introduction of frequency
and spatial agility is the natural implementation of CAESAR
as a DFRC system, studied in a companion paper.
APPENDIX
A. Proof of Lemma 1
In the following we prove (24) for CAESAR. The proof for
WMAR follows similar arguments and is omitted for brevity.
Substituting the definitions of w,P and Y into (23) yields
Zk,n =
L−1∑
l=0
wl (θ,Ωn,k) [p(n, k)]l
S−1∑
s=0
β˜se
jr˜scn,k
ejv˜snζn,ke−j2piΩn,kldsinϑs/cρC(n, k, δϑs)
=
S−1∑
s=0
L−1∑
l=0
[p(n, k)]l β˜se
jr˜scn,kejv˜snζn,k
e−j2piΩn,kld(sinϑs−sin θ)/cρC(n, k, δϑs)
=
S−1∑
s=0
β˜se
jr˜scn,kejv˜snζn,kρ2C(n, k, δϑs). (A.1)
Recall that when δϑs ≈ 0 it holds that ρC(n, k, δϑs) ≈ L/K =√
αK . Then, (A.1) reduces to (24), proving the lemma.
B. Proof of Lemma 3
We first prove (45) and (46), after which we address (47).
1) Proof of (45) and (46): For brevity, let p = −∆m,
q = −∆n, In = IΛ(n), and B =
(
M
K
)
. We set
(
M
K
)
= 0 when
M ≤ 0 or K < 0, and (M0 ) = 1 when M > 0.
We first compute E [χn] = 1KE
[
Ine
jqn
∑K−1
k=0 e
jpcn,k
]
. The
expectation is taken over the indicator In and frequency codes
cn,k. Since they are independent and E [In] = u, it holds that
E [χn] =
uejqn
K
E
[
K−1∑
k=0
ejpcn,k
]
. (B.1)
Since K frequencies are selected uniformly (but not indepen-
dently), it follows that
E
[
K−1∑
k=0
ejpcn,k
]
=
1
B
B−1∑
i=0
K−1∑
k=0
ejpmi,k , (B.2)
where mi,k denotes the k-th frequency in the i-th combination.
Out of these B combinations, there are
(
M−1
K−1
)
that contain a
given selection m ∈M. Thus, we have that
B−1∑
i=0
K−1∑
k=0
ejpmi,k =
(
M−1
K−1
)M−1∑
m=0
ejpm=
BK
M
M−1∑
m=0
ejpm. (B.3)
Substituting (B.3) into (B.2) yields
E
[
K−1∑
k=0
ejpcn,k
]
=
K
M
M−1∑
m=0
ejpm =
K
M
1− ejpM
1− ejp . (B.4)
As p∈ { 2pimM }m∈M, it holds that E[∑K−1k=0 ejpcn,k] = K if
p = 0 and zero otherwise. Substituting this into (B.1), we have
E [χn] =
{
uejqn, if p = 0,
0, otherwise,
(B.5)
which proves (45).
To obtain D [χn] := E
[|χn−E[χn]|2 ], we consider two
cases, p = 0 and p 6= 0. When p = 0, we have χn = Inejqn
and
E
[∣∣Inejqn − uejqn∣∣2] = E [(In − u)2]
(a)
= E
[
In + u
2 − 2Inu
] (b)
= u− u2, (B.6)
where (a) holds since I2n = In and in (b) we apply E [In] = u.
When p 6= 0, the random variable χn has zero mean, and
its variance is given by
E
[
|χn|2
]
= E
In
K
∣∣∣∣∣
K−1∑
k=0
ejpcn,k+jqn
∣∣∣∣∣
2

=
1
K2
E
[
In ·
K−1∑
k=0
K−1∑
k′=0
ejp(cn,k−cn,k′)
]
=
u
K2
E
[
K−1∑
k=0
K−1∑
k′=0
ejp(cn,k−cn,k′)
]
, (B.7)
where we use I2n = In. To compute (B.7), we note that
E
[
K−1∑
k=0
K−1∑
k′=0
ejpcn,k−jpcn,k′
]
=
(
M−1
K−1
)
B
M−1∑
m=0
ejp·0 +
(
M−2
K−2
)
B
M−1∑
m=0
M−1∑
m′=0,
m′ 6=m
ejp(m−m
′)
(a)
=
(
M−1
K−1
)−(M−2K−2)
B
M +
(
M−2
K−2
)
B
M−1∑
m=0
M−1∑
m′=0
ejp(m−m
′), (B.8)
where (a) follows since
M−1∑
m=0
M−1∑
m′=0,m′ 6=m
ejp(m−m
′) in the sec-
ond term can be replaced by
M−1∑
m=0
M−1∑
m′=0
ejp(m−m
′) −
M−1∑
m=0
e0.
From the derivation of (B.5), it holds that for p 6= 0 the second
summand in (B.8) vanishes, resulting in
E
[
K−1∑
k=0
K−1∑
k′=0
ejpcn,k−jpcn,k′
]
=
(M −K)K
M − 1 . (B.9)
Plugging (B.9) into (B.7), we obtain
E
[|χn|2] = M −K
(M − 1)Ku, if p 6= 0. (B.10)
Finally, to prove (46), we calculate
∑N−1
n=0 D [χn] for p = 0
and p 6= 0. When p = 0, from (B.6), we have that
N−1∑
n=0
D [χn] =
N−1∑
n=0
(
u− u2) = (u− u2)N. (B.11)
When p 6= 0, it follows from (B.10) that
N−1∑
n=0
D [χn] =
M −K
(M − 1)KuN. (B.12)
Combining (B.11) and (B.12) proves (46).
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2) Proof of (47): We again consider the two cases p = 0
and p 6= 0 separately: When p = 0, it follows from (B.5) that
|χn − E [χn]|2 =
∣∣(In − u) ejqn∣∣2 = (In − u)2
=
{
(1− u)2 ≤ 1, if In = 1,
u2 ≤ 1, otherwise. (B.13)
When p 6= 0, |χn − E [χn]|2 = |χn|2, which is not larger than
1 by definition of χn (41), thus proving (47).
C. Proof of Theorem 6
By fixing some positive  ≤ V , setting t =
√
N
8V  and
′ :=
√
V + 
uN −
√
N
8V 
=
√
V + 
uN − t , (C.1)
we have that for any (∆m,∆n) ∈ Ξ
P
( |χ|
|Λ| ≥ 
′
)
(a)
≤ P
(
|χ| ≥
√
V +  ∪ |Λ| ≤ uN − t
)
≤ P
(
|χ| ≥
√
V +
)
+P (|Λ| ≤ uN−t)
(b)
≤ 2e− 
2
4V . (C.2)
Here (a) holds since the event |χ||Λ| ≥
√
V+
uN−t implies that at
least one of the conditions |χ| ≥ √V +  and |Λ| ≤ uN − t
is satisfied; and (b) follows from Corollary 4 and Lemma 5.
Using the bound (C.2) on the magnitude of the normalized
correlation, we next bound the probability of µ(Φ∗) to exceed
some constant. By applying the union bound to (44), we have
P (µ(Φ∗) ≥ ′) ≤
∑
(∆m,∆n)∈Ξ
P
( |χ (∆m,∆n) |
|Λ| > 
′
)
≤ 2|Ξ|e− 
2
4V . (C.3)
According to (C.3), for any  > 0, it holds that
P (µ(Φ∗) ≤ ′) ≥ 1− 2|Ξ|e− 
2
4V , (C.4)
where ′ is obtained from  via (C.1). The right hand side of
(C.4) is not smaller than 1− δ when δ ≥ 2|Ξ|e− 24V , implying
that P (µ(Φ∗) ≤ ′) ≥ 1− δ when  satisfies
 ≥
√
2V (log 2|Ξ| − log δ). (C.5)
Finally, by (C.1), fixing ′ = 1/(2S − 1) implies that
S =
uN −
√
N
8V 
2
√
V + 2
+
1
2
=
uN +
√
N/8
2
√
V + 2
−
√
N
32V
+
1
2
. (C.6)
Substituting (C.5) into (C.6) proves (51).
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