The redundancy of the multiresolution representation has been clearly demonstrated in the case of fractal images, but it has not been fully recognized and exploited for general images. Recently, fractal block coders have exploited the self-similarity among blocks in images. In this work we devise an image coder in which the causal similarity among blocks of di erent subbands in a multiresolution decomposition of the image is exploited. In a pyramid subband decomposition, the image is decomposed into a set of subbands which are localized in scale, orientation and space. The proposed coding scheme consists of predicting blocks in one subimage from blocks in lower resolution subbands with the same orientation. Although our prediction maps are of the same kind of those used in fractal block coders, which are based on an iterative mapping scheme, our coding technique does not impose any contractivity constraint on the block maps. This makes the decoding procedure very simple and allows a direct evaluation of the mean squared error (mse) between the original and the reconstructed image at coding time. More importantly, we show that the subband pyramid acts as an automatic block classi er, thus making the block search simpler and the block matching more e ective. These advantages are con rmed by the experimental results, which show that the performance of our scheme is superior for both visual quality and mse to that obtainable with standard fractal block coders and also to that of other popular image coders like JPEG. Fractal models for images have proven to be e ective for image compression and rendering 1]{ 7]. Fractal images share the common property that they exhibit self-similarity across scales. The redundancy of the multiresolution representation for such images has been fully recognized 8, 9] .
I Introduction
Fractal models for images have proven to be e ective for image compression and rendering 1]{ 7]. Fractal images share the common property that they exhibit self-similarity across scales. The redundancy of the multiresolution representation for such images has been fully recognized 8, 9] .
The wavelet transform has been proposed 10] to provide a multiresolution representation of signals: its connections to subband coding have been recently noted and analyzed 11, 12] . A good example of the redundancy of the wavelet representation for fractal images is o ered by gure 1 which shows a typical fractal image f(x 1 ; x 2 ) and the log ? log plot of the magnitude of its wavelet transform T(a; b 1 ; b 2 ) versus scale a 13] . In this example, the analyzing wavelet is the \Mexican hat" (x; y) = (2 ? The plot shows the log-magnitude of the wavelet transform centered at (b 1 ; b 2 ) = ( b 1 ; b 2 ). The simple mapping between scale and wavelet transform suggests one could devise coding methods based on a multiresolution representation of images. Indeed, the methods proposed by Pentland 14] and Shapiro 15] seem to be inspired by this basic idea. Fractal based coders have recently received attention in the literature 16]{ 20]. In these coders, the image is partitioned into a set of non-overlapping range blocks, and a set of possibly overlapping domain blocks is chosen from the same image. Each of the range blocks is coded by mapping a domain block to the range block: the mapping consists of a spatial contraction, pixel reshu ing, contrast scaling and addition of an o set. By composing the action of the individual block maps, the result of the coding procedure is a transformation W on the image f that satis es W(f) ' f. The essence of the method is that the description of the map W can be used as a code for f. If this description is simpler than that of the original image, some compression can be obtained. Fractal block coders give performances that are comparable to standard techniques 21] . From a subjective point of view, and as in most other block-based coding techniques, artifact edges between range block boundaries may appear at low bit rates 19] .
In this paper, we propose a coding procedure that aims to exploit similarities among detail signals in a multiresolution decomposition of the image f. In a subband pyramid 22], an image is recursively decomposed into a low resolution approximation and three high pass detail images. The result of the decomposition is a set of subbands which are localized in scale (spatial frequency), orientation and space 11]. Figure 2 shows the original image \Lenna" and its pyramid subband decomposition. Our coding scheme consists of choosing range blocks of di erent dimensions in each of the subimages corresponding to the same scale and orientation. The domain blocks are chosen from the subimage at the next lower resolution. The maps from a domain block to a range block are similar to those used in fractal block coders. Rather than recursively coding range blocks from other blocks in the image, as in standard fractal coders, our scheme predicts the range blocks of a subimage from the blocks of the smaller subimage at the next lower resolution. This simpli es considerably the decoding procedure, since no iteration of the map W is necessary, and allows a more accurate control of the reconstruction error between the original and the coded image. Furthermore, the subband decomposition acts as an automatic classi er for blocks, since the blocks in di erent subimages corresponding to the same orientation have similar spectral content. This can be used to reduce the block searching time and to have smaller mean squared error in the block matching procedure. The proposed coding procedure gives better results than state-of-the-art fractal coders, and other popular coding algorithms such as JPEG, in terms of signal to reconstruction error ratios. From a subjective point of view, no blocking e ect is visible in the reconstructed images, due to the nature of the coding procedure that operates in the subband coe cient domain.
In section II of the paper we brie y review subband coding principles and describe the pyramid subband decomposition scheme adopted as the rst stage of our coder. Section III is a review of the main ideas used in fractal block coders: a description of the domain-range block mappings is given. Section IV describes our predictive technique. Section V is a detailed description of the coder. Section VI shows the results obtained with our scheme, and in section VII conclusions are drawn.
II Subband Coding Principles
In this section we brie y review subband coding. For a more complete treatment, reference 23] is appropriate. Subband decomposition of signals was rst introduced by Crochiere et al. 24] for speech coding, and later extended to image coding by Woods and O' Neil 25] . Figure  3 shows the schematic diagram relative to a two-channel subband coder for one-dimensional signals, where the transmitter and the receiver are connected back-to-back (therefore assuming no coding error).
In this scheme, the subband signal y l (n) is obtained by ltering the input signal y(n) with the low-pass lter H 0 and then subsampling the result by a factor two. Similarly, the other subband signal y h (n) is obtained by subsampling the output of the high-pass lter H 1 applied to y(n). The pair of lters H 0 and H 1 is usually referred to as the analysis lter bank. At the receiver, the reconstruction is performed by rst upsampling by a factor two the subband components y l (n) and y h (n), then ltering the obtained signals with the synthesis lter pair G 0 and G 1 , and nally adding the results to get the output signal v(n).
From gure 3, the z-transform of the output signal v(n) can be expressed as
corresponds to a linear shift-invariant transfer function between the input and the output, while
contributes to the aliasing components 26]. Ideally, one would like to reconstruct at the output the input signal or a delayed version of it, i.e., V (z) = z ?L Y (z) with L the number of delay samples. Therefore, a perfect reconstruction analysis/synthesis subband system is one for which
This frequency domain analysis of the subband coding system can be alternatively replaced by a time (space in 2-D) domain analysis using the matrix notation of linear algebra 12, 27] .
In this case, the signals y(n) and v(n) are represented by the in nite length vectors y and v respectively. The input/output relation is then expressed as v = GH t y where G and H are in nite size matrices which represent linear transformations on in nite length vectors 27]. The columns of matrix H consist of even-shifted versions of the timereversed kernels of the analysis lters H 0 and H 1 (zero-padded in the case of FIR lters), while the columns of G are even-shifted copies of the synthesis kernel lters G 0 and G 1 . Based on this analysis, a perfect reconstruction subband system with zero delay satis es the constraint that the matrix product GH t is the in nite size identity matrix I.
In addition to the perfect reconstruction condition we usually require the orthogonality of the analysis transformation, and we obtain for matrices G and H the constraints GG t = I, G = H. One possible way to satisfy these conditions is to choose the analysis/synthesis lter coe cients such that g 0 (n) = h 0 (?n) g 1 (n) = h 1 (?n) h 1 (n) = (?1) 1?n h 0 (1 ? n); (1) where h 0 (n) is a lter whose z-transform H 0 (z) satis es
In 11] it is shown that orthonormal bases of wavelets correspond to a subband coding scheme with orthogonal lters satisfying the equations (1) and (2) . Considering the case of FIR lters, it is possible to show 12] that conditions (1) and (2) can be met exactly only for even-length lters. Furthermore, only trivial solutions with linear phase are possible. Approximate solutions with odd length linear phase FIR lters can be found in 11, 27] .
A scheme with linear phase FIR analysis and synthesis lters has been proposed in 28], and a design method with several examples can be found in 29] . The scheme uses a symmetric linear phase low pass lter H 0 , while the lter H 1 is given by H 1 (z) = H 0 (?z). The two lters are called Quadrature Mirror Filters (QMF). A consequence of the linear phase constraint is that relation (2) can be satis ed only approximately.
More general solutions for exact perfect reconstruction even-length, odd-length FIR linear phase lters are given by biorthogonal systems 12, 30] , where the orthogonality conditions (1) and (2) are relaxed.
An interesting consequence of the orthogonality of the transformation matrix G is that the synthesis performed in the subband coding scheme is equivalent to the projection of the vector y onto two orthogonal subspaces spanned by the even translations of the synthesis lter kernels g 0 (n) and g 1 (n). Thus the Parseval theorem assures that the energy of y is equal to the sum of the energies of y l and y h . Furthermore, whenever the synthesis stage is fed with any pair of sequencesỹ l andỹ h , the energy of the output sequence v equals the sum of the energies of y l andỹ h . This property can be used to relate in a simple way the coding error energy in the subbands to the error energy in the reconstructed signal. The same relation holds with a good approximation for nearly orthogonal systems.
The subband decomposition scheme of gure 3 is easily extended to two-dimensional signals (images) following a separable approach 25]. This is done by decomposing the input image y into four subimages (or subbands) y lh , y hl , y hh , y ll , where the pair of superscript letters denotes the row-column ltering operations performed to obtain the subimage. For instance, subimage y lh is obtained by low-pass ltering the rows and high-pass ltering the columns of y, followed by a factor two subsampling in each direction. This procedure can be iterated to obtain a multilevel pyramidal decomposition of the image Hence, W(f) is obtained as the union of approximationsr i of the range blocks r i , where each approximationr i is obtained by transforming a domain block d j taken from the same image.
We now give some de nitions and state the main theorems. 
In words, if f and W(f) are close, then f is close to the xed point f = W( f) if the map W is su ciently contractive (i.e., s is not too close to 1 in (4)).
In summary, fractal block coding proceeds as follows. Block maps i are searched in order to minimize (3) for each individual range block. A map W on the entire image is then built by composing the action of the block maps. If W is contractive with respect to the mse metric and veri es D(W(f); f) , then the iteration of the map W on any starting image f 0 will result in an image that is close to the original one f because of the bound in (4). The map W can be described by specifying, for each range block r i , the transformation w i , i.e., the address of the domain block d j , the isometry I i , the scaling parameter i and the o set o i . This description of W is a code for f. At the decoder, it is possible to reconstruct an approximation of image f by iterating W on any starting image (e.g., a uniform gray image).
It is important to understand the conditions under which the transformation W is contractive. It is noted in 33] that W can be eventually contractive and still have a unique xed point. If j i j < 1 for each transformation i , W results to be eventually contractive with respect to the mse metric. However, this condition is excessively restrictive. In general, the conditions under which W is eventually contractive can be di cult to determine: moreover, the exact determination of the contractivity factor for W could be important to bound the reconstruction error 19].
IV Predictive Pyramid Coding
In our work we abandon the idea of a recursive map W. More precisely, we try to exploit a causal interdependence of the subband images in a multiresolution decomposition of f. The image is rst subband decomposed, using a pyramid subband decomposition, as described in section II.
In our scheme, we predict blocks in the subimage y lh i (or y hl i , y hh i ) from blocks of the same dimension in the subimage y lh i+1 (or y hl i+1 , y hh i+1 ). The subimages at the lowest resolution i M are coded independently using PCM 34], as described in section V. After all the subband images are predicted from the blocks in lower resolution subimages, an approximation to the original image is reconstructed from the subband coe cients. The connections between our scheme and standard fractal block coders are as follows. Each subimage y lh i (or y hl i , y hh i ) is divided into a set of non-overlapping range blocks fr i g, whose size may vary depending on the di erent frequency band: the pool of domain blocks for image y lh their energy will be localized in correspondence of the irregularities of the input signal. As an example, gure 5 shows the signals y 1 (n) and y 2 (n) when the input sequence y(n) is a step function and H 0 and H 1 are the 9-tap symmetric quasi-perfect reconstruction lters described
in 27] that we use in our coder. As seen, the practical duration of the high energy events in the two signals is the same. So, if we want to predict blocks of coe cients in y 1 (n) from blocks in y 2 (n), they should be of the same duration. The same reasoning can be applied to the following stages of the pyramid decomposition. These considerations extend to the 2-D case at least for one direction of ltering (row or column). Our approach leads to some advantages with respect to standard fractal block coders. Since we are simply predicting subband subimages from lower resolution ones, there is no need to force contractivity of the block maps. Furthermore, this allows a direct evaluation at coding time of the mse between the original and reconstructed image, unlike the case of standard fractal block coders, where knowledge of the contractivity factor of W is required to evaluate the error bound 19]. The decoding procedure becomes very simple, because a one-step mapping is necessary to predict the subband images.
The most important advantage of our scheme, however, is that the pyramid subband decomposition acts as an automatic block classi er, with the result of simplifying the block search and block matching procedures. To make this evident, we consider the case of a 1-D signal y(n) with low-pass characteristics and consider the spectrum of the signals obtained from y(n)
y(n) = y(n ? 1) + z(n); 0 < < 1;
where z(n) is white noise with zero mean and variance 2 z . The power spectral density of y(n)
is given by S y (e j! ) = The similarities in the spectral content of the subband subimages show that the blocks in di erent subimages with the same orientation are of the same class and have similar band-pass characteristics. This is also suggested by the visual closeness of the subimages. The analysis indicates that better block matching is possible with a scheme that operates on a pyramid subband decomposition of the image. Therefore, we expect a lower mse between matched blocks than in standard fractal block coders, and a lower reconstruction error for the entire image at the same bit rate. This is con rmed by the experimental results of section VI.
V Description of the Coder
In this section we will describe in some detail our predictive pyramid coder (PPC). In the following, the coder organization is described for 512 512 images, but it can be easily adapted to images with di erent dimensions. We consider a pyramid subband decomposition with ve levels, organized as in gure 4. The lters used to compute the subband decomposition are 9-tap symmetric nearly orthogonal and quasi-perfect reconstruction FIR quadrature mirror lters 27]. To avoid the introduction of artifacts at the boundary of the image, row and column ltering was performed using the symmetric extension method 35] rather than the circular convolution technique 25].
The coding procedure can be conceptually divided into two steps: a block prediction (BP) step and a residual block coding (RBC) step. In the rst step we try to predict blocks from low-resolution subimages recursively, as described below. If the prediction for a range block r i is not satisfactory at this stage, the actual coding of r i is deferred to the RBC step.
A. Block Prediction
To provide initial conditions to the BP step, subband y ll 5 is coded using an 8 bit uniform quan- Once the domain block d j and the optimal transformation are found, the mean squared error D(r i ; i (d j )) is compared to a target value P of the reconstruction error for the entire image. If D(r i ; i (d j )) exceeds P, the range block will be coded during the RBC step using a pixel-based coding scheme.
When D(r i ; i (d j )) P, the range block r i is coded with 8 bits for the address of the domain block, 2 bits to specify the isometry, and 6 bits to code the scaling parameter i . An additional bit per block is required to distinguish between the two coding schemes, corresponding to the BP or RBC alternatives.
We note that, apart from the blocks that are actually coded in the RBC step, we are in a position to predict subbands at level 4 from those at level 5. In order not to propagate the block matching error, subsequent subbands are actually predicted from the approximated subimages at the lower level, and not from the original subband coe cients. Thus, subbands at level 3 are predicted from the approximation at level 4 obtained with the procedure described above. We note that the decoder has in fact to predict subbands in the same way, i.e., it starts from coded lower resolution subimages to predict the new ones. blocks and 2 bits to specify the location of the 16 16 blocks. Therefore, the 8 8 domain blocks are searched with steps of 4 pixels in each direction, and a step 16 search is adopted for the 16 2 are located at positions that are multiples of 4 in each direction, so that 10 bits are su cient to specify their location. We use a step 16 search for the 32 32; 16 16; 8 8 blocks, with 6 bits necessary to specify their location.
A particular care has been taken of the quantization of the scaling parameters i . As a matter of fact, an error i in the quantization of i can contribute considerably to the overall mse because it a ects the error in the pixels of an entire block.
Let us respectively denote with r i and d j the range block and the (isometrically transformed) domain block. The optimal value of i that minimizes the mse error for range block i P i ( i ) = 
If o i is quantized with an error i = q ( i ) ? i , the mse (6) increases to
as it is immediately seen by evaluating (6) in o i + i and taking (7) into account.
In order to minimize the expected mse we have to design the quantizer q ( i ) such that
is minimum. If we model i as the outcome of a random variable , equation (8) is proportional (by a factor P i S( i )) to the sample mean of a function ( ) 2 of , where each occurrence i is weighted by S( i ). A hystogram of i , where each occurrence is counted S( i ) times, shows that the best tting distribution is laplacian, with a variance given by 2 
In our coder we therefore compute the variance from the scaling parameters and the domain block energies by using (9) and we employ a 6 bit laplacian quantizer for i . The scaling parameter i is set to zero whenever the variance of the range block is less than or equal to 0:5P. The blocks corresponding to the same spatial location at ner scales with the same orientation are also tested to determine if their variance is negligible. In such a case, these blocks are not coded at all. The rst range block with i = 0 is encoded with a special symbol indicating the insigni cance of all the corresponding blocks in ner scales. The technique is similar to that described in 36, 15] . Similarly, we do not code and set to zero the subbands with a total variance less than or equal to 0:5P.
B. Residual Block Coding The block prediction procedure described in the previous section can give unsatisfactory results for certain 4 4 blocks. In that case, one possible strategy could be to propagate the block splitting and consider 2 2 range blocks. If we used the same coding scheme as described above, we would devote around 20 bits to code 4 coe cients, and 80 bits to code a 4 4 block. However, well-known results from the subband coding literature 25] suggest that it is possible to obtain good quality reconstructed images while using less bits per coe cient on average. We therefore decided to code the individual coe cients in those 4 4 blocks by using a laplacian quantizer and an optimal bit allocation strategy.
There are M = 9 subbands, from level 4 to level 2 of the pyramid decomposition (see gure 4) that possibly have 4 4 range blocks that were not coded during the BP step. As mentioned in the previous section, the RBC step is not considered for the blocks in subbands at level 1. 
The RBC step in our coder therefore consists of computing energies 2 k of the residual blocks in each subband k, together with the total number of coe cients f k . We x the average rate R = 3:5 bits/coe cient, and allocate R k bits to each coe cient in the blocks of subband k, as computed by (10) . R k is rounded for simplicity to the nearest integer and a laplacian quantizer with 2 R k levels is used for the coe cients 34]. Finally, the quantizer output levels are entropy coded by using a Hu man code 34].
VI Results
In this section, we present some experimental results to evaluate the performance of the proposed PPC. Original images are 512 512 gray-level images, coded with 8 bits per pixel (bpp).
The peak-signal-to-noise ratio (PSNR) is used to determine image reconstruction delity. with f andf denoting the original and reconstructed image respectively. Figure 8 shows the PSNR versus the bit rate used to code \Lenna". In the same plot, the results of our coder are compared with the JPEG coding system 37]. As it may be seen, the PPC performs better over the entire range of bit rates, with an improvement in PSNR that is almost independent of the bit rate.
To compare the visual quality of the two coding systems, we run our PPC and JPEG coder to reconstruct \Lenna" at 0.26 bpp. The reconstructed images are shown in gure 9.a and gure 9.b, respectively. As it may be seen, no blocking e ect can be noticed in gure 9.a, even though some artifacts and smearing can be detected. Ringing e ects, typical of subband coded images, are also negligible. Table 1 reports a summary of the coding results for \Lenna" at 0.26 bpp. For each subband, we give the number of blocks of each size obtained during the coding procedure. For the 4 4 blocks that were coded in the RBC step, we report the number of quantization levels, as computed with the bit allocation strategy described in section V.
The total coding time for \Lenna" was about 5 minutes on a Sun SPARC station IPC. Similar coding time gures were obtained for di erent bit rates and other images. The coding time is mainly devoted to the block search. The decoding procedure is instead very fast, and the system candidates itself very well for applications where a large variety of pre-encoded images has to be decoded quickly.
As reported in the last line of table 1, the value of the reconstruction error P = 150 was used during the coding procedure. Notice that the actual mse is much lower (mse=34 dB). Therefore, P is used as a qualitative input parameter to the PPC. Smaller values of P were used to obtain a better quality (i.e., a higher PSNR) at the expense of a higher bit rate. However, the value of P is not directly related to the actual mse that will be obtained after coding. Nevertheless, the mse can be tracked during the coding steps, as explained in section V.
To make the artifacts introduced by our technique more evident, we show in gure 10 the image \Lenna" coded at 0.15 bpp using the PPC and JPEG. The PPC coded image appears to be smeared, and ringing artifacts are noticeable around edges. However, the image quality is acceptable. Figures 11.a and 11 .b show the original and PPC reconstructed image \Building" at 0.36 bpp. In this case, the performance of the coder is worse than for \Lenna", because of the greater high frequency content of \Building". Again, the visual quality of the reconstructed image is fairly good, even though some artifacts and ringing e ects are noticeable near the edges. Table  2 reports a summary of the coding results.
Another coding example is o ered by gures 12.a and 12.b which show the original and reconstructed image \Clown" at 0.25 bpp, while the corresponding coding results are reported in table 3.
VII Conclusion
In this paper we have proposed an image coding technique which exploits the similarities among blocks in di erent subbands of a pyramid representation of the image. These similarities are used to predict blocks of a subband from blocks in subbands with the same orientation at lower resolution. The predicted blocks are therefore simply coded by specifying the location of the domain block and the parameters of the map. In our coder, we use block mappings similar to those used in fractal block coders. However, our technique is not fractal since no map iteration is implied.
The advantages of this scheme with respect to standard fractal block coder derive from the fact that the multiresolution decomposition inherently classi es image blocks. We have shown that the spectral content of blocks in subbands with the same orientation has similar characteristics. The block search procedure is simpli ed because the search region is limited to the nearest lower resolution subband. Moreover, similar spectral characteristics allow a better matching of most blocks. The block prediction scheme is conceptually simpler than the iterative scheme adopted in standard fractal block coders. As a consequence, in our coding algorithm, no map contractivity issue arises. Furthermore, a direct evaluation of the mse between the original and the reconstructed image is possible at coding time and the decoding procedure is not iterative but very simple.
Experimental results are satisfactory both in terms of the visual appearance of the reconstructed image and in terms of PSNR versus bit rate. No blocking e ect is visible in the reconstructed images, as expected from a technique that operates in the subband domain.
A drawback of the proposed technique is the larger encoding time in comparison to other coding techniques like JPEG. The block matching procedure employed by the PPC is responsible for such an impairment, with the result of making the coder suitable for applications were nonsymmetric coders and decoders can be tolerated. We are currently investigating the possibility of reducing the encoding time by constraining the search performed for each block.
As a nal remark, we note that, when the BP step does not give satisfactory results, our scheme actually reduces to standard subband coding. We believe that better schemes for the RBC step could further improve the image quality at the same bit rate. 
