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GENERIC LINEAR PERTURBATIONS
SHUNSUKE ICHIKI
Abstract. In his celebrated paper “Generic projections”, John Mather has
shown that almost all linear projections from a submanifold of a vector space
into a subspace are transverse with respect to a given modular submanifold.
In this paper, an improvement of Mather’s result is stated. Namely, we show
that almost all linear perturbations of a smooth mapping from a submanifold
of Rm into Rℓ yield a transverse mapping with respect to a given modular
submanifold. Moreover, applications of this result are given.
1. Introduction
Throughout this paper, ℓ, m, n stand for positive integers. In this paper, unless
otherwise stated, all manifolds and mappings belong to class C∞ and all manifolds
are without boundary.
An n-dimensional manifold is denoted by N . Let π : Rm → Rℓ be a linear
mapping.
In a celebrated paper [17], for a given embedding f : N → Rm, a composition
π ◦ f : N → Rℓ (m > ℓ) is investigated, and the following assertions (M1)-(M5)
are obtained for a generic mapping. All of (M1)-(M5) follow from the main result
(Theorem 1 in Section 2) proved by Mather.
(M1) If (n, ℓ) = (n, 1), then a generic function π ◦f : N → R is a Morse function.
(M2) If (n, ℓ) = (2, 2), then a generic mapping π ◦ f : N → R2 is an excellent
map in the sense defined by Whitney in [20].
(M3) If (n, ℓ) = (2, 3), then the only singularities of the image of a generic map-
ping π ◦ f : N → R3 are normal crossings and pinch points.
(M4) A generic mapping π ◦ f : N → Rℓ is transverse with respect to the Thom-
Boardman varieties (for the definition of Thom-Boardman varieties, refer
to [1], [2], [16], [19]).
(M5) If (n, ℓ) is in the nice range of dimensions (for the definition of nice range of
dimensions, refer to [15]), then a generic mapping π ◦ f : N → Rℓ is locally
infinitesimally stable (for the definition of local infinitesimal stability, see
Section 2). If moreover, N is compact, then a generic mapping π ◦ f : N →
R
ℓ is stable (for the definition of stability, see Section 2).
Let L(Rm,Rℓ) be the space consisting of linear mappings of Rm into Rℓ. For a
given embedding f : N → Rm, a property of mappings π ◦ f : N → Rℓ will be said
to be true for a generic mapping if there exists a subset Σ with Lebesgue measure
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zero of L(Rm,Rℓ) such that for any π ∈ L(Rm,Rℓ) − Σ, π ◦ f : N → Rℓ has the
property.
The main aim of this paper is to prove Theorem 2 in Section 2, which is an
improvement of Theorem 1 in Section 2, shown by Mather ([17]).
Let U be an open subset of Rm and let F : U → Rℓ be a mapping. For any
π ∈ L(Rm,Rℓ), set Fπ as follows:
Fπ = F + π.
Here, the mapping π in Fπ = F + π is restricted to U . For a given embedding
f : N → U and a given mapping F : U → Rℓ, a property of mappings Fπ ◦ f :
N → Rℓ will be said to be true for a generic mapping if there exists a subset Σ
with Lebesgue measure zero of L(Rm,Rℓ) such that for any π ∈ L(Rm,Rℓ) − Σ,
Fπ ◦ f : N → R
ℓ has the property. For a given embedding f : N → U , from
Theorem 2, the following assertions (I1)-(I5) hold.
(I1) If (n, ℓ) = (n, 1), then a generic function Fπ◦f : N → R is a Morse function.
(I2) If (n, ℓ) = (2, 2), then a generic mapping Fπ ◦ f : N → R
2 is an excellent
map.
(I3) If (n, ℓ) = (2, 3), then the only singularities of the image of a generic map-
ping Fπ ◦ f : N → R
3 are normal crossings and pinch points.
(I4) A generic mapping Fπ ◦ f : N → R
ℓ is transverse with respect to the
Thom-Boardman varieties.
(I5) If (n, ℓ) is in the nice range of dimensions, then a generic mapping Fπ ◦ f :
N → Rℓ is locally infinitesimally stable. If moreover, N is compact, then a
generic mapping Fπ ◦ f : N → R
ℓ is stable.
The assertion (M5) (resp., (I5)) above implies assertions (M1), (M2), and (M3)
(resp., (I1), (I2) and (I3)). Both assertions (M4) and (M5) (resp., (I4) and (I5))
follow from Theorem 1 (resp., Theorem 2) of Section 2. Moreover, in the special
case of F = 0, U = Rm and m > ℓ, the assertions (I1)-(I5) are exactly the same
as the assertions (M1)-(M5) respectively. Note that in the case m ≤ ℓ, a generic
mapping π ◦ f : N → Rℓ is an embedding. On the other hand, in the same case, a
generic mapping Fπ ◦ f : N → R
ℓ is not necessarily an embedding.
The original motivation for this work is to investigate the stability of quadratic
mappings of Rm into Rℓ of a special type called “generalized distance-squared
mappings” (for the precise definition of generalized distance-squared mappings, see
Section 4). In [12] (resp., [11]), the generalized distance-squared mappings in the
case (m, ℓ) = (2, 2) (resp., (m, ℓ) = (k + 1, 2k + 1)) have been investigated, where
k is a positive integer. As an application of (I5), if (m, ℓ) is in the nice range of
dimensions, then it is shown that a generic generalized distance-squared mapping
of Rm into Rℓ is locally infinitesimally stable (see Corollary 4 and Remark 2 in
Section 4).
Notice that for example, the references [4] and [18] are also important papers
related to generic projections. In [4], an improvement of Mather’s result is given by
replacing a given embedding f : N → Rm by a given stable mapping f : N → Rm
(see Theorem 2.2 in [4]). On the other hand, in this paper, an improvement of
Mather’s result is given by replacing generic projections by generic linear pertur-
bations.
In Section 2, some standard definitions and the important notion of “modular”
submanifold (Definition 1) defined in [17] are reviewed, and the main theorem
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(Theorem 2) in this paper is stated. Section 3 is devoted to the proof of Theorem 2.
In Section 4, the motivation to investigate the stability of generalized distance-
squared mappings is given in detail, and as applications of the main theorem,
results containing Corollary 4 are stated.
2. Preliminaries and the statement of the main result
Let N and P be manifolds and let Jr(N,P ) be the space of r-jets of mappings
of N into P . For a given mapping g : N → P , the mapping jrg : N → Jr(N,P )
is defined by q 7→ jrg(q). Let C∞(N,P ) be the set of C∞ mappings of N into P ,
and the topology on C∞(N,P ) is the Whitney C∞ topology (for the definition of
Whitney C∞ topology, see for example [8]). Given g, h ∈ C∞(N,P ), we say that
g is A-equivalent to h if there exist diffeomorphisms Φ : N → N and Ψ : P → P
such that g = Ψ ◦ h ◦Φ−1. Then, g is said to be stable if the A-equivalence class of
g is open in C∞(N,P ).
Let s be a positive integer. Define N (s) as follows:
N (s) = {(q1, . . . , qs) | qi 6= qj(1 ≤ i < j ≤ s)}.
Let sJ
r(N,P ) be the space consisting of elements (jrg(q1), . . . , j
rg(qs)) ∈ J
r(N,P )s
satisfying (q1, . . . , qs) ∈ N
(s). Since N (s) is an open submanifold of Ns, the
space sJ
r(N,P ) is also an open submanifold of Jr(N,P )s. For a given mapping
g : N → P , the mapping sj
rg : N (s) → sJ
r(N,P ) is defined by (q1, . . . , qs) 7→
(jrg(q1), . . . , j
rg(qs)).
Let W be a submanifold of sJ
r(N,P ). For a given mapping g : N → P , we say
that sj
rg : N (s) → sJ
r(N,P ) is transverse to W if for any q ∈ N (s), sj
rg(q) 6∈ W
or in the case of sj
rg(q) ∈W , the following holds:
d(sj
rg)q(TqN
(s)) + T
sjrg(q)W = Tsjrg(q)sJ
r(N,P ).
A mapping g : N → P will be said to be transverse with respect to W if sj
rg :
N (s) → sJ
r(N,P ) is transverse to W .
Following Mather ([17]), we can partition P s as follows. Given any partition π
of {1, . . . , s}, let P π denote the set of s-tuples (y1, . . . , ys) ∈ P
s such that yi = yj
if and only if two positive integers i and j are in the same member of the partition
π.
Let Diff N denote the group of diffeomorphisms of N . There is a natural action
of Diff N × Diff P on sJ
r(N,P ) such that for a mapping g : N → P , the equality
(h,H) · sj
rg(q) = sj
r(H ◦ g ◦ h−1)(q′) holds, where q = (q1, . . . , qs) and q
′ =
(h(q1), . . . , h(qs)). A subset W of sJ
r(N,P ) is said to be invariant if it is invariant
under this action.
We recall the following identification (∗) from [17]. Let q = (q1, . . . , qs) ∈ N
(s),
let g : U → P be a mapping defined in a neighborhood U of {q1, . . . , qs} in N , and
let z = sj
rg(q), q′ = (g(q1), . . . , g(qs)). Let sJ
r(N,P )q and sJ
r(N,P )q,q′ denote
the fibers of sJ
r(N,P ) over q and over (q, q′) respectively. Let Jr(N)q denote the
R-algebra of r-jets at q of functions on N . Namely,
Jr(N)q = sJ
r(N,R)q.
Set g∗TP =
⋃
q˜∈U Tg(q˜)P , where TP is the tangent bundle of P . Let J
r(g∗TP )q
denote the Jr(N)q-module of r-jets at q of sections of the bundle g
∗TP . Let mq be
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the ideal in Jr(N)q consisting of jets of functions which vanish at q. Namely,
mq = {sj
rh(q) ∈ sJ
r(N,R)q | h(q1) = · · · = h(qs) = 0}.
Let mqJ
r(g∗TP )q be the set consisting of finite sums of products of an element of
mq and an element of J
r(g∗TP )q. Namely, we get
mqJ
r(g∗TP )q = J
r(g∗TP )q ∩ {sj
rξ(q) ∈ sJ
r(N, TP )q | ξ(q1) = · · · = ξ(qs) = 0}.
Then, it is seen that the following canonical identification of R vector spaces (∗)
holds.
T (sJ
r(N,P )q,q′ )z = mqJ
r(g∗TP )q.(∗)
LetW be a non-empty submanifold of sJ
r(N,P ). Choose q = (q1, . . . , qs) ∈ N
(s)
and g : N → P , and let z = sj
rg(q) and q′ = (g(q1), . . . , g(qs)). Suppose that the
choice is made so that z ∈W . Set Wq,q′ = π˜
−1(q, q′), where π˜ :W → N (s) × P s is
defined by π˜(sj
r g˜(q˜)) = (q˜, (g˜(q˜1), . . . , g˜(q˜s))) and q˜ = (q˜1, . . . , q˜s) ∈ N
(s). Suppose
that Wq,q′ is a submanifold of sJ
r(N,P ). Then, under the identification (∗), the
tangent space T (Wq,q′)z can be identified with a vector subspace of mqJ
r(g∗TP )q.
We denote this vector subspace by E(g, q,W ).
Definition 1. We say that a submanifold W of sJ
r(N,P ) is modular if conditions
(α) and (β) below are satisfied:
(α) The set W is an invariant submanifold of sJ
r(N,P ), and lies over P π for
some partition π of {1, . . . , s}.
(β) For any q ∈ N (s) and any mapping g : N → P such that sj
rg(q) ∈ W , the
subspace E(g, q,W ) is a Jr(N)q-submodule.
Now, suppose that P = Rℓ. The main theorem of [17] is the following.
Theorem 1 ([17]). Let N be a manifold of dimension n. Let f be an embedding
of N into Rm. If W is a modular submanifold of sJ
r(N,Rℓ) and m > ℓ, then
there exists a subset Σ with Lebesgue measure zero of L(Rm,Rℓ) such that for any
π ∈ L(Rm,Rℓ)− Σ, π ◦ f : N → Rℓ is transverse with respect to W .
Then, the main theorem in this paper is the following.
Theorem 2. Let N be a manifold of dimension n. Let f be an embedding of N
into an open subset U of Rm. Let F : U → Rℓ be a mapping. If W is a modular
submanifold of sJ
r(N,Rℓ), then there exists a subset Σ with Lebesgue measure zero
of L(Rm,Rℓ) such that for any π ∈ L(Rm,Rℓ)− Σ, Fπ ◦ f : N → R
ℓ is transverse
with respect to W .
It follows that the Thom-Boardman varieties are modular by Mather (see [16]
and [17]). Hence, we have the following as a corollary of Theorem 2.
Corollary 1. Let N be a manifold of dimension n. Let f be an embedding of N into
an open subset U of Rm. Let F : U → Rℓ be a mapping. Then, there exists a subset
Σ with Lebesgue measure zero of L(Rm,Rℓ) such that for any π ∈ L(Rm,Rℓ)− Σ,
Fπ ◦ f : N → R
ℓ is transverse with respect to the Thom-Boardman varieties.
Let S be a finite subset of N and y be a point of P . Let g : (N,S) → (P, y) be
a map-germ. A map-germ ξ : (N,S) → (TP, ξ(S)) such that Π ◦ ξ = g is called a
vector field along g, where Π : TP → P is the canonical projection. Let θ(g)S be the
set consisting of vector fields along g. Set θ(N)S = θ(idN )S and θ(P )y = θ(idP )y,
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where idN : (N,S) → (N,S) and idP : (P, y) → (P, y) are the identify map-
germs. The mapping tg : θ(N)S → θ(g)S is defined by tg(ξ) = Tg ◦ ξ, where
Tg : TN → TP is the derivative mapping of g. The mapping ωg : θ(P )y → θ(g)S
is defined by ωg(η) = η ◦ g. Then, a mapping g : N → P is said to be locally
infinitesimally stable if the following holds for every y ∈ P and every finite subset
S ⊂ g−1(y) ([14] and [17]).
tg(θ(N)S) + ωg(θ(P )y) = θ(g)S .
By the same way as in the proof of Theorem 3 of [17], we have the following as
a corollary of Theorem 2.
Corollary 2. Let N be a manifold of dimension n. Let f be an embedding of N
into an open subset U of Rm. Let F : U → Rℓ be a mapping. If a dimension
pair (n, ℓ) is in the nice dimensions, then there exists a subset Σ with Lebesgue
measure zero of L(Rm,Rℓ) such that for any π ∈ L(Rm,Rℓ) − Σ, the composition
Fπ ◦ f : N → R
ℓ is locally infinitesimally stable.
Remark 1. (1) In the special case that F = 0, U = Rm, and m > ℓ, Theo-
rem 2 is Theorem 1.
(2) The set Σ in Mather’s theorem (Theorem 1) depends only on f : N → Rm
and a modular submanifold W of sJ
r(N,Rℓ). On the other hand, Σ in the
main theorem of this paper (Theorem 2) depends on F : U → Rℓ too.
(3) Suppose that the mapping Fπ ◦ f : N → R
ℓ is proper in Corollary 2. Then,
the local infinitesimal stability of Fπ ◦f implies the stability of it (see [14]).
(4) We explain the advantage that the domain of the mapping F is not Rm
but an open set U . Suppose that U = R. Let F : R → R be the mapping
defined by x 7→ |x|. Since F is not differentiable at x = 0, we can not apply
Theorem 2 to the mapping F : R→ R.
On the other hand, if U = R − {0}, then Theorem 2 can be applied to
the restriction F |U .
3. Proof of Theorem 2
Let (αij)1≤i≤ℓ,1≤j≤m be a representing matrix of a linear mapping π : R
m → Rℓ.
Set Fα = Fπ, and we have
Fα(x) =
(
F1(x) +
m∑
j=1
α1jxj , . . . , Fℓ(x) +
m∑
j=1
αℓjxj
)
,
where α = (α11, . . . , α1m, . . . , αℓ1, . . . , αℓm) ∈ (R
m)ℓ, F = (F1, . . . , Fℓ) and x =
(x1, . . . , xm). For a given embedding f : N → U , a mapping Fα ◦ f : N → R
ℓ is as
follows:
Fα ◦ f =
(
F1 ◦ f +
m∑
j=1
α1jfj, . . . , Fℓ ◦ f +
m∑
j=1
αℓjfj
)
,
where f = (f1, . . . , fm). Since there is the natural identification L(R
m,Rℓ) =
(Rm)ℓ, in order to prove Theorem 2, it is sufficient to show that there exists a
subset Σ with Lebesgue measure zero of (Rm)ℓ such that for any α ∈ (Rm)ℓ − Σ,
the mapping sj
r(Fα ◦ f) : N
(s) → sJ
r(N,Rℓ) is transverse to the given modular
submanifold W .
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Let HΛ : R
ℓ → Rℓ be the linear isomorphism defined by
HΛ(X1, . . . , Xℓ) = (X1, . . . , Xℓ)Λ,
where Λ = (λij)1≤i≤ℓ,1≤j≤ℓ is an ℓ× ℓ regular matrix. The composition of HΛ and
Fα ◦ f is as follows:
HΛ ◦ Fα ◦ f =
( ℓ∑
k=1
(
Fk ◦ f +
m∑
j=1
αkjfj
)
λk1, . . . ,
ℓ∑
k=1
(
Fk ◦ f +
m∑
j=1
αkjfj
)
λkℓ
)
=
( ℓ∑
k=1
(
Fk ◦ f
)
λk1 +
m∑
j=1
( ℓ∑
k=1
λk1αkj
)
fj , . . . ,
ℓ∑
k=1
(
Fk ◦ f
)
λkℓ +
m∑
j=1
( ℓ∑
k=1
λkℓαkj
)
fj
)
.
Set GL(ℓ) = {B | B : ℓ × ℓ matrix, detB 6= 0}. Let ϕ : GL(ℓ) × (Rm)ℓ →
GL(ℓ)× (Rm)ℓ be the mapping as follows:
ϕ(λ11, λ12, . . . , λℓℓ, α11, α12, . . . , αℓm)
=
(
λ11, λ12, . . . , λℓℓ,
ℓ∑
k=1
λk1αk1,
ℓ∑
k=1
λk2αk1, . . . ,
ℓ∑
k=1
λkℓαk1,
ℓ∑
k=1
λk1αk2,
ℓ∑
k=1
λk2αk2, . . . ,
ℓ∑
k=1
λkℓαk2, . . . ,
ℓ∑
k=1
λk1αkm,
ℓ∑
k=1
λk2αkm, . . . ,
ℓ∑
k=1
λkℓαkm
)
.
For the proof of Theorem 2, it is the key to show that ϕ is a C∞ diffeomorphism. In
order to show that ϕ is a C∞ diffeomorphism, for any point (Λ′, α′) ∈ GL(ℓ)×(Rm)ℓ
of the target space of ϕ, we will find (Λ, α) satisfying ϕ(Λ, α) = (Λ′, α′), where
Λ = (λ11, λ12, . . . , λℓℓ), Λ
′ = (λ′11, λ
′
12, . . . , λ
′
ℓℓ), α = (α11, α12, . . . , αℓm), and α
′ =
(α′11, α
′
12, . . . , α
′
mℓ). Hence, it is sufficient to find (Λ, α) satisfying
λij = λ
′
ij (1 ≤ i ≤ ℓ, 1 ≤ j ≤ ℓ),
ℓ∑
k=1
λkiαkj = α
′
ji (1 ≤ i ≤ ℓ, 1 ≤ j ≤ m).
Therefore, for any j (1 ≤ j ≤ m), we get
ℓ∑
k=1
λ′k1αkj = α
′
j1,
ℓ∑
k=1
λ′k2αkj = α
′
j2, . . . ,
ℓ∑
k=1
λ′kℓαkj = α
′
jℓ.
Thus, for any j (1 ≤ j ≤ m), we have the following:

λ′11 · · · λ
′
ℓ1
...
. . .
...
λ′1ℓ · · · λ
′
ℓℓ




α1j
...
αℓj

 =


α′j1
...
α′jℓ

 .
Since the matrix 

λ′11 · · · λ
′
ℓ1
...
. . .
...
λ′1ℓ · · · λ
′
ℓℓ


is regular, for any j (1 ≤ j ≤ m), α1j , . . . , αℓj can be expressed by rational functions
of λ′11, . . . , λ
′
ℓℓ, α
′
j1, . . . , α
′
jℓ. Therefore, there exists the inverse mapping ϕ
−1 and
we see that ϕ−1 is of class C∞. Hence, the mapping ϕ is a C∞ diffeomorphism.
Next, let f˜ : U → Rm+ℓ be the mapping as follows:
f˜(x1, . . . , xm) = (F1(x1, . . . , xm), . . . , Fℓ(x1, . . . , xm), x1, . . . , xm).
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It is clearly seen that f˜ is an embedding. Since f : N → U is an embedding, the
mapping f˜ ◦ f : N → Rm+ℓ is also an embedding:
f˜ ◦ f = (F1 ◦ f, . . . , Fℓ ◦ f, f1, . . . , fm).
In order to prove Theorem 2, the following lemma is important. The following
lemma is the special case of Theorem 1.
Lemma 1 ([17]). Let N be a manifold of dimension n. Let f˜ ◦f : N → Rm+ℓ be an
embedding. If W is a modular submanifold of sJ
r(N,Rℓ), then there exists a subset
Σ with Lebesgue measure zero of L(Rm+ℓ,Rℓ) such that for any Π ∈ L(Rm+ℓ,Rℓ)−
Σ, the mapping sj
r(Π ◦ f˜ ◦ f) : N (s) → sJ
r(N,Rℓ) is transverse to W .
From Lemma 1, there exists a subset Σ with Lebesgue measure zero of L(Rm+ℓ,Rℓ)
such that for any Π ∈ L(Rm+ℓ,Rℓ) − Σ, the mapping sj
r(Π ◦ (f˜ ◦ f)) : N (s) →
sJ
r(N,Rℓ) is transverse to W .
There is the natural identification L(Rm+ℓ,Rℓ) = Rℓ(m+ℓ). Thus, we identify
the target space GL(ℓ) × (Rm)ℓ of the mapping ϕ with an open submanifold of
L(Rm+ℓ,Rℓ). Since the intersection (GL(ℓ)× (Rm)ℓ)∩Σ is a subset with Lebesgue
measure zero of GL(ℓ)× (Rm)ℓ and the mapping ϕ−1 is of class C∞, it follows that
ϕ−1((GL(ℓ)×(Rm)ℓ)∩Σ) is a subset with Lebesgue measure zero of GL(ℓ)×(Rm)ℓ.
For any (Λ, α) ∈ GL(ℓ) × (Rm)ℓ, let Π(Λ,α) : R
m+ℓ → Rℓ be the linear mapping
defined by ϕ(Λ, α) as follows:
Π(Λ,α)(X1, . . . , Xm+ℓ)
= (X1, . . . , Xm+ℓ)


λ11 · · · λ1ℓ
...
. . .
...
λℓ1 · · · λℓℓ
ℓ∑
k=1
λk1αk1 · · ·
ℓ∑
k=1
λkℓαk1
...
. . .
...
ℓ∑
k=1
λk1αkm · · ·
ℓ∑
k=1
λkℓαkm


.
Then, we have the following:
Π(Λ,α) ◦ f˜ ◦ f
=
( ℓ∑
k=1
(
Fk ◦ f
)
λk1 +
m∑
j=1
( ℓ∑
k=1
λk1αkj
)
fj , . . . ,
ℓ∑
k=1
(
Fk ◦ f
)
λkℓ +
m∑
j=1
( ℓ∑
k=1
λkℓαkj
)
fj
)
= HΛ ◦ Fα ◦ f.
Therefore, for any (Λ, α) ∈ GL(ℓ)× (Rm)ℓ − ϕ−1((GL(ℓ)× (Rm)ℓ) ∩ Σ), it follows
that sj
r(Π(Λ,α) ◦ f˜ ◦ f) (= sj
r(HΛ ◦Fα ◦ f)) is transverse to W . Since the mapping
HΛ is a diffeomorphism, we see that sj
r(Fα ◦ f) is transverse to W .
Let Σ˜ be a subset consisting of α ∈ (Rm)ℓ such that sj
r(Fα ◦f) is not transverse
to W . In order to prove Theorem 2, it is sufficient to show that Σ˜ is a subset with
Lebesgue measure zero of (Rm)ℓ. Suppose that Σ˜ is not a subset with Lebesgue
measure zero of (Rm)ℓ. Then, GL(ℓ)×Σ˜ is not a subset with Lebesgue measure zero
of GL(ℓ)× (Rm)ℓ. For any (Λ, α) ∈ GL(ℓ)× Σ˜, since sj
r(Fα ◦ f) is not transverse
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to W and the mapping HΛ is a diffeomorphism, sj
r(HΛ ◦ Fα ◦ f) is not transverse
to W . This contradicts to the claim that ϕ−1((GL(ℓ) × (Rm)ℓ) ∩ Σ) is a subset
with Lebesgue measure zero of GL(ℓ)× (Rm)ℓ. ✷
4. Applications of the main result
4.1. Introduction of generalized distance-squared mappings. In this sub-
section, the definition of generalized distance-squared mappings and the motivation
to investigate the mappings are given. Moreover, for the sake of reader’s conve-
nience, the main properties of generalized distance-squared mappings are also re-
viewed (for more details on properties of generalized distance-squared mappings,
refer to [9], [10], [11], [12]).
Let i, j be positive integers, and let pi = (pi1, pi2, . . . , pim) (1 ≤ i ≤ ℓ) (resp.,
A = (aij)1≤i≤ℓ,1≤j≤m) be points of R
m (resp., an ℓ × m matrix with non-zero
entries). Set p = (p1, p2, . . . , pℓ) ∈ (R
m)ℓ. Let G(p,A) : R
m → Rℓ be the mapping
defined by
G(p,A)(x) =
(
m∑
j=1
a1j(xj − p1j)
2
,
m∑
j=1
a2j(xj − p2j)
2
, . . . ,
m∑
j=1
aℓj(xj − pℓj)
2
)
,
where x = (x1, x2, . . . , xm) ∈ R
m. The mapping G(p,A) is called a generalized
distance-squared mapping, and the ℓ-tuple of points p = (p1, p2, . . . , pℓ) ∈ (R
m)ℓ is
called the central point of the generalized distance-squared mapping G(p,A).
A distance-squared mapping Dp (resp., Lorentzian distance-squared mapping Lp)
is the mapping G(p,A) satisfying that each entry of A is 1 (resp., ai1 = −1 and
aij = 1 (j 6= 1)).
In [9] (resp., [10]), a classification result on distance-squared mappings Dp (resp.,
Lorentzian distance-squared mappings Lp) is given.
In [12], a classification result on generalized distance-squared mappings of the
plane into the plane is given. If the rank of A is equal to two, then a generalized
distance-squared mapping having a generic central point is a stable mapping of
which any singular point is a fold point except one cusp point (for details on fold
points and cusp points, refer to [20]). If the rank of A is equal to one, then a
generalized distance-squared mapping having a generic central point is A-equivalent
to the normal form of definite fold mapping (x1, x2) → (x1, x
2
2). Since the normal
form of definite fold mapping is proper, it is easily shown that the mapping is stable
by Mather’s characterization theorem of stable proper mappings given in [14].
In [11], a classification result on generalized distance-squared mappings of Rm+1
into R2m+1 is given. If the rank of A is equal to m+1, then a generalized distance-
squared mapping having a generic central point is A-equivalent to the mapping
called the normal form of Whitney umbrella as follows:
(x1, . . . , xm+1) 7→ (x
2
1, x1x2, . . . , x1xm+1, x2, . . . , xm+1).
The normal form of Whitney umbrella is proper and stable. If the rank of A is less
than m+ 1, then a generalized distance-squared mapping having a generic central
point is A-equivalent to the inclusion as follows:
(x1, . . . , xm+1) 7→ (x1, . . . , xm+1, 0, . . . , 0).
The inclusion is proper and stable.
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Quadratic polynomial mappings have been investigated for particular pairs of
dimensions (m, ℓ) in different areas of mathematics, and there exists a vast liter-
ature on the subject. For example, in [6] (resp., [7]), a classification of quadratic
polynomial mappings of the plane into the plane (resp., of the plane into the n
dimensional space) is given. In [5], nets of quadrics are investigated.
Hence, as a research on quadratic polynomial mappings, it is natural to inves-
tigate the stability of generalized distance-squared mappings on submanifolds and
the stability of generalized distance-squared mappings of Rm → Rℓ in the cases
that (m, ℓ) is neither (2, 2) nor (k + 1, 2k + 1), where k is a positive integer.
We have another original motivation. Height functions and distance-squared
functions have been investigated in detail so far, and they are useful tools in the
applications of singularity theory to differential geometry (for example, see [3] and
[13]). A mapping in which each component is a height function is nothing but a
projection. Projections as well as height functions or distance-squared functions
have been investigated so far. In [17], the stability of projections on submanifolds
is investigated.
On the other hand, a mapping in which each component is a distance-squared
function is a distance-squared mapping. Moreover, the notion of a generalized
distance-squared mapping is an extension of that of a distance-squared mapping.
Therefore, we investigate the generalized distance-squared mappings as well as pro-
jections on submanifolds from the view point of the stability (see Corollary 4 and
Remark 2).
4.2. Applications of Theorem 2 to G(p,A) : R
m → Rℓ. As an application of
Theorem 2, we have the following.
Proposition 1. Let N be a manifold of dimension n. Let f : N → Rm be an
embedding. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ × m matrix with non-zero entries.
If W is a modular submanifold of sJ
r(N,Rℓ), then there exists a subset Σ with
Lebesgue measure zero of (Rm)ℓ such that for any p = (p1, . . . , pℓ) ∈ (R
m)ℓ − Σ,
G(p,A) ◦ f : N → R
ℓ is transverse with respect to W .
Proof. Let H : Rℓ → Rℓ be the diffeomorphism of the target for deleting
constant terms. The composition H ◦G(p,A) : R
m → Rℓ is given as follows:
H ◦G(p,A)(x) =

 m∑
j=1
a1jx
2
j − 2
m∑
j=1
a1jp1jxj , . . . ,
m∑
j=1
aℓjx
2
j − 2
m∑
j=1
aℓjpℓjxj

 ,
where x = (x1, . . . , xm).
Let ψ : (Rm)ℓ → L(Rm,Rℓ) be the mapping defined by
ψ(p11, p12, . . . , pℓm) = −2(a11p11, a12p12, . . . , aℓmpℓm).
Note that there exists the natural identification L(Rm,Rℓ) = (Rm)ℓ. Since aij 6= 0
for any i, j (1 ≤ i ≤ ℓ, 1 ≤ j ≤ m), it is clearly seen that ψ is a C∞ diffeomorphism.
Set Fi(x) =
∑m
j=1 aijx
2
j (1 ≤ i ≤ ℓ) and F = (F1, . . . , Fℓ). From Theorem 2,
there exists a subset Σ with Lebesgue measure zero of L(Rm,Rℓ) such that for any
π ∈ L(Rm,Rℓ) − Σ, the mapping sj
r(Fπ ◦ f) : N
(s) → sJ
r(N,Rℓ) is transverse
to W . Since ψ−1 : L(Rm,Rℓ) → (Rm)ℓ is a C∞ mapping, ψ−1(Σ) is a subset
with Lebesgue measure zero of (Rm)ℓ. For any p ∈ (Rm)ℓ − ψ−1(Σ), we have
ψ(p) ∈ L(Rm,Rℓ) − Σ. Hence, for any p ∈ (Rm)ℓ − ψ−1(Σ), the mapping sj
r(H ◦
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G(p,A) ◦ f) : N
(s) → sJ
r(N,Rℓ) is transverse to W . Then, since H : Rℓ → Rℓ is a
diffeomorphism, sj
r(G(p,A) ◦ f) : N
(s) → sJ
r(N,Rℓ) is transverse to W . ✷
As in Section 2, from Proposition 1, we get two applications.
Corollary 3. Let N be a manifold of dimension n. Let f : N → Rm be an
embedding. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ × m matrix with non-zero entries.
Then, there exists a subset Σ with Lebesgue measure zero of (Rm)ℓ such that for
any p = (p1, . . . , pℓ) ∈ (R
m)ℓ −Σ, G(p,A) ◦ f : N → R
ℓ is transverse with respect to
the Thom-Boardman varieties.
Corollary 4. Let N be a manifold of dimension n. Let f : N → Rm be an
embedding. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ×m matrix with non-zero entries. If
a dimension pair (n, ℓ) is in the nice dimensions, then there exists a subset Σ with
Lebesgue measure zero of (Rm)ℓ such that for any p = (p1, . . . , pℓ) ∈ (R
m)ℓ−Σ, the
composition G(p,A) ◦ f : N → R
ℓ is locally infinitesimally stable.
Remark 2. (1) Suppose that the mapping G(p,A) ◦ f : N → R
ℓ is proper in
Corollary 4. Then, the local infinitesimal stability of G(p,A) ◦ f implies the
stability of it (see [14]).
(2) Suppose that N = Rm and f : Rm → Rm is the identify. From Corol-
lary 4, it is clearly seen that if (m, ℓ) is in the nice dimensions, then there
exists a subset Σ with Lebesgue measure zero of (Rm)ℓ such that for any
p = (p1, . . . , pℓ) ∈ (R
m)ℓ − Σ, the mapping G(p,A) : R
m → Rℓ is locally
infinitesimally stable. This is an application of (I5) in Section 1.
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