Abstract. In contrast to the standard inductive inference setting of predictive machine learning, in real world learning problems often the test instances are already available at training time. Transductive inference tries to improve the predictive accuracy of learning algorithms by making use of the information contained in these test instances. Although this description of transductive inference applies to predictive learning problems in general, most transductive approaches consider the case of classification only. In this paper we introduce a transductive variant of Gaussian process regression with automatic model selection, based on approximate moment matching between training and test data. Empirical results show the feasibility and competitiveness of this approach.
Introduction
Machine learning research mostly concentrates on estimating an underlying unknown conditional or functional dependence of a target property on some other variables. This estimate is based on a set of training instances, respecting this dependency. It is then usually applied to test instances for which the target property has not been observed. This setting is known as supervised learning or inductive inference. The downside of such algorithms is that they ignore the test data at training time even when such data is available. In this case, transductive inference approaches promise improved predictive accuracy as they exploit available knowledge about the test instances at training time. A related class of methods are semi-supervised learning algorithms that take advantage of additional unlabeled data which may or may not be used for testing purposes. See, e.g., [1] for an overview of recent results.
This work has led to a number of competitive algorithms mostly making use of the "cluster assumption", i.e., that "the decision boundary should not cross high-density regions", e.g., [2] . Although the transductive as well as the semi-supervised learning settings have no inherent restriction to classification only, there is so far very little work on transductive nor semi-supervised regression or structural prediction. Most work on transductive or semi-supervised regression is primarily concerned with designing kernel matrices such as the inverse graph Laplacian [3, 4] or related matrices [5, 6] on both labeled and unlabeled data. Similarly, Bayesian Committee Machines [7] can also be considered as a transductive method where the test data is incorporated in the computation of the kernel [8] . In [9] the labels for the test data are chosen to minimise the leave-one-out error of ridge regression on the joint training and test data and are constraint to be close to the inductive solution. In [10] the disagreement on unlablelled data between the hypotheses and an origin function is minimised and in [11] the disagreement on unlablelled data between hypotheses from different views is minimised.
In this paper we introduce a transductive algorithm for Gaussian process regression. The algorithm is based on the idea that the moments on training and test set, i.e., mean and variance, should match approximately. This is a realistic assumption in many realworld datasets and theoretically justified by the assumption of iid data and the observation that scalar quantities are much more concentrated around their mean than, say, the distribution of maximum a posteriori estimators. More precisely, let {y 1 , . . . , y m } denote the labels on the training data. We make sure that the observed mean and variance on the training set match the predicted mean and variance on the test set E [y] or E y 2 . In the present paper we achieve this by directly modifying the prior such that only parameters which are consistent between training and test set are considered in the inference procedure. The algorithm has the potential of being combined with previous approaches based on modifying the kernel or on minimising the disagreement between hypotheses.
In this fashion our setting draws on [12] which studies transductive classification based on a similar principle, namely that the predicted conditional class probabilities should match the observed counts on the training set. While we frame our approach in terms of a homoscedastic Gaussian Process estimator [13] it is readily extensible to heteroscedastic estimation [14] , albeit at the expense of additional complication in the notation.
This paper is organized as follows: Section 2 introduces Gaussian process regression and model selection strategies for Gaussian processes. Our general approach to transductive Gaussian processes with automatic model selection is described in Section 3 and the optimization details are laid out in Section 4. Finally, Section 5 contains our empirical findings and Section 6 concludes.
Gaussian Process Regression

Setting
We begin with a very brief overview over Gaussian Process (GP) Regression, as described, e.g., in [15, 13] . Denote by X × Y the domain of patterns and labels respectively from which m pairs (x i , y i ) are drawn independently and identically distributed (iid). For regression assume that Y ⊆ R. Moreover assume that there exists a Gaussian process on X with covariance kernel k : X × X → R and mean μ : X → R. For notational convenience we set μ(x) = 0, i.e., we ignore the offset for the remainder of the paper.
The key assumption of GP regression is that y is given by y = t + ξ where ξ ∼ N (0, σ 2 ) is an iid Gaussian random variable and that t is drawn from the Gaussian process on X specified by k. That is,
where
and I is the identity matrix. 
Regression
Here K train,train is the covariance matrix computed on the training set In particular, there is no guarantee that any of the moments of the conditional distribution match that of the observed data. This is the key weakness of the model which we will address in Section 3.
Model Selection
If we knew the correct k and σ 2 , Equations (1) and (2) would be all we need for inference. In reality, the kernel k and the degree of noise σ 2 need to be adjusted. By Bayes rule this leads to
Inference is then carried out either by sampling from the posterior or by maximum a posteriori (MAP) estimation with respect to (k, σ 2 ). For the purpose of this paper we focus on the latter due to its superior computational efficiency. Lacking further knowledge about the prior, one typically assumes that p(σ 2 , k|X train ) = p(σ 2 )p(k) factorizes. Typically p(k) is non-zero only for a parameterised family of kernels. For instance, the liberty in choosing k might relate to the width and scaling in a Gaussian RBF kernel, leading to parameter scaling in a fashion similar to Automatic Relevance Determination [16] . We then need the derivatives with respect to these parameters (see Section 4.4) .
This leads to the minimization of the negative log-posterior
2 , k|X train ) which is given (up to constants) by
Here we skipped the "train" subscripts on K and Y for a more compact notation. Using tr to denote the trace, the derivatives of P with respect to σ 2 and k are readily obtained via: , with contour lines indicating equal prior probability; Right: effective prior as restricted by Q to a sub-domain of (σ 2 , k) which satisfy the marginal constraints on the test set. The order of hypotheses within the feasible set remains unchanged by the intersection with Q . However, the normalization changes due to the restriction of the domain.
Minimization is achieved, e.g., by gradient descent. In terms of computation, the key cost is to deal with the inverse of (K + σ 2 I).
Transduction and Empirical Bayes
When viewing the negative log-posterior (3) it is obvious that X test does not enter the discussion. This is perfectly reasonable provided that our prior on k and σ 2 is well specified. In reality, however, we can rarely be sure that the prior is sufficiently accurate. We address this issue in the following by a semi-empirical construction of the prior on σ 2 , k.
Restricting the Prior
We begin with a prior p(k, σ 2 ) which denotes our (so far observation independent) knowledge of the estimation problem. We would like to modify the prior such that it only contains values of k and σ 2 such that Y test |Y train , X has a distribution similar to that of Y train . In particular, we consider distributions from the family Q which on the test set Y test has mean and variance close to the observed values on the training set:
Here φ(y) := y, − 1 2 y 2 are the sufficient statistics of the normal distribution and
is the empirical statistics of y on the training set Y train . We could now simply perform inference by minimizing P(σ 2 , k) subject to the Figure 1 for an example). However, there is no guarantee that any (σ 2 , k) satisfies the constraint on the distribution. Hence we relax the conditions in the following sections to also include distributions close to Q .
Unconstrained Minimization
Denote by D(p q) the Kullback-Leibler (KL) divergence between two distributions
and denote by D(Q p) := inf q∈Q D(q p) the KL-divergence between a distribution p and a subset of distributions Q. Since the KL divergence vanishes only for equivalent distributions,
This provides us with a barrier function to ensure that p ∈ Q whenever possible and a measure for the distance between Q and some p ∈ Q. Instead of minimizing P(σ 2 , k) we modify the negative log-likelihood and minimize now:
where λ ≥ 0. For λ → ∞ we obtain the optimization problem with hard constraints on (σ 2 , k). For λ → 0 we recover the unrestricted problem. Similar to variational methods the objective function can be rewritten in terms of the entropy of the closest distribution in Q and an effective likelihood term in p. The problem of minimising (6) can then be rewritten as a joint minimization over (σ
Decomposing the KL-divergence we have
where H denotes the entropy (H(q) = − log q(x)dq(x)). This decomposition closely resembles variational methods for estimation, where an intractable model is replaced by a tractable approximation, see e.g., [17] .
The joint minimization problem over q and (σ 2 , k) can be solved, e.g., by subspace descent. The advantage of this approach is that while the objective function (7) is jointly nonconvex in the parameters, the resulting subproblems may be more amenable to minimization. For instance, the problem of finding a minimizer in q for fixed (σ 2 , k) can be recast as a convex problem for certain Q. We have the following algorithm:
with respect to (σ 2 , k).
with respect to q, where q ∈ Q.
In the following section we discuss both steps in greater detail for the case of regression. We begin with Step 2. 
where θ is an element of the dual space of B. Here g(θ) ensures that q(x) is normalized to 1. Moreover θ is found as solution of the maximum a posteriori estimation problem
Equivalently for every feasible there exists some Λ ≥ 0 such that the minimum of
The quadratic formulation in θ 2 is preferable in terms of optimization as it is always feasible. In terms of the transductive regression estimation problem this means that 
Minimizing with Respect to q
Let 1 denote the all one vector and I the identity matrix. The linear and quadratic terms in − log q(Y test ), as a function of λ and the mean and variance (μ and Σ) of p(Y test |Y train , X, σ 2 , k) are then given by
which corresponds to a normal distribution with variance and mean
The latter can be seen by some tedious but very straightforward algebra matching up linear and quadratic terms in the expansion in Y test . It also allows us to compute the expected value of φ(Y test ) as follows:
Putting everything together we obtain the conditions for finding the optimal value of q in transductive regression:
Moreover, the solution is unique and the problem can be solved by the Newton method or conjugate gradient descent as the Jacobian of the LHS of (10) is positive definite.
Minimizing with Respect to p
We now describe how to perform the optimization in Step 1. With regard to the minimization in p we already accomplished a significant part of the calculations in (4). What remains is to deal with the expected log-likelihood of p(Y test |Y train , X, σ 2 , k) with respect to q. We use the following simple lemma: Lemma 1. Let Σ, Σ q 0 be covariance matrices in R n×n and let μ, μ q ∈ R n be corresponding means. In this case
Proof (Sketch only). By the trace formula
and direct calculation yields the desired result.
Consequently we can expand the expected log-likelihood (up to constants) as
where μ, Σ are given by (1) and (2) respectively. The last step is to take derivatives with respect to those parameters in analogy to P. By standard matrix calculus [19] we obtain
The terms arising from ∂ σ 2 T are analogous. Finally, the derivatives of Σ and μ with respect to k and σ 2 are given by
Finally, the derivatives of the restricted log-posterior given in (8) are given by summing over the terms P(σ 2 , k) + λT (σ 2 , k, q). Standard optimization methods for choosing adequate parameters in k and σ 2 can subsequently be applied to the problem.
Application to Automatic Relevance Determination
ARD [16] is a means of determining the scale of random variables. This gives us a principled method for choosing the appropriate parameters k and σ 2 . In the context of Gaussian processes, we can parameterize the kernel k by
where Θ is a diagonal matrix which ensures proper scaling of x in different coordinates. For Gaussian RBF kernels, we have k(x, x ) = exp − Θ(x − x ) 2 , whose derivative is given by
A suitable choice of a prior on the coefficients Θ i ∈ R can ensure that many of them will vanish. In particular we choose a factorizing gamma prior, for which
Similarly we choose a gamma prior for the additive noise σ 2 .
Experimental Results
Regression Datasets
Dataset Facts. For experimental evaluation we decided to use the same datasets and preprocesing as in [20] . There, 23 regression datasets from UCI [21] and the R [22] packages mlbench, quantreg, alr3 and MASS were picked 1 . No datasets with missing values were used. In some cases where the target variable was not obvious, it was selected arbitrarily. The sample sizes vary from m = 43 to m = 1375 and the lengths of input vectors vary from n = 1 to n = 60. Finally, some datasets were standardized to have zero mean and unit variance (the datasets were also used in this form in [20] ).
Overview of Results.
We compared transductive and inductive GP regression in 10-fold cross-validations. For inductive GP regression the kernel bandwidth and the additive noise level are chosen via cross validation within the training sample as this is the common practice in many other papers. For transductive GP regression Λ and λ are chosen via cross validation within the training sample. The automatic relevance determination parameters are held constant throughout all experiments (a = 1, b = 0.5).
To compare the two models we used the root mean squared error over 10-fold cross validations.
The results are illustrated in Figure 2 and full details are given in Table 1 . The last three columns are the mean ± standard deviation of the root mean square errors. In the large majority of the test cases, the transductive GP regression outperforms the inductive GP regression in terms of root mean square error (20 wins/ 3 losses). However, not in all cases the difference is significant.
Statistical Comparison.
To verify that transductive Gaussian processes with automatic model selection (AMS) significantly outperform inductive Gaussian processes (with AMS) over all datasets, we need to perform a proper statistical test with the null hypothesis that the algorithms perform equally well. As suggested recently [23] we used the Wilcoxon signed ranks test.
The Wilcoxon signed ranks test is a nonparametric test to detect shifts in populations given a number of paired samples. The underlying idea is that under the null hypothesis the distribution of differences between the two populations is symmetric about 0. It proceeds as follows: (i) compute the differences between the pairs, (ii) determine the ranking of the absolute differences, and (iii) sum over all ranks with positive and negative difference to obtain W + and W − , respectively. The null hypothesis can be rejected if W + (or min(W + , W − ), respectively) is located in the tail of the null distribution which has sufficiently small probability. The critical value of the one-sided Wilcoxon signed ranks test for 23 samples on a 0.5% significance level is 55. On this significance level we can reject the null hypotheses.
Outlook and Future Work
We presented a new transductive GP regression method, where the prior distribution on model selection parameters is modified for approximate moment matching between training and test set. Experimental results show the competitiveness of our approach. Note that significant improvements were achieved in cases where the size of the unlabelled data is only 1/10-th of the training data. We expect even larger improvements over inductive GP when more unlabelled data is used. We also would like to emphasize that this method is in fact orthogonal to other transductive methods, eg. one can use a semi-supervised kernel function as well as the moment matching constraints.
It is important to note the generality of this method. The approximate moment matching constraints have been applied to classification problems and can easily be extend to structural learning: All we need to do is impose the constraints that the expectations of singleton labels as well as the expectations of the neighboring label clusters over the test set should approximately match the statistics of the training data. That is, we impose moment matching conditions on the class marginals. Note that if we have a large amount of data at our disposition, imposing only moment constraints may be wasteful. That is, we have information not only about the class marginals globally but also locally. This leads to an interesting crossover of inductive and transductive estimation, which is subject of current research.
Finally note the similarity of our setup to empirical Bayes estimation insofar as we adjust the prior over the hypothesis space after seeing the data. While this clearly runs counter to proper Bayesian procedure, it still produces convincingly better results. It would be interesting to see whether it is possible to obtain statistical confidence bounds for our estimator: From [18] it follows immediately that the expected log-likelihood is well concentrated. This, however, is not our aim -we would like to obtain bounds that are better than the conventional uniform convergence bounds taking advantage of the fact that we have additional test data.
The transductive Gaussian process regression with automatic relevance determination can help us to determine which feature is important in regression. This information can be useful in many fields, for example in bio-informatics, where the knowledge of which genes play important roles is valuable.
