Thermodynamic uncertainty relations (TURs) are the inequalities which give lower bounds on the entropy production rate using only the mean and the variance of fluctuating currents. Since the TURs do not refer to the full details of the stochastic dynamics, it would be promising to apply the TURs for estimating the entropy production rate from a limited set of trajectory data corresponding to the dynamics. Here we investigate a theoretical framework for estimation of the entropy production rate using the TURs along with machine learning techniques without prior knowledge of the parameters of the stochastic dynamics. Specifically, we derive a TUR for the short-time region and prove that it can provide the exact value, not only a lower bound, of the entropy production rate for Langevin dynamics, if the observed current is optimally chosen. This formulation naturally includes a generalization of the TURs with the partial entropy production of subsystems under autonomous interaction, which reveals the hierarchical structure of the estimation. We then construct estimators on the basis of the short-time TUR and machine learning techniques such as the gradient ascent. By performing numerical experiments, we demonstrate that our learning protocol outperforms in nonlinear Langevin dynamics. We also discuss the case of Markov jump processes, where the exact estimation is shown to be impossible in general. Our result provides a platform that can be applied to a broad class of stochastic dynamics out of equilibrium, including biological systems.
I. INTRODUCTION
In the last two decades, our understanding of thermodynamics of fluctuating small systems has grown substantially, leading to the modern formulation of stochastic thermodynamics [1] [2] [3] . It enables us to explore the fundamental properties of non-equilibrium systems [4] , and also has been extended to information thermodynamics by incorporating information contents [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . One of the most fundamental discoveries is the fluctuation theorem [16, 17] that reveals a symmetry of the entropy production by including the full cumulants of stochastic dynamics. Stochastic thermodynamics has also been applied to biophysical situations [18, 19] .
Recently, another fundamental relation called the thermodynamic uncertainty relation (TUR) has been proposed [20, 21] . The TUR gives a lower bound on the entropy production rate σ with a time-averaged current observable j d :
where j d and Var(j d ) are the mean and the variance of j d , and τ is the length of the time interval over which j d is observed (see Sec. II for the details). An advantage of this relation lies in the fact that it does not require information on the full cumulants of the entropy production, at the cost that it only gives a lower bound.
Since the TUR implies that the entropy production rate is nonzero, reversibility is not achieved for finite τ as long as the variance is finite [22, 23] . Rigorous proofs are provided for continuous-time Markov jump processes in the long-time limit τ → ∞ [24] , and later for the finite-time case [25, 26] using the large deviation techniques. Since then, a variety of extensions of the TUR have been considered, for example, in discrete-time systems [27] , periodically driven systems [28] , active particles [29] , overdamped [30, 31] and underdamped Langevin equations [32, 33] , processes under measurement and feedback control [34, 35] . Moreover, several techniques [36] [37] [38] [39] have been adopted for the derivation of the TUR such as the Cramèr-Rao inequality [36, 39] , which leads to generalizations [40] [41] [42] [43] [44] [45] [46] [47] of the original TUR. Since the demand for estimation of the entropy production is ubiquitous [48] [49] [50] , various estimators of the entropy production have been investigated. While some of them are based on the fluctuation theorem [51] [52] [53] , the TUR provides a simpler strategy for estimating the entropy production rate. For the latter, in fact, we only need to know the mean and the variance of a current by adopting the following procedure: Find a current that maximizes the right-hand side (rhs) of Eq. (1), and use the rhs as an estimate [54] [55] [56] [57] . This approach has turned out to be promising because it was numerically suggested that the estimation can become exact in Langevin processes if we use currents in the short-time limit τ → 0 (i.e., the short-time TUR) [57] .
In this paper, we propose a framework for estimation of the entropy production rate in this direction. First, we prove the short-time TUR both for Markov jump processes and Langevin dynamics, and establish their equality conditions: we prove that the equality is always achievable in Langevin dynamics by optimally choosing a generalized current, while this is not the case in Markov jump processes. Our formulation naturally leads to a generalized TUR for an information-thermodynamics setting, in which subsystems are autonomously interacting and their partial entropy productions are relevant [5, 10, 11, 14, 15] .
On the basis of the above analytical results, we construct estimators of the entropy production rate for machine learning techniques such as the gradient ascent. Our estimators adopt model functions that can avoid the problem of overfitting. The performance of these estimators is evaluated in several setups: (i) two or five dimensional linear Langevin equations, (ii) a two dimensional non-linear Langevin equation, and (iii) a one-dimensional Markov jump process. We show that our method outperforms previously proposed estimators [55] for the nonlinear Langevin case (ii) in terms of the convergence speed, while these estimators are comparable for the case of (i). This is because our estimator does not assume that the distribution is Gaussian, suggesting that our method works well for a broader class of dynamics including nonlinear and non-Gaussian cases. We numerically confirm that the exact value of the entropy production rate can be indeed obtained by our estimation method for Langevin dynamics.
We also demonstrate that the exact estimation is achievable both in the equilibrium limit and in the Langevin limit of the model of Markov jump process (iii). In addition, we show that, as another advantage of the TUR-based estimators in Markov jump processes, they are robust against the sampling time ∆t at least in onedimensional systems. This property is important for applications to biological systems, where it is often hard to capture elementary processes using a detector with finite time resolution [58, 59] . This paper is organized as follows. In Sec. II, we derive the short-time TUR and prove the equality condition. In Sec. III, we propose learning estimators after discussing the advantage of machine learning in our setting. In Sec. IV, we numerically evaluate the performance of the estimators in the above-mentioned setups. In Sec. V, we summarize our results and make concluding remarks. In Appendix A, we explain the details of the gradient ascent. In Appendix B, we investigate the details of the learning estimators such as the hyperparameter tuning. In Appendix C, we overview estimators proposed in a previous study. In Appendix D, we analyze computational complexities of estimators for Langevin dynamics, and compare their computation time with concrete models.
II. THERMODYNAMIC UNCERTAINTY RELATION IN THE SHORT-TIME LIMIT
In this section, we consider the equality condition of the TUR in the short-time limit. We first formulate the short-time TUR for Markov jump processes, and consider the equality condition. We show that although the equality condition cannot be satisfied in general Markov jump processes, it can be asymptotically satisfied in the (i) equilibrium and (ii) Langevin limits. Indeed, we analytically prove that the equality condition can be satisfied in Langevin dynamics even in far from equilibrium. Our formulation includes the TUR with the partial entropy production rate of subsystems which interact with each other autonomously. We also reveal the hierarchy of the lower bound on the entropy production rate when not all the currents are used. We note that the analytical formulation in this section does not assume steady states, while in the subsequent sections we numerically estimate the entropy production rate using trajectories sampled from steady states.
We first formulate the short-time TUR for Markov jump processes. We consider a system with a finite number of states, where the transitions between the states are modeled by a continuous-time Markov jump process, where the transition rate from state y to state z is given by r(y, z). We define an integrated empirical current on a transition edge from y to z as (2) where x(t ± ) represents the state before (after) the jump at time t. We define the empirical current as j τ (y, z) := J τ (y, z)/τ , and define a generalized current j d as a linear combination of the empirical currents:
where d(y, z) are some coefficients. For example, if we take the thermodynamic force
as d(y, z), the generalized current equals the entropy production rate [60] . Note that, we set the Boltzmann's constant to unity k B = 1 throughout this study. In this study, we only consider the case of τ → 0, which enables us to discuss the equality condition analytically. In the short-time limit, using the probability distribution p(x), the variance of the integrated current can be written as
which is derived by considering the fact that J τ (y, z) counts 1 (resp. −1) when a jump from y to z (resp. z to y) occurs, and its probability is p(y)r(y, z) (resp. p(z)r(z, y)). Therefore, the variance of j τ (y, z) becomes τ Var(j τ (y, z)) = Var(J τ (y, z)) τ = p(y)r(y, z) + p(z)r(z, y) (6) to the leading order in τ . The partial entropy production rate associated with a transition from y to z is defined as [10] σ (y,z) := {p(y)r(y, z) − p(z)r(z, y)} log p(y)r(y, z) p(z)r(z, y) .
We now claim the following relation as the short-time TUR for σ (y,z) :
This relation can be proved as follows:
where we used the inequality (a−b) ln a/b ≥ 2(a−b) 2 /(a+ b) [61] . We next show the short-time TUR for a subsystem by summing up the above inequality using the Cauchy-Schwartz inequality. In the limit τ → 0, the variance of the generalized current becomes τ Var(j d ) = y<z d(y, z) 2 {p(y)r(y, z) + p(z)r(z, y)} , (10) which is based on the fact that all of j τ (y, z) are mutually independent to leading order in τ . The partial entropy production rate [5, 10, 11, 14, 15] of a subsystem X can be written as σX = y<z, (y,z)∈X {p(y)r(y, z) − p(z)r(z, y)} log p(y)r(y, z) p(z)r(z, y) , (11) where the transition edges within the subsystem X are denoted as X . Here, we assume that the transitions within the subsystem X and those within the remaining system are bipartite [10] , i.e., occur independently of each other. We define N as the set of transitions (y, z) such that d(y, z) = 0. Then, if N ⊂ X is satisfied, the following relation holds:
which we call the short-time TUR for the subsystem X. This inequality can be proved as follows:
where we used
the Cauchy-Schwarz inequality) in Eq. (13c). The condition N ⊂ X means that the generalized current is only driven by the transitions within X, which is a natural condition to de-rive the uncertainty relation. This is an extension of the TUR in the presence of measurement and feedback control [34, 35] to more general settings, in which subsystems interact with each other autonomously. If we take X as the total system, the TUR (12) reduces to the well-known form for finite time τ [26] . In the following, we omit the subscript X when the total entropy production rate is considered.
We introduce d * as the optimal d that saturates the Cauchy-Schwartz inequality (13c), which can be explicitly written as
On the other hand, the equality of (13b) does not hold in general. We therefore consider the two limits that asymptotically satisfy the equality when N = X is satisfied (e.g. when d = d * ): (i) the equilibrium limit and (ii) the Langevin limit. The equilibrium limit is a well-known equality condition of the finite-time TUR [56, 62] , which states that p(y)r(y, z) − p(z)r(z, y) goes to zero for all pairs of y and z. In this work, we newly find the Langevin limit, which states that ∆ := 2 {p(y)r(y, z) − p(z)r(z, y)} / {p(y)r(y, z) + p(z)r(z, y)} goes to zero while keeping p(y)r(y, z) − p(z)r(z, y) finite for all pairs of y and z. This can be proved by the following scaling analysis:
which means that the equality of (13b) can be achieved as the second order convergence as ∆ goes to zero. This result suggests a striking fact that the equality condition is always achievable in Langevin dynamics even if the state is far from equilibrium. Indeed, we can reproduce the above result directly in the Langevin setup as follows. We first formulate the short-time TUR with the following overdamped Langevin equations with M variables x = (x 1 , x 2 , ..., x M ):
where A(x, t) is a drift vector, G(x, t) is an M × M matrix, ξ(t) is the uncorrelated white noise satisfying ξ i (t)ξ j (s) = δ ij δ(t − s) and we use · to denote the Itoconvention. We set the length of the time interval in the short-time TUR as infinitesimal time in the Langevin equations τ = dt. In this setup, the empirical current in the short-time limitj(x)τ := δ(x(t) − x) • dx(t), which is in turn defined using the Stratonovich product •, can be transformed as
where dw l := ξ l (t)τ . We note thatj(x) is a stochastic variable that depends on the realization of x(t). Its ensemble average satisfies
where we defined B := GG T whose (i, j) element is written as B ij . Next, we calculate the ensemble average of the generalized current and its variance. For the Langevin case, the generalized current for the vector d is defined as
The calculation of its ensemble average can be conducted in a similar manner to that of j(x) :
The variance of the generalized current is calculated as
Then, the short-time TUR can be derived using the expression of the entropy production rate [63] 
as
where in the third line we use the Cauchy-Schwartz inequality by considering the inner product:
The equality of the TUR can always be achieved by taking
where we defined the mean local velocity ν k (x, t) := j k (x, t)/P (x, t). Thus, we have reproduced the result predicted by the scaling analysis in Markov jump processes. Here, the optimal coefficient d * (x, t) equals the thermodynamic force, and thus the generalized current becomes the entropy production rate itself, which is in accordance with the discussion in Ref. [57] . The short-time TUR also holds for the partial entropy production rate [15] with this setup. In the Langevin dynamics, we regard the ith element of the coordinate as a subsystem. Concretely, with the condition d j (x) = 0 for j = i, we can prove the short-time TUR for a subsystem i in a similar manner to Eq. (23a) -(23c):
The short-time TUR with the partial entropy production rate reveals the hierarchical structure of the lower bound on the entropy production rate in the following sense. When only generalized currents driven by a subsystem i are used to calculate the lower bound, the following magnitude relation holds:
Therefore, if accessible currents are limited, and they do not include sufficient information of the total system, the maximization of the lower bound can beat only σ i rather than σ.
III. ESTIMATORS OF ENTROPY PRODUCTION RATE
In this section, we present our framework for estimating the entropy production rate with limited amount of trajectory data using the short-time TUR and machine learning. We first explain the overall idea of employing machine learning for this study, and introduce the method called gradient ascent. Then, we introduce two learning estimators for Langevin dynamics by assuming concrete functions for the coefficient d(x) of the generalized current. We also remark on the estimators of the kernel density estimation which have been proposed in a previous study [55] . We also formulate the estimation for Markov jump processes, and introduce a learning estimator, and compare it with the estimator with a direct method.
A. General idea and the gradient ascent
We first discuss the motivation to use machine learning with the short-time TUR and introduce the gradient ascent. We can construct an estimator of the entropy production rate by finding the optimal coefficient d * that maximizes the lower bound of the TUR, i.e.,
Then,σ[d * ] is as an estimator both for Markov jump and Langevin dynamics. In particular,σ[d * ] gives the exact value in Langevin dynamics in the limit of τ → 0 as shown in Sec. II. If availability of trajectory data is limited in practical situations, it is not possible to calculate j d and Var(j d ), and thus it is not possible to numerically obtain the exact value of d * . We remark that, while some estimators j d and Var(j d ) can be calculated from a finite-length trajectory, they generally differ from j d and Var(j d ). Hereafter, we use the hat symbol to denote that the quantities are estimators calculated from the finite-length trajectory. If we determine d that maximizes a naively constructed quantity from Eq. (29),
then σ[d] tends to be much bigger than the true entropy production rate because d is overfitted to each realization of trajectories. Therefore, our task is to construct a more sophisticated way of estimation that makes d close to the optimal coefficient d * , while avoiding overfitting as much as possible.
For that purpose, we employ the ideas from machine learning. We first divide the whole trajectory data into two parts: training and test data. We only use the training data for calculating j d and Var(j d ) and then consider the maximization of σ[d]| train constructed from the training data by using (30) . We update d, starting from a random vector field, to increase the value of σ[d]| train . This process is called learning, and we check the progress of learning by monitoring the value of σ[d]| test that is constructed from the test data by using (30) . The learning curve of σ[d]| test often has a peak structure (see Appendix B), which suggests that d becomes overfitted to the training data after the peak. Therefore, we can expect that d that gives the maximum of σ[d]| test has high generalization performance, and thus we can adopt the d for the estimation of the entropy production rate.
We next explain how to update d. For Langevin dynamics, d(x) is a field over x and thus has an infinite number of parameters. Thus we approximate d(x) by a certain functiond(x; a) with analytic expression and with a finite number of parameters a in Langevin dynamics. On the other hand, it is not necessary to consider such approximation for Markov jump processes, because d(y, z) already consists of a finite number of parameters. We update the parameters using the method called the gradient ascent by regarding σ[d] as the objective function f (a) = σ[d], where the rhs depends on a throughd. The basic update rule of the gradient ascent is as follows:
where α is the step size. Since the parameters are updated towards the direction in which f (a) increases the most, the gradient ascent is an efficient algorithm for finding the maximum of the objective function f (a). Although the original functional ofσ [d] has only a single maximum as shown in Eq. (14) and (25b), an approximated function σ[d] can have a lot of local maxima, and thus the gradient ascent does not necessarily find the global maximum. Nevertheless, we observe that the gradient ascent works quite well in all the examples in our numerical experiment, which suggests that σ[d] also has a simple landscape if we appropriately choose the analytic expression ofd(x; a). We note that a parameter that should be predeter-mined before the learning is called a hyperparameter; For example, the step size α of the gradient ascent is a hyperparameter. We specifically implement an algorithm called Adam [64] for the gradient ascent in this study, and we give a more detailed explanation on the Adam and hyperparameter tuning in Appendix B.
B. Estimators for Langevin dynamics
In this subsection, we introduce four estimators for Langevin dynamics. We first explain how to calculate σ[d] using a trajectory. Then, we introduce two learning estimators σ λ [d bin ] and σ[d Gauss ] by assuming concrete analytic expressions for the coefficient d(x). We also briefly remark on two estimators with the kernel density estimation, Ṡ temp ss and σ[ F sm ]. For simplicity, we mainly focus on two dimensional data x = (x, y), but the extension to the one or higher dimensional case is straightforward. Let n dim be the dimension.
First, we explain how to calculate σ[d] using a trajectory data x 0 , ..., x n∆t sampled from a Langevin dynamics. Concretely,σ[d] can be implemented as follows:
x i∆t )/∆t as a realization of the short-time generalized current. The unbiased estimator is used for τ Var(j d ).
We next introduce σ[d bin ] which we call the binned learning estimator. This estimator uses a coarse-grained function for d(x) which is binned into a square lattice. Concretely, we define d bin (x) as
where the indexes run over i = 1, ..., N bin , j = 1, ..., N bin , b x and b y are the bin widths, x min and y min are the minimum of the binning and the brackets denote the ceiling function. We determine these constants in the following manner. We first set x max , x min , y max and y min depending on the trajectory to include all the data points in the rectangle. Then, we determine b x and b y by dividing each direction by N bin , i.e.,
Thus, we consider N bin as a hyperparameter to tune. The function d bin (x) contains n dim N n dim bin parameters in total for the n dim dimensional case.
Since d ij are coupled with data points that lie in the same bin in the calculation of σ[d], d ij are trained only with those data points. In order to have d ij trained in coordination with the surrounding parameters, we add a regularization term R(d bin ) in the objective function σ[d bin ] of the gradient ascent as follows:
} is the set of nearest neighbor indexes, and || · || is the L 2 -norm whose definition is ||a|| = i a 2 i , and λ is another hyperparameter to tune in this estimator. If we appropriately choose λ, the regularization term enhances the generalization capability of this estimator, because it requires the coefficient field to change smoothly over the space, and prevents the coefficient field from becoming overfitted to the training data. We denote this estimator with regularization as σ λ [d bin ].
Next, we introduce σ[d Gauss ] which we call the Gaussian learning estimator. This estimator represents d(x) as a linear combination of Gaussian functions whose centers are aligned to form a square lattice. Concretely, we define the kth element of d Gauss (x) as
are the centers of the Gaussian functions (i = 1, ..., N bin , j = 1, ..., N bin ), and x min , y min , b x and b y are determined in the same manner as before. Here, we assume that
l (i, j)) 2 to make the matrix positive definite. Therefore, d Gauss (x) contains n dim (n dim + 1)N n dim bin parameters in total for the n dim dimensional case:
. Unlike the binned learning estimator, the parameters of the Gaussian learning estimator are trained on the basis of all the data points. Therefore, d Gauss (x) becomes automatically smooth over the space at the expense of additional computational cost. In addition, we emphasize that we do not assume that the state of the system itself is Gaussian for the Gaussian learning estimator, which guarantees its high performance for nonlinear dynamics with non-Gaussian distributions.
In this study, we adopt the Gaussian learning estimator for two dimensional data and the binned learning estimator for higher dimensional data. This is because the computational cost of the Gaussian learning estimator exponentially increases with the dimension n dim , while the Gaussian learning estimator seems to be better than the binned learning estimator in terms of its data efficiency (see Appendix D for the analysis of their computational complexities and Appendix B for their comparison).
Finally, we briefly introduce two estimators, Ṡ temp ss and σ[ F sm ], proposed in a previous study [55] , both of which use the kernel density estimation and have been shown to converge fast. The main idea of these estimators are as follows. In contrast to the learning estimators, these estimators estimate the thermodynamic force F (x) by using all the data points, which is equivalent to the optimal coefficient d * (x) of the short-time TUR as shown in Sec. II. They can avoid overfitting by smoothing the estimate of the thermodynamic force with a kernel function whose bandwidth is determined on the basis of the assumption that data points follow a Gaussian distribution.
Concretely, Ṡ temp ss is defined with a temporal average: (43) where the thermodynamic force F sm (x) is calculated using all the data points with kernel smoothing. On the other hand, σ[ F sm ] is based on the lower bound of the short-time TUR, and σ[ F sm ] is simply defined by sub-
We give a more detailed explanation on these estimators in Appendix C.
C. Estimators for Markov jump processes
In this subsection, we formulate the estimation of the entropy production rate in Markov jump processes under the condition that we only have access to trajectory data sampled from discrete-time data points. Then, we introduce a learning estimator σ M [d], and also a simple estimator σ M simple that is based on the direct estimation of transition rates.
We now formulate the estimation problem. We imagine a practical situation that we only have access to trajectory data sampled from a stochastic jump dynamics at every discrete-time step ∆t, i.e., a sequence of states x 0 , x ∆t , ..., x n∆t , which is often the case in real experiments. Thus, there is a loss of information regarding transitions which occur between the sampling time. In order to calculate a generalized current, we first need to reconstruct the underlying dynamics by heuristically interpolating states between x i∆t and x (i+1)∆t except back and forth dynamics:
Although this is a nontrivial task in general, such reconstruction is always possible in one dimensional systems, for example, by connecting x i∆t and x (i+1)∆t with the shortest path. We note that such reconstruction is not necessary if we can take ∆t sufficiently small.
We next introduce a learning estimator σ M [d], where the superscript M represents that this estimator is for Markov jump processes. Since the coefficient d(y, z) in Markov jump processes already consists of a finite number of parameters, it is not always necessary to assume an analytic function for d if the number of transition edges is numerically tractable. Therefore, we calculate σ M [d] using the reconstructed sequence as follows:
Here, we regard each d(x i∆t : x (i+1)∆t )/∆t as a realization of the generalized current.
Finally, we introduce a simple estimator σ M simple . This simple estimator is based on the estimation of transition rates. Concretely, we define σ M simple by writing the whole reconstructed sequence as x 0 , x 1 , ..., x m :
where χ y,z (x i , x i+1 ) := δ y,xi δ z,xi+1 .
IV. NUMERICAL EXPERIMENTS
We now perform numerical experiments. Specifically, we compare the learning estimators σ[d Gauss ] or σ λ [d bin ] with Ṡ the Langevin limit and the equilibrium limit. Then, the learning estimator σ M [d] is shown to converge fast compared to the direct method σ M simple . We also show that the learning estimator is robust against the choice of the time interval of trajectory data.
A. N -beads model
We first consider the N -beads model illustrated in Fig. 1(a) , which was introduced in a previous study [55] . Specifically, we use the two-beads and five-beads models to evaluate the performance of the estimators for Langevin equations. We show that the learning estimators σ λ [d bin ] or σ[d Gauss ] shows the convergence com- The displacements of the beads from their equilibrium positions are described by the Langevin equation. In the case of the two-beads model,
where x = (x, y) T is the vector of displacements, and ξ t is the independent Gaussian white noise satisfying ξ t,i ξ t ′ ,j = δ ij δ(t − t ′ ). The equation for the five-beads model can be written in a similar form. Since they are linear Langevin equations, the steady-state probability distributions become Gaussian distributions. Therefore, they are analytically tractable, and the entropy produc- tion rate can be calculated as
for the two-beads model, and as
for the five-beads model (see Ref. [55] for the details). In Fig. 2 , we show the results of our numerical experiment with the two-beads model. We generate trajectory data of length τ obs which are sampled every ∆t = 10 −3 (thus the number of data points is 10 3 τ obs ) with parameter setting: k = γ = 1 and T h = 250. Figure 2(a) shows the dependence of the entropy production rate on the temperature ratio T c /T h , where T c /T h = 1 corresponds to the equilibrium limit. In Fig. 2(b) and 2(c), we compare the convergence of each estimator as increasing the trajectory length at the temperature ratio T c /T h = 0.1 and T c /T h = 0.5. The hyperparameter tuning for the Gaussian learning estimator is conducted as described in Appendix B, and the values listed in TABLE. I are adopted.
In the both temperature ratios, the Gaussian learning estimator shows the best convergence, while the difference among these estimators is not significant. The convergence at T c /T h = 0.5 is worse than that at T c /T h = 0.1 for all the estimators, because the mean local velocities become small when the system is close to the equilibrium.
In Fig. 3 , we show the results of numerical experiment with the five-beads model in the same manner as the twobeads model with parameters: ∆t = 10 −3 , k = γ = 1 and T h = 250. Since the computational cost of the Gaussian learning estimator is large for high-dimensional data, the binned learning estimator is adopted here.
Ṡ temp ss shows the best convergence at the temperature ratio T c /T h = 0.1, while the binned learning estimator seems to be better at T c /T h = 0.5. The convergence of each estimator is much worse than that in the two-beads model because of the high dimensionality. Interestingly, the convergence of σ[ F sm ] is not as good as Ṡ temp ss in the both parameter settings, which is contrary to the results reported in Ref. [55] . This is because σ[ F sm ] is based on the short-time TUR in this study, while the finite-time TUR is used in the previous study. This result might suggest that the finite-time and the long-time TUR based estimator have some advantages over the short-time TUR estimator in terms of the convergence speed for highdimensional data, while more exhaustive research is necessary to conclude more clearly.
We remark on the computation speed of these estimators, which we investigate in detail in Appendix D. First, the computational complexities of the learning estimators are O(N ) in terms of the sample size N := τ obs /∆t, while Ṡ temp ss and σ[ F sm ] scale as O(N 2 ). We confirmed that, as we increase the length of trajectories generated by the N -beads model, the computation time of these estimators increase as predicted, and the learning estimators become better than Ṡ temp ss and σ[ F sm ] in computation time. However, there is a drawback for the learning estimators that they need the hyperparameter tuning additionally. Nonetheless, in the case of large trajectory data, we consider that the learning estimators are better in computation time, because the advantage that comes from the scaling of N is significant.
B. Mexican-hat potential model
We next compare the performance of the estimators using trajectory data of non-linear Langevin dynamics, where the stationary distribution deviates from a Gaussian distribution. We show that the Gaussian learning estimator converges the fastest, while the estimators with the kernel density estimation do not work well especially at the parameter settings with large nonlinearity.
We here consider the following Langevin equation:
where r is the distance from the origin r = x 2 + y 2 , and ξ t is the Gaussian white noise satisfying ξ t,i ξ t ′ ,j = δ ij δ(t − t ′ ). We can imagine a Brownian particle whose motion in x and y directions are coupled with two thermal reservoirs at different temperatures T h and T c , respectively (a similar model is used in [57] ). In addition, the particle is confined in a Mexican-hat type potential as illustrated in Fig. 1 (b) . The parameter A represents the nonlinearity of the model, and the model converges into the two-beads model at A = 0. At finite A > 0, the stationary distribution deviates from a Gaussian distribution due to the small hill at the center of the potential. In Fig. 4 , we show the results of numerical experiment with the Mexican-hat potential model. We generate trajectory data of length τ obs , which are sampled every ∆t = 10 −4 with parameters k = γ = 1, T h = 250 and T c = 25. In Fig. 4(a) , we show the dependence of the entropy production rate on the nonlinearity A. In order to evaluate the performance of the estimators, we calculate the true value of the entropy production rate by using the stationary distribution obtained by exact diagonalization of the transition matrix, where the transition matrix is obtained by discretizing the corresponding Fokker-Planck equation [54] . In Fig. 4(b) , (c) and (d), we compare the convergence of the estimators at different nonlinearity A.
The Gaussian learning estimator shows the best convergence in all the parameter settings. Especially, for the larger nonlinear cases, the estimators with the kernel density estimation do not work well due to the assumption that the stationary distribution follows a Gaussian distribution. We can also see that the result of A = 10 −4 ( Fig. 4(b) ) is close to that in the two-beads model (Fig. 2(b) ) as expected. In short, all the results so far show the effectiveness of the learning estimators.
Finally, we show that our learning method indeed obtain the coefficient field d(x) close to the optimal one d * (x). In Fig. 5 , the optimal and the numerically obtained coefficient fields are shown for the two-beads model (T c /T h = 0.1) and the Mexican-hat potential model (A = 10 2 ). The numerically obtained coefficient fields resemble the optimal ones especially around the center for which there are sufficient data. We note that only the results of the Gaussian learning estimator are shown here, while the binned learning method is also confirmed to obtain the coefficient field accurately when applied to the two dimensional model.
We can further investigate the higher-order statistics of the time-integrated entropy production by using the obtained coefficient field. This is because the optimal coefficient field of the short-time TUR is equivalent to the thermodynamic force field as shown in Sec. II, and thus the entropy production can be obtained as the integrated generalized current. This is a slightly different approach from the one presented in Ref. [57] , while our method would be useful due to the simplicity of the protocol. We leave such application as an interesting future issue. is lacked at τ obs = 10 2 because the value is negative.
C. One-dimensional hopping model
Lastly, we consider a Markov jump process, in which we can take (i) the equilibrium limit and (ii) the Langevin limit. We first show that the optimal estimationσ M [d * ] converges to the true value σ in both the limits as predicted in Sec. II. Then, we compare the performance of the learning estimator σ M [d] with the simple estimator σ M simple , and show that the learning estimator converges faster. In addition, the learning estimator is shown to be robust against the choice of the time interval of trajectory data, which suggests the practical usefulness of the TUR-based estimators in Markov jump processes.
We consider a hopping dynamics between the states on a ring as illustrated in Fig. 1(c) . There are N state states on the ring labelled by i ∈ {1, 2, · · · , N state }, and the transition rates between the states are given by:
where h = 2π/N state is the distance between the neighboring states, R f,i is the transition rate from i to i + 1 and R b,i is that from i + 1 to i. In the limit of h → 0, the above dynamics converges to the following Langevin dynamics on the ring x ∈ [0, 2π): where ξ t is the Gaussian white noise satisfying ξ t ξ t ′ = δ(t − t ′ ). If we take the limit of A → 0, the stationary state is in equilibrium. Therefore, our hopping model is a good playground for testing the predicted behavior in both the limits. In Fig. 6 , we show the results of numerical experiment of the one-dimensional hopping model with parameters D = 1 and f = 3. Figure. 6 (a) and 6(b) show the convergence of the optimal estimationσ M [d * ] to the true entropy production rate in (i) the equilibrium limit (A → 0) and (ii) the Langevin limit (h → 0). For the sake of comparison with our estimators, the calculations of the optimal valueσ M [d * ] and the true value σ are conducted using the stationary distribution obtained by exact di-agonalization of the transition matrix. The results show that the short-time TUR-based estimator gives just a lower value of the true entropy production rate in Markov jump processes, while the true value can be obtained in both the two limits.
In Fig. 6(c) , the performance of the learning estimator σ M [d] is compared with the simple estimator σ M simple . Here, the estimation is conducted using trajectory data of length τ obs which are sampled every ∆t = 10 −3 , and the underlying dynamics is generated by the Gillespie algorithm [65] . The convergence of the learning estimator is faster than the simple estimator, while the both estimators converge fast compared to the other examples due to the simplicity of the present model. In addition to the good convergence, we find another advantage of the learning estimator that it is robust against the value of the time interval of trajectory data. In Fig. 6(d) , we show the time-interval dependence of the estimators with a fixed trajectory length τ obs = 10 3 . The simple estimator deviates from the true value as we increase the time interval ∆t, while the learning estimator is not affected much. This is because, for the simple estimator, the time interval should be small enough so that it can detect all-of back and forth dynamics between states, which is necessary for the accurate estimation of the transition rates. On the other hand, the TUR-based estimator is not affected much by coarse-graining of dynamics, because back and forth dynamics just cancel out in the calculation of the generalized current.
V. CONCLUSIONS
In this paper, we have developed a theoretical framework to apply machine learning to estimation of the entropy production rate on the basis of the TUR. First, we have analytically argued the short-time TUR. Specifically, we derived Eq. (12) and established its equality condition. The equality is always achievable in Langevin dynamics even if the state is far from equilibrium, while this is not the case for Markov jump processes. Our formulation includes the TUR with the partial entropy production rate of subsystems under autonomous interactions, which reveals the hierarchy of the estimation as represented in Eq. (27) under limited availability of trajectory data.
On the basis of these analytical results, we have constructed the learning estimators [the binned learning estimator σ λ [d bin ] in Eq. (36) and the Gaussian learning estimator σ[d Gauss ] in Eq. (41)] and have numerically shown that they can perform very well in several setups as presented in Fig. 2 to Fig. 6 . Our learning estimators are useful under the practical condition that only finitelength trajectory data is available, because of the following properties: (i) good convergence, (ii) small computational cost and (iii) independence of the system parameters such as the diffusion constant. In particular, for the nonlinear Langevin dynamics, the Gaussian learning estimator σ[d Gauss ] shows the state-of-the-art performance as shown in Fig. 4 . For Markov jump processes, we have numerically demonstrated that the estimated values become exact in the equilibrium limit and the Langevin limit using the one-dimensional hopping model as shown in Fig. 6(a) and (b). We have also found another practical advantage of the TUR-based estimators in Markov jump processes: they are robust against the choice of the time interval of observation as shown in Fig. 6(d) .
The foregoing results suggest that the maximization of Eq. (29) is a good definition of the entropy production rate in Langevin dynamics from the learning perspective. It may be interesting to ask whether the maximized lower value of the short-time TUR has meaning as an indicator of dissipation in Markov jump processes as well, even when it is not equal to the entropy production rate in general.
There remains room for improvement of the learning estimators, for example, in the choice of the analytical expression of the coefficient d(x) in high dimensional setups. Lastly, the application of the learning method to more complex Markov jump processes with finite ∆t is a challenging but interesting problem, as the reconstruction of transitions becomes a non-trivial task. We leave these questions for future consideration.
Note added. -After completion of our work, we became aware that Tan Van Vu and his collaborators had obtained similar results.
Adam
We adopt Adam to improve the convergence of the gradient ascent in this study. Adam was recently proposed and has become popular in the field of deep learning because of its good convergence and simple algorithm. The update rule of Adam is as follows:
where t is the number of current iterations, i is the index of parameters a, and m 0,i , v 0,i and t are initialized with 0. There are four hyperparameters α, β 1 , β 2 and ǫ, which are suggested to be α = 10 −3 , β 1 = 0.9, β 2 = 0.999 and ǫ = 10 −8 in the original paper. Among them, β 1 , β 2 and ǫ are often kept unchanged from the suggested values, and thus we only tune α in this study.
Adam is considered to be efficient compared to the standard gradient ascent in two ways. First, it determines the update vector depending not only on the current gradient but also on the past update vectors. This gives inertia to update vectors, which is especially helpful to climb a function shaped like a mountain elongated in one direction, which gradually slopes to its maximum. Second, since Adam automatically tunes the step size for each parameter, it does not require a careful tuning of step size, which is not the case for the standard gradient ascent.
Data splitting and hyperparameter tuning
We next explain the details of the data splitting and the hyperparameter tuning here. Concretely, we divide the whole trajectory data x 0 , x ∆t , ...x N ∆t into two parts, training x 0 , ..., x (N/2−1)∆t and test data x N/2∆t , ..., x (N −1)∆t . Here, we use the displacements [x 0 , x 1 ], ..., [x (N/2−1)∆t , x N/2∆t ] to calculate σ[d] for the case of x 0 , ..., x (N/2−1)∆t . The number of data points in the training and the test data are aligned in this study for the sake of simplicity. Also, we do not consider the use of minibatches and the stochastic gradient ascent for the same reason. The division by the middle point is important to minimize the leakage of information about the occurrence frequency in space. If it is negligible, we can evaluate the performance of a learning estimator simply by checking the peak of the learning curve of σ[d]| test . An estimator with a higher peak of σ[d]| test is assumed to be better because there is no way for d(x) to be overfitted to the test data, and σ[d]| test is expected not to exceed the true entropy production rate.
In reality, however, it might be possible that σ[d]| test gives a larger value by chance. Indeed, the estimated values often become larger than the true entropy production rate when the data size is small, because (i) the correlation between the training and the test data are not negligible when the trajectory length is small, and (ii) the outliers of statistical fluctuations are picked up for the estimation when the fluctuation of the learning curve is large. Nonetheless, we find that following the above rules is an effective strategy to achieve fast convergence, because such effects soon vanish as the trajectory length increases.
Therefore, we can conduct the hyperparameter tuning simply by finding the hyperparameters that maximize the peak of the learning curve of σ[d]| test . In this study, for the sake of simplicity, we tune the hyperparameters beforehand using other trajectories, and then calculate the mean and its standard deviation of the estimation results by using ten independent trajectories and adopting the tuned values for the hyperparameters. In practice, it is also possible to conduct both the hyperparameter tuning and the estimation of the entropy production rate using the same trajectory data. using data generated by the two-beads model. We show that the estimator σ[d Gauss ] is better in terms of the convergence speed, while σ λ [d bin ] is faster in computation.
In Fig. 7, we show examples of the learning curves of the learning estimators, all of which are trained with the same trajectory generated by the two-beads model. In Fig. 7(a) , there is a single peak in the curve of σ[d bin ]| test , which suggests that d bin (x) becomes overfitted to the training data from the peak. On the other hand, in Fig. 7(b) , the overfitting is suppressed due to the regularization and the maximum of σ[d bin ]| test increases compared to that of Fig. 7(a) . In Fig. 7(c) , both of σ[d Gauss ]| train and σ[d Gauss ]| test converge to the true entropy production rate, which suggests that the Gaussian learning estimator is more data-efficient than the binned The α dependence for the trajectory length τ obs from 10 to 10 4 . (d) The α dependence of the peak of the training curve for the trajectory length τ obs from 10 to 10 4 . In (c) and (d), the mean and its standard deviation of ten independent trials are plotted. The other system parameters are set to the same as those in Fig. 2 .
learning estimator at least in this setup. Next, we discuss the hyperparameter dependence of the learning estimators. In Fig. 8 , we show the hyperparameter (N bin and α) dependence of the Gaussian learning estimator. Figure 8 (a) and (b) show the N bin and α dependence, and we find that the α dependence is more significant than N bin . In order to understand the reason, we plot the α dependence of the peak of the learning curve of σ[d Gauss ]| test and σ[d Gauss ]| train in Fig. 8(c) and (d). We conclude that d Gauss becomes overfitted to the training data at small α because the gradient ascent can find the maximum of σ[d Gauss ]| train more accurately, while both of σ[d Gauss ]| test and σ[d Gauss ]| train become small at large α because the gradient ascent does not work well due to the large step size. On the basis of these results, we first tune N bin with fixed α and sufficiently large τ obs (here, α should be roughly tuned beforehand), then tune α with the tuned N bin for each τ obs in this study.
In Fig. 9 , we show the hyperparameter (N bin , α and λ) dependence of the binned learning estimator. We show the α and λ dependence in Fig. 9 (a) to (d), and write the top five values in the corresponding squares. On the contrary to the Gaussian learning estimator, the α dependence is subtle at λ = 0, while the peak values distribute along the line of constant αλ. This can be explained by the fact that the regularization term appears in the gradient ascent with the coefficient αλ. Therefore, we can fix α in this estimator, and tune the other hyperparameters N bin and λ for each τ obs in this study. Concretely, we first tune N bin with λ = 0 as in Fig. 9(e) , and then tune λ with the tuned N bin as in Fig. 9(f) . We summa- Fig. 10 . We find that σ[d Gauss ] is better in terms of the convergence speed, while σ λ [d bin ] is better for the computational cost. We confirmed that the relation between the learning estimators also holds in the other models and the parameter settings at least when data is two dimensional. On the basis of these ob-servations, we adopt σ[d Gauss ] for two dimensional data, and σ λ [d bin ] for higher dimensional data in this study.
Appendix C: Estimators with kernel density estimation
In this appendix, we give a detailed description of the estimators with the kernel density estimation Ṡ temp ss and σ[ F sm ], both of which are introduced in the previous study [55] .
We first introduce the estimator Ṡ temp ss , which is based on the temporal average:
where Fsm(x) is the thermodynamic force estimated by the kernel density estimation. The thermodynamic force at x is calculated on the basis of displacements of data points which occurred around the position x, by taking their distance from x into account. Concretely, Fsm is obtained by
where L(x ′ , x) is a kernel function which smoothly decreases as the distance between x and x ′ increases. Here, we note that the estimators with the kernel density estimation rely on the knowledge of diffusion matrix B, while the other estimators introduced in this study are independent of such system parameters.
It was shown [55] that the Epanechnikov kernel realizes the fastest convergence:
where its bandwidth bj is determined by
Here,σ is a median absolute deviation:
where v is the magnitude of the velocities, i.e., v i = j (x i∆t,j − x (i−1)∆t,j ) 2 /∆t. Next, we introduce the estimator σ[ F sm ], which is based on the lower bound of the TUR. We use the shorttime TUR for this estimator, while the finite-time TUR is used in the original paper [55] . Thus, we adopt the different notation from the original one Ṡ Since the thermodynamic force F (x) becomes equivalent to the optimal coefficient d * (x) in the short-time TUR, σ[ F sm ] gives an exact estimate of the entropy production rate.
The expression of Eq. (C5) is usually derived assuming a Gaussian distribution for data points [66] , although its derivation seems not straightforward in this case because the kernel is used to estimate j/ p which is not a density. In fact, Eq. (C5) was explained as a rule of thumb in [55] . Therefore, Ṡ temp ss and σ[ F sm ] would be optimized for data generated by linear Langevin equations. Indeed, in Sec. IV, we show that their convergence becomes very slow for the nonlinear Langevin equation (54) , while they achieve the good performance for linear Langevin equations (see Figs. 2, 3 and 4 ).
Appendix D: Computation time of the estimators
We compare the computation time of the four estimators used for Langevin dynamics in Sec. IV A and B. First, we show the computational complexities of these estimators. Then, we compare them both in the twobeads and the five-beads models. We show that the learning estimators have smaller computational complexities, which means that they are suitable for long trajectory data, while they require the additional cost of the hyperparameter tuning.
We analyze the computational complexities of the learning estimators σ λ [d bin ] and σ[d Gauss ] in terms of the data size N = τ obs /∆t and N bin , which includes the process of training and evaluation of σ[d]| test . We fix the number of iterations of the gradient ascent as N step , which we found is not necessary to increase as N or N bin increases. Therefore, the total computational complexity equals to the computational complexity of the calculation of σ[d] and its gradient. In the case of the binned learning estimator, the calculation of σ[d bin ] can be implemented with O(N ), while its gradient can be implemented with O(max(N, N n dim bin )), where n dim is the dimension of data, and N n dim We compare their computation times in the two-beads and the five-beads models in Fig. 11 . The computation time is evaluated as the time on a single core of a cluster computer, while all the estimators can be implemented using parallel computation. The result is in accordance with the computational complexity analysis, and the learning estimators become better as the trajectory length increases. For example, the Gaussian (binned) learning estimator is around 50 (1000) times faster than Ṡ temp ss and σ[ F sm ] at τ obs = 10 4 . We note that the cost of the hyperparameter tuning is not taken into account in the computation time in Fig. 11 , while one may argue that the hyperparameter tuning should be taken into account as an additional computational cost. Such a cost might depend on the way that we implement the hyperparameter tuning and on the precision of the estimation required for our task, and can be small enough such that it does not compensate for the advantage of our machine learning method when The computation time is measured as the time on a single core of a cluster computer, while all the estimators could utilize parallel computation. The mean and its standard deviation of ten independent trials are plotted. The other system parameters are set to the same as those in Fig. 2 and Fig. 3 .
the trajectory length is large. For example, it would be a good strategy to start with the hyperparameter tuning with shorter-length trajectories to reduce computation time, because we can expect that the optimal values would not drastically change as the trajectory length in-creases. Indeed, we numerically confirmed that the optimal hyperparameters for the Gaussian learning estimator are almost independent of the trajectory length (see TABLE I ). It is an interesting future issue to give a theoretical foundation of this observation.
Supplemental Material
In this Supplemental Material, we show the supplementary numerical results of hyperparameter tuning for the following setups: (i) the two-beads model (Fig. S1 ), (ii) the five-beads model ( Fig. S2 and S3 ) and (iii) the Mexicanhat potential model (Fig. S4, S5 and S6). The system parameters are set in the same way as those in Fig. 2, 3 and 4 in the main text. 
