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Hadamard operators on D ′(Ω)
Dietmar Vogt
Abstract
For open sets Ω ⊂ Rd we study Hadamard operators on D ′(Ω), that
is, continuous linear operators which admit all monomials as eigenvectors.
We characterize them as operators of the form L(S) = S ⋆ T where T is
a distribution and ⋆ the multiplicative convolution. This extends previous
results for the case of Ω = Rd but requires essentially different methods.
In the present note we study Hadamard operators on D ′(Ω), Ω open in Rd, that is,
continuous linear operators on D ′(Ω) which admit all monomials as eigenvectors.
We continue research begun in [11] where we gave a complete characterization
of the Hadamard operators in D ′(Rd) as follows: an operator L ∈ L(D ′(Rd)) is
of Hadamard type if and only if L(S) = S ⋆ T where S ⋆ T is the multiplicative
convolution (see below) and T is a distribution the support of which has positive
distance to all coordinate hyperplanes and which has a certain behaviour in in-
finity, more precisely, which is in the class O ′H(R
d) introduced in [11]. The case
of general open Ω is not a mere generalization, but requires essentially different
methods.
We study Hadamard operators by means of its transpose M := L∗ which is
an operator in D(Ω) with certain properties. We show first that M can be
extended to an operator M˜ ∈ L(D(Ω˜)), where Ω˜ =
⋃
a∈Rd
∗
aΩ is the closure of
Ω˜ under invertible dilations. For M˜ we show the existence of a distribution T ∈
D(Ω˜), which has positive distance to all coordinate hyperplanes, such that M˜ϕ =
Txϕ(x ·) for all ϕ ∈ D(Ω˜). T then has to fulfill further conditions on its support
which describe that M˜ maps D(Ω) into D(Ω). We obtain that L(S) = S ⋆T and
so a characterization of the Hadamard operators on D(Ω). This characterization
we further evaluate in the case of 0 ∈ Ω, here Ω˜ = Rd hence T ∈ O ′H(R
d), and in
the case of Ω ⊂ Rd∗, here T must be compact. Note that for d = 1 those are the
only cases.
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The study of Hadamard operators, or Hadamard multipliers, has a long history.
In recent times they were studied in Doman´ski-Langenbruch [1, 2, 3], Doman´ski-
Langenbruch-Vogt [4] for operators on spaces of real analytic functions and in
Vogt [9, 10] for spaces of C∞-functions. The arguments in both cases are quite
similar. The study of Hadamard operators on spaces of distributions requires
quite different methods and the results are quite different.
Throughout the paper we will set xy = (x1y1, . . . , xdyd), that is, the coordinate-
wise multiplication. Its unit is the vector 1 = (1, . . . , 1). A map x 7→ xy with
fixed y ∈ Rd∗ is called a (invertible) dilation. We set R+ =]0,+∞) and Q+ = R
d
+.
For two distributions S and T we define S ⋆ T by (S ⋆ T )ϕ = Sy(Txϕ(xy)) for all
ϕ ∈ D(Rd) for which this formula makes sense.
We use standard notation of Functional Analysis, in particular, of distribution
theory. For unexplained notation we refer to [5], [6], [7], [8].
1 Basics
Let Ω ⊂ Rd be open and non-empty.
Definition 1 A map L ∈ L(D ′(Ω)) is called a Hadamard operator if it admits all
monomials as eigenvectors. The set of Hadamard operators we denote by M(Ω).
Examples of Hadamard operators are the Euler operators, these are operators of
the form P (θ) where P is a polynomial and θj = xj
∂
∂xj
. They are in M(Ω) for
every open Ω and they are the only ones with this property (see Theorem 3.8).
From [11] we take the following definitions.
Definition 2 T ∈ O ′H(R
d) if for any k there are finitely many functions tβ such
that (1 + |x|2)k/2tβ ∈ L∞(R
d) and such that T =
∑
β θ
βtβ.
We compare O ′H(R
d) with the space O ′C(R
d) of L. Schwartz, which may be defined
by any of the following equivalent properties (see [8, §5, The´ore`me IX]):
1. For any k there are finitely many functions tβ such that (1 + |x|
2)k/2tβ ∈
L∞(R
d) and such that T =
∑
β ∂
βtβ.
2. For any χ ∈ D(Rd), T ∗ χ is a rapidly decreasing continuous function.
We have O ′C(R) ⊂ O
′
H(R) and O
′
C(R) 6= O
′
H(R). An example is T = e
−ix which
is in O ′H(R) but not in O
′
C(R) (see [11, Section 3]).
Definition 3 By D ′H(R
d) we denote the set of all T ∈ O ′H(R
d) the support of
which has positive distance to all coordinate hyperplanes.
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From [11, Section 3] we cite: If T ∈ O ′C(R
d) and the support of T has positive
distance to all coordinate hyperplanes, then T ∈ D ′H(R
d).
The main result of [11] is the following theorem. Here σ(x) =
∏
j
xj
|xj |
for x ∈ Rd∗.
Theorem 1.1 L ∈ M(Rd) if and only if there is a distribution T ∈ D ′H(R
d),
such that L(S) = S ⋆T for all S ∈ D ′(Rd). The eigenvalues are mα = Tx
(
σ(x)
xα+1
)
.
2 Extension of the operator M
For L ∈M(Ω) we setM = L∗ ∈ L(D(Ω)) and we study L by means of properties
of M . Due to reflexivity we have L = M∗. For ϕ ∈ D(Ω) we set ψ = M(ϕ) and
obtain the following characterization:
Lemma 2.1 Let L ∈ L(D ′(Ω)), then L ∈ M(Ω) with eigenvalues mα if and
only if the following holds
(1)
∫
ξα(mαϕ(ξ)− ψ(ξ))dξ = 0
for all α ∈ Nd0, ϕ ∈ D(Ω).
Proof: The condition is equivalent to∫
(mαξ
α)ϕ(ξ)dξ =
∫
ξα(Mϕ)(ξ)dξ =
∫
L(ξα)ϕ(ξ)dξ
for all ϕ ∈ D(Ω). That is mαξ
α = L(ξα) for all α ∈ N0. ✷
Let now the family mα, α ∈ N
d
0, of real numbers be given.
Definition 4 We set
D(M˜) = {ϕ ∈ D(Rd) : ∃ ψ ∈ D(Rd) such that (1) holds ∀ α ∈ Nd0}
and
Γ(M˜) = {(ϕ, ψ) ∈ D(Rd)×D(Rd) : ϕ, ψ fulfill (1) ∀ α ∈ Nd0}.
Lemma 2.2 (1) D(M˜) is a linear space, closed under dilations.
(2) Γ(M˜) is the graph of a linear map M˜ : D(M˜)→ D(Rd) which commutes with
dilations.
Proof: We show only that Γ(M˜) is a graph, the rest is obvious. Because of
linearity of Γ(M˜) it suffices to assume ϕ = 0. Then (1) says that
∫
ξαψ(ξ)dξ = 0
for all α ∈ Nd0, hence ψ = 0. ✷
For open Ω we set Ω˜ =
⋃
a∈Rd
∗
aΩ. By definition Ω˜ is invariant under dilations.
We obtain:
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Lemma 2.3 1. If D(Ω) ⊂ D(M˜) then D(Ω˜) ⊂ D(M˜).
2. If M˜D(Ω) ⊂ D(Ω) then M˜D(Ω˜) ⊂ D(Ω˜) and M˜ ∈ L(D ′(Ω˜)).
Proof: By Lemma 2.2 we have D(aΩ) ⊂ D(M˜) for all a ∈ Rd∗. If ϕ ∈ D(Ω˜)
then there are finitely many aj ∈ R
d
∗ such that ϕ ∈ D(
⋃
j ajΩ). Hence there
are ϕj ∈ D(ajΩ) such that ϕ =
∑
j ϕj. Since D(M˜) is a linear space 1. is
proved. 2. follows from the fact that M˜(aΩ) ⊂ aΩ for all a ∈ Rd∗ and the above
decomposition, since M˜ is a linear map. The continuity of M˜ : D(Ω˜) → D(Ω˜)
follows from de Wilde’s Theorem (or Grothendieck’s closed graph theorem). ✷
Lemma 2.4 Rd∗ ⊂ Ω˜ for all non-empty open Ω ⊂ R
d.
Proof: Let x0 ∈ Ω ∩ R
d
∗. Then R
d
∗ = {ax0 : a ∈ R
d
∗} ⊂ Ω˜. ✷
We will later study the following two special cases:
Remark 2.5 1. If 0 ∈ Ω then Ω˜ = Rd.
2. If Ω ⊂ Rd∗ then Ω˜ = R
d
∗.
3 Representation
In this whole section we assume that L ∈ M(Ω), M = L∗ and mα, α ∈ N
d
0, the
family of eigenvalues. In this case D(Ω) ⊂ D(M˜) and Mϕ = M˜ϕ for ϕ ∈ D(Ω)).
We will use the following notations:
For ε > 0 we set
Wε = {x ∈ R
d : min
j
|xj | ≥ ε}.
For r = (r1, . . . , rd), where all rj ≥ 0, we set Br = {x ∈ R
d : |xj | ≤ rj for all j}
and for s ≥ 0 we set Bs := Bs1 = {x ∈ R
d : |x|∞ ≤ s}.
For r = (r1, . . . , rd) ∈ R
d and s ∈ R we set r + s = r + s1 = (r1 + s, . . . , rd + s).
Since M˜ commutes with dilations we have
M˜ξ(ϕ(ηξ))[x] = (M˜ϕ)(ηx)
for all ϕ ∈ D(Ω˜) and η ∈ Rd∗.
For ϕ ∈ D(Ω˜) we define
Tϕ = (M˜ϕ)(1).
Then T ∈ D ′(Ω˜) and for all η ∈ Rd∗ and ϕ ∈ D(Ω˜) we have ϕ(η ·) ∈ D(Ω˜) and
(2) (M˜ϕ)(η) = Tξϕ(ηξ).
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We will study the properties of T . First we will investigate the consequences of
the fact that η 7→ Tξϕ(ηξ) ∈ D(R
d) for all ϕ ∈ D(Ω˜). For that we modify the
proof of Lemma 2.1 in [11].
Lemma 3.1 If T ∈ D ′(Ω˜) and η 7→ Tξϕ(ηξ) ∈ D(R
d) for all ϕ ∈ D(Ω˜) then
suppT ⊂Wε for some ε > 0.
Proof: For s ∈ Rd+ we set
Ks =
∏
j
[
sj
2
, sj]
and we set K1 = K(1,...,1).
Since, by Lemma 2.3, the map M˜ is continuous there is r > 0 such that M˜(D(K1)) ⊂
D(Br) and this implies that Tξϕ(ηξ) = 0 for any ϕ ∈ D(K1), η ∈ R
d
∗ and |η|∞ > r.
We set ε = 1/r and assume that Ks ⊂ {x : xj < ε}. Then |1/s|∞ > r. For
ϕ ∈ D(Ks) we set ψ(ξ) = ϕ(ξs). Then ψ ∈ D(K1) and
Tϕ = Tx(ψ(x/s)) = 0.
We have shown that T |{x∈Rd
+
:xj<ε} = 0. Repeating this in an analogous way for
all ‘quadrants’ and all relevant half-spaces, we obtain T |Rd
∗
\Wε = 0.
For the support of T as a distribution in D(Ω˜) we obtain
supp T ⊂ (Wε ∩ Ω˜) ∪ (R
d \ Rd∗) ∩ Ω˜.
So T decomposes into two distribution T1 with support inWε and T2 with support
in Ω˜ \Rd∗. It is well known (see [7]) that T2 is locally a finite sum of distributions
of the form
ϕ 7→ Sξ′
∂ν
∂ξνj
ϕ(ξ1, . . . , ξj−1, 0, ξj+1, . . . , ξd)
where ξ′ = (ξ1, . . . , ξj−1, ξj+1, . . . , ξd) and S a distribution in these variables. This
implies that Sxϕ(xy) does not depend on yj. Therefore T2 must be 0. ✷
We have shown:
Proposition 3.2 There is a distribution T ∈ D ′(Ω˜) with support in Wε for some
ε > 0 such that (M˜ϕ)(y) = Txϕ(xy) for all ϕ ∈ D(Ω˜) and y ∈ R
d
∗. This holds,
in particular, for ϕ ∈ D(Rd∗) and for ϕ ∈ D(Ω). In the latter case this means
(Mϕ)(y) = Txϕ(xy).
Next we want to get information on the support of T . We need a preparatory
lemma.
We will use the following notation: For M,N ⊂ Rd we set M c := Rd \M and
V∗(M,N) = {η ∈ R
d
∗ : ηM ⊂ N}, V∗(M) = V∗(M,M).
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Lemma 3.3 Let M,N ⊂ Rd then V∗(M
c, N c) = {1/y : y ∈ V∗(N,M)}.
Proof: The statement is symmetric, hence we need only to show one implication.
Let y ∈ V∗(N,M) then M = yN ∪˙ yN0 where N0 ⊂ N
c, hence 1
y
M = N ∪˙N0,
and this implies 1
y
M c = (N ∪˙N0)
c ⊂ N c. ✷
The following example shows that for the sets V (M,N) = {η ∈ Rd : ηM ⊂ N}
there is no such simple relation. For our theory we are only interested in V∗(M,N).
Example 3.4 Let Ω = Rd \ {0} then V (Ω) = Rd∗ while V (Ω
c) = V ({0}) = Rd.
For M ⊂ Rd∗ we set 1/M = {1/y : y ∈M}.
Proposition 3.5 If T ∈ D ′(Ω˜) such that Txϕ(x·) ∈ D(R
d) for all ϕ ∈ D(Ω˜),
then the following are equivalent:
1. Txϕ(x·) ∈ D(Ω) for all ϕ ∈ D(Ω).
2. For every ω ⊂⊂ Ω there is L ⊂⊂ Ω such that suppT ⊂ V∗(L
c, ωc).
3. (1/suppT )K ⊂⊂ Ω for every compact K ⊂ Ω.
Proof: We first remark that, by Lemma 3.1 and the assumption, supp T ⊂ Rd∗.
1.⇒ 2. Let ω be an open set such that ω ⊂⊂ Ω. Then there is a compact set
L ⊂ Ω such that Txϕ(xy) = 0 for all ϕ ∈ D(ω) and y 6∈ L. If y ∈ R
d
∗ then
{ϕ(· y) : ϕ ∈ D(ω)} = D
(1
y
ω
)
.
Therefore
supp T ∩
1
y
ω = ∅ for all y ∈ Rd∗, y 6∈ L.
We have shown
supp T ⊂
⋂
y∈Rd
∗
∩Lc
1
y
ωc = V (Lc, ωc).
The last equality comes from [10, Lemma 1.4]. Since suppT ⊂ Rd∗ we can replace
V (Lc, ωc) with V∗(L
c, ωc).
2.⇒ 1. Let ω ⊂ Ω be compact and ϕ ∈ D(ω). We choose L according to the
assumption and assume that supp T ⊂ V∗(L
c, ωc). If x ∈ V∗(L
c, ωc) and y ∈ Lc
then xy ∈ ωc. Since x 7→ xy is continuous and ωc open we have xy ∈ ωc, hence
ϕ(xy) = 0, for x in a neighborhood of suppT . This shows that Txϕ(xy) = 0 for
all y ∈ Lc.
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2.⇔ 3. In 2. we might assume ω and L to be compact. So by Lemma 3.3 it is
equivalent to: For every compact K ⊂ Ω there is a compact L ⊂ Ω such that
1/ supM ⊂ V∗(K,L). The equivalence to 3. is now obvious. ✷
From Proposition 3.5, (3.) we get the following:
Corollary 3.6 1/suppT ⊂ V∗(Ω).
In Proposition 3.5, we cannot replace 3. with 1/suppT ⊂ V∗(Ω) as the following
example shows. See, however, Proposition 5.2.
Example 3.7 Let Ω =]0, 1[ and Tϕ =
∫∞
1
ϕ(x)e−xdx. Then ϕ 7→ Txϕ(x ·) maps
D(Rd) into D(Rd) (cf. [11, Proposition 2.5]). 1/supp T =]0, 1] = V∗(Ω). For
ϕ ∈ D(Ω), ϕ ≥ 0, ϕ 6= 0 we obtain
Txϕ(xy) =
1
y
∫
y
ϕ(x)e−x/ydx
which is > 0 near 0, hence Txϕ(x ·) 6∈ D(Ω).
An important special case is the following.
Theorem 3.8 If Ω ⊂⊂ Q+ then all Hadamard operators on D
′(Ω) are Euler
operators.
Proof: Let L ∈ M(Ω), then by Proposition 3.2 and Corollary 3.6 there is
T ∈ D ′(Rd) with 1/suppT ⊂ V∗(Ω) such that (Mϕ)(y) = Txϕ(xy). Since
V (Ω) = {1} (see e.g. [9, Example 5.3]) we have supp T = {1} or T = 0.
Therefore T =
∑
α bαδ
(α)
1
hence (Mϕ)(y) =
∑
α bα(−1)
|α|yαϕ(α)(y) and therefore
(LS)(ϕ) = S(Mϕ) =
∑
α bα(−1)
|α|Sy(y
αϕ(α)(y)) for all ϕ ∈ D(Ω). This means
that L(S) = (
∑
α cαθ
α)S with suitable constants cα. ✷
Definition 5 For open Ω ⊂ Rd we define: T ∈ D ′H(Ω) if T ∈ D
′(Ω˜) and
1. Txϕ(x, ·) ∈ D(Ω˜) for all ϕ ∈ D(Ω˜),
2. (1/suppT )K ⊂⊂ Ω for every compact K ⊂ Ω.
We have shown one of our main results:
Theorem 3.9 If L ∈ M(Ω) then there is T ∈ D ′H(Ω) such that L(S) = S ⋆ T
for all S ∈ D ′(Ω).
It remains to give a closer description of the distributions T appearing in Defini-
tion 5. This can be done it in the two important cases mentioned in Remark 2.5.
In the case of 0 ∈ Ω it follows from [11].
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4 Case of 0 ∈ Ω
Let Ω ⊂ Rd be open with 0 ∈ Ω, then Ω˜ = Rd (see Remark 2.5). Let L ∈M(Ω).
By Theorem 3.9 there is T ∈ D ′H(Ω) such that L(S) = S ⋆ T for all S ∈ D
′(Ω).
Condition 1. in Definition 5 then means that T ∈ D ′H(R
d), that is, T ∈ O ′H(R
d)
and supp T ⊂Wε for some ε > 0. We have proved one implication of the following
theorem.
Theorem 4.1 If 0 ∈ Ω, then L ∈ M(Ω) if and only if there is a distribution
T ∈ D ′H(R
d) with (1/suppT )K ⊂⊂ Ω for every compact K ⊂ Ω, such that
L(S) = S ⋆ T for all S ∈ D ′(Ω).
Proof: It remains to show that under the given conditions MT : ϕ 7→ Txϕ(x ·)
is the transpose of an operator in M(Ω). Clearly MT ∈ L(D(Ω)). We have to
verify the condition in Lemma 2.1 and this follows from the proof of [11, Theorem
4.2]. ✷
For the open unit ball and similar sets the we obtain (cf. [9, Theorem 4.4]).
Example 4.2 Let Ω ⊂ Rd be a bounded open set with the following properties:
1. If x ∈ Ω and |yj| ≤ |xj| for all j then also y ∈ Ω.
2. Ω is invariant under permutations of the variables.
3. tΩ ⊂ Ω for all 0 < t < 1.
Then D ′H(Ω) = {T ∈ O
′
H(R
d) : suppT ⊂W1}.
Proof: We may choose ω = εΩ, L = δΩ. Then
V (Lc, ωc) = V (δΩc, εΩc) =
ε
δ
V (Ωc).
By [9, Theorem 4.4] we have V (Ω) = Q := {x : |x|∞ ≤ 1} hence V∗(Ω
c) =
1/V∗(Ω) =W1. This implies
V∗(L
c, ωc) =
ε
δ
V∗(Ω
c) =
ε
δ
W1.
So we obtain T ∈ D ′H(Ω) if and only if for every 0 < ε < 1 there is 0 < δ < 1
such that supp T ⊂ (ε/δ)W1 and this is the case if and only if suppT ⊂W1. ✷
Theorem 4.3 If Ω is the open unit ball for ℓp, 0 < p ≤ +∞, then L ∈M(Ω) if
and only if there is a distribution T ∈ O ′H(R
d), supp T ⊂ W1, such that L(S) =
S ⋆ T for all S ∈ D ′(Ω).
5 Case of Ω ⊂ Rd∗
Let Ω ⊂ Rd∗ be open, then Ω˜ = R
d
∗ (see Remark 2.5). Let L ∈ M(Ω). By
Theorem 3.9 there is T ∈ D ′H(Ω) such that L(S) = S ⋆ T for all S ∈ D
′(Ω). In
particular, T ∈ D ′H(R
d
∗).
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Lemma 5.1 D ′H(R
d
∗) = E
′(Rd∗)
Proof: Assume that T ∈ D ′H(R
d
∗) that is suppT ⊂ Wε for some ε > 0 and
(M˜ϕ)(y) = Txϕ(xy) for all ϕ ∈ D(R
d
∗) and y ∈ R
d
∗.
We set ϕˇ(x) = ϕ(1/x) and Tˇ ϕ = T ϕˇ for ϕ ∈ D(Rd∗). Then Tˇ ∈ D
′(Rd∗). We
obtain for ϕ ∈ D(Rd∗) and y ∈ R
d
∗
Tˇxϕ(xy) = Txϕ
(1
x
y
)
= Txϕˇ
(
x
1
y
)
.
Txϕˇ(x
1
y
) ∈ D(Rd∗) as a function of y. By Proposition 3.2 there is δ > 0 such that
supp Tˇ ⊂Wδ.
We set r = 1/δ and Br = {x : |x|∞ ≤ r}. Assume that suppϕ ∈ R
d
∗ \ Br, then
supp ϕˇ ∈ Rd∗ \Wδ. Therefore Tϕ = Tˇ ϕˇ = 0.
We have shown that supp T ⊂ Wε ∩ Br, hence compact. The other implication
is obvious. ✷
We refer to Corollary 3.6 and show for Ω ⊂ Rd∗:
Proposition 5.2 T ∈ D ′H(Ω) if and only if T ∈ E
′(Rd∗) and 1/suppT ⊂ V∗(Ω).
Proof: The ‘only if’ part follows from the Definition 5 and Corollary 3.6. For the
reverse direction we note that, by Lemma 5.1, T ∈ D ′H(R
d
∗). Since supp T ⊂ R
d
∗
is compact, also 1/suppT is compact. Therefore (1/supp T )K is compact for any
compact K ⊂ Ω and, by assumption, it is contained in Ω. Therefore T ∈ D ′H(Ω).
✷
So we have shown one implication of the following theorem.
Theorem 5.3 If Ω ⊂ Rd∗, then L ∈ M(Ω) if and only if there is a distribution
T ∈ E ′(Rd∗) with 1/suppT ⊂ V∗(Ω), such that L(S) = S ⋆ T for all S ∈ D
′(Ω).
Proof: It remains to show that under the given conditions MT : ϕ 7→ Txϕ(x ·)
is the transpose of an operator in M(Ω). Clearly MT ∈ L(D(Ω)). We have to
verify the condition in Lemma 2.1 and this follows from the proof of [11, Theorem
4.1]. ✷
6 Final remarks
If d = 1 the the cases in Theorems 4.1 and 5.3 cover all possibilities, hence we
have a complete characterization.
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Theorem 6.1 If Ω ⊂ R is open then L ∈ M(Ω) if and only if there is a distri-
bution
T ∈ D ′H(R) with (1/suppT )K ⊂⊂ Ω for every compact K ⊂ Ω
if 0 ∈ Ω or
T ∈ E ′(Rd∗) with supp T ⊂ R
d
∗ and 1/suppT ⊂ V∗(Ω)
if Ω ⊂ R∗
such that L(S) = S ⋆ T for all S ∈ D ′(Ω).
An interesting example in higher dimensions is Ω = Rd \ {0}:
Example 6.2 In this case we have also D ′H(R
d \ {0}) = E ′(Rd∗) and the proof is
like in the proof of Lemma 5.1 except we habe to replace the pointwise reciprocal
by the reflection at the euclidian unit sphere x 7→ x/|x|2.
If, for instance, L ∈ M(Ω), Ω ⊂ R2 and 0 6∈ Ω, e1, e2 ∈ Ω where ej are the unit
vectors, then Ω˜ = R2 \ {0} and we have for the representing distribution T the
condition T ∈ E ′(Rd∗) plus the support condition.
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