The main objectives of this paper is to propose a conceptual and software environment in which different aspects of cluster analysis of ontology-based data could be studied. The ontologybased dataset has two core components: description of categories and description of objects and relationships between them. Similarity between objects is defined as an amalgamation function of taxonomic, relationship and attribute similarity. The different measures to calculate similarity can be used. Further research is needed in order to evaluate these measures. The creation of a software tool which allows for classification of ontology-based data and comprehensive analysis of results is essential for the research in the area of ontology-based data mining. Such a tool should be universal, extensible and open. The universality manifests itself in the possibility of processing any data sets described by OWL tailored to meet individual requirements. The system extensibility means that it can be enriched with new elements without the necessity of making changes in its main elements. The openness enables the communications with other data analysis systems. In the paper theoretical aspects of cluster analysis of ontology-based data sets are presented. Next, a framework of cluster analysis system is outlined. Finally, some technical details of the system implementation are discussed.
INTRODUCTION
Cluster analysis is one of the most commonly used methods of data analysis. Usually, classical data analysis methods operate on flat data sets in which rows represent objects and columns correspond to variables (objects characteristics); all objects are homogeneous and the importance of each variable is identical. However, when using such data representation it is difficult to capture additional relationships between objects. It may be useful to enrich classical cluster analysis methods by using objects that are described using an ontology. Traditionally, ontology refers to a part of philosophy which studies beings, its categories and relationships. In computer science and knowledge management the term ontology refers to a formal description of the part of a reality [3] .
An ontology-based approach allows the analyst to:
• represent the complex structure of objects, • implement the knowledge about hierarchical structure of categories, • show and use the information about relationships between categories and individual objects.
However, it has to be noted that the ontology-based methods are more demanding than classical data mining methods in the following ways:
• performing calculations on complex objects is more challenging from a theoretical and numerical point of view, • insufficient theoretical background can result in calculations that may be partly subjective.
When undertaking business intelligence analysis, a company may benefit by representing data using an ontology-based approach. This may be particularly pertinent when comparing business areas where a company already uses ontology-based data models, e.g. their profiles are described by an ontology-based data model. Ontology-based clustering methods may help in finding companies in the same trade/line, seeking a candidate company to merge and finding companies for cooperation. Besides, these methods could be useful in portfolio management and investment risk estimation.
The purpose of this paper is to propose a framework for ontologybased cluster analysis and its implementation by creating generalpurpose software environment for performing required calculations.
This paper will take the following structure; the framework for ontology-based cluster analysis will be outlined in section 2, section 3 will provide details of the formulas for calculating the similarity between objects, in section 4, the methods of determining the similarity between set of objects will be presented, section 5 will cover the implementation issue of the framework, in section 6 related work will be presented. Finally, section 7 will conclude the paper and will suggest possible directions for future research.
GENERAL FRAMEWORK 2.1 Ontology definition
In this paper we assume that the ontology is a structure that is composed of two main elements:
• Categories description (it consists of the list of categories/classes, the definition of each category/names and data types for all attributes, a category hierarchy schema and definition of relationships between categories); • Objects description /instances description (for every object the following characteristics are specified: a category to which the object belongs to, attributes values, a description of relationships to other objects).
Framework scheme
The goal of cluster analysis is the division of a set of objects into homogeneous clusters. The detailed description of clustering methods is beyond of the scope of this paper. In the paper we will concentrate on the application of agglomerative hierarchical clustering [4] . This type of clustering requires taking the following steps:
1. calculation of distance (or similarity) matrix between every pair of objects, 2. every object constitutes a separate cluster, 3. merging of the two closest clusters, 4. modification of the distance matrix -merged clusters are treated as the one object, 5. if the objects have not been divided yet into desired number of clusters then we move to the step 3.
The outcome of hierarchical clustering methods can be presented in a graphical form as a tree called dendrogram.
In order to incorporate ontology description of objects the clustering algorithm has to be modified, specifically:
•
Step 1 -applying the ontology-specific methods of calculation the distance (or similarity) between objects,
Step 4 -specifying the way in which the distance (similarity) between an object and a cluster will be counted and the distance (similarity) between clusters.
We assumed that a common ontology is used for descriptions of all compared objects (a problem of ontology matching is out of the scope of this paper) and that the similarity measure is a real value normalized to the range [0; 1]. Distance functions have the similar interpretation to similarity functions but they are not normalized. The detailed description of the model will be presented in section 3 and 4.
SIMILARITY BETWEEN OBJECTS 3.1 General scheme
The approach presented in this paper is based on the methodology proposed by Maedche and Zacharias in [7] . According to this methodology there are three dimensions of ontology-based similarity between individuals:
• taxonomy similarity (TS) -reflects the similarity of objects' classes /categories/ in the hierarchy schema, • relationship similarity (RS) -reflects the similarity in links to other objects, • attribute similarity (AS) -reflects the similarity in attributes' values.
The authors of the [7] propose the following formula for similarity calculation:
where t, r and a are weights which represent the importance of each dimension of the similarity, I i , I j are objects/instances. The above rule can be generalized and presented as:
where f agr is an aggregation function used for the similarity calculation on the basis of taxonomy, relationship and attribute similarity.
The above equation forms a framework in which various approaches to similarity evaluation for objects in ontology-based environment can be analyzed. The study should include such elements as:
• formulas for TS, RS and AS evaluation, • aggregation formula (the f agr function definition).
Evaluation of taxonomy similarity
There are several approaches to calculating similarity (or dissimilarity) between classes on the hierarchy schema, e.g.:
• similarity measures based on the path distance between classes in the tree. Wu and Palmer measure can be used as an example of that approach [2] :
where N 1 and N 2 are the numbers of edges from C 1 and C 2 classes to the most specific common category C, and H is the number of edges from C class to the root of the ontology;
• the upward cotopic similarity proposed by Maedche and Zacharias (the application of the Jaccard similarity to the superclasses of two categories) [7] :
where UC(C i ) is a set of superclasses of C i ;
• measures based on information theory. These formulas are based on the information content associated with each category:
where log is a logarithm and freq is a frequency function; This idea was used by Resnik and Lin [11] .
Evaluation of relationship similarity
The idea of the relationship similarity is very simple: similar objects should have relationships with objects that are similar to each other. When we compare two objects O 1 and O 2 we should:
• indicate all objects that have relationships with object O 1 and all objects that have relationships with O 2 , • calculate taxonomy similarity and/or attribute similarity between these two sets of objects, • aggregate calculated similarities.
It is necessary to consider and apply the procedure which was presented above for each kind of relationship and combine partial results. It is also worth investigating the structure of relationship types because sometimes they are independent and sometimes they form a hierarchical structure (for example a relationship swear is a specific type of a relationship say).
Evaluation of attribute similarity

Numbers
The calculations for numeric values are rather simple, but it is necessary to remember that the results must be normalized and the relative difference between numbers should be captured. Maedche&Zacharias [7] proposed the measure which is based on the maximum difference between all values of a numeric attribute. It can be defined as:
where a, b -compared numbers, MAX and MIN are respectively minimum and maximum value of a numeric attribute.
Intervals
Similarity of intervals (sim i ) can be measured using the following formulae:
where l 1 , l 2 -compared intervals, |l| -the length of the interval I.
Nominal values
We assume that nominal values similarity (sim nom ) will be counted using the simple rule:
where n 1 , n 2 -nominal values.
Strings
The methods of string comparison are more sophisticated and diverse. There are measures based on the edit distance and on a lexical similarity. The edit distance is the minimum number of operations, including deletions, insertions and transpositions that are needed to transform the first string into the second string. An example of measure based on edit distance was defined in [6] : 
Texts
In order to compare texts, a vector representation of text can be used which is a special case of a matrix representation of documents. In that representation, matrix columns represent documents and matrix rows represent words that appear in documents. A matrix element x ij is usually defined as the number of occurrences of the word i in the document j. There appear in literature various modification of that coefficient, for example: logarithmic weighted representation [8] . In this representation the element x ij of the frequency matrix is replaced by y ij which is defined by a following equation:
where N -the number of all words (terms) in the collection of documents, df i -the number of documents that contain the word i.
The similarity between documents can be calculated using distance measures between vectors.
Sets
To compare sets the Jaccard similarity measure can be used. For two sets A and B the measure is defined as:
Sequences
A sequence of values can be regarded as a string understood in the broader meaning. Each element in the sequence can be treated just like a letter in a string. Thus, to compare sequences of values the methods for string comparison can be used, e.g. edit distance.
Aggregate attribute similarity
Usually objects have more than one attribute. If all attributes are obligatory the problem of aggregation similarity measures is not difficult. The greater incompatibility in the number of attributes the more complicated the calculations. In some cases the lack of the specification of an attribute value may have positive impact on the similarity index, but in other situations it can reduce the similarity. That aspect must be discussed individually before calculation.
The question of which methods of calculation should be used arises when the number of attributes that appear in compared objects is not the same (e.g. one of the attributes is missing because it was not obligatory). One of the possible solutions is to associate the partial similarity connected with that attribute to the minimum value -0 following the reasoning that if something is not explicitly similar that is dissimilar. However, the opposite could be equally reasonable: lack of dissimilarity is equivalent to similarity. Thus, the answer to the above question will depend on the kind of attribute and probably also on the application domain.
An open issue is how to combine attribute similarity measures to calculate global attribute similarity between objects. From the theoretical point of view we can take into account arithmetic average, geometric average, harmonic average and quadratic average, to name a few. In practice, the weighted average is most commonly used. However, the problem arises in what weights should be assigned to attributes. The weights could be assigned arbitrarily according to the attribute importance, but the importance of the hierarchy of the attribute has to be determined by a domain expert.
Aggregation formula
When taxonomy, relationship and attribute similarity measures are evaluated, it is necessary to combine them into one measure. The weighted average proposed in [7] seems to be a good idea. The aggregation formula and weights' values are essential for similarity assessment. The definition of aggregation function and the estimation of its parameters may be proposed by an expert or can be approximated on the basis of a learning set (for example by the neural network technique).
SIMILARITY BETWEEN SETS OF OBJECTS
The evaluation of the similarity between two sets of objects is as important as the similarity calculation between individuals. Sets comparison is an essential element of cluster analysis algorithms. The most popular formulas for calculating similarity (S s ) between set of object (s i ,s j ) are the following [4] :
• single link -the minimum similarity between pairs of object:
ܵ ௦ ൫‫ݏ‬ , ‫ݏ‬ ൯ = min ൛‫݉݅ݏ‬ሺ‫,ܫ‬ ‫ܬ‬ሻ: ‫ܫ‬ ∈ ‫ݏ‬ , ‫ܬ‬ ∈ ‫ݏ‬ ൟ
• completely link -the maximum similarity between pairs of objects from the different clusters:
• average link -average similarity of the similarities of pairs of objects from different clusters
centroid -similarity between the centroids (c i , c j ) of the sets:
whereas the centroid of a set is a new object which represents the set. It has the mean values of parameters of objects that belong to the set.
The choice of the proper method depends on the characteristic of the research problem.
IMPLEMENTATION
Currently, the implementation of the framework is being prepared. The OBCA (Ontology-Based Cluster Analysis) project implementation uses Java programming language and Jena package. The schema of this system is displayed in figure 1 .
The main parts of the system are the following:
• OBCAControlPanel -a class responsible for data management (input, output, data representation) and launching required tasks,
• Query -an interface responsible for choosing objects for processing,
• TaxonomySimilarity, RelationshipSimilarity AttributeSimilarity -interfaces for calculating partial similarities,
• Aggregation -an interface responsible for the aggregation of partial similarities,
• the set of classes that implement the above-mentioned interfaces.
The definition of the main stages of data processing in the form of interfaces increases the system universality and facilitates its further modifications and extensions.
The input for the system is an ontology in OWL which is prepared using an external tool, e.g. Protégé. The ontology is represented in the system by a Model. The action of choosing objects (interface Query) produces the set of individuals for further processing. The data processing stage (TaxonomySimilarity, RelationshipSimilarity, AttributeSimilarity, Aggregation interfaces) produces similarity matrixes that can be further processed by external tools, e.g. statistical package R.
RELATED WORK
The amount of papers that deal with the issue of measuring similarity between objects described by ontologies is extensive. Below, the short review is presented.
The idea of clustering objects described by an ontology is by no means new; however, the works which deal with this issue in a comprehensive way are scarce. Maedche&Zacharias [7] proposed a framework for ontology clustering but they did not specify how to measure an attribute similarity for different types of attributes and limited the aggregation formula to the weighted average. Schickel-Zuber [9] proposed similarity function based only on hierarchical structure of ontologies. Closely related to our work are papers that discuss the similarity measures between different ontology entities. The comprehensive review of ontology matching techniques can be found in [2] .
Unfortunately, the increasing number of theoretical papers which deal with ontology-based data processing do not go hand in hand with the dissemination of software tools that implement theoretical methods. This was the main motivation for creating the OBCA framework.
CONCLUSIONS AND FUTURE WORK
The ontology-based clustering framework proposed in this paper is the generalization of the framework formulated by Maedche and Zacharias [7] . It gives the possibility of incorporating various kinds of measures to determine similarity between objects and set of objects in the three dimensions: taxonomic, relationship and attribute. The main contribution of this study, from a theoretical point of view, is a clear presentation of the methods which can be used in ontology-based clustering. However, practical merits of this paper seem to be more important. In the paper the framework for cluster analysis of ontology-based data is proposed in a form of computational environment which allows for conducting multiperspective analysis of usability of clustering methods in various domains. Though the basis of ontology-based cluster analysis has been done, much work remains. First, the implementation of the framework in Java environment should be completed. Second, extensive tests should be conducted in order to evaluate different kind of measures and amalgamation functions in various application domains. The next goal is the integration of the framework with the statistical package R. 
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