The concept of a truly autonomous weapons system-a system which is capable of operating itself, independently from human oversight-sounds more like science fiction than science fact. However, the reality is that weapons development is increasingly moving in this direction. Despite reassurances that humans will always be 'in the loop', significant amounts of autonomy have been given to certain weapons systems already. Such weapons present unique regulatory problems, arising not so much from their nature as weapons, but from their replacement of the human role in war and killing. This article considers the implications of increasing weapon autonomy for the humanitarian law principles of distinction and proportionality, and the concept of accountability for breaches of international humanitarian law.
Introduction
As weapons technology becomes more and more advanced, humans are moving further and further away from the battlefield. We already live in a world of robotic warfare, in which a pilot sitting in an operating room in the USA can control an unmanned aerial vehicle or 'drone' to conduct lethal targeting operations on the other side of the world. In a sense, weapons development has always been moving in this direction, with the goal of removing human personnel as far from the risk of harm as possible.
1 The next step may remove the human from the process altogether.
This step is towards autonomous weapons systems. Currently most military robots, like drones, are controlled by a human operator, but in the future, it seems likely that some such robots will control themselves. Autonomy can come in varying degrees. For example, even simple weapons systems like landmines have a very low level of autonomy, in the sense that once laid, they are not controlled by the party that laid them-they will automatically explode when triggered.
2 Other already existing weapons systems have a higher level of autonomy. For example, the PHALANX system used by the US Navy is able to autonomously detect, track, and fire at anti-ship missiles. 3 Autonomous sentry guns are set up at the border between North and South Korea that will automatically fire at objects within range. 4 Weapons systems currently being designed and developed are likely to have a much higher level of autonomy, with the ability to control their own movement, detect their own targets, and make their own decision to fire at a target and kill, without human intervention. According to some commentators, weapons systems incorporating strong artificial intelligence may even be capable of learning and making their own decisions about how they decide to conduct targeting. 5 While a number of automated weapons systems with varying degrees of human oversight are already in use (including systems which can make the 'decision' to kill without human input), 'truly autonomous' weapons-which would incorporate strong artificial intelligence and would be capable of choosing their own course of action to reach a desired goal -have not yet been developed. Yoram Dinstein in a recent edition of this journal declined to address the problems presented by autonomous weapons on the basis that 'Obviously, AI robots do not loom on the proximate horizon, and there does not seem to be any particular urgency in resolving the consequences of their putative action'. 6 But while autonomous killer robots might sound like science fiction, they are much closer to reality than is often appreciated. research by the US Air Force into software which would allow drones to land and take-off autonomously; 8 and 'swarming' drones, which by definition operate and move together autonomously. 9 The US Air Force in its 'Unmanned Aircraft Systems Flight Plan 2009-2047' discusses the movement towards and importance of increased autonomy, which is stated to be necessary to meet 'extreme performance parameters '. 10 Full autonomy is recognized as the long-term goal. The US Air Force also recognizes the importance of grappling with the legal and ethical implications of these developments, stating that 'Authorizing a machine to make lethal combat decisions is contingent upon political and military leaders resolving legal and ethical questions'. 11 Britain's Ministry of Defence has also noted the movement towards greater autonomy, and the fact that automated (if not truly autonomous) weapons are already being fielded.
12 As Peter W Singer points out, robots need to get higher on the autonomy scale in order to produce any cost or manpower savings above conventional weapons systems. At the same time, increased autonomy is becoming cheaper and more accessible, and despite official assurances of the importance of keeping a human 'on the loop', weapons development is rapidly moving humans further and further out of the equation.
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Some advocates have suggested that autonomous robots might be able to perform in compliance with international humanitarian law (IHL) better than Challenge of Autonomous Lethal Robotics to IHL 7 humans can. 14 While the claim that robots could ever adequately make the kinds of highly contextual analyses that IHL requires is controversial and uncertain, 15 in other aspects of lethal targeting robots already exceed the capabilities of humans, for example in the speed with which they can respond to threats. 16 Increasingly, military systems are becoming 'too fast, too small, too numerous and will create environments too complex for humans to direct'. 17 The increasing ability of robots to respond to threats in ways humans are not capable of controlling indicates that the movement towards greater autonomy may be inevitable. 18 This movement is also a natural consequence of the increasing use of remotely controlled robots such as drones, for which a significant weakness is the link between the operator and the remote platform which can be easily lost as a result of technical mishaps or hacking. 19 When a human operator loses contact with a drone, there is a concern that the expensive system should be able to independently protect itself from attack, rather than simply giving itself up to enemy forces, or automatically returning to base and potentially leading the enemy back with it.
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The rapid advancement of robotic technologies, and autonomous technologies in particular, presents some challenges to IHL which the international community needs to start considering. This article will address two key concerns presented by autonomous weapons systems: their implications for the principles of distinction and proportionality; and the challenge they present to accountability and enforcement. This article will then discuss the possibilities for autonomous weapons regulation. 28 Internationally, the only weapons system to have been regulated before being significantly deployed to ill effect is blinding lasers.
Autonomous Robotics and the Law of Armed Conflict
Challenge of Autonomous Lethal Robotics to IHL 9 from the prohibition on illegal weapons and the restrictions on means and methods of warfare.
29
Given the lack of detail in Article 36, and the dearth of state practice from which to draw, the scope of the obligation, and how compliance with it would look in practice, is not at all clear. However, it is clear that the provision does not only concern inherently unlawful weapons, but also covers those, like many autonomous weapons, which have the capacity for great precision but may also be used in a way that is not consistent with IHL. In regards to automation in particular, the commentary to Protocol I notes that: 'The use of long distance, remote control weapons, or weapons connected to sensors positioned in the field, leads to the automation of the battlefield in which the solider plays an increasingly less important role. The counter-measures developed as a result of this evolution, in particular electronic jamming (or interference), exacerbates the indiscriminate character of combat. In short, all predictions agree that if man does not master technology, but allows it to master him, he will be destroyed by technology.' 30 The ICRC has also suggested that any legal review should include consideration of the technical performance of the weapon.
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Two bedrock principles of IHL are the principle of distinction and the principle of proportionality. The principle of distinction requires that parties to armed conflict distinguish between civilian populations and objects, and military objectives. Only military objectives may be targeted in an attack. feasible precautions to ensure that targets are in fact military objectives; to avoid civilian harm; and to ensure compliance with the principle of proportionality. 
Distinction, Proportionality and Autonomy
Some commentators have argued that, in the future, robots may be more adept at complying with IHL rules and principles like distinction and proportionality than humans are. Gary Marchant and others argue that, unlike humans, robots will not necessarily be driven by a need to protect themselves, meaning that they have more scope to act conservatively and in a self-sacrificial manner in cases where target identification is uncertain or where acting in self-defense would result in excessive civilian harm. 37 While in theory this is a logical argument, it is questionable how realistic it is in light of the cost of such systems and the fact that one of the major drivers for increased autonomy is the perceived need for robots to defend themselves when they lose contact with a human operator.
38
Another perceived advantage (or flaw, depending on your perspective) of robots is their lack of emotion. Unlike humans, robots can be designed without emotions to cloud their judgment, such as fear, anger, hysteria, or frustration. There would supposedly be no atrocities like the My Lai massacre in an autonomous robot war.
39
On the other hand, the kind of analysis that is generally required by the principle of distinction and the principle of proportionality is highly complex and highly contextual-the kind of analysis that the human mind is uniquely adept at. It is debatable whether robots will ever have the same level of ability to distinguish civilian objects from legitimate military targets. 40 This is particularly the case in many of the highly asymmetric conflicts which are prevalent today, in which it can be extremely difficult to distinguish a farmer digging a trench from a member of an armed group planting an improvised explosive device; and in 36 ibid art 57; ICRC Study on Customary International Humanitarian Law (n 26) ch 5. 37 Marchant and others (n 14) 279. 38 Challenge of Autonomous Lethal Robotics to IHL 11 which we cannot even agree on the exact circumstances under which it is legal to lethally target civilians involved to varying degrees in an armed conflict.
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One suggestion to avoid this problem in the context of distinction analysis is to have robots only target other weapons systems, not humans. 42 For example, if an autonomous drone is only programmed to fire at tanks, then the scope for mistakenly targeting civilian objects is significantly reduced (although not eliminated-it is unclear for example how a robot would recognize a tank that was a museum exhibit, or a tank that had been abandoned in a civilian area). This is one of the reasons why existing autonomous systems like the PHALANX are not so concerning-it is designed only to shoot down missiles heading towards a ship, and the civilian objects that could be mistaken for an incoming missile, on the ocean, are limited (but do exist, as the case of the USS Vincennes, discussed below, illustrates). The range of circumstances in which targeting only weapons systems could sufficiently avoid the risk of mistaken targeting may, however, be limited. It is one thing to use an automatic anti-missile defense system in the middle of an ocean, it would be another thing entirely to target weapons systems in built up civilian areas, or to target weapons which might not necessarily be military objects, such as civilian guns. In this respect, the risks of undermining the principle of distinction may be more serious in the case of autonomous weapons such as drones, which are mobile and increasingly capable of directing their own flight paths; as compared to automatic sentry guns which could, for example, be placed only in well-marked areas where the presence of civilians is highly unlikely.
How an autonomous system could undertake a proportionality analysis is even more fraught. To start off with, there is no clear metric to what the principle of proportionality requires. The proportionality analysis is too highly contextual to allow for it to be reduced, for example, to a rule that you can have one civilian casualty per combatant killed; or two civilian casualties per unit commander; or three civilian casualties per tank destroyed. It requires an assessment of the level of civilian harm, an assessment of the value of the military advantage gained, and additionally requires consideration of whether there are any alternative avenues to gaining that military advantage which would result in less civilian harm.
These are all highly contextual, and inevitably somewhat subjective questions. The Trial Chamber of the International Criminal Tribunal for the former Yugoslavia described criminal accountability for a disproportionate attack as depending on the inherently human 'reasonable person' standard-'whether a reasonably well-informed person in the circumstances of the actual perpetrator, making reasonable use of the information available to him or her, could have expected excessive civilian casualties to result from the attack'. 43 Another factor in the equation is the extent to which armed forces (or robots themselves) are required to put themselves at risk in order to avert civilian casualties on the other side-an element of the requirement to take precautions 44 in attacks and to 'do everything feasible to verify that the objectives to be attacked are neither civilians nor civilian objects'. The extent to which armed forces (or their robots) are required to take risks upon themselves in order to avoid civilian casualties is a fraught question on which there is little agreement.
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Given that the principle of proportionality cannot be reduced to any kind of formula, and that we struggle to articulate the edges of the prohibition, it is difficult to imagine how one could even begin to try and write the prohibition into a piece of software coding. 46 Even if we could formulate a rule that was capable of being written into code, we would then come back to some of the same difficulties faced in the context of distinction analysis-it is unclear how a robot could go about accurately determining which of the objects in its range were civilian, which were military, and which might be dual use, so that it could even go on to weigh the proportionality question. Given the current level of technological development, it would be pre-emptive to say that robots will never be able to make these kinds of determinations satisfactorily, although at this point in time the barriers might look insurmountable. These issues are somewhat unique in the weapons development context. Weapons are usually criticized as indiscriminate because of a lack of sophistication and precision, as is the case with landmines, cluster bombs, and certain kinds of rockets; 47 or because of the breadth of their lethal effect, as is the case with biological and nuclear weapons. 48 The concerns presented by autonomous weapons are more subtle. They are at the other end of the scale of sophistication from landmines and cluster bomb fragments, which, once deployed, have no ability to distinguish between targets and will harm whoever is unfortunate enough to set them off. To the contrary, autonomous weapons are being designed as extremely sophisticated systems which are capable of undertaking distinction, but which may simply not do the job as well as human-controlled weapons can. The role they play as a 'weapon' is not as concerning as the role that they play as their own operator. Similarly there is no concern around the nature of the physical effect of the weapon, which may also be designed to be very limited and precise, at the opposite end of the destructive scale from the nuclear weapon, for example.
Accountability
Autonomous weapons systems challenge the notions of human accountability which lie at the heart of modern IHL and the system of international criminal justice that has developed to support and enforce it. This presents a serious challenge to the normative framework of IHL, 49 and at worst, might incentivize the creation of weapons systems specifically so that the state and individuals can avoid liability for the conduct of war. 50 If autonomous robots are replacing the role of humans in warfare, then where will accountability lie when something goes wrong? Should we be concerned about the development of autonomous systems if reliance on them could result in a situation where nobody can be held accountable?
A common response to the prospect of full robotic autonomy, without human control or responsibility, is denial. In the words of Peter W Singer, the response is always, '"No, no, no. We'll always have a man in the loop." . . . And yet . . . we have systems right now that we're already granting massive amounts of autonomy to.' 51 Even if we do keep a human 'in the loop', it is not necessarily clear that this will always provide the level of human control, oversight, and responsibility that is appropriate. Further, the more truly autonomous a robot is, the more unrealistic and perhaps unfair it is to expect a human to be responsible for its actions.
Even with relatively low-tech semi-autonomous systems, human operators can be suspect to what is known as 'automation bias'. 14 Chantal Grut to defend ships against airborne attacks. Aegis could be set to a number of different modes, which had varying degrees of automation, but in every mode, the human operators had the ability to override the computer. On 3 July 1988, Aegis' radars detected Iran Air Flight 655. The course, speed, radar broadcast, and radio signal coming from the plane all indicated that it was a commercial civilian flight. Aegis, which was in semi-automatic mode, registered 655 as an F-14 Fighter, a plane half the size. While all of the evidence should have made it clear that 655 was a civilian plane, not one of the people on board the USS Vincennes were willing to challenge the computer's wisdom. They trusted it, and they authorized it to shoot. Afterwards, the crew realized that they had shot down a civilian plane, killing all 290 passengers including 66 children, in one of the worst aviation incidents in history. There were only a few seconds to make a decision, and so the human controllers trusted the machine on what to fire at. Their role "in the loop" was actually only veto power, and even that was a power they were unwilling to use against the quicker (and what they viewed as better) judgment of a computer.
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As weapons systems are given increasing autonomy in order to respond to threats which humans may be too slow to respond to, in ways which are too complex for humans to control, it becomes even less realistic to expect human operators to exercise significant veto control over their operations. Given what we know about how humans interface with these systems, in many cases it would be unfair to hold an individual operator accountable for failing to hit the 'off' switch. It is only natural, particularly in complex situations, that an operator would be cautious about second guessing the machine's wisdom and running the risk of not preventing a potentially deadly attack. The deficit of human accountability in this scenario is more systemic than individual. If this is the case even for relatively basic, semi-automated systems, then it is even more so the case with advanced and more truly autonomous systems which make their own independent and complex decisions. 53 Singer, Wired for War (n13) 124. 54 ibid. 55 ibid.
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If front-line operators cannot be held responsible for the actions of autonomous weapons systems, it has been suggested that accountability could shift to the engineers, computer programmers, and designers who are responsible for creating the system in the first place.
56 This is essentially shifting from an IHL framework to a product liability framework, which arguably does not provide a strong enough sanction given the importance of and high stakes involved in IHL compliance. Singer argues:
While a system may be autonomous, those who created it still hold some responsibility for its actions. Given the larger stakes of war crimes, though, the punishment shouldn't be a lawsuit, but criminal prosecution. If a programmer gets an entire village blown up by mistake, the proper punishment is not a monetary fine that the firm's insurance company will end up paying. Many researchers might balk at this idea and claim that it will stand in their way of their work. But as Bill Joy sensibly notes, especially when the consequences are high, "Scientists and technologists must take clear responsibility for the consequences of their discoveries." Dr. Frankenstein should not get a free pass for his monster's work, just because he has a doctorate.
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Generally, however, criminal accountability is predicated on a guilty state of mind, and replacing the responsibility of a solider with the responsibility of a computer technician is not as straightforward as Singer makes it sound. Even assuming criminal liability for manufacturing errors could and should attach, the nature and complexity of these systems would make successfully attaching personal liability to any one programmer or engineer very difficult. Gogarty and Hagger explain how this is the case even in the non-criminal context where there is a lower standard of proof: 58 . . . determining fault in complex software and hardware is already difficult. Given that [unmanned vehicles] require systems which are increasingly complex and powerful, the ability of negligence to reach into the maze of complexity and extract a responsible part is likely to be limited. Moreover, it is limited by salient considerations of causal, physical and circumstantial proximity which seek to place a reasonable constraint on unfair or burdensome duties being imposed on whose who are simply too far removed from the act that caused harm. It is unlikely that a court would impose liability on a computer programmer whose small piece of code -possibly designed for much more general purposes than being used in a [unmanned vehicle] -caused an unforeseen conflict within a massive code library, resulting in a [unmanned vehicle] that acts in an unpredictable or dangerous way.
59
While the move towards autonomous and highly advanced weapons systems does justify reassessing how we deal with the liability of actors like engineers and programmers, once again, liability may be more systemic than individual. For example, if a software company sells a piece of coding without properly testing it, 60 and the military purchases and fields it knowing this, under weapons acquisitions procedures authorized by Congress, then who should be responsible? The US military currently and quite regularly puts new weapons systems into production and use before they have been properly tested.
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Another floated means of establishing accountability for the use and actions of autonomous systems is the doctrine of command responsibility. 62 The elem-In addition to other grounds of criminal responsibility under this Statute for crimes within the jurisdiction of the Court:
(a) A military commander or person effectively acting as a military commander shall be criminally responsible for crimes within the jurisdiction of the Court committed by forces under his or her effective command and control, or effective authority and control as the case may be, as a result of his or her failure to exercise control properly over such forces, where: (i) That military commander or person either knew or, owing to the circumstances at the time, should have known that the forces were committing or about to commit such crimes; and
(ii) That military commander or person failed to take all necessary and reasonable measures within his or her power to prevent or repress their commission or to submit the matter to the competent authorities for investigation and prosecution.
(b) With respect to superior and subordinate relationships not described in paragraph (a), a superior shall be criminally responsible for crimes within the jurisdiction of the Court committed by subordinates under his or her effective authority and control, as a result of his or her failure to exercise control properly over such subordinates, where: (i) The superior either knew, or consciously disregarded information which clearly indicated, that the subordinates were committing or about to commit such crimes;
(ii) The crimes concerned activities that were within the effective responsibility and control of the superior; and (iii) The superior failed to take all necessary and reasonable measures within his or her power to prevent or repress their commission or to submit the matter to the competent authorities for investigation and prosecution.
Command responsibility as it is presently understood clearly concerns the responsibility of a commander for the people under his or her command.
64 It has been suggested, however, that the concept could be expanded to cover responsibility for autonomous weapons. 65 The proposal is sensible in that it squarely addresses the unique aspect of autonomous systems which makes them so concerning-that rather than just being another kind of weapon, they are really replacing the human role of the solider.
In the context of what we know about automation bias, it makes sense to place responsibility for autonomous systems at a relatively high level. As the Director for International Law and Cooperation at the ICRC has commented in this context, someone has to be responsible for turning the system on. 66 Some difficulties in accountability could be avoided if that person were a relatively high level commander. It is likely that the accuracy and reliability of most autonomous systems will not be able to be measured in the usual ways. For example, the accuracy of rockets and bombs can be measured in terms of a radius, and the legitimacy of using the weapon will then depend, in part, on the number of civilian objects within that radius. The accuracy of an autonomous system might depend, for example, on factors like how many objects it will have to analyze, the ability of its sensors to properly analyze the kinds of objects in range, and whether it is operating in an area where there is greater scope for mistaken targets (such as the crowded skies of the Gulf leading to incorrect determinations of aerial threats). This makes the determination of reliability or accuracy difficult. Such information may also be confidential and not available at every level of the military.
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In a sense, this is a round-about way of attaching criminal liability to a failure to comply with the requirement to take precautions in attack. 68 In particular, if a commander or drone operator should have known that an autonomous weapon was likely to commit the equivalent of a war crime but turned it on anyway, then they have not taken 'all feasible precautions in the choice of means and methods of attack with a view to avoiding . . . incidental loss of civilian life' 69 or refrained 'from deciding to launch any attack which may be expected to cause incidental loss of civilian life . . . which would be excessive in relation to the concrete and direct military advantage anticipated '. 70 However, in order to apply either the doctrine of command responsibility or the duty to take precautions in the context of autonomous weapons systems, the system must have some degree of predictability. Otherwise the commander will rarely be in a position where he or she 'should have known' that the system was committing or about to commit a 'crime'. It could not be 'expected' that the use of this particular means of warfare would cause excessive incidental loss. Particularly with more complex systems, it may not always be the case that the system is predictable enough to make even this kind of human accountability realistic or sensible. Marchant and others have noted that it is:
. . . a common misconception that robots will do only what we have programmed them to do. Unfortunately, such a belief is sorely outdated . . . Now, programs with millions of lines of code are written by teams of programmers, none of whom knows the entire program; hence, no individual can predict the effect of a given command with absolute certainty, since portions of large programs may interact in unexpected, untested ways . . .
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Regarding the possibility of autonomous weapons systems with strong artificial intelligence, capable of independent learning, there is also a genuine concern as to whether it will even be possible to program robots so that they will obey orders.
72 While this kind of concern might seem more like science fiction than science fact, it is an implication of the very nature of artificially intelligent and truly autonomous robotics, which is the direction in which weapons development continues to travel.
Looking Ahead
In a book on the robotic revolution in warfare, Singer writes:
In the hundreds of interviews for this book, not one robotics researcher, developer, program manager, or solider using them in the field made a single reference to the ICRC, nor its all-important "four pillars" of international humanitarian law on weapons. That is, not a single organization, research lab, or company working on robotics today is formally linked up with the ICRC or has in place . . . reviews . . . necessary for new weapons. Indeed, the closest one gets to any such legal reviews are some limited efforts by robotic firms to make sure that they don't get sued by customers.
73
The question of how we should address the issues presented by autonomous weapons systems is not a straightforward one. As robotic capabilities are advancing at a rapid rate, it would pay to pick up the pace of the ethical, legal, and regulatory discussion about their use and development. 74 At least one civil society group, the International Committee for Robot Arms Control (ICRAC) has tried to start this debate. ICRAC advocates for a dialogue 71 Marchant and others (n 14) 283. See also Sparrow (n 5). 72 Marchant ibid 285; Sparrow ibid 5. 73 Singer, Wired for War (n 13) 385. 74 Although for an alternative view, see: Drake (n 3) 659.
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Chantal Grut including consideration of the potential of military robotics to lower the threshold of armed conflict; prohibiting the development, deployment and use of armed autonomous unmanned systems that can make the decision to kill people; limiting the range and weapons carried by robotic systems in which there is a 'man in the loop'; banning unmanned systems with nuclear weapons and prohibiting the development, deployment and use of robot space weapons. 75 As a category, autonomous weapons systems could encompass a wide range of potentially quite diverse systems, from fixed sentry guns and missile defense systems to unmanned autonomous drones which direct their own flight, target detection, and target engagement. As such, it is not necessarily the case that every autonomous system should be regulated in the same way, if specifically regulated at all. Ideally new capabilities would be assessed as they were developed (as envisaged by article 36 of Protocol I), but as Singer's above observation illustrates, that is not the existing approach. The history of weapons regulation also suggests that the push needed for regulation usually only comes after the weapon has been put into use and its negative effects made a reality. 76 Although they are autonomous in a very limited sense, landmines are a kind of indiscriminate autonomous weapon that has been regulated. Although the regulation of more complex autonomous systems is likely to be itself more complex, some lessons can be learned from landmines. Rather than banning landmines outright, Protocol II to the Convention for Certain Conventional Weapons focuses (amongst other things) on where and how landmines are placed and how long they are active for. In the case of landmines, it was their continuing lethal presence long after battles had finished and civilians had moved back home that so amplified their indiscriminate effect. This was mitigated by a requirement that mines either be laid within an area clearly marked as a minefield; or that they are designed so that no more than 10% would fail to self-destruct within 30 days of emplacement, and with an additional self-destruction feature. 77 Using a means or method of laying mines that could not be directed against a military target, or that could be expected to breach the principal of proportionality, is banned. 78 States are required to take all feasible precautions to avoid civilian harm including using alternatives to landmines, 79 and the Protocol made it clear that the state who lays a mine maintains responsibility for it. 80 Despite these limitations on the use and technical specifications of landmines, a large number of states, driven by a civil society movement, came to the conclusion that anti-personnel mines in particular still caused too much civilian harm, and so entered into a convention to ban anti-personnel mines altogether.
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Similarly to the regulation of landmines, the potentially indiscriminate effect of autonomous weapons which are fixed rather than free-moving (such as sentry guns and anti-missile systems like PHALANX) can be partly controlled by limiting the locations in which they are used and potentially having minimum accuracy or reliability requirements. In large part, the existing use of such systems may already comply with these basic precautions. For example, the use of an automatic sentry gun on the border of North and South Korea may not be so concerning if it is known that no civilians live in the area or have cause to be in the area, and the presence of the sentry guns is clearly signposted. Systems which control their own movement may be more difficult to control, but in some cases it may be possible to only deploy them only in particular locations and contexts in which there is less risk of indiscriminate or disproportionate attack, depending on the particular strengths and weaknesses of the technology.
While there is a lot of skepticism regarding whether robots will ever be capable of adequately complying with IHL while acting autonomously, we do not really know what future developments hold in store in this arena. Given that some developments towards autonomy might result in more discriminatory systems, a blanket ban on autonomy, particularly in the development stage, would not be wise. On the other hand, it is important that as yet unfounded claims about robotic capabilities are not used to justify creating and fielding indiscriminate and unreliable weapons. In light of the level of uncertainty around future capabilities, a prudent course of action would be a moratorium on un-fixed autonomous systems and systems designed to autonomously identify, target and kill human beings. These kinds of highly autonomous systems are on the horizon, and yet the high level artificial intelligence and reliability needed to trust such systems to be sufficiently discriminating is not so advanced.
Whether or not this kind of regulation is realistic in the near future is another question-despite the best efforts of groups like ICRAC, there appears to be little political will to regulate autonomous weapons. This might be partly attributable to public and political disengagement with the issue, which may in part be a result of how these kinds of weapons systems have lowered the moral costs of the wars they are being designed for. Contrary to rudimentary systems like landmines, autonomy is also a cutting edge technology-it is only within the near grasp of some states. So long as some states maintain a significant military advantage by having access to such technology, and as long as such technology is primarily being used against non-state actors, 82 then the international community seems unlikely to find the kind of political will needed to explicitly address these questions in a convention framework. However, even if explicit regulation is not possible, a dialogue on these issues and monitoring of developments would be a start. 81 Ottawa Convention. 82 Which is currently the case with lethal manned robots.
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