We introduce several generalizations of classical computer science problems obtained by replacing simpler objective functions with general submodular functions. The new problems include submodular load balancing, which generalizes load balancing or minimum-makespan scheduling, submodular sparsest cut and submodular balanced cut, which generalize their respective graph cut problems, as well as submodular function minimization with a cardinality lower bound. We establish upper and lower bounds for the approximability of these problems with a polynomial number of queries to a function-value oracle. The approximation guarantees for most of our algorithms are of the order of n/ln n. We show that this is the inherent difficulty of the problems by proving matching lower bounds.
Introduction
A function f defined on subsets of a ground set V is called submodular if for all subsets S, T ⊆ V , f (S) + f (T ) ≥ f (S ∪ T ) + f (S ∩ T ). Submodularity is a discrete analog of convexity. It also shares some nice properties with concave functions, as it captures decreasing marginal returns. Submodular functions generalize cut functions of graphs and rank functions of matrices and matroids, and arise in a variety of applications including facility location, assignment, scheduling, and network design. * This work supported in part by NSF grant CCF-0728869.
In this paper, we introduce and study several generalizations of classical computer science problems. These new problems have a general submodular function in their objectives, in place of much simpler functions in the objectives of their classical counterparts. The problems include submodular load balancing, which generalizes load balancing or minimum-makespan scheduling, and submodular minimization with cardinality lower bound, which generalizes the minimum knapsack problem. In these two problems, the size of a collection of items, instead of being just a sum of their individual sizes, is now a submodular function. Two other new problems are submodular sparsest cut and submodular balanced cut, which generalize their respective graph cut problems. Here, a general submodular function replaces the graph cut function, which itself is a well-known special case of a submodular function. The last problem that we study is learning a submodular function, which was recently introduced by Goemans, Harvey, Kleinberg, and Mirrokni [8, 11] . All of these problems are defined on a set V of n elements with a nonnegative submodular function f : 2 V → R ≥0 . Since the amount of information necessary to convey a general submodular function may be exponential in n, we rely on value-oracle access to f to develop algorithms with running time polynomial in n. A value oracle for f is a black box that, given a subset S, returns the value f (S). The following are formal definitions of the problems.
Submodular Sparsest Cut (SSC): Given a set of unordered pairs {{u i , v i } | u i , v i ∈ V }, each with a demand d i > 0, find a subset S ⊆ V minimizing f (S)/ i:|S∩{ui,vi}|=1 d i . The denominator is the amount of demand separated by the "cut" (S,S) 1 . We also consider uniform SSC, in which all pairs of nodes have demand equal to one. In this case the objective function is to minimize f (S)/|S||S|. We focus on a closely related formulation of the problem, known as the minimum-quotient cut in the case of graphs [19] , which minimizes f (S)/min(|S|, |S|). The objective functions of the two problems are always within a factor of at least n/2 and at most n from each other, so a γ-approximation for one provides a 2γ-approximation 1 For any set S ⊆ V , we useS to denote its complement set, V \ S. for the other. A version intermediate between uniform SSC and general SSC is weighted SSC, in which each v ∈ V has a non-negative weight w (v) , and the demand between any pair of elements (u, v) is equal to the product w(u) · w(v).
Submodular b-Balanced Cut (SBC): Given a weight function w :
The goal of the problem is to find a b-balanced cut (S,S) that minimizes f (S).
Submodular Minimization with Cardinality Lower Bound (SML): For a given W ≥ 0, find a subset S ⊆ V with |S| ≥ W that minimizes f (S). A generalization with 0-1 weights w :
Submodular Load Balancing (SLB):
The uniform version is to find, given a monotone 2 submodular function f and a positive integer m, a partition of V into m sets, V 1 , . . . , V m (some possibly empty), so as to minimize
Learning a Submodular Function: Produce a function f (not necessarily submodular) that for all S ⊆ V satisfiesf (S) ≤ f (S) ≤ γ(n)f (S), with approximation ratio γ(n) ≥ 1 as small as possible. We also consider the special case of monotone two-partition functions, which we define as follows. A submodular function f is a two-partition (2P) function if there is a set R ⊆ V such that for all sets S, the value of f (S) depends only on the sizes |S ∩R| and |S ∩R|.
Motivation
Submodular functions arise in a variety of contexts, often in optimization settings. The problems that we define in this paper use submodular functions to generalize some of the best-studied problems in computer science. These generalizations capture many variants of their corresponding classical problems. For example, the submodular sparsest and balanced cut problems generalize not only graph cuts, but also hypergraph cuts. In addition, they may be useful as subroutines for solving other problems, in the same way that sparsest and balanced cuts are used for approximating graph problems, such as the minimum cut linear arrangement, often as part of divide-and-conquer schemes. The SML problem can model a scenario in which costs follow economies of scale, and a certain number of items has to be bought at the minimum total cost. An example application of SLB is compressing and storing files on multiple hard drives or servers in a load-balanced way. Here the size of a compressed collection of files may be much smaller than the sum of individual file sizes, and modeling it by a monotone
submodular function is reasonable considering that entropy function is known to be monotone and submodular [6] .
Related work
Because of the relation of submodularity to cut functions and matroid rank functions, and their exhibition of decreasing marginal returns, there has been substantial interest in optimization problems involving submodular functions. Finding the set that has the minimum function value is a well-studied problem that was first shown to be polynomially solvable using the ellipsoid method [9, 10] . Further research has yielded several more combinatorial approaches [16, 17, 18, 23, 24, 26] .
Submodular functions arise in facility location and assignment problems, and this has spawned interest in the problem of finding the set with the maximum function value. Since this is NP-hard, research has focused on approximation algorithms for maximizing submodular functions, perhaps subject to a cardinality constraint or other simple constraint [3, 5, 22, 27] . There has been research on other optimization problems that use submodular functions or their minimization, including [13, 15, 30, 31, 32] . Zhao et al. [33] study a submodular multiway partition problem, which is similar to our SLB problem, except that the objective function is the sum of the functions of subsets, as opposed to the maximum.
Since it is impossible to learn a general submodular function exactly without looking at the function value on all (exponentially many) subsets [4] , there has been recent interest in approximating submodular functions with a polynomial number of value oracle queries. Some lower bounds on the approximation guarantees achievable in this model are given in [8, 11] .
All of the optimization problems that we consider in this paper are known to be NP-hard even when the objective function can be expressed compactly as a linear or graphcut function. While there is an FPTAS for the minimum knapsack problem [7] , the best approximation for load balancing on uniform machines is a PTAS [14] , and on unrelated machines the best possible upper and lower bounds are constants [20] . The best approximation known for the sparsest cut problem is O( √ log n) [1, 2] , and the balanced cut problem is approximable to a factor of O(log n) [25] . For the special case of SML on graphs, introduced in [29] , an O(log n) approximation is possible using the recent results of Räcke [25] .
Our results and techniques
We establish upper and lower bounds for the approximability of the problems listed above. Surprisingly, these factors are quite high. Whereas the corresponding classical problems are approximable to constant or logarithmic factors, the guarantees that we prove for most of our algorithms are of the order of n ln n . We show that this is the inherent difficulty of these problems by proving matching (or, in some cases, almost matching) lower bounds. Our lower bounds are unconditional, and rely on the difficulty of distinguishing different submodular functions by performing only a polynomial number of queries in the oracle model. The proofs are based on the techniques in [5, 8] . To prove the upper bounds, we present randomized approximation algorithms which use their randomness for sampling subsets of the ground set of elements. We show that with relatively high probability (inverse polynomial), a sample can be obtained such that its overlap with the optimal set is significantly higher than expected. Using the samples, the algorithms employ submodular function minimization to find candidate solutions. This is done in such a way that if the sample does indeed have a large overlap with the optimal set, then the solution satisfies the algorithm's guarantee.
For SSC and uniform SLB, we show that they can be approximated to a Θ n ln n factor. For SBC, we use the weighted SSC as a subroutine, which allows us to obtain a bicriteria approximation in a similar way as Leighton and Rao [19] do for graphs. For SML, we consider bicriteria results. For ρ ≥ 1 and 0 < σ ≤ 1, a (ρ, σ)-approximation is an algorithm that outputs a set S such that f (S) ≤ ρB and w(S) ≥ σW , whenever the input instance contains a set U with f (U ) ≤ B and w(U ) ≥ W . We present a lower bound showing that there is no (ρ, σ) approximation for any ρ and σ with ρ σ = o n ln n . For 0-1 weights, we obtain a 5 n ln n , 1 2 approximation. This algorithm can be used to obtain an O( √ n ln n) approximation for non-uniform SLB.
We briefly note here that one can consider the problem of minimizing a submodular function with an upper bound on cardinality (i.e., minimize f (S) subject to |S| ≤ W ). For this problem, we do not know of any lower bounds other than NP-hardness, and a ( 1 α , 1 1−α ) bicriteria approximation is possible for any 0 < α < 1, using techniques in [12] .
For learning monotone submodular functions, our lower bound is Ω n ln n , which improves the bound of Ω √ n ln n in [8] , and matches the lower bound for learning arbitrary submodular functions, also in [8] . Our lower bound proof for learning, as well as those in [8] , use 2P functions, and thus still hold for this special case. We show that learning monotone 2P functions can be approximated within a factor O( √ n). Besides leaving a relatively small gap between the upper and lower bounds, this shows that if much stronger lower bounds for the learning problem exist, they rely on more general submodular functions.
For the problems studied in this paper, our lower bounds show the impossibility of constant or even polylogarithmic approximations in the value oracle model. This means that in order to obtain better results for specific applications, one has to resort to more restricted models, avoiding the full generality of arbitrary submodular functions.
Preliminaries
In the analysis of our algorithms, we repeatedly use the facts that the sum of submodular functions is submodular, and that submodular functions can be minimized in polynomial time. For example, this allows us to minimize (over T ⊆ V ) expressions like f (T )−α·|T ∩S|, where α is a constant and S is a fixed subset of V . Some proofs are omitted from this extended abstract and can be found in [28] .
We present our algorithms by providing a randomized relaxed decision procedure for each of the problems. Given an instance of a minimization problem, a target value B, and a probability p, this procedure either declares that the problem is infeasible (outputs fail), or finds a solution to the instance with objective value at most γB, where γ is the approximation factor. We say that an instance is feasible if it has a solution with cost strictly less than B (we use strict inequality for technical reasons; this can be avoided by adding a small value ε > 0 to B). The guarantee provided with each decision procedure is that for any feasible instance, it outputs a γ-approximate solution with probability at least p. On an infeasible instance, either of the two outcomes is allowed. Randomized relaxed decision procedures can be turned into randomized approximation algorithms by finding upper and lower bounds for the optimum and performing binary search. Our algorithms run in time polynomial in n and ln 1 1−p . Let us say that an algorithm distinguishes two functions f 1 and f 2 if it produces different output if given (an oracle for) f 1 as input than if given (an oracle for) f 2 . The following result is used for obtaining all of our lower bounds.
Lemma 2.1
Let f 1 and f 2 be two set functions, with f 2 , but not f 1 , parametrized by a string of random bits r. If for any set S, chosen without knowledge of r, the probability (over (1) , then any algorithm that makes a polynomial number of oracle queries has probability at most n −ω(1) of distinguishing f 1 and f 2 .
Proof. We use reasoning similar to [5] . Consider first a deterministic algorithm and the computation path that it follows if it receives the values of f 1 as answers to all its oracle queries. Note that this is a single computation path that does not depend on r, because f 1 does not depend on r. On this path the algorithm makes some polynomial number of oracle queries, say n a . Using the union bound, we know that the probability that f 1 and f 2 differ on any of these n a sets is at most n a ·n −ω(1) = n −ω (1) . So, with probability at least 1 − n −ω (1) , if given either f 1 or f 2 as input, the algorithm only queries sets for which f 1 = f 2 , and therefore stays on the same computation path, producing the same answer in both cases.
A randomized algorithm can be viewed as a distribution over a set of deterministic algorithms. Since, by the discussion above, each of these deterministic algorithms has probability at most n −ω(1) of distinguishing f 1 and f 2 , the randomized algorithm as a whole also has probability at most n −ω (1) of distinguishing these two functions.
Submodular sparsest and balanced cuts

Lower bounds
To show a lower bound for SSC and SBC, we use the following result from [8] and Lemma 2.1.
Lemma 3.1 (Goemans et al. [8])
Fix an arbitrary subset S ⊆ V , and then let R be a random subset of V of size n/2. Then for any ε such that ε 2 = 1 n ·ω(ln n), for β = n 4 (1 + ε), and for the submodular 3 functions
Corollary 3.2 Any algorithm that makes a polynomial number of oracle queries has probability at most n −ω (1) of distinguishing the functions f 1 and f 2 in Lemma 3.1.
We now establish the hardness of SSC and SBC problems. For concreteness, assume that the output of an approximation algorithm for one of these problems consists of a set S ⊆ V as well as its objective function value. Proof. Suppose for the sake of contradiction that there is a polynomial-time γ-approximation algorithm for the uniform SSC problem, for some γ = o n ln n , that succeeds with high probability. Let us set ε = 1 2γ , which satisfies ε 2 = 1 n · ω(ln n). If this algorithm is given the function f 2 of Lemma 3.1 as input, then with high probability it has to 3 To see that these functions are submodular, it is helpful to consider an equivalent definition of submodularity: for all a, b ∈ V and S ⊂ V ,
. Then it is straightforward to verify for these, and submodular functions appearing later in the paper, that if adding a to S − {b} increases the function value by x, adding a to S increases the function value by at most x. output a set S with ratio f2(S) min(|S|,|S|) ≤ γε 2 = 1 4 , since the optimal uniform sparsest cut for f 2 , achieved by the set R, has ratio β−n/4 n/2 = ε 2 . However, for the function f 1 , all sets have ratio equal to f1(S) min(|S|,|S|) = 1 2 . So if the algorithm is given f 1 as input, its output value is 1 2 , thus differing from the case of f 2 . But this contradicts Corollary 3.2.
A similar argument establishes the SBC lower bound.
Algorithm for uniform SSC
Uniform SSC is a special case of general SSC, so our algorithm in Section 3.3 applies to the uniform case as well. We present a separate algorithm for uniform SSC first (Algorithm 1), because it is simpler and has a slightly better guarantee. The algorithm works under the assumption that the size of the optimal set U * is at most n/2, which we use in the analysis. To handle the possible case that |U * | > n/2, we run the algorithm twice, once for f , and once forf , which is defined asf (S) = f (S), and is submodular whenever f is. The output is either the set produced by the first run of the algorithm, or the complement of the set found by the second run, whichever has a better ratio.
Choose a uniformly random S ⊂ V of size n/2 4:
The idea of the algorithm is to sample a random set S, hoping that the overlap with the optimal set is high, and the overlap with the complement of the optimal set is low. Then the minimization on line 4 "encourages" the inclusion of elements from S and "discourages" the elements fromS. If the sample S is successful, then this optimization finds an approximate solution. If this is the case, then |U * ∩S| ≤ m 1 2 − 1 2 ln n n , and
So the set T , chosen by Algorithm 1 to minimize expression on line 4, will satisfy f (T ) − α · |T ∩ S| + α · |T ∩S| < 0, and, by Lemma 3.5,
n ln n . When the loop is repeated n 2 c 2 ln( 1 1−p ) times, the probability that the algorithm finds a solution is at least p.
Algorithm for general SSC
Our approach for solving this version is similar to the one we used for the uniform case, but now we use a random set S to assign weights to nodes (see Algorithm 2) . For each demand pair separated by the set S, we add a positive weight of d i to its node that is in S, and a negative weight of −d i to its node that is outside of S. This biases the subsequent function minimization to separate the demand pairs that are on different sides of S.
The following lemma is analogous to Lemma 3.5. 4 We use a constant c = (e 2 √ 2π) −1 throughout the paper. Choose a uniformly random set S ⊆ V 3: for each v ∈ V , initialize a weight w(v) = 0 4:
Lemma 3.7 If for some set
end for 8: Let α = 4 n ln n · B 9:
Now using the assumption of the lemma we have 
ln n n < 0.
n ln n , so T is the required approximate solution.
Submodular balanced cut
For submodular balanced cut, we use as a subroutine the weighted SSC problem that can be approximated to a factor γ = O n ln n using Algorithm 2. This allows us to obtain a bicriteria approximation for SBC in a similar way that Leighton and Rao [19] use their algorithm for sparsest cut on graphs to approximate balanced cut on graphs. In the case of symmetric submodular functions (a function f is symmetric if f (S) = f (S) for all S), for a given b ≤ 1/3, we can find a b -balanced cut whose cost is within a factor 
Submodular minimization with cardinality lower bound
We start with the lower bound result. Let R be a random subset of V of size α = x √ n 5 , let β = x 2 5 , and x be any parameter satisfying x 2 = ω(ln n). We use the following two submodular functions: f 1 (S) = min(|S|, α) , f 2 (S) = min β + |S ∩R|, |S|, α .
(1) Lemma 4.1 Any algorithm that makes a polynomial number of oracle queries has probability n −ω (1) of distinguishing the functions f 1 and f 2 above.
Proof. By Lemma 2.1, it suffices to prove that for any set S, the probability that f 1 (S) = f 2 (S) is at most n −ω (1) . For the two functions above, Pr[f 1 (S) = f 2 (S)] is maximized for sets S of size α. And for a set S with |S| = α, f 1 (S) = f 2 (S) if and only if β + |S ∩R| < |S|, or, equivalently, |S∩R| > β. So we analyze the probability that |S∩R| > β. R is a random subset of V of size α. Let us consider a different set, R , which is obtained by independently including each element of V with probability α/n. The expected size of R is α, and the probability that |R | = α is at least 1/(n + 1). Then
and it suffices to show that Pr [|S ∩ R | > β] = n −ω (1) . For this, we use Chernoff bounds [21] . Since x 2 = ω(ln n), this probability is n −ω (1) .
Theorem 4.2
There is no (ρ, σ) bicriteria approximation algorithm for the SML problem, even with monotone functions, for any ρ and σ with ρ σ = o n ln n .
Algorithm for SML
Our relaxed decision procedure for the SML problem with weights {0, 1} (Algorithm 3) builds up the solution out of multiple sets that it finds using submodular function minimization. If the weight requirement W is larger than half the total weight w(V ), then collecting sets whose ratio of function value to weight of new elements is low (less than 2B/W ), until a total weight of at least W/2 is collected, finds the required approximate solution. In the other case, if W is less than w(V )/2, the algorithm looks for sets T i with low ratio of function value to the weight of new elements in the intersection of T i and a random set S i . These sets not only have small f (T i )/w(T i ) ratio, but also have bounded function value f (T i ). If such a set is found, then it is added to the solution.
end while 8: return U = U i 9: end if 10 16: if iterations exceed 3n 5/2 c ln n 1−p , return fail 17: end while 18: return U = U i Theorem 4.3 Algorithm 3 is a (5 n ln n , 1 2 ) bicriteria decision procedure for the SML problem. That is, given a feasible instance, it outputs a set U with f (U ) ≤ 5 n ln n B and w(U ) ≥ W/2 with probability at least p.
Proof. Assume that the instance is feasible, and let U * ⊆ V be a set with w(U * ) ≥ W and f (U * ) < B. We consider two cases, W ≥ w(V )/2 and W < w(V )/2, which the algorithm handles separately.
First, assume that W ≥ w(V )/2 and consider one of the iterations of the while loop on line 3. By the loop condition, w(U i ) < W/2, so w(U * \ U i ) > W/2. As a result, for the set U * , the expression on line 4 is negative:
Then for the set T i which minimizes this expression, it would also be negative, implying that w(T i \ U i ) is positive, and so w(U i ) increases in each iteration. As a result, if the instance is feasible, then after at most n iterations of the loop on line 3, a set U is found with w(U ) ≥ W/2. For the function value, we have
by our assumption about W . The second case is W < w(V )/2. Assuming Claim 4.4 below, whose proof is omitted, we show that in each iteration of the while loop on line 11, with probability at least 
We show that if inequalities (2) hold, then the set T i found by the algorithm on line 13 is non-empty and satisfies the conditions on line 14, which means that new elements are added to U . Since T i is a minimizer of the expression on line 13, and using (2),
which means that T i satisfies the first condition on line 14 and is non-empty. Moreover, from the same inequality and the second part of (2) we have
so T i also satisfies the second condition on line 14. Now we analyze the function value of the set output by the algorithm. Let T i be the last set added to U by the while loop, and consider the set U i just before T i is added to it to produce U i+1 . By the loop condition, we have w(U i ) < W/2. Then, by submodularity and condition on line 14,
So for the set U that the algorithm outputs,
n ln n . And by the exiting condition of the while loop, w(U ) ≥ W/2.
Submodular load balancing
For the lower bound, we give two monotone submodular functions that are hard to distinguish, but whose values of SLB optimal solutions differ by a large factor:
Here {V i } is a random (unknown to the algorithm) partition of V into m equal-sized sets. We set m = 5
√ n
, with any x satisfying x 2 = ω(ln n).
Lemma 5.1 Any algorithm that makes a polynomial number of oracle queries has probability n −ω (1) of distinguishing the functions f 1 and f 2 above.
The SLB problem is hard to approximate to a factor of o n ln n .
Algorithms for SLB
We note that the technique of Svitkina and Tardos [29] used for min-max multiway cut can be applied to the nonuniform SLB problem to obtain an O( √ n log n) approximation algorithm, using the approximation algorithm for the SML problem presented in Section 4 as a subroutine. In this section we present two algorithms, with improved approximation ratios, for the uniform SLB problem. We begin by presenting a very simple algorithm that gives a min(m, n m ) = O( √ n) approximation. Then we give a more complex algorithm that improves the approximation ratio to O n ln n , thus matching the lower bound. Our first algorithm simply partitions the elements into m sets of roughly equal size. 
end if 10: if iterations exceed 2n 2 c ln( n 1−p ), return fail 11: end while 12: Let T be collection of sets T i produced by while loop 13: Partition T into m groups T 1 , ..., T m , such that For the more complex Algorithm 4, we assume that m > n ln n , because for lower values of m the above simple algorithm gives the desired approximation. Also, the simple algorithm has better guarantee for all n ≤ e 16 , so when analyzing Algorithm 4, we can assume that n is sufficiently large for certain inequalities to hold, such as ln 3 n < n. The algorithm finds small disjoint sets of elements that have low ratio of function value to size. Once a sufficient number of elements is grouped into such low-ratio sets, these sets are combined to form m final sets of the partition, while adding a few remaining elements. These final sets have roughly n/m elements each, so using submodularity and the low ratio property, we can bound the function value for each set in the partition.
First we describe how some of the steps of algorithm work. The loop condition |V | > m n ln n and our assumptions m > n ln n and ln 3 n < n imply that the probability n m|V | (used on line 4) is less than one. The partition on line 14 can be found because at this point, the size of V is at most m n ln n . For the partitioning done on line 13, we note that since each T i is a subset of a sample set S with |S| ≤ 2n/m, it holds that |T i | ≤ 2n/m. Also, the total number of elements contained in all sets T i is at most n (since they are disjoint). So a simple greedy procedure that adds the sets T i to T j in arbitrary order, until the total number of elements is at least n/m, will produce at most m groups, each with at most 3n/m elements.
Theorem 5.4 If given a feasible instance of the SLB problem, Algorithm 4 outputs a solution of value at most 4 n ln n · B with probability at least p.
Proof. By monotonicity of f , the algorithm exits on line 1 only if the instance is infeasible. Assume that the instance is feasible and let {U * 1 , . . . , U * m } denote the solution with max j f (U * j ) < B. We consider one iteration of the while loop and show that with probability at least c 2n it finds a set T ⊆ S satisfying f (T ) − α · |T | < 0. Then the probability that the size of V is reduced to m n ln n after 2n 2 c ln( n 1−p ) iterations is at least p.
Assume, without loss of generality, that U * 1 is the set that maximizes |U * j ∩ V | for this iteration of the loop. If we let n = |V |, then |U * 1 ∩ V | ≥ n /m. Suppose the sample S found by the algorithm has size at most 2n/m, and let t = |U * 1 ∩ S| denote the size of the overlap of S and U * 1 . By monotonicity of the function f , we know that f (U * 1 ∩ S) ≤ f (U * 1 ) < B. Since the algorithm finds a set T ⊆ S minimizing f (T ) − α|T |, we know that the value of this expression for T is at most that for U * 1 ∩ S:
In order to have f (T ) − α|T | < 0, we need t ≥ √ n ln n m . But the probability that both t ≥ √ n ln n m and |S| ≤ 2n/m is at least c 2n (proof omitted). This establishes that on feasible instances, the algorithm successfully terminates with probability at least p. Let us now consider the function value on any of the sets V j output by the algorithm. By submodularity, 
Learning submodular functions
We present a lower bound for the problem of learning submodular functions, which holds even for the special case of monotone functions. We use the same functions (1) as for the SML lower bound, observing that they are monotone. Theorem 6.1 Any algorithm that makes a polynomial number of oracle queries cannot approximate the problem of learning monotone submodular functions to a factor o n ln n .
Learning monotone 2P functions
Recall that a 2P function is one for which there is a set R ⊆ V such that the function value f (S) depends only on |S ∩ R| and |S ∩R|. Our algorithm for learning monotone 2P functions (Algorithm 5) uses the following observation. Lemma 6.2 Given two sets S and T such that |S| = |T |, but f (S) = f (T ), a 2P function can be learned exactly using a polynomial number of oracle queries. f (S) ≥ f (0, l). Moreover, since |S| = k + l ≥ 2 √ n, we have max(k, l) ≥ √ n. So, using Lemma 6.4, f (S) ≥ max(k,l) 2n f (V ) ≥ f (V ) 2 √ n =f (S). The proof of Lemma 6.4 is involved, and we sketch the main ideas here. We call a pair (k, l) balanced if k/l is close to K/L. Then, with significant probability, the algorithm samples sets corresponding to all balanced pairs. Since the algorithm checks for sets of the same size with different function values, we can assume that if it proceeds to step 4, then for sets S corresponding to balanced pairs, f (S) is a function F that depends only on |S|. We use submodularity to show that F is concave. Then we decompose f (k, 0) as k i=1 [f (i, 0)−f (i−1, 0)] and lower-bound each term in this sum separately by comparing it to an increment f (i, j) − f (i − 1, j) for some j with (i, j) balanced. Then, using concavity of F , we lower-bound their sum.
