INTRODUCTION
Image motion as a result of vibrations is often the limiting factor in image resolution for moving systems, such as in reconnaissance, robotics, computer vision, etc. It is quite useful to model the expected image degradation as part of system analysis for two reasons: 1 . To make system design much more cost effective; it makes no sense, for example, to utilize an expensive high-resolution sensor in a situation where vibrational blur limits image quality to resolution much less than that achievable with the sensor. The effects of sinusoidal type image motion, which often results upon a probability distribution function calculated for sinusoidal from mechanical vibrations, can be divided into high and low frequency of image motion and time exposure such that te < vibrational frequencies. In the first case, the time exposure is T0. As a result of this probability distribution function, average longer than the vibrational period and the image blur is therefore image blur was found to be almost directly proportional to the the entire peak-to-peak translation ofthe image. Assuming image relative time exposure te/To; i.e. ,2 motion (3) x(t) = D cos2irtIT0 , (1) the MTF for the high vibration frequency case is1 M5(f) = Jo(2ifD) , (2) dmin D[ /2i) () ]
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where Jo is the zero-order Bessel function,fis spatial frequency, and D is the amplitude of the sinusoidal displacement. The total blur radius for the high vibration frequency case is the peak-todmax 2D sn[() ()] , (5) peak displacement, which is 2D.
The low vibration frequency situation, as shown in Fig. I , involves time exposures te shorter than the vibration period T0. In this case, the blur radius d is a random process that depends upon the time the exposure takes place. This type of blur is often more damaging than the high vibration frequency blur because in real-life situations D for low vibration frequencies is in many cases much greater than D for high vibration frequencies.2 Equation (2) is inappropriate for the low-frequency blur, respectively. As seen in Fig. 1 , minimum blur occurs when exposure takes place at a vibration extremum, while maximum blur occurs when the exposure is centered at x(t) = 0. In all cases, the shorter the time exposure the smaller the blur radius. The translation of the mechanical data on vibration to the spatial frequency domain was accomplished using the assumption that for short time exposures the image velocity is essentially uniform, where the MTF for linear motion is1'2 although it has been used often in the past for want of a better MTF model. A theoretical model was developed recently that describes statistically random process , low-frequency blur radii M,(f) = sinc'rrfd . and spatial frequency content.2 This includes best case, worst case, and average image degradation. In addition, a lucky shot
The purpose of this paper is to report experimental results of model was developed that predicts the number of independent time exposures required to obtain at least one picture with a the theoretical analysis for low mechanical frequency sinusoidal image motion. 2 The experiments centered on the legitimacy of given probability Q so that its blur radius will be less than a utilizing Eq. (6) for short exposure sinusoidal image motion, given value of d. This is also equivalent to obtaining at least the accuracy of the lucky shot analysis prediction of the number one picture with a spatial frequency content greater than a given of independent images required to obtain at least one good image spatial frequency bandwidth.2 The theoretical model was based when d < d0 'yd with a probability Q, and the accuracy of Eq. (3) for predicting average blur radius. The essential experimental setup is described in Sec. 2. The experimental MTF measurements are presented in Sec . 3 , the accuracy of the lucky shot analysis in Sec. 4, and the determination of average blur radius in Sec. 5, followed by conclusions in Sec. 6. Figure 2 describes the main test setup used for these experiments.
EXPERIMENTAL SETUP
Unfortunately, an easily controllable vibration table was not available. Instead a chemistry shaker was used as a vibration platform. Fortunately, the back and forth motion of the machine is sinusoidal. By attaching the resolution chart to the shaker, it was possible to vibrate it sinusoidally in the horizontal direction.
The shaker has a very small frequency range that effectively limited trials to te/T0 0.08. Figure 3 is the resolution chart used in these experiments. situation occurs in some systems where each pixel is exposed at a different time.
Resolution chart
ITEX Series 2000 Image Processor
The ITEX hardware receives the video signal from the camera and can either send it directly to the image display or encode it for processing and storage. The ITEX 2000 has special image processing hardware and firmware as well as a full library of C software. It is accessed and controlled through a VAX computer and all its functions are called from C . It has some local memory, but stores data on the VAX drives. Note that the ITEX uses an interlaced format. Every image that is sent to the display is actually the combination of two 20 ms pictures. It displays the first picture on even rows, and the second picture on odd rows. This gives a 40 ms image. It is simple enough for the computer to separate the two pictures, however, and use one or the other. In the work discussed here, the even rows were used. The resolution of the ITEX encoder is 512 x 256. It fills a 512 x 512 buffer using the interlaced method described earlier. Because the vibration table moves in the horizontal direction in these tests, advantage was made of higher horizontal resolution (in both the camera and the encoder). The accuracy of the encoder is 8 bits, which is 256 gray levels.
VAXstation II/GPX
A microVAX workstation operates under VMS and is the user's interface to all the imaging hardware. Programs to use the ITEX 580 / OPTICAL ENGINEERING / May 1991 / Vol. 30 No. 5
hardware are written in C on the VAX and call up the ITEX C library of routines. The microVAX is also used for data analysis. In addition to the C compiler and the ITEX library, the VAXLAB signal processing software was used extensively to perform such functions as fast Fourier transforms and graphing.
EXPERIMENTAL MTF MEASUREMENT
Initially an attempt was made to take a picture of the moving resolution chart, and to record the amount of motion d simultaneously. While the motion is being measured continuously, recording it during the exact interval that an image was being taken proved problematic . While the ITEX hardware uses the sync pulse of the camera to decide when to snap a shot, it does not send a signal out defining which sync pulse it began its
picture. An attempt was made, using two cameras, to first photograph the chart and then the scope (where the motion is displayed). If there were a constant delay between the two pictures, it would have been possible to calculate d from the second picture. Unfortunately, the delay between the two images varies making this method impractical.
Because of the problem in measuring d, the only way to obtain an estimate of d was by looking at the blurred image of the resolution chart. By assuming approximately linear motion and using a set of line stripes where the image is approximately uniformly gray, it is possible to estimate d, assuming that d is approximately equal to one resolution chart image stripe line width at this point. This method can be seen in Fig. 4 for a motion of 2 mm. This only gives an approximation ofd because only 1 1 sets of lines exist and at times the motion is nonlinear. In other words , the contrast becomes zero when d = 1/f, because at that point one black and white line pair appears uniformly gray. Using this method of calculating d, it is possible to correlate blur radius, MTF (sine wave response) and MCF (square wave response) for each image. Accordingly, software was written to calculate the MCF and MTF of each image. A standard image of the still resolution chart was used in this calculation. It was therefore not necessary to consider the MTF of the rest of the imaging system, because the only difference between the static image and the moving image was the motion itself. Using the results of this process it was possible to plot MTF, MCF, and sinc(irfd) from Eq. (6) version of the sine wave response. The MCF or square wave response is the dashed line. This is the modulation contrast of the vibrating image divided by the modulation contrast of the still image. The MCF is only taken at the frequencies conesponding to the 11 line pairs on the resolution chart. For large blurs, where only the widest line pair could be resolved, only one data point exists, because the MCF at all the other line pairs is zero (this is the case in Fig. 5 ). An ideal sinc function is also shown on the chart. The blur radius d chosen to plot the sinc(irfd) function on each graph is the width of the smallest line pair that could be resolved. The estimate of d for which the sinc function was plotted was limited to a line width on the resolution chart.
Although the MTF is a very noisy signal, the results shown in Fig. 5 clearly show that it is reasonably close to the predicted transfer function. The fact that the MTF is so jagged is an effect of using the FFT. This is a well known result due to the noise generated by the discreteness of the FFT.3 For the smallest and the largest blur radii [ Fig. 5(k) and Fig. 5(a) , respectively] the MTF is not that close to the sinc function, especially for the smallest. This is because the use of the sinc function as an MTF here is based on the assumption of linear motion during a very short exposure of sinusoidal motion. However, when d is very small and approaches dmin, the implication is that the picture was taken at an extremum of the sine wave motion where the motion is highly nonlinear. Also, for too large d the assumption of linear motion and uniform velocity is inaccurate because of the relatively long exposure te/T that can include both an extremum and a linear portion of the sine wave. Consequently, we should expect that measured MTF in such cases is not quite identical to a sinc function. What is surprising is that despite the randomness it is not too much different from a sinc function.
The sinc function is certainly a better approximation than the widely used Bessel function as shown in Fig. 6 .
The MCF (measured square wave response) is generally slightly offset from the MTF and the sinc function in Fig. 5 , but has roughly the same slope. This is probably due to the method used to calculate the MCF that chooses the minimum and maximum intensity points across each black-white line pair, thereby ignoring blurring that might occur at the edges of each white line, and therefore slightly overestimating MCF. The method used to calculate the FFT should be mentioned. A single array of data taken horizontally across the chart was analyzed. This means that the analysis is one-dimensional. The data beyond which resolution was zero (including false resolution) was blocked out. In other words, if only the first three line pairs up to 0.286 1pm could be resolved, all the data from the fourth line pair on was deleted (moving to the left). To keep the array 512 pixels long, so it could be used by the FFT, all the deleted pixels were filled with a white value. A comparison of measured MCF (square wave response) with MTF expressions in Eqs. (2) and (6) is shown in Fig. 6 where Eq. (2) is inappropriate because te < T0 and Eq. (6) is an approximation for low vibration frequency MTF. In Fig. 6 vibration frequency is a parameter and te 15 again equal to 20 ms. Despite the randomness of blur radius, square wave response is generally higher than sine wave response, as it should be. Of importance here is that square wave response is noticeably closer to the sinc function approximation than to the inappropriate Besselfunction, which has often been used in the past. In Fig. 5 , te/T0 0.05. In Fig. 6 , 0.02 < teIT0 < 0.08.
Again, for the longest and shortest relative time exposures (te/T0), the sinc function MTF approximation in Fig. 6 is less accurate than for medium relative time exposures, as discussed with regard to Fig. 5 . As te/T increases, blur radii increase and the spatial frequency content is more limited. The Bessel function in Eq. (2) is not a function of the random variable d but rather of D, which is constant. The sinc function MTF approximation is a function of d and therefore more closely resembles the measured MCF (Fig. 6) and MTF (Fig. 5) without noise. In general, the larger the blur radius, the closer the resemblance (4)], the sinc function becomes a better MTF approximation than the constant Bessel function. In any event, the blur radius is a random variable that can vary greatly even for a given exposure time, depending upon the portion of the vibrational sine wave function at which the exposure takes place. This randomness of the low-frequency sinusoidal motion MTF can be seen in Fig. 7 . 
LUCKY SHOT ANALYSIS
A completely different method of measuring d was also used. In this process it was decided not to try and capture the image of the resolution chart, but just to photograph the scope display. number of pixels occupied by the trace in the image. If a full cycle is then stored on the scope, D (the amplitude of the sine wave) can also be pictured and measured in pixels. Since it is only the relative blur d* that is of concern, it can be determined as (d pixels)/(D pixels). This leads to a fairly accurate method of measuring relative blur (d*). The one problem with this method is that because of interlace the accuracy of the measurement is 2 pixels at each end of the trace for a total accuracy of pixels. If the trace is small, less than 40 pixels, this error can become significant. One last problem with this method is that for small blur radii, when the beam does not travel very far, its image tends to "bloom", that is it gets slightly longer and thicker, because the beam is moving slowly and the CCD in- tegrates its luminance. This effect degrades further the accuracy of measurements for small values of d. Software was written to apply the scope trace method of measuring d. It allowed about 500 shots to be taken. This large number of shots is important so that a statistically valid number of samples can be taken. After 500 blur radii are measured for a specific te/T0, d* 5 calculated and then the probability of obtaining a lucky shot for a given value of d is calculated, where a lucky shot is an image with relative blur radius less than 4 Finally, the number of shots required to guarantee (with Q percent of confidence) such a lucky shot is derived. From the samples taken it is calculated randomly generated starting exposure time t and measured change in sine wave amplitude during the chosen exposure time. A large number of samples can be generated quickly this way and compared with the theoretical vibration platform and function generator results. If all the data agrees, that verifies the simulation and the data can be used to study more complex functions , such as vibrations involving the sum of two sine waves. Graphs comparing the probability for a lucky shot using the different methods and theoretical predictions from Ref. 2 are shown in Figs. 10(a) through 10(h). All figures are for Q = 80% confidence. To be 80% certain to take at least one picture with a relative blur less than d0ID for a given relative exposure time teIT, one reads along the x-axis to that relative blur and finds the corresponding point on the y-axis to know how many shots must be taken. For example, using Fig. 9(a) , with a 2.5 Hz sine wave and a camera that takes a 20 ms image, to be 80% certain that the relative blur is less than 0. 15 in at least one shot, both theory and experimental results predict that seven shots must be taken.
As seen in Fig. 9 the theoretical lucky shot analysis is wellcorroborated experimentally.
AVERAGE BLUR RADIUS
Reference 2 also predicts that for short-time exposure the average blur d will be 3.57Dte/T0. This proved incorrect as shown in Table 2 . It is clear that the experimental values of d are about 12 to 15% higher than expected, and that this difference between theory and experiment varies with relative time exposure te/Tø, as shown in Fig. 1 1 does not explain all of the discrepancies in values of d, the statistics are less valid at this point. If a larger number of samples were taken, the results likely would converge slightly for smaller relative blur. The theoretical prediction for average blur radius was fairly close to the experimental measurement, with some undershooting of it. A revised and more accurate value is described by Eq. (10).
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