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This paper deals with the joint spectral radius of a ﬁnite set of
matrices. We say that a set of matrices has the ﬁniteness property
if the maximal rate of growth, in the multiplicative semigroup it
generates, is given by the powers of a ﬁnite product.
Here we address the problem of establishing the ﬁniteness prop-
erty of pairs of 2 × 2 sign-matrices. Such problem is related to the
conjecture that pairs of sign-matrices fulﬁl the ﬁniteness property
for any dimension. This would imply, by a recent result by Blondel
and Jungers, that ﬁnite sets of rational matrices fulﬁl the ﬁniteness
property, which would be very important in terms of the compu-
tation of the joint spectral radius. The technique used in this paper
could suggest an extension of the analysis to n × n sign-matrices,
which still remains an open problem.
As a main tool of our proof we make use of a procedure to ﬁnd a
so-called real extremal polytope norm for the set. In particular, we
present an algorithm which, under some suitable assumptions, is
able to check if a certain product in the multiplicative semigroup is
spectrum maximizing.
For pairs of sign-matrices we develop the computations exactly
and hence are able to prove analytically the ﬁniteness property.
On the other hand, the algorithm can be used in a ﬂoating point
arithmetic and provide a general tool for approximating the joint
spectral radius of a set of matrices.
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1. Framework
LetF = {A(i)}i∈I be a family of n × n-matrices, I being a set of indices. Then, for each k = 0, 1, . . .,
consider the set Σk(F) of all possible products of length k whose factors are elements of F , that is
Σk(F) =
{
A(i1) · · · A(ik)|i1, . . . , ik ∈ I
}
and set Σ(F) = ⋃k 0 Σk(F) (with Σ0(F) = I) the multi-
plicative semigroup associated with F . Let ρ(·) denote the spectral radius of an n × n-matrix. Then
consider
ρk(F) = sup
P∈Σk(F)
ρ(P), k = 0, 1, . . .
and deﬁne the generalized spectral radius of F (see [8]) as
ρ(F) = lim sup
k→∞
ρk(F)1/k.
Recently it has been shown (see [2,9,29,28]) that ρ(F) is equal to the joint spectral radius deﬁned in
[27]. This allows to simply call ρ the spectral radius of the family of matrices F . We introduce now a
further characterization of the joint spectral radius. Given a norm ‖ · ‖ on the vector spaceCn and the
corresponding induced n × n-matrix norm, we use the same notation to deﬁne
‖F‖ = sup
i∈I
‖A(i)‖,
where we assume that supi∈I ‖A(i)‖ < +∞, that is the family F is bounded. The following result can
be found, for example, in [27,9].
Theorem 1.1. The spectral radius of a bounded family F satisﬁes the equality
ρ(F) = inf‖·‖∈N ‖F‖, (1)
where N denotes the set of all possible induced n × n-matrix norms.
The actual computation of ρ(F) is an important problem in several applications (see, e.g., the
recent monography [19] and [1,13,14,23,24]). The problem, however, appears quite difﬁcult in general
(see, e.g., [30]). So we conclude that irreducibility implies non-defectivity. We are interested in using
Theorem 1.1 as an actual computational tool. For this we need that the inf in (1) is a min. This is true,
for example, for irreducible families of matrices (see [1,9]). Irreducibility means that the matrices of
the family F do not admit any non-trivial common invariant subspace. A norm ‖ · ‖∗ satisfying the
condition
‖F‖∗ = ρ(F)
is said to be extremal for the family F (for an extended discussion see [32]). A family which admits an
extremal norm is said to be non-defective (see, e.g., [12]). So we conclude that irreducibility implies
non-defectivity. We are interested in establishing whether a family F fulﬁls the following property.
Deﬁnition 1.1. A ﬁnite family F has the ﬁniteness property if there exists a product P ∈ Σk(F) such
that
ρ (P) = ρ (F)k .
Such a product is called spectrum maximizing product (in short s.m.p.)
Although it was conjectured to be valid in all cases (see [22]), the ﬁniteness property does not hold
for every ﬁnite family (see [7,3,18]) but has been conjectured to be true for some classes of matrices.
Some approaches for the approximation of the joint spectral radius have been recently considered (see
for example [5,6,25]). The problem we handle here, however, is that of an exact computation.
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A way to compute exactly the joint spectral radius is based on the following property. If α > 0
then
ρ(F) = αρ
(
1
α
F
)
.
So, if Q ∈ Σk(F) is a certain product and α = ρ(Q)1/k , then we have that ρ
(
1
α
F
)
 1. Therefore, if
we are able to ﬁnd a norm such that
∥∥∥ 1
α
F
∥∥∥ = 1, then we have that
α  ρ(F)α ⇒ ρ(F) = α = ρ(Q)1/k.
This would mean that the ﬁniteness property holds and the product Q is an s.m.p. The key point is the
search for an extremal norm.
The summary of the paper is the following. In Section 2, after recalling some deﬁnitions and results
on real polytope norms, we introduce the main ideas of a procedure able to ﬁnd an extremal norm in
this class. This procedure is obtained by applying the product semigroup to a suitable initial vector.
Then, in Section 3, we prove the ﬁniteness property for pairs of 2 × 2 sign-matrices on a case-by-case
basis. Finally, in Section 5, we outline some conclusions. Section 4 contains an appendix with the
details of the analysis presented in Section 3.
2. Finding real extremal polytope norms
In this sectionwe are concernedwith the possible construction of the unit ball of an extremal norm
for a ﬁnite family.We focus our attention on a special class of norms. Following Guglielmi and Zennaro
[15], where the more general complex case has been treated, we say that a bounded set P ⊂ Rn is a
balanced real polytope (b.r.p.) if there exists a ﬁnite set of vectors X = {xi}1 im (with m n) such
that span(X ) = Rn and
P = co(X ,−X ), (2)
where co denotes the convex hull. Therefore
P =
⎧⎨
⎩x =
m∑
i=1
λixi + μi(−xi) with λi,μi  0 and
m∑
i=1
(λi + μi) 1
⎫⎬
⎭ .
Moreover, if co(X ′,−X ′)  co(X ,−X )∀X ′  X , then the setX is called an essential system of vertices
for P and any vector xi is called a vertex of P . Clearly, the set P is the unit ball of a norm ‖ · ‖P on Rn,
which we call a real polytope norm and is characterized as follows.
Lemma 2.1. Let X = {xi}mi=1 be a set of vectors spanning Rn and P = co(X ,−X ). Set ‖ · ‖P the corre-
sponding real polytope norm. Then, ∀z ∈ Rn, we have
‖z‖P = min
λi  0,μi  0
⎧⎨
⎩
m∑
i=1
(λi + μi)
∣∣∣∣∣∣ z =
m∑
i=1
λixi + μi(−xi)
⎫⎬
⎭ . (3)
Note that (3) is a linear programming problem, which can be solved efﬁciently (see, e.g., [31]).
After choosing Q ∈ Σk(F) such that α = ρ(Q)1/k > 0, it is convenient to consider a scaling of the
original family F = {A(i)}i∈I by the scalar α so as to obtain
F∗ =
{
α−1A(i)
}
i∈I .
In such a way we automatically have ρ(F∗) 1, an assumption which will be useful in Theorem 2.1.
Given the scaled family F∗, we deﬁne, for an arbitrary nonzero vector x ∈ Rn, the trajectory
T [F∗, x] = {Px |P ∈ Σ(F∗)}, (4)
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i.e., the set obtained by applying all the products P ∈ Σ(F∗) to the vector x. The following theorem,
which is a slight variant of a result proved by Protasov [26], illustrates the possible use of the trajectory
to construct an extremal norm. For its proof see also [16], where the more general case of complex
matrices is considered.
Theorem 2.1. LetF∗ bea family of real n × n-matrices such thatρ(F∗) 1and, for a given x ∈ Rn, let the
trajectory T [F∗, x] be a bounded subset of Rn such that span (T [F∗, x]) = Rn. Then F∗ is non-defective
and ρ(F∗) = 1. Furthermore,
S[F∗, x] = co (T [F∗, x],−T [F∗, x]) (5)
is the unit ball of an extremal norm ‖ · ‖ for F∗ (that is, ‖F∗‖ = 1).
When ρ(F∗) = 1, building the trajectory provides a tool for the construction of the unit ball of an
extremal norm and, hence, for the computation of the spectral radius. Assume that the hypotheses of
Theorem 2.1 hold. The possibility of actually determining an extremal polytope norm, if any, is based
on the search for a suitable initial vector x towhich it corresponds a trajectory such that the set S[F∗, x]
is a balanced real polytope. Such a choice is suggested by the recent result in [11] and is related to the
knowledge (or the guess) of a spectrum maximizing product. In [11] it has been proved that under
some suitable conditions, which we do not discuss here, if a ﬁnite family F∗, such that ρ(F∗) = 1, of
real n × n-matrices has an s.m.p. P having a unique leading eigenvector x, then it admits an extremal
polytope norm.More speciﬁcally the set ∂S[F∗, x]⋂ T [F∗, x] is ﬁnite (see (4), (5)). Hence there exists
a ﬁnite number of products
{
P∗k
}s
k=1 ∈ Σ(F∗) such that
S[F∗, x] = co (X ,−X ) , with X = {P∗k x}sk=1 .
Although the existence of an s.m.p. does not imply the existence of an extremal polytope norm (see
[21]), such implication is true in several cases (see [11]).
2.1. A procedure for ﬁnding a real extremal polytope norm
We assume that F is ﬁnite and irreducible (for the non-defective although reducible case we can
proceed as in [16] and still make use of the method we propose). The following procedure is derived
by a suitable development (restricted to the real case) of previous algorithms (see [16,17,26]).
The idea is that of computing iteratively the trajectory T [F∗, x] by applying recursively the scaled
family F∗ to a suitable initial vector x. While iterating, we have to check whether F∗ maps the convex
hull of the balanced trajectory T [F∗, x] into itself; if this holds true we stop.
Algorithm 2.1 (for the construction of the unit ball of a real extremal polytope norm for F = {A(1), . . . ,
A()}).
1. Let F = {A(i)}i∈{1,2,...,} be a ﬁnite family; choose a candidate s.m.p. P ∈ Σk(F). Let v0 be the
leading eigenvector of P.
2. Set ϑ = ρ(P)1/k and deﬁne the scaled family
F∗ = {ϑ−1A(i)}i∈{1,2,...,} s.t. ρ(F∗) 1.
3. Compute recursively the set T [F∗, v0], that is deﬁne as
T (s+1) = F∗T (s), s 0 with T (0) = {v0}.
4. Let P(s) = co(T (s),−T (s)). Check at any step if P(s) is an invariant set for F∗.
If the procedure halts for some s, then, due to the irreducibility assumption, P(s−1) determines the
unit ball of an extremal real polytope norm for F∗. We remark that the initial choice of the product P
may be obtained, for example, bymeans of the algorithmof Gripenberg [10], which provides candidate
s.m.p.’s of progressively higher length.
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A stopping criterion
A useful criterion to stop the iteration and eventually discard the candidate s.m.p. P is given by the
following theorem (again, see also [26]).
Theorem 2.2. Let F be a ﬁnite irreducible family of matrices. Then
ρ(F∗) > 1 if and only if, at some step s of Algorithm 2.1, v0 lies strictly inside P(s), that is
v0 ∈ ◦P
(s)
. (6)
Proof. Assume that, at some step s, v0 ∈ ◦P
(s)
. This would mean that there exists xs ∈ ∂P(s) such that
xs = βsv0 with βs > 1. Let V(s) = {vi}mi=1 be such that {V(s),−V(s)} is an essential system of vertices
of P(s). Thus we can write
xs =
m∑
i=1
λivi + μi(−vi) with
m∑
i=1
(λi + μi) = 1, λi  0, μi  0.
Since, by construction, for all i there exists a ﬁnite product P(i) ∈ Σ(F∗) such that vi = P(i)v0, there
must exist at least a product P ∈ Σ(F∗) such that ‖Pv0‖P(s) = 1. Using the fact that 1 = ‖xs‖P(s) =
βs‖v0‖P(s) , we have
‖Pv0‖P(s) = βs‖v0‖P(s) > ‖v0‖P(s) ⇒ ‖P‖P(s) βs > 1.
Thus ‖F∗‖P(s) > 1. Since P(s) ⊆ P(s+1), we would still have v0 ∈
◦
P
(s+1)
and the previous condition
would occur for all subsequent values of s, with βs+1 βs. If ρ(F∗) = 1, by the irreducibility assump-
tion, P(s) would converge to some centrally symmetric convex set as s → ∞. As a consequence there
would exist sˆ such that ‖P‖P(r) < βs for all r > sˆ, which is not possible. Consequently ρ(F∗) > 1.
Viceversa, by the irreducibility assumption, if ρ(F∗) > 1 then
lim
s→∞P
(s) = Rn.
This implies that there exists s such that v0 ∈ ◦P
(s)
. 
3. Finiteness property of pairs of matrices inM2(S)
Nowwe pass to consider the ﬁniteness property of pairs of sign-matrices. We denote byMn(S) the
set of n × nmatrices with entries in S = {−1, 0,+1}. We recall the following conjecture by Blondel,
Jungers and Protasov (see [4,20]).
Conjecture 3.1. Every pair of n × n sign-matrices has the ﬁniteness property.
We consider here the case of a familyF = {A, B}where A, B ∈ M2(S). The number of ordered pairs
No = (34 − 3)(34 − 5) = 5928 (obtained discarding the zero matrix, the identity and its opposite
from the set and the cases where the second matrix is equal to the ﬁrst one or its opposite) is very
large, but thenumber of cases to examine is immediately reduced toNe = No/8, since the joint spectral
radius of the sets {±A,±B} does not change as well as it does not depend of the ordering of the two
matrices. HenceNe = 741, which is still a quite large number of cases. By using suitable properties, we
shall see that the actual number of essential cases to examine is much lower. Mainly, the properties
we shall use are based on suitable similarity transformations, which do not change the joint spectral
radius.
As in [20], in order to analyze the essential cases, we separate them into classes (n0, n1), where n0
is the number of non-zero entries of A and n1 is the number of non-zero entries of B. By symmetry,
we can assume n0  n1. Our approach consists in showing the ﬁniteness property of every considered
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case by determining explicitly the associated s.m.p., inmost cases through the construction of the unit
ball of a suitable real extremal polytope norm. This does not allow a uniﬁed proof but, instead, requires
to treat most of the essential cases separately.
Although all the pairs of binary matrices have already been considered in [20], here we reconsider
the most difﬁcult cases because our procedure is quite different from that used in [20] and does not
rely on the possible non-negativity of the matrices.
The set of representative matrices (we exclude −A if we consider A) with a single non-zero entry
which has to be considered is given by C = {Ci}4i=1 with
C1 =
(
1 0
0 0
)
, C2 =
(
0 1
0 0
)
, C3 =
(
0 0
1 0
)
, C4 =
(
0 0
0 1
)
.
The set of representative matrices with two non-zero entries which has to be considered is given by
D = {Di}11i=1 with
D1 =
(
1 1
0 0
)
, D2 =
(
0 0
1 1
)
, D3 =
(
1 −1
0 0
)
, D4 =
(
0 0
−1 1
)
,
D5 =
(
1 0
1 0
)
, D6 =
(
0 1
0 1
)
, D7 =
(
1 0
−1 0
)
, D8 =
(
0 −1
0 1
)
,
D9 =
(
1 0
0 −1
)
, D10 =
(
0 1
1 0
)
, D11 =
(
0 1
−1 0
)
.
The set of representative matrices with three non-zero entries which has to be considered is given by
E = {Ei}16i=1 with
E1 =
(
1 1
1 0
)
, E2 =
(
1 −1
1 0
)
, E3 =
(
1 1
−1 0
)
, E4 =
(
1 −1
−1 0
)
,
E5 =
(
1 1
0 1
)
, E6 =
(
1 −1
0 1
)
, E7 =
(
1 1
0 −1
)
, E8 =
(
1 −1
0 −1
)
,
E9 =
(
1 0
1 1
)
, E10 =
(
1 0
−1 1
)
, E11 =
(−1 0
−1 1
)
, E12 =
(−1 0
1 1
)
,
E13 =
(
0 1
1 1
)
, E14 =
(
0 −1
1 1
)
, E15 =
(
0 1
−1 1
)
, E16 =
(
0 −1
−1 1
)
.
The set of representative matrices with four non-zero entries which has to be considered is given by
F = {Fi}8i=1 with
F1 =
(−1 1
1 1
)
, F2 =
(
1 −1
1 1
)
, F3 =
(
1 1
−1 1
)
, F4 =
(
1 1
1 −1
)
,
F5 =
(
1 1
−1 −1
)
, F6 =
(
1 −1
1 −1
)
, F7 =
(
1 −1
−1 1
)
, F8 =
(
1 1
1 1
)
.
Now consider the similarity transformations associated with the following matrices:
P1 =
(
0 1
1 0
)
, P2 =
(
1 0
0 −1
)
, P3 =
(
0 1
−1 0
)
,
which are such that P21 = I, P22 = I, P23 = −I. Clearly, for k = 1, 2, 3 we have that
PkCiP
−1
k ∈ ±C, PkDiP−1k ∈ ±D, PkEiP−1k ∈ ±E, PkFiP−1k ∈ ±F, (7)
so that these similarities do not change the ﬁniteness property, nor the fact that the matrices are
sign-matrices. In detail, denoting by ∼ a similarity relation, we get
D1 ∼ D2 ∼ D3 ∼ D4, D5 ∼ D6 ∼ D7 ∼ D8, (8)
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E1 ∼ E4 ∼ E13 ∼ E16, E2 ∼ E3 ∼ E14 ∼ E15,
E5 ∼ E6 ∼ E9 ∼ E10, E7 ∼ E8 ∼ E11 ∼ E12, (9)
F1 ∼ F4, F2 ∼ F3, F5 ∼ F6, F7 ∼ F8. (10)
As we have mentioned, in the sequel we shall denote by
F∗ = (1/ρ(P))1/k F for some P ∈ Σk(F) s.t. ρ(P) /= 0
and call it the scaled family. Our aimwill be to prove that F has joint spectral radius equal to 1 (which
implies that P is an s.m.p.). In several cases we shall observe that one of the following standard norms,
‖ · ‖1, ‖ · ‖2 and ‖ · ‖∞, is extremal. Some other cases are easily treated by observing that the real
polytope norm ‖ · ‖+∗ , associated with the b.r.p. P+ = co(V ,−V) with V = {v0, v1, v2}, where
v0 =
(
1
0
)
, v1 =
(
1
1
)
, v2 =
(
0
1
)
,
or ‖ · ‖−∗ , associated with the b.r.p. P− = co(V ,−V) with V = {v0, v1, v2}, where
v0 =
(
1
0
)
, v1 =
(
1
−1
)
, v2 =
(
0
1
)
,
is extremal. The following lemma is also useful to treat some cases.
Lemma 3.1. Let |F| be the family of matrices obtained from F as follows:
A = {aij} ∈ F −→ |A| = {|aij|} ∈ |F|.
If P ∈ Σk(F) is such that ρ(P)1/k = ρ(|F|) then P is an s.m.p. for F .
All the other cases are treated by using Algorithm 2.1. Before summarizing the results through
different tables, we give an extensive proof of an illustrative case.
3.1. Illustrative case
Consider the case A = E2, B = D11.
We want to prove that P = ABA2B is an s.m.p., ρ(F) = ρ(P)1/5 =
(
3+√5
2
)1/5
and a real ex-
tremal polytope norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5}, where v0 is the
leading eigenvector of P, v1 = B∗v0, v2 = A∗v1, v3 = A∗v2, v4 = B∗v2, v5 = B∗v3. To this aim, set
γ = 1
ρ(P)1/5
≈ 0.825. Then we get
v0 =
(
1
2
1+√5
)
, v1 = γ
(
2
1+√5−1
)
, v2 = γ 2
⎛
⎝ 3+
√
5
1+√5
2
1+√5
⎞
⎠ ,
v3 = γ 3
(
1
3+√5
1+√5
)
, v4 = γ 3
⎛
⎝ 21+√5
− 3+
√
5
1+√5
⎞
⎠ , v5 = γ 4
(
3+√5
1+√5−1
)
.
As illustrated in Fig. 1, we analyze the transformed vectors F∗(V). Some of them are vertices
themselves by construction of P and, hence, do not need to be analyzed. Here we report such vectors
together with the minimizing convex combinations of vertices of P which determine their norms
(see (3)):
A∗v0 = γ
(√
5−1
1+√5
1
)
= λv3 + μ(−v4), λ = 2(3 +
√
5)
γ 2(11 + 5√5) , μ =
2
γ 2(7 + 3√5) ,∥∥A∗v0∥∥P = λ + μ ≈ 0.90;
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−1.5 .0 1.5
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.0
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−1.5 .0 1.5
−1.5
.0
1.5
Fig. 1. Polytope norm for the pair {A = E2, B = D11} (left) and the set F∗(V) (right). Red points indicate the vectors {A∗vi}5i=0
and blue points indicate the vectors {B∗vi}5i=0. (For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
A∗v1 = v2;
A∗v2 = v3;
A∗v3 = λ(−v1), λ = γ 3, ∥∥A∗v3∥∥P = λ ≈ 0.56;
A∗v4 = γ 4
⎛
⎝ 5+
√
5
1+√5
2
1+√5
⎞
⎠ = λv2 + μv5, λ = 4(2 +
√
5)
7 + 3√5 γ
2, μ = 2
7 + 3√5 ,∥∥A∗v4∥∥P = λ + μ ≈ 0.98;
A∗v5 = v0;
B∗v0 = v1;
B∗v1 = λ(−v0), λ = γ 2, ∥∥B∗v1∥∥P = λ ≈ 0.68;
B∗v2 = v4;
B∗v3 = v5;
B∗v4 = λ(−v2), λ = γ 2, ∥∥B∗v4∥∥P = λ ≈ 0.68;
B∗v5 = λv3, λ = γ 2, ∥∥B∗v5∥∥P = λ ≈ 0.68.
This proves the extremality of ‖ · ‖P and that P = ABA2B is an s.m.p.
3.2. Summary of results
We show in the subsequent tables the s.m.p. (s.m.p.’s) for all signiﬁcant cases, that is for those
matrix pairs whose analysis cannot be reduced to that of another matrix pair appearing in the tables.
Rows correspond to a speciﬁcmatrixAwhile columns to amatrixB in thepairF = {A, B}. For a detailed
analysis of speciﬁc cases we refer the reader to the appendix in Section 4.
The case n0 = 1 (families of the type F = {Ci, Cj}).
Recall that we suppose n0  n1. The only possibility is (n0, n1) = (1, 1), corresponding to families
of the typeF = {Ci, Cj} (i < j). The analysis is always trivial. In fact, it is very easy to see thatρ(F) = 1
and any among ‖ · ‖1, ‖ · ‖2 and ‖ · ‖∞ is an extremal norm. Moreover, if i = 1 or j = 4 an s.m.p. is
P = C1 or C4, respectively. Only if (i, j) = (2, 3) an s.m.p. is P = C2C3.
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A\B C2 C3 C4
C1 A A A
C2 AB B
C3 B
The case n0 = 2.
The subcase (n0, n1) = (2, 1) (families of the type F = {Di, Cj}).
Since‖Cj‖1 = ‖Cj‖∞ = 1,ρ(Di) = 1 and either‖Di‖1 = 1 or‖Di‖∞ = 1,wehave thatρ(F) = 1
and that an s.m.p. is P = Di.
The subcase (n0, n1) = (2, 2) (families of the type F = {Di,Dj}).
Inviewof (7)and(8),wecanrestrict thechoiceof theﬁrstmatrixA to thesetD′ = {D1,D5,D9,D10,D11}
and let the choice of B be free in D.
In the sequel we mark by an asterisk (∗) or two asterisks (∗∗) equivalent columns.
A\B D2 D∗3 D∗4 D5 D6 D∗7 D∗8 D9 D10 D11
D1 A, B A, B A, B AB A, B A, B A, B A, B A, B A, B
D5 A, B A, B A, B A, B A, B A, B A, B A, B A, B
D9 A, B A, B A, B A, B A, B A, B A, B A, B
D10 A, B A, B A, B A, B A, B A, B A, B
D11 A, B A, B A, B A, B A, B A, B
The case n0 = 3.
In view of (7) and (9), we can restrict the choice of the ﬁrst matrix A to the set E′ = {E1, E2, E5, E7}
and let the choice of B to be free.
The subcase (n0, n1) = (3, 1) (families of the type F = {Ei, Cj}).
A\B C∗1 C2 C3 C∗4
E1 A A A A
E2 A, B A A A, B
E5 A, B A A
4B A, B
E7 A, B A A A, B
The subcase (n0, n1) = (3, 2) (families of the type F = {Ei,Dj}).
A\B D1 D2 D∗3 D4 D5 D∗6 D7 D8 D9 D10 D11
E1 A A A A A A A A A A A
E2 AB A
2B A, B A, B A, B A, B AB A2B AB A, B ABA2B
E5 A, B A
2B A, B A5B A2B A, B A5B A, B A, B A3B A4B
E7 A, B A, B A, B AB AB A, B A, B A, B A, B A, B AB
The subcase (n0, n1) = (3, 3) (families of the type F = {Ei, Ej}).
A\B E2 E3 E∗4 E5 E6 E7 E8 E9
E1 A A A, B A A A A A
E2 AB B AB
3 A2B3 AB A, B A2B3
E5 A
3B2 B A, B A, B A, B AB
E7 A, B B A, B A, B AB
3
A\B E10 E11 E12 E∗13 E14 E15 E∗16
E1 A A A A, B A A A, B
E2 AB
3 A, B AB B ABA(AB)2B A, B B
E5 A
4B4 A3B A3B B A3B A3B2 B
E7 AB
3 AB A, B B A, B AB B
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We remark that in this case we ﬁnd the longest spectrum maximizing products, of length  = 8,
namely for F = {E5, E10}, where P = E45E410 and for F = {E2, E14}, where P = E2E14E2(E2E14)2E14.
The case n0 = 4.
In view of (7) and (10), we can restrict the choice of the ﬁrst matrix A to the set F′ = {F1, F3, F5, F8}
and let the choice of B be free.
The subcase (n0, n1) = (4, 1) (families of the type F = {Fi, Cj}).
A\B C∗1 C∗∗2 C∗∗3 C∗4
F1 A A A A
F3 A A A A
F5 B AB AB B
F8 A A A A
The subcase (n0, n1) = (4, 2) (families of the type F = {Fi,Dj}).
A\B D∗1 D∗2 D∗∗3 D∗∗4 D∗∗5 D∗∗6 D∗7 D∗8 D∗∗9 D∗10 D∗∗11
F1 A A A A A A A A A A A
F3 A A A A A A A A A A A
F5 B B AB AB AB AB B B AB B AB
F8 A A A A A A A A A A A
The subcase (n0, n1) = (4, 3) (families of the type F = {Fi, Ej}).
It isusefulobserving thatP3F1P
−1
3 = −F1,P3F3P−13 = F3,P1F5P−11 = −F5 and thatboth thesimilar-
ity transformations associatedwith P1 and P3 are one-to-one applications between the sets ofmatrices
E′′ = {Ej|1 j 8} and E′′′ = {Ej|9 j 16}. Consequently, when A = Fi (i = 1, 3, 5), we can restrict
the choice of the matrix B within the set E′′.
A\B E∗1 E2 E3 E∗4 E5 E6 E7 E8 E9 − E16
F1 B A A B A A A AB
F3 B (AB)
2A2B A2BA3B B A3B2 AB2 A2B A2B
F5 B AB B B AB
4 AB4 B AB
F8 A A A A A A A A A
The subcase (n0, n1) = (4, 4) (families of the type F = {Fi, Fj}).
If A = F8, B ∈ F then A is an s.m.p.
Now it is useful to observe that P3F1P
−1
3 = −F1, P3F3P−13 = F3, P3F5P−13 = −F6 and P3F8P−13 = F7.
Consequently, when A = Fi (i = 1, 3), we can restrict the choice of the matrix B within the set F′′ ={F2, F3, F4, F5}.
A\B F2 F3 F4 F5 F6
F1 A, B A, B A, B AB
F3 A, B A, B A
2B
F5 AB
2 AB AB
4. Appendix: detailed analysis of speciﬁc cases
In this section we provide a case-by-case analysis of the matrix pairs tabulated in Section 3.2. In
particular we provide explicitly the computed extremal polytope norm in those caseswhere they have
been used to determine an s.m.p.
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The case n0 = 2.
The subcase (n0, n1) = (2, 2) (families of the type F = {Di,Dj}).
• A = D1 and B = Dj (j = 2, 3, 4, 9, 10, 11).
Since ρ(A) = ρ(B) = ‖A‖1 = ‖B‖1 = 1, we have that ρ(F) = 1 and that A and B are both
s.m.p.s.
• A = D1 and B = D5.
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 = √2 and an extremal polytope norm is
givenP = co(V ,−V)with V = {v0, v1, v2}, where v0 is the leading eigenvector of P, v1 = A∗v0,
v2 = B∗v0.• A = D1 and B = D6.
We ﬁnd that P = B is an s.m.p., ρ(F) = ρ(P) = 1 and an extremal polytope norm is given
P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P, v1 = A∗v0.• A = D1 and B = Dj (j = 7, 8).
Since A2 = A, B2 = B, ρ(AB) = ρ(BA) = 0 and ρ(A) = ρ(B) = 1, we have that ρ(F) = 1 and
that A and B are both s.m.p.s.
• A = D5 and B ∈ D.
Since D5 = DT1 and DT ⊆ ±D and since, if P is an s.m.p. of the family F = {A, B}, then PT is an
s.m.p. of the family FT = {AT, BT}, we are led again to the previous cases.
• A = Dj and B = Dk (j = 9, 10, 11, k = 2, 3, 4, 6, 7, 8).
Since P1D9P
−1
1 = −D9, P2D9P−12 = D9, P3D9P−13 = −D9, P1D10P−11 = D10, P2D10P−12 = −D10,
P3D10P
−1
3 = −D10,P1D11P−11 = −D11,P2D11P−12 = −D11,P3D11P−13 = D11 andsinceP1D2P−11 =
D1,P2D3P
−1
2 = D1,P3D4P−13 = −D1,P1D6P−11 = D5,P2D7P−12 = D5,P3D8P−13 = −D5, byusing
the similarity transformations associated with P1, P2 and P3 we are led to the previous cases.• A = Dj and B = Dk (j, k = 9, 10, 11).
Since ρ(A) = ρ(B) = ‖A‖∞ = ‖B‖∞ = 1, we have that ρ(F) = 1 and that A and B are both
s.m.p.s.
The case n0 = 3.
The subcase (n0, n1) = (3, 1) (families of the type F = {Ei, Cj}).
• A = E1, B ∈ C.
We ﬁnd that P = A is an s.m.p., ρ(F) = ρ(P) = 1+
√
5
2
and an extremal polytope norm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P, v1 = B∗v0.• A = E5, B = Cj (j = 1, 2, 4).
The family F is upper triangular and defective with ρ(F) = 1 and A is an s.m.p.
• A = E5, B = C3.
We ﬁnd that P = A4B is an s.m.p., ρ(F) = ρ(P) = 41/5 and an extremal polytope norm is
given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5}, where v0 is the leading eigenvector of
P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2, v4 = A∗v3, v5 = A∗v4.• A = E2, B ∈ C.
Since ρ(A) = ‖A‖+∗ = ‖B‖+∗ = 1, we have that ρ(F) = 1 and that A is an s.m.p.• A = E7, B ∈ C.
Since ρ(A) = ‖A‖−∗ = ‖B‖−∗ = 1, we have that ρ(F) = 1 and that A is an s.m.p.
The subcase (n0, n1) = (3, 2) (families of the type F = {Ei,Dj}).
• A = E1, B ∈ D.
Since ρ(A) = ‖A‖2 = 1+
√
5
2
and ‖B‖2 
√
2, we have that ρ(F) = 1+
√
5
2
and that A is an s.m.p.
• A = E2, B = D1.
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We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 = √2 and an extremal polytope norm is
givenP = co(V ,−V)with V = {v0, v1, v2}, where v0 is the leading eigenvector of P, v1 = B∗v0,
v2 = A∗v0.• A = E2, B = Dj (j = 2, 8).
We ﬁnd that P = A2B is an s.m.p., ρ(F) = ρ(P)1/3 = 21/3 and an extremal polytope norm is
givenP = co(V ,−V)with V = {v0, v1, v2}, where v0 is the leading eigenvector of P, v1 = B∗v0,
v2 = A∗v1.• A = E2, B = Dj (j = 3, 4, 5, 6, 10).
Since ρ(A) = ρ(B) = ‖A‖+∗ = ‖B‖+∗ = 1, we have that ρ(F) = 1 and that A and B are both
s.m.p.s.
• A = E2, B = D7.
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 = √2 and an extremal polytope norm is
givenP = co(V ,−V)with V = {v0, v1, v2}, where v0 is the leading eigenvector of P, v1 = B∗v0,
v2 = A∗v1.• A = E2, B = D9.
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 =
(
1+√5
2
)1/2
and an extremal polytope
norm is given by P = co(V ,−V)with V = {v0, v1, v2}, where v0 is the leading eigenvector of P,
v1 = B∗v0, v2 = A∗v0.• A = E2, B = D11.
See the illustrative example in Section 3.1. We ﬁnd that P = A B A2 B is an s.m.p. and ρ(F) =
ρ(P)1/5 =
(
3+√5
2
)1/5
.
• A = E5, B = Dj (j = 1, 3, 6, 8, 9).
The family F is upper triangular and defective with ρ(F) = 1 and both A and B are s.m.p.s.
• A = E5, B = Dj (j = 2, 5).
We ﬁnd that P = A2B is an s.m.p., ρ(F) = ρ(P)1/3 = 31/3 and an extremal polytope norm is
given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4}, where v0 is the leading eigenvector of P,
v1 = A∗v0, v2 = B∗v0, v3 = A∗v1, v4 = A∗v2.• A = E5, B = Dj (j = 4, 7) (See Fig. 2 left for the case j = 4).
We ﬁnd that P = A5B is an s.m.p., ρ(F) = ρ(P)1/6 = 21/3 and an extremal polytope norm is
given P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6}, where v0 is the leading eigenvector of
P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2, v4 = A∗v3, v5 = A∗v4, v6 = A∗v5.• A = E5, B = D10.
We ﬁnd that P = A3B is an s.m.p., ρ(F) = ρ(P)1/4 =
(
3+√13
2
)1/4
and an extremal polytope
norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5}, where v0 is the leading eigen-
vector of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2, v4 = B∗v1, v5 = A∗v3.• A = E5, B = D11 (See Fig. 2 right).
We ﬁnd that P = A4B is an s.m.p., ρ(F) = ρ(P)1/5 =
(
2 + √3
)1/5
and an extremal poly-
tope norm is given P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6}, where v0 is the leading
eigenvector of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2, v4 = A∗v3, v5 = A∗v4, v6 = B∗v5.• A = E7, B = Dj (j = 1, 3, 6, 8, 9).
The family F is upper triangular with ρ(F) = 1 and A and B are both s.m.p.s.
• A = E7, B = Dj (j = 2, 7, 10).
Since ρ(A) = ρ(B) = ‖A‖−∗ = ‖B‖−∗ = 1, we have that ρ(F) = 1 and that A and B are both
s.m.p.s.
• A = E7, B = Dj (j = 4, 5).
Weﬁnd thatP = AB is an s.m.p.,ρ(F) = ρ(P)1/2 = √2andanextremal polytopenorm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P and v1 = B∗v0.
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Fig. 2. Polytope norm for the pairs {A = E5, B = D4} (left) and {A = E5, B = D11} (right).
• A = E7, B = D11.
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 =
(
1+√5
2
)1/2
and an extremal polytope
norm is given byP = co(V ,−V)with V = {v0, v1}, where v0 is the leading eigenvector of P and
v1 = B∗v0.
The subcase (n0, n1) = (3, 3) (families of the type F = {Ei, Ej}).
• A = E1, B ∈ E.
Since ρ(A) = ‖A‖2 = ‖B‖2 = 1+
√
5
2
, we have ρ(F) = 1+
√
5
2
and A is an s.m.p.
• A = E2, B = E3.
Using Lemma 3.1 we ﬁnd that P = AB is an s.m.p. and ρ(F) = ρ(P)1/2 = 1+
√
5
2
.
• A = E2,B = Ej (j = 4, 13, 16). Sinceρ(B) = ‖A‖2 = ‖B‖2 = 1+
√
5
2
,wehave thatρ(F) = 1+
√
5
2
and that B is an s.m.p.
• A = E2, B = Ej (j = 5, 10) (See Fig. 3 left for j = 5 and right for j = 10).
We ﬁnd that P = AB3 is an s.m.p., ρ(F) = ρ(P)1/4 =
(
2 + √3
)1/4
and an extremal poly-
tope norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6, v7}, where v0 is the
leading eigenvector of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2, v4 = B∗v2, v5 = A∗v4, v6 = B∗v4,
v7 = B∗v6.• A = E2, B = Ej (j = 6, 9) (See Fig. 4 left for the case j = 6).
We ﬁnd that P = A2B3 is an s.m.p., ρ(F) = ρ(P)1/5 =
(
2 + √3
)1/5
and an extremal polytope
norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6}, where v0 is the leading
eigenvector of P, v1 = B∗v0, v2 = B∗v1, v3 = B∗v2, v4 = A∗v3, v5 = B∗v3, v6 = A∗v5.• A = E2, B = Ej (j = 7, 12).
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 =
(
1 + √2
)1/2
and an extremal polytope
norm is given by P = co(V ,−V)with V = {v0, v1, v2}, where v0 is the leading eigenvector of P,
v1 = A∗v0, v2 = B∗v0.• A = E2, B = Ej (j = 8, 11, 15).
Since ρ(A) = ρ(B) = ‖A‖+∗ = ‖B‖+∗ = 1, we have that ρ(F) = 1 and that A and B are both
s.m.p.s.
• A = E2, B = E14 (See Fig. 4 right).
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Fig. 3. Polytope norm for the pairs {A = E2, B = E5} (left) and {A = E2, B = E10} (right).
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Fig. 4. Polytope norm for the pairs {A = E2, B = E6} (left) and {A = E2, B = E14} (right).
We ﬁnd that P = ABA2BAB2 is an s.m.p., ρ(F) = ρ(P)1/8 =
(
7 + 4√3
)1/8
and an extremal
polytope norm is given byP = co(V ,−V)with V = {v0, v1, v2, v3, v4, v5, v6, v7}, where v0 is the
leading eigenvector of P, v1 = B∗v0, v2 = B∗v1, v3 = A∗v2, v4 = B∗v3, v5 = A∗v4, v6 = A∗v5,
v7 = B∗v6.
Observe that this is the ﬁrst of the two cases with the largest number of factors in the s.m.p. The
essential vertices of P are just the leading eigenvectors of F , that is, the eigenvectors of all the
cyclic permutations of P.
• A = E5, B = Ej (j = 3, 15) (See Fig. 5 left for the case j = 3).
We ﬁnd that P = A3B2 is an s.m.p., ρ(F) = ρ(P)1/5 =
(
2 + √3
)1/5
and an extremal polytope
norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6}, where v0 is the leading
eigenvector of P, v1 = A∗v0, v2 = B∗v0, v3 = B∗v1, v4 = B∗v2, v5 = A∗v4, v6 = A∗v5.• A = E5, B = Ej (j = 4, 13, 16).
Since ρ(B) = ‖A‖2 = ‖B‖2 = 1+
√
5
2
, we have that ρ(F) = 1+
√
5
2
and that B is an s.m.p.
• A = E5, B = Ej (j = 6, 7, 8).
The family F is upper triangular and defective with ρ(F) = 1 and both A and B are s.m.p.’s.
• A = E5, B = E9.
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Fig. 5. Polytope norm for the pairs {A = E5, B = E3} (left) and {A = E5, B = E10} (right).
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 = 1+
√
5
2
and an extremal polytope norm is
given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4}, where v0 is the leading eigenvector of P
and v1 = A∗v0, v2 = B∗v0, v3 = A∗v1, v4 = B∗v2.• A = E5, B = E10 (See Fig. 5 right).
We ﬁnd that P = A4B4 is an s.m.p., ρ(F) = ρ(P)1/8 =
(
7 + 4√3
)1/8
and an extremal poly-
tope norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6, v7}, where v0 is the
leading eigenvector of P, v1 = B∗v0, v2 = B∗v1, v3 = B∗v2, v4 = B∗v3, v5 = A∗v4, v6 = A∗v5,
v7 = A∗v6.
This is the second of the two cases with the largest number of factors in the s.m.p. Again, the
essential vertices of P are just the leading eigenvectors of F .
• A = E5, B = Ej (j = 11, 12) (See Fig. 6 left for the case j = 11).
We ﬁnd that P = A3B is an s.m.p., ρ(F) = ρ(P)1/4 =
(
3+√13
2
)1/4
and an extremal polytope
norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5}, where v0 is the leading eigen-
vector of P, v1 = A∗v0, v2 = B∗v0, v3 = B∗v1, v4 = A∗v2, v5 = A∗v4.• A = E5, B = E14 (See Fig. 6 right).
We ﬁnd that P = A3B is an s.m.p., ρ(F) = ρ(P)1/4 =
(
2 + √3
)1/4
and an extremal poly-
tope norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6, v7}, where v0 is the
leading eigenvector of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2, v4 = B∗v2, v5 = A∗v3, v6 = B∗v3,
v7 = B∗v5.• A = E7, B = Ej (j = 3, 12, 14).
Since ρ(A) = ρ(B) = ‖A‖−∗ = ‖B‖−∗ = 1, we have that ρ(F) = 1 and that A and B are both
s.m.p.s.
• A = E7, B = Ej (j = 4, 13, 16).
Since ρ(B) = ‖A‖2 = ‖B‖2 = 1+
√
5
2
, we have that ρ(F) = 1+
√
5
2
and that B is an s.m.p.
• A = E7, B = Ej (j = 6, 8).
The family F is upper triangular and defective with ρ(F) = 1 and both A and B are s.m.p.’s.
• A = E7, B = Ej (j = 9, 10) (See Fig. 7 right for the case j = 9).
We ﬁnd that P = AB3 is an s.m.p., ρ(F) = ρ(P)1/5 =
(
3+√13
2
)1/4
and an extremal polytope
norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5}, where v0 is the leading eigen-
vector of P, v1 = B∗v0, v2 = B∗v1, v3 = B∗v2, v4 = B∗v3, v5 = A∗v4.• A = E7, B = E11.
A. Cicone et al. / Linear Algebra and its Applications 432 (2010) 796–816 811
−1.5 .0 1.5
−1.5
.0
1.5
v0
−1.5 .0 1.5
−1.5
.0
1.5
v0
Fig. 6. Polytope norm for the pairs {A = E5, B = E11} (left) and {A = E5, B = E14} (right).
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Fig. 7. Polytope norm for the pairs {A = E7, B = E15} (left) and {A = E7, B = E9} (right).
Using Lemma 3.1 we ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 = 1+
√
5
2
.
• A = E7, B = E15 (See Fig. 7 left).
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P)1/2 =
(
1 + √2
)1/2
and an extremal polytope
norm is given by P = co(V ,−V)with V = {v0, v1, v2}, where v0 is the leading eigenvector of P,
v1 = B∗v0, v2 = B∗v1.
The case n0 = 4.
The subcase (n0, n1) = (4, 1) (families of the type F = {Fi, Cj}).
• A = Fi (i = 1, 3), B ∈ C.
Since ρ(A) = ‖A‖2 =
√
2 and ‖B‖2 = 1, we have that ρ(F) =
√
2 and that A is an s.m.p.
• A = F5, B = Cj (j = 1, 4).
Since ρ(B) = ‖A‖−∗ = ‖B‖−∗ = 1, we have that ρ(F) = 1 and that B is an s.m.p.• A = F5, B = Cj (j = 2, 3).
Since ρ(AB) = ‖A‖−∗ = ‖B‖−∗ = 1, we have that ρ(F) = 1 and that P = AB is an s.m.p.• A = F8, B ∈ C.
Since ρ(A) = ‖A‖1 = 2 and ‖B‖1 = 1, we have that ρ(F) = 2 and that A is an s.m.p.
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The subcase (n0, n1) = (4, 2) (families of the type F = {Fi,Dj}).
• A = Fi (i = 1, 3), B ∈ D.
Since ρ(A) = ‖A‖2 =
√
2 and ‖B‖2 
√
2, we have that ρ(F) = √2 and that A is an s.m.p.
• A = F5, B = Dj (j = 1, 2, 7, 8, 10).
Since ρ(B) = ‖A‖−∗ = ‖B‖−∗ = 1, we have that ρ(F) = 1 and that B is an s.m.p.• A = F5, B = Dj (j = 3, 4, 5, 6, 9, 11).
Weﬁnd thatP = AB is an s.m.p.,ρ(F) = ρ(P)1/2 = √2andanextremal polytopenorm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P and v1 = B∗v0.• A = F8, B ∈ D.
Since ρ(A) = ‖A‖2 = 2 and ‖B‖2 
√
2, we have that ρ(F) = 2 and that A is an s.m.p.
The subcase (n0, n1) = (4, 3) (families of the type F = {Fi, Ej}).
• A = F1, B = Ej (j = 1, 4).
Sinceρ(B) = ‖B‖2 = 1+
√
5
2
and‖A‖2 =
√
2,wehave thatρ(F) = 1+
√
5
2
and thatB is an s.m.p.
• A = F1, B = Ej (j = 2, 3, 7) (See Fig. 8 left for the case j = 3).
We ﬁnd that P = A is an s.m.p., ρ(F) = ρ(P) = √2 and an extremal polytope norm is given
by P = co(V ,−V) with V = {v0, v1, v2}, where v0 is the leading eigenvector of P, v1 = B∗v0,
v2 = A∗v1.• A = F1, B = Ej (j = 5, 6).
We ﬁnd that P = A is an s.m.p., ρ(F) = ρ(P) = √2 and an extremal polytope norm is given
by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6}, where v0 is the leading eigenvector of P,
v1 = B∗v0, v2 = A∗v1, v3 = B∗v1, v4 = A∗v3, v5 = B∗v3, v6 = A∗v5.• A = F1, B = E8.
We ﬁnd that P = AB is an s.m.p., ρ(F) = ρ(P) = √2 and an extremal polytope norm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P and v1 = B∗v0.• A = F3, B = Ej (j = 1, 4).
Sinceρ(B) = ‖B‖2 = 1+
√
5
2
and‖A‖2 =
√
2,wehave thatρ(F) = 1+
√
5
2
and thatB is an s.m.p.
• A = F3, B = E2.
We ﬁnd that P = (AB)2A2B is an s.m.p., ρ(F) = ρ(P)1/7 =
(
4
(
2 + √3
))1/7
and an extremal
polytopenormisgivenbyP = co(V ,−V)withV = {v0, v1, v2, v3, v4,v5, v6, v7, v8, v9, v10},where
v0 is the leading eigenvector of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v1, v4 = A∗v2, v5 = A∗v4,
v6 = A∗v5, v7 = B∗v5, v8 = A∗v7, v9 = A∗v8, v10 = B∗v9.• A = F3, B = E3 (See Fig. 8 right).
We ﬁnd that P = A2BA3B is an s.m.p., ρ(F) = ρ(P)1/7 =
(
4
(
2 + √2
))1/7
and an extremal
polytope norm is given byP = co(V ,−V)with V = {v0, v1, v2, v3, v4, v5, v6, v7}, where v0 is the
leading eigenvector of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2, v4 = A∗v3, v5 = A∗v4, v6 = B∗v5,
v7 = A∗v6.• A = F3, B = E5 (See Fig. 9 left).
We ﬁnd that P = A3B2 is an s.m.p., ρ(F) = ρ(P)1/5 =
(
2
(
2 + √2
))1/5
and an extremal poly-
tope norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6, v7}, where v0 is the
leading eigenvector of P, v1 = B∗v0, v2 = A∗v1, v3 = B∗v1, v4 = A∗v2, v5 = A∗v3, v6 = A∗v4,
v7 = A∗v5.• A = F3, B = E6 (See Fig. 9 right).
We ﬁnd that P = AB2 is an s.m.p., ρ(F) = ρ(P)1/3 =
(
2 + √2
)1/3
and an extremal poly-
tope norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5, v6, v7}, where v0 is the
leading eigenvector of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v1, v4 = A∗v2, v5 = B∗v2, v6 = A∗v4,
v7 = A∗v6.
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Fig. 8. Polytope norm for the pairs {A = F1, B = E3} (left) and {A = F3, B = E3} (right).
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Fig. 9. Polytope norm for the pairs {A = F3, B = E5} (left) and {A = F3, B = E6} (right).
• A = F3, B = Ej (j = 7, 8).
We ﬁnd that P = A2B is an s.m.p., ρ(F) = ρ(P)1/3 =
(
1 + √5
)1/3
and an extremal polytope
norm is given by P = co(V ,−V) with V = {v0, v1, v2, v3}, where v0 is the leading eigenvector
of P, v1 = A∗v0, v2 = B∗v0, v3 = A∗v2.• A = F5, B = Ej (j = 1, 4) (See Fig. 10 left for the case j = 4).
We ﬁnd that P = B is an s.m.p., ρ(F) = ρ(P) = 1+
√
5
2
and an extremal polytope norm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P and v1 = A∗v0.• A = F5, B = Ej (j = 2, 8).
Weﬁnd thatP = AB is an s.m.p.,ρ(F) = ρ(P)1/2 = √3andanextremal polytopenorm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P and v1 = B∗v0.• A = F5, B = Ej (j = 3, 7).
Since ρ(B) = ‖A‖−∗ = ‖B‖−∗ = 1, we have that ρ(F) = 1 and that B is an s.m.p.• A = F5, B = Ej (j = 5, 6) (See Fig. 10 right for the case j = 5).
We ﬁnd that P = AB4 is an s.m.p., ρ(F) = ρ(P)1/5 = 41/5 and an extremal polytope norm is
given by P = co(V ,−V) with V = {v0, v1, v2, v3, v4, v5}, where v0 is the leading eigenvector of
P, v1 = B∗v0, v2 = B∗v1, v3 = B∗v2, v4 = B∗v3, v5 = B∗v4.
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Fig. 10. Polytope norm for the pairs {A = F5, B = E4} (left) and {A = F5, B = E5} (right).
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Fig. 11. Polytope norm for the pairs {A = F1, B = F5} (left) and {A = F3, B = F5} (right).
• A = F8, B ∈ E.
Since ρ(A) = ‖A‖1 = ‖B‖1 = 2, we have that ρ(F) = 2 and that A is an s.m.p.
The subcase (n0, n1) = (4, 4) (families of the type F = {Fi, Fj}).
• A = F8, B ∈ F.
Since ρ(A) = ‖A‖1 = ‖B‖1 = 2, we have that ρ(F) = 2 and that A is an s.m.p.• A = F1, B = Fj (j = 2, 3, 4).
Since ρ(A) = ρ(B) = ‖A‖2 = ‖B‖2 =
√
2, we have that ρ(F) = √2 and that both A and B are
s.m.p.s.
• A = F1, B = F5 (See Fig. 11 left).
Weﬁnd thatP = AB is an s.m.p.,ρ(F) = ρ(P)1/2 = √2andanextremal polytopenorm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P and v1 = B∗v0.• A = F3, B = Fj (j = 2, 4).
Since ρ(A) = ρ(B) = ‖A‖2 = ‖B‖2 =
√
2, we have that ρ(F) = √2 and that both A and B are
s.m.p.s.
• A = F3, B = F5 (See Fig. 11 right).
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We ﬁnd that P = A2B is an s.m.p., ρ(F) = ρ(P)1/3 = 41/3 and an extremal polytope norm
is given by P = co(V ,−V) with V = {v0, v1, v2, v3}, where v0 is the leading eigenvector of P,
v1 = B∗v0, v2 = A∗v0, v3 = A∗v1.• A = F5, B = F2.
We ﬁnd that P = AB2 is an s.m.p., ρ(F) = ρ(P)1/3 = 41/3 and an extremal polytope norm
is given by P = co(V ,−V) with V = {v0, v1, v2, v3}, where v0 is the leading eigenvector of P,
v1 = B∗v0, v2 = B∗v1, v3 = B∗v2.• A = F5, B = F4.
Weﬁnd thatP = AB is an s.m.p.,ρ(F) = ρ(P)1/2 = √2andanextremal polytopenorm is given
by P = co(V ,−V) with V = {v0, v1}, where v0 is the leading eigenvector of P and v1 = B∗v0.• A = F5, B = F6.
Since ‖A‖1 = ‖B‖1 = 2 and ρ(AB) = 4, we have that ρ(F) = 2 and that P = AB is an s.m.p.
5. Conclusions and future work
Wehaveproved theﬁnitenessproperty for anypair of 2 × 2sign-matrices. Inmostnon-trivial cases,
this has been made possible by detecting an extremal real polytope norm for the family constituted
by the two sign-matrices. The ﬁnite convergence of the procedure for constructing the unit ball of
such a norm, carried out on a case-by-case basis, implies the ﬁniteness property. An algorithm for the
construction of the unit ball is also provided and made publically available. Unfortunately, it seems
clear that such an approach can hardly be extended to the general case of a pair of sign-matrices of
arbitrary dimension. The use of an induction argument on the dimension seems difﬁcult. Nevertheless,
we plan to explore it in future.
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