Both recumbency and sleep affect core body temperature (CBT). To characterize their circadian effects and interactions, the authors examined the bedtime temperature drops (TDs) of nine men and eight women (aged 20 to 30) who repeated 90-min sleep-wake cycles over 2.5 days. While awake, subjects were exposed to 50 to 250 lux; while asleep, lights were off. Electroencephalogrammonitored time in bed lasted 30 min during each cycle. Cosinor nonlinear mixedeffects regressions modeled the circadian rhythm of TDs. The circadian maximum of TDs occurred approximately 4 h before the time of circadian CBT minimum, in a model that included the effects of baseline expected CBT, deviations from baseline CBT, time in study, and gender-dependent 24-and 12-h adjustments. Rates of temperature drops were faster during initial periods of lying awake than during periods of initially sleeping. Both rates followed separate circadian rhythms. The circadian maximum of TDs was located near customary nocturnal bedtimes, suggesting its role in fostering sleep during a normal bedtime routine. The apparent deceleration of temperature dropping at sleep onset supports the notion that the sleep onset period has complicated circadian neuroregulatory dynamics. These findings confirm the need for nonlinear models of temperature responses to postural changes and sleep that incorporate circadian variability in these masking effects.
Understanding the process of going to sleep is of central interest for the clinical treatment of insomnia, a common medical condition (Simon and VonKorff, 1997) . Among clinical patients with insomnia, feeling too hot or too cold at night is a common nocturnal symptom associated with the complaint of insomnia (Moul et al., 2002) . Although questions about the temperature regulatory processes associated with insom-nia continue to be clinically relevant, the physiology of normal temperature regulatory processes associated with sleep remains to be fully elucidated. Changes in temperature occurring before or during sleep are not simply preparatory to sleep (Campbell and Broughton, 1994) , but are also reactive to other physiologically relevant events. However, these responses are not fully understood or modeled even in normal sleepers, beginning with whether and how they vary in association with the circadian rhythm of core body temperature (CBT).
The circadian CBT rhythm itself is often used as the rhythm for referencing other circadian rhythms in human studies, particularly when studies employ constant routines that minimize extraneous influences over CBT procedures (Shanahan and Czeisler, 1991; Monk et al., 1992; Monk et al., 1997; Duffy et al., 1999) . The CBT rhythm is regulated by the suprachiasmatic nucleus (SCN) (Buijs, 1996) , which itself has an approximate 24-h period. The CBT rhythm has a small range of entrainability to non-24-h rhythms of sleep-wake activity (Wever, 1979) , which reflects its biological stability. Like other systems regulated by the SCN, the CBT is effectively adjusted in advance to meet predictable daily physiologic requirements (Moore-Ede, 1986) . Like many rhythms, the CBT rhythm is downstream from the circadian signal provided by the SCN (Monk and Kupfer, 2000) . One commonly used metric of circadian phase position that makes use of this downstream relationship is the time of circadian temperature minimum (Tmin) (Czeisler et al., 1980; Monk et al., 1995) . Tmin shifts when a person is exposed to bright light at different circadian phase positions (Jewett et al., 1994) , in a manner typical of a circadian phase marker. There are several methods for estimating Tmin. Among these, cosinor analysis regresses CBT data against one or more sine wave functions to determine the time of lowest temperature. Cosinor analysis is descriptively limited because CBT rhythms are not pure sinusoids (Wever, 1973; Czeisler and Kalsa, 2000) . Using Tmin as the phase marker based on cosinor analysis therefore rests upon the two assumptions that (1) there is stable, comparatively noise-free (Klerman et al, 1999) phase coupling between SCN activity and the CBT rhythm and (2) the CBT rhythm can be well approximated by a linear combination of a few cosine functions with different periods and amplitudes.
In constant routine protocols, Tmin has served as a circadian phase marker. Brown and colleagues (Brown and Czeisler, 1992; Brown et al., 2000) have developed statistical methods for analyzing temperature time series data from constant routine and forced desynchrony protocols in order to describe the SCN's rhythmic properties. A key reason for imposing tight experimental controls over subjects in these protocols is that there are additional influences over temperature that may occur and therefore "mask" the appearance of the underlying circadian CBT rhythm. The presence of masking may introduce biases in estimating CBT rhythm amplitude and Tmin. However, tight experimental controls are not feasible in all studies where an estimate of circadian phase position is needed, but where extraneous influences over CBT may be present (Monk, 1987) . To address this experimental difficulty, some investigators (Folkard, 1989; Minors and Waterhouse, 1989; Eastman, 1992; Carrier and Monk, 1997) have used mathematical techniques to remove the effects of ("demask") extraneous influences from the temperature profile. These demasking techniques are based on models of reactive physiological responses. Klerman et al. (1999) raised substantive doubts about the assumptions underpinning these mathematical models as they might be applied experimentally. For example, the correction suggested by Folkard (1989) and used by Eastman (1992) of adding 0.3°C to temperatures when there is a bed rest period may be inaccurate if the circadian time when the bed rest occurs influences how much the CBT will drop in response to bed rest. Clearly, time-series CBT profiles are affected, or "masked," by physiological responses to postural changes and sleep (Kleitman and Doktorsky, 1933; Kräuchi et al., 1997; Dijk et al., 2000) , physical exercise (Horne and Staff, 1983) , menstrual phase (Baker et al., 2001) , and calorie intake (Romon et al., 1993) . With physiologic coregulation, even masking effects may themselves have intrinsic circadian variation (Klerman et al., 1999) . The magnitudes of these effects must be estimated accurately if demasking estimates are to be validly applied in experimental simulations. Although of likely survival advantage to the organism, the coregulation of temperature by predictive and reactive systems presents researchers with risks of measurement error when estimating Tmin.
Comparatively little is known about the coregulation of circadian CBT rhythmicity, posture, and sleep. It has been known for more than 150 years that temperature falls during nocturnal sleep (Kleitman, 1963) and, more recently, that this sleeprelated temperature dropping occurs at most times of the day. However, several studies have additionally provided evidence that this bedtime temperature dropping differs by circadian phase (Aschoff and Pohl, 1970; Mills et al., 1978; Gillberg and Åkerstedt, 1982; Zulley and Wever, 1982; Wever, 1985; Dijk and Czeisler, 1995; Klerman et al., 1999) . Indications that masking effects differ by circadian phase have been presented in protocols using constant routines (Barrett et al., 1993) . If circadian rhythmicity in immediate masking effects is present in healthy sleepers, then mathematical models of masking effects would need to be reconceptualized to account for such circadian complexities, whether such models are for simulations (e.g., demasking experimental data) or for hypothesis development (Brown and Luithardt, 1999) . Descriptive data are also needed to assist hypothesis development in studies of the sleep processes in insomnia patients. However, we are unaware of previous studies characterizing the amplitudes or phase position of the immediate masking effects of recumbency and sleep on CBT.
Isolating the circadian behavior of bedtime onset temperature dropping requires protocols that measure sleep onset at various circadian phases. Experimentally controlling for the effects of prior time awake requires regular sleep-wake activity cycles that are outside the CBT rhythm's range of entrainment if the masking and circadian effects are to be distinguished from one another. Moreover, to minimize the effects of prior time awake, a short "day" length is required. A protocol using a 90-min sleep-wake cycle (Kelley et al., 1973; Carskadon and Dement, 1975 , 1977 is thus well suited to meet these experimental requirements, but such protocols have not been previously used for this purpose. Because such a protocol requires voluntary compliance from the research subjects, this protocol can only be conducted with human subjects. The present study used the 90-min/day method in young adults with the following aims: (1) to describe the effects influencing the magnitudes of temperature drops (TDs) across the 24-h cycle and (2) to describe the relative contribution of lying awake and sleeping on the rate of temperature dropping.
MATERIALS AND METHODS

Subjects
Eighteen medication-free, nonsmoking healthy volunteers (nine male, nine female) aged 20 to 30 years were recruited through the local media. All subjects gave informed consent to this protocol as approved by the University of Pittsburgh Institutional Review Board. All subjects were free of physical, psychiatric, and sleep disorders as determined by physical and psychiatric examinations, as well as laboratory and polysomnographic screenings. All female subjects participated in their follicular phase, as determined by menstrual history and plasma progesterone level.
Experimental Procedures
The experiment was conducted within the University of Pittsburgh Clinical Neuroscience Research Center time isolation facilities. Room temperature was kept at 20°C. Room illumination was maintained between 50 and 250 lux with indirect incandescent lighting during wake periods and 0 lux during bed rest periods. Because the protocol had originally been planned as a test of sleep propensity rather than as a means to study the limit cycle properties of the temperature rhythm, the light:dark cycle chosen was an experimental compromise to facilitate sleep during the rest periods yet support wakefulness during awake periods. Subjects ate six small meals distributed as evenly as possible across the 24-h period. Caffeinated beverages were not available. Temperature and sleep recordings were monitored continuously by technicians.
Subjects spent one regular 24 h sleep-wake cycle in the laboratory. The following morning, they began their 90-min wake-sleep cycles at 0900 h with an initial 60-min awake nonrecumbent period. Thereafter, they alternated with 30-min periods of enforced bed rest and 60-min periods out of bed until 40 of these cycles were concluded. Technicians awoke subjects from their bed rests and managed subjects' compliance with the protocol. During the wake periods, subjects could sit or stand but were not permitted to lie down. Subjects were given scheduled neurocognitive tasks (not reported here) as well as a small amount of time for eating, voiding, and other sedentary activities. Vigorous exercise was prohibited. During the bed rest periods, they were always recumbent and encouraged to sleep.
Measures
Sleep Recordings
Good night time (GNT) and good morning time (GMT) are terms for the times the subjects actually went to bed and arose from bed, respectively. Subjects' sleep during the study was assessed using a C4-A1 channel of electroencephalography, electrooculography channels, and a chin electromyography lead. Sleep scoring used Rechtschaffen criteria (Rechtschaffen and Kales, 1968) in 60-sec epochs. Oneminute epochs were chosen in this analysis to match the time resolution of the recorded temperature data. This choice also served to ensure that sleep epochs represented stable sleep. Sleep onset time (SOT) was defined as the earliest of either the first of three consecutive epochs of stage 1 sleep or the first epoch of any other stage of sleep. Time spent asleep (TSA) was defined as the number of minutes of sleep after its onset during a 30-min bed rest period. Sleep latency (SL) was defined as the minutes between GNT and sleep onset time. For modeling purposes, nights with no sleep were given an SL of 30 min.
Temperatures and TDs
CBT was digitized each minute using a thermistor (Yellow Springs Inc., Yellow Springs, OH, USA) inserted 10 cm into the rectum. The thermistor is rated to have a sensitivity of 0.01°C. The temperatures at GNT, SOT, and GMT were used in models of TDs. Uncorrected TDs were computed as the earlier temperature minus the later temperature.
Realignment of Times to the Estimated Circadian Tmin
Individual Tmins were estimated from regressions with the PROC MIXED procedure using the SP(POW) covariance specification in SAS (SAS Institute, Cary, NC, USA). The data for calculating the CBT rhythm were 5 min CBT averages beginning 30 min before GNT and ending at GNT for the middle 32 sleep-wake cycles. Using only data from the latter part of the scheduled awake periods was a safeguard against the possibility that posture-or sleep-related masking effects might bias the estimates of Tmin. The models included parameters for the average level, as well as estimates of amplitude and phase from 24-, 12-, and 6-h sinusoids. Each subject's other temperatures and sleep values were realigned with the subject's estimated Tmin on the morning of study entry set to T = 0. The variable "time in study" was defined as the elapsed time starting at T = 0.
Statistical Methods
Baseline Temperature Corrections for TD Adjustment
All temperature models had an intercept term as a baseline correction for the temperature scale's zeroing point (Pinheiro and Bates, 2000) . Models of TDs needed to include terms that represented not only the predictive component of the CBT but also any possible temperature alterations occurring that may have arisen from transient, reactive masking effects during wakefulness. Accordingly, GNT baseline CBT corrections were represented additively by parameters for a CBT circadian model effect and for the effect of deviation from that CBT rhythm estimate. These parameters represented, respectively, the predicted CBT across the 24-h period and any masking effects (e.g., minor exertion, eating a meal) that may have arisen during the scheduled awake period even prior to the bed rest period. In the special case of models with TDs beginning at SOT, the baseline SOT CBT model estimate was computed by subtracting the initially lying awake model-estimated TD from the baseline GNT circadian CBT model estimate.
When only baseline effects were entered into a TD model, the model's fixed residuals were interpreted as the baseline-corrected TDs. Where TD rates during the periods of initially lying awake or of initially sleeping were investigated in the study's second stage (analysis 2), TD rates were computed by dividing the baseline-corrected TDs by the number of minutes over which the TD occurred. These baseline corrections were used to adjust for the facts (1) that the TDs were "riding on top" of the circadian CBT rhythm and (2) that any temperature change after GNT would be partly due to a regression-to-the-mean effect moving the CBT toward the circadian CBT-model estimate (i.e., even if the bed rest had not occurred).
General Analytic Strategy
Variation in temperature changes could be due to a variety of effects, which in turn could be due to baseline effects, other linear effects, or actual rhythms in TDs. To provide the best test of whether any such rhythms are present, we first adjusted for noncyclic masking effects on temperature dropping. Adjusting for the noncyclic effects first makes it statistically more difficult to find a TD rhythm. If preliminary statistical adjustments were first made to correct for known confounding factors, then any subsequently identified TD rhythm would be more plausible. Because sine waves are mathematically well defined, cosinor modeling was well suited for the limited aim of documenting a periodic rhythm, even if the TD rhythm may not be strictly cosine in form.
Type of Regression Used
Nonlinear mixed-effects regressions were used in all analyses. Equation 1 presents an example of a model that contains both linear and nonlinear mixed effects:
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where i is the subject identifier, t is time (expressed in radians), β is the fixed-effects parameter, b is the random-effects parameter, 0 is the intercept term, j is the jth linear independent variable, x is a possible linear variable (which may include t), H is the harmonic of 24-h rhythm, a is the amplitude, and p is the phase shift. In this example, the separate amplitude and phase regressions make the overall regression nonlinear. The numbers U and V are determined in the course of the regression analysis. Mixed-effects models enable simultaneous modeling of both fixed and random effects as model parameters. Fixed parameters represent the common, population-level, generalized predictions of the parameters in question, in which each subject "participates." The fixed parameters therefore represent those parameters that are generalizable across the subjects and occur at the population level. By contrast, random-effects model parameters are obtained for each subject and represent each subject's individual deviation from the fixed parameters. Fixed parameters found to be statistically significant while fitting random-effects parameters also makes establishing a fixed parameter more difficult, in keeping with the general analytic strategy. Accordingly, fixed and random effects were modeled with all variables except sex (which was only considered as a fixed effect). Model solution used the maximum likelihood method. Variance structures were diagonal and subject dependent, implying that each subject was considered statistically independent of other subjects and that subjects could have differing variance magnitudes in the dependent variable. Firstorder autocorrelations were negligible for withinsubject measurement in final models and were not used. This was also consistent with TDs being derived quantities, where serial correlations would be less likely after rhythmic components were modeled.
Stages of Analysis
There were two general stages in this analysis. The first stage (analysis 1) concerned the TD rhythm during the entire 30-min bed rest periods. TDs were included even if the subject never slept during the 30 min. To provide further context for this TD rhythm, cosinor models of TSA and SL were obtained as well.
The second stage (analysis 2) investigated the separate TD rate rhythms during periods when subjects were initially lying awake and initially sleeping. This second stage was designed to segregate the separate effects of simply lying down from the combined effects of sleeping while lying down. Using rates of initial temperature dropping rather simple TD magnitudes separates the length of time over which temperature dropping was observed from the sleep-wake state associated with the temperature dropping. Because the period of initially lying awake had to occur before that of initially sleeping, the analysis of the TD rate rhythm during the period of initially sleeping relied on the integrated form of the TD rate model for the period of initially lying awake. This integrated model was necessary because the unintegrated estimates from the period of lying awake gave TD rate estimates rather than the needed TD estimates themselves. The TD estimates were needed to calculate the predicted CBT at SOT, after accounting for the linear and circadian effects arising from the period of initially lying awake.
Method of Variable Selection
With the exception of the modeling of the awake CBT rhythm already discussed, all analyses were done with S-Plus 2000 Professional Release 3 (MathSoft Inc., Seattle, WA, USA). Comparisons between successive hierarchical nested models were made with analyses of variance and conditional parameter t tests. The p value of 0.05 was taken as the criterion of statistical significance. Models were forward selected, adding one linear component at a time, and were sequentially assessed for overall fits. In this method, each component is retained if its addition is shown to be statisti-cally significant when prior statistically significant components are simultaneously modeled. This is a process of finding all the statistically significant effects in the data while adjusting for potential confounds at the same time. In general, nonrhythmic linear effects (e.g., effects of sex, time-in-study, and sex by time-instudy interactions) were added to models first and assessed for their contribution to the overall fit before rhythmic effects were considered. Potential rhythms were successively added in the following harmonic order: 24 h, 12 h, and 8 h. Rhythm selection stopped when a new rhythm did not enter the model. Only then were sex interaction rhythm terms entered for all selected cycles simultaneously.
Data Inclusion Rules
Subjects with temperature profiles that did not clearly fit a circadian profile well enough to permit a reliable estimate of Tmin were excluded. Second, because of human experimental factors, 4.6% of the bed rest periods significantly deviated from the target of 30 min. Where actual bed rest periods were less than 28 min and greater than 32 min, such periods were excluded. Third, the first 90-min window after the initial Tmin was excluded because preliminary visual inspection indicated that it was a substantial outlier.
We are unaware of any established procedures to statistically evaluate outliers in rhythmic models, other than visual inspection. Fourth, in using data for computing TD rates, data involving time periods less than 4 min were excluded as numerically unstable because of small denominators. Last, in selecting data for computing rates for the period of initially sleeping, those periods that had greater than 5 min of subsequent wakefulness were excluded. Longer periods of subsequent wakefulness while lying down were thought to raise the possibility of falsely labeling time lying awake as time asleep. These choices were made to ensure that the data used were relatively free of estimation error and sleep state misattribution.
RESULTS
Eighteen subjects completed the protocol. There was no seasonal bias in the dates these protocols were completed. An example of a single temperature profile is shown in Figure 1 . Examination of these profiles gave the impression that the TDs were larger prior to Tmin. One subject's temperature profile had multiple minima that precluded confidence in an estimated Tmin. The remaining 17 subjects (9 men and 8 women) provided data for a total of 680 ninety-min cycles. Twelve of the Tmins occurred between 0300 and 0600 h, with the earliest occurring at 0122 h and the latest at 0726 h. There were no sex differences in age or Tmin. Figure 2A displays subjects' CBTs at GNTs through the time in study.
Analysis 1: TDs during the 30-Min Bed Rest Periods
Six hundred forty-seven bed rest episodes met the joint criteria of being between 28 and 32 min in length and being later than the first 90-min period after Tmin, and were used in analyses of TDs after GNT. The first 90-min period, involving only two bed rest episodes, was excluded because the TDs during that period were obvious rhythmic outliers. There was no circadian pattern in the bed rest periods that were excluded.
In a preliminary baseline effects model, the baseline-corrected TDs (see Fig. 2B ) clearly suggested a 24-h TD rhythm as they were represented in model residuals. Figure 2B plots these baseline-corrected TDs representing residual temperature differences between GNT and GMT. This meant that after statistically correcting for the temperature baseline effects, one could still see the TD rhythm. Only time in study was significant as a linear effect. The 24-h and 12-h rhythms were highly significant (likelihood ratio [LR] = 173, df = 4, p < 0.0001 and LR = 28, df = 4, p < 0.0001, respectively), but not the 8-h rhythm (LR = 6.9, df = 4, p = 0.13). Simultaneous addition of sex interaction parameters for amplitudes and phases to the 24-h with 12-h rhythm models was significant when compared to the simpler 24-h with 12-h model (LR = 19, df = 4, p = 0.0008). The parameters from this sex-rhythm interaction model are presented in Table 1 . Fixed fitted TDs (i.e., population-level, generalized predictions of TDs) are plotted in Figure 2C to demonstrate these relationships. To complete this series of models, a linear term for TSA was added, but it did not prove significant. The absence of a linear effect of TSA may be due to its slight correlation with time in study (r = 0.13). The resulting model indicates that after accounting for possible confounding effects, a 24-h rhythm of TD magnitudes was identified. Men and women had similar times of circadian maximum TDs, but the men had a 12-h component to their TD rhythm whereas the women did not. When the overall TD rhythm is considered, the 24-h maximum of this rhythm occurs approximately 4 h before Tmin. That these are statistically significant fixed-model parameters indicate that TD rhythms are indeed characteristic of the populations and gender subpopulations in this experimental paradigm.
The patterns of TSA and SL among these 647 episodes were modeled using the same selection procedures as previously employed. These rhythms provided a context for the TD rhythm. Model solutions Moul et al for TSA and SL were straightforward (data available upon request). The overall circadian maximum of TSA occurred 1.1 h after Tmin, and the overall circadian maximum of SL occurred 8.6 h prior to Tmin (Figs. 2D and 2E, respectively). Women had 1.2 min less TSA per bed rest period. SL decreased 0.9 min per 24 h across the time in study. Sex-specific rhythm differences were not significant for TSA or SL.
Analysis 2: TD Rates
TD Rates during the Period of Initially Lying Awake
Baseline-corrected TDs and TD rates during the period of initially lying awake are shown in the lefthand column of Figure 3 . Periods of initially lying awake longer than 4 min (n = 483) were included in this analysis. This rule was used because of greater numerical uncertainty in TDs during very short periods of initially lying awake (see Fig. 3B ).
An initial model identified a positive TD rate and a small but significant parameter for TD rate acceleration (LR = 49, df = 2, p < 0.0001). This means that the TD rate increased as the time lying awake increased, an acceleration of temperature dropping with time. The left-hand column of Figure 3B displays this relationship. A third model that included a linear parameter for time in study was significant (p = 0.05), but the overall test of model fit was not (LR = 3.65, df = 2, p = 0.16). However, time in study was retained for two reasons. First, correcting for any such plausible effect was appropriate to ensure that the model for the rhythm(s) was properly tested. Second, some investigators (Naitoh et al., 1971; Horne, 1978) have concluded that sleep deprivation may affect temperature regulation as sleep deprivation extends up to 70 h. The left-hand column of Figure 3C displays fixed residuals from this intermediate model. These fixed residuals represent baseline-corrected TD rates that are adjusted for minutes lying awake effects and time-instudy effects. Models including sex and sex by timein-study interaction parameters were not significant. Addition of a 24-h rhythm to the intermediate model was highly significant (LR = 47.5, df = 4, p < 0.0001), but the further addition of a 12-h rhythm was not significant. When sex interaction parameters for the 24-h rhythm were added to the model, the sex interaction parameters were not significant. The co-corrected fixed parameters from the selected 24-h model are presented in the left-hand column of Table 2 . Fixed fitted TD rates (i.e., population-level predicted estimates of TD rates) are graphed in the left-hand column of Figure 3D . The model fits clearly suggest a circadian rhythm in TD rates even after accounting for a rate acceleration in temperature dropping that would be expected in the early minutes after lying down.
The integral of the function selected in this 24-h TD rate model was used to obtain fits of an integrated TD model reflecting the period of initially lying awake. Subtraction of any term from this TD model confirmed the prior analysis of TD rates. This integral model was used to estimate the TDs during the periods of initially lying awake.
TD Rates during Periods of Initially Sleeping
Although periods of lying awake often occurred before sleep, in some cases subjects awoke after initially sleeping, and some sleep episodes were shorter than 4 min. In keeping with these circumstances, 368 sleep bouts were selected that met the following criteria: (1) followed at least 5 min of initial lying awake, (2) lasted longer than 4 min, and (3) included no more than 5 min of subsequent wakefulness. Baselinecorrected TDs and TD rates during initially sleeping are shown in the right-hand column of Figure 3 .
An initial model found not only found a positive TD rate but also a parameter for TD rate acceleration (LR = 20, df = 2, p < 0.0001). Like the TD rates during periods of initially lying awake, temperature drop- Table 2 ) each had parameters for starting TD rate, TD rate acceleration, and 24-h rhythm parameters. The model for the period of initially lying awake also contained a parameter for time in study. For both the residuals and the fitted values, the magnitudes of the TD rates appear larger during periods of initially lying awake compared to the periods of initially sleeping. Tmin = temperature minimum.
ping increased with time asleep as well. The masking effect of sleep was clearly present. The right-hand column of Figure 3C displays fixed residuals from this intermediate model. These fixed residuals represent baseline-corrected TD rates that are adjusted for minutes sleeping. A model adding a linear term for time in study was not significant. Models including sex and sex by time-in-study interaction parameters were also not significant. A 24-h rhythm was highly significant (LR = 40, df = 4, p < 0.0001), but a 12-h rhythm was not.
The further addition of sex interaction parameters for the 24-h rhythm was not significant. The co-corrected parameters from the selected 24-h model are presented in the right-hand column of Table 2 . Fixed fitted TD rates are graphed in the right-hand column of Figure 3D . Inspection of Figures 3C and 3D confirmed the solutions provided by the temperature rate model for the period of initially sleeping. The model fits suggest a circadian rhythm in TD rates even after accounting for a rate acceleration in temperature dropping that would be expected in the early minutes of initially sleeping. Direct comparisons of the graphs and models of the periods of initially lying awake and of initially sleeping indicated that both had significant rates of acceleration of temperature dropping and significant circadian rhythms. However, those rates for the periods of initially lying awake were larger both in the linear rate acceleration and circadian amplitude effects. The TD rate rhythms both had circadian maxima in the general region of the circadian maximum of the TDs (see Table 2 ).
DISCUSSION
This 90-min/day study documented a circadian rhythm of TD magnitudes associated with recumbency and sleep onset. This is consistent with prior findings that the effects of the sleep-wake cycle and circadian rhythm are nonlinear (Dijk et al., 1997) . Additional analyses indicated that the greatest influence over this TD rhythm was temperature dropping that occurred when subjects were initially lying awake. Sleep also presented a masking effect, but when compared to the masking effect of lying down, the rate of acceleration of temperature dropping appeared to slow down with sleep onset. The circadian rhythmicity of TDs and of sleep-wake state TD rate variability empirically weakens the case for the accuracy of linear demasking techniques, and offers new challenges to modeling temperature responses. The results also raise the possibility that if sleep onset is closely linked to temperature changes, then the postural effects on temperature dropping may be a key response required for normal sleep onset, and that abnormalities in these responses might contribute to impairments in sleep onset.
TD Rhythm
Visual inspection of the raw temperature data (Fig. 1) indicated a circadian rhythm in TD magnitudes that was consistent with data from prior studies (Aschoff and Pohl, 1970; Mills et al., 1978; Gillberg and Åkerstedt, 1982; Zulley and Wever, 1982; Wever, 1985; Dijk and Czeisler, 1995) . Despite the clock-time variability of Tmin across subjects, the model documented a TD rhythm in this normal young adult sample. The model corrected for other confounding effects that included the temperature scale itself, expected baseline CBTs (to model circadian variability in CBT), deviations from expected CBTs, time in study, and gender. The TD rhythm had a circadian maximum approximately 4 h before Tmin.
Its circadian timing was similar between the sexes, although men had larger TD magnitudes. The presence of a 12-h TD rhythm in the men could arise because it is a harmonic of the 24-h rhythm in circumstances where the actual rhythm is not strictly a sine wave (Diggle, 1990) . But even if this is the reason for the 12-h rhythm in the men, it still suggests that there are gender differences in the TD rhythms.
Because the circadian maximum of TSA occurred slightly after Tmin, the factors promoting initial temperature dropping at bedtime and maximum sleep propensity operated separately under these experimental conditions. Furthermore, TSA was not a linear effect, suggesting that sleep was not a major influence over the TD magnitudes. But TSA's colinearity with time in study, possibly a proxy for the mild sleep deprivation brought on by this 90-min protocol, could have explained this lack of effect. The time-in-study effect was consistent with an effect of sleep deprivation on temperature regulation seen in some studies (Naitoh et al., 1971; Horne, 1978) .
Possible Reasons for the TD Rhythm
The corrected TD rhythms may result from one or more circumstances. Although it is conceivable that TDs occurred before GNT, or that possible pre-GNTs might have circadian behavior, additional analyses did not support either of these possibilities (data available upon request). The rhythm could be due to differences in the relative proportions of lying awake and of sleeping. In favor of this explanation is the observation of longer times of lying awake at the TD circadian maximum, whether considered in reference to the TSA or SL rhythms. Examining the TD rhythm with the SL rhythm (compare Fig. 2B with 2E) suggested that the maxima of each were in the same relative circadian phase quadrant. This means that the larger TDs were associated with longer times initially lying awake. But explanations based on differing amounts of lying awake and of sleeping as evidenced by the SL rhythm may be biased because the SL rhythm model used imputed values of 30 min for those episodes in which sleep did not occur. Furthermore, the rhythm of the "forbidden zone for sleep" (Lavie, 1986) , as operationalized here in the SL rhythm, could be biologically distinct from the rhythm of bedtime CBT dropping if sleep, CBT, and TD rhythms represent distinct downstream outputs of the SCN (Monk and Kupfer, 2000) .
A second possibility for explaining a TD rhythm could be that the TD rates differed between the periods of lying awake and of sleeping. Because the periods of lying awake and of sleeping were intermixed, we chose to examine TD rates only during periods of initially lying awake and of initially sleeping. These initial TD rates could have had linear or rhythmic behavior. From the models obtained for these initial TD rates, evidence for both kinds of effects were present during both initial periods. The TD rates during the period of initially lying awake were generally larger, and had higher circadian variation, compared to those of initially sleeping. Because sleep is nested within the period of recumbency, sleep may then slow the TD rate. Sleep may partially restrain or mask the full initial postural masking effect. Sleep does lower temperature even when posture is maintained constant and ambient light is low (40 lux) and constant (Barrett et al., 1993) . However, when the temperaturelowering effects of initially lying down are still operating, if the person then goes to sleep, the rate of temperature dropping decreases. Interestingly, this effect can be observed also in a graph presented by Kleitman and Doktorsky from 1933. The models of TD rates also suggest a separate contribution due to circadian variability of TD rates. Of these, the circadian maximum of TD rates during the period of initially lying awake is nearer to the circadian maximum of TDs than are those of initially sleeping. The temperatureregulatory systems involving lying down and sleeping here appeared to have separate phase links insofar as they had different acrophase estimates. The systems producing the more robust postural TD rate rhythm may condition sleep-onset systems to function optimally, during the circadian phase when CBT decline also encourages sleep (Campbell and Broughton, 1994; Kräuchi and Wirz-Justice, 2001) .
Implications
At customary bedtimes, sleep onset occurs after about 16 h of prior wakefulness, unlike the sleep onsets in the 90-min/day protocol. Thus, at customary bedtimes, the circadian TD maximum would be roughly aligned to the maximum buildup of sleep pressure from prior wakefulness (Borbély et al., 1989) . Posture-dependent aspects of the temperature dropping near customary bedtimes may further encourage sleep, in keeping what has been learned about prebedtime temperature decline (Campbell and Broughton, 1994; Kräuchi and Wirz-Justice, 2001) , exercise (Horne and Staff, 1983) , and passive heating (Bunnell et al., 1988) . Prior time awake, lying down, and the circadian maximum of CBT dropping at bedtime may normally act in concert to promote sleep when most people on normal schedules desire to sleep.
Because warm-sensitive neurons are widely distributed in the brain (Van Someren, 2000) and postural responses occur at many sites, the neuroregulatory cascades leading to stable sleep are likely to have many paths if temperature dropping and postural responses coregulate sleep propensity. Within such coregulatory complexity, the initial neurophysiologic conditions at the time of attempted sleep onset may be especially important in governing the likelihood and speed of sleep onset. The importance of lying down is well known as a potent initiating condition. However, temperature dropping in response to lying down has a circadian maximum at a phase angle distinct from the maximum of sleep propensity and from the minimum of CBT, at least in this protocol. This dissection of responses leads to questions about the sleep-promoting roles of central nuclei that regulate postural and thermal responses across the 24-h period. Understanding the influence of these initial conditions across the 24-h period will improve our understanding of sleep-wake regulation in humans. Important central nuclei to consider in this account may include the locus coeruleus, anterior hypothalamic nuclei, and nociceptiveresponsive nuclei, among many others. For example, it is conceivable that alternations in how postureresponsive labyrinthine stimuli are processed by the locus coeruleus or related nuclei may alter the brainstem-mediated wake-disfacilatory cascade associated with sleep onset (Steriade, 2000) . Emerging evidence suggests that peripheral thermal responses undergo substantial change during the sleep onset period (Kräuchi et al., 1999; Kräuchi et al., 2000; Kräuchi and Wirz-Justice, 2001; Pache et al., 2001) . These responses are also likely to be centrally mediated.
The relative deceleration of the posture-responsive temperature dropping near sleep onset highlights the need to investigate further the temperature response sequencing during the sleep onset period. Accelerations or decelerations of temperature reductions suggest that several temperature-regulatory nuclei have choreographed, sequential roles as an organism sequences from lying down through sleep onset in passage to later stages of sleep. The phase differences between the TD rate rhythms seen in this study may suggest that the thermoregulatory paths through sleep onset have important circadian complexities.
The role of temperature regulation around bedtime may be especially important for the sleep of insomnia sufferers. If sleep onset is actually a choreographed, multiphasic process (Ogilvie, 2001) rather than a single event, then sleep would be more difficult to achieve if thermoregulatory mechanisms functioned abnormally near desired sleep onset times. If a person had an impaired sleep pressure mechanism (Borbély et al., 1989 ) that interacted abnormally with posturedependent thermoregulatory mechanisms, then he or she might have difficulties getting to sleep at customary bedtimes.
Study Limitations
Our use of the temperature rhythm itself to estimate circadian position was not ideal. Other methods such as dim-light melatonin onsets (DLMOs) may be more accurate (Dijk et al., 1997) . We excluded one subject's data entirely because of their ambiguity in establishing a Tmin. This circumstance may reflect subjectspecific measurement problems, but might also reflect population heterogeneity in temperature rhythm profiles. If such temperature rhythm heterogeneity is truly present, then the characteristics of masking effects would be even less predictable. Using DLMOs to determine circadian phase positions might address this question.
In addition, there are several other reasons why the present study cannot be construed as a full description of the masking effects of recumbency or sleep. First, light exposure effects remain possible confounds. Modest (~100 lux) levels of light exposure may affect circadian functioning (Zeitzer et al., 2000) . Light exposure may have circadian effects on temperature dropping in addition to phase-setting (Boivin et al., 1996) effects, so this possibility cannot be dismissed. During the experiment, light levels during scheduled wakefulness were comparatively constant across the 24-h period. There may have been some slight phase delay during the 2.5 days of the study. However, the choice of the 24-h cosine model was probably adequate to the task of documenting a TD rhythm. Refinements to our specification of the TD rhythm await further studies.
Second, the time allotted for temperature dropping (30 min) did not allow for the temperature asymptotes that would result if the subject were to lie awake or sleep for a sufficient period. Given the prompt setpoint change that may occur with lying down, it can be expected that temperature decay to the new lower temperature setpoint would take some time. Additionally, some reactive, masking effects associated with bedtimes may begin to emerge after 30 min, among them sleep itself. Confirmation of the rate differences between lying down and sleeping while lying down will probably require studies with longer bed rest periods. Third, the effects of stages of sleep were not investigated: sleep stages have differing rates of heat production (Shapiro et al., 1984) , and thermal responses to nonneutral temperatures vary by sleep stage (Glotzbach and Heller, 2000) . Because REM sleep has a circadian maximum near Tmin, sleep onset thermoregulatory sequencing may be conditioned by normal sleep stage scheduling. Fourth, Wever has suggested that the initial TD may exhibit an overshoot (Wever, 1979 (Wever, , 1985 Waterhouse et al., 1999) . If true, the present findings may only represent this period of overshoot, or be reflective of generic temperature adjustments to postural change (Tikuisis and Ducharme, 1996) . Fifth, the rigors of the 90-min/day protocol may cause peculiar temperature-or sleepstage (Carskadon and Dement, 1975 , 1977 responses that may not be present in other types of wake-sleep protocols. Sixth, it remains an assumption that temperature rhythms always exhibit roughly cyclic behavior. Furthermore, although linear effects were needed in the modeling to deal with confound-ing, the linear parameters modeling time-in-study effects may be artifacts of our use of a noninteger number of cycles.
These results encourage future studies of how lying down affects sleep onset. Sleep difficulties experienced both on earth and in microgravity environments aboard spacecraft (Monk et al., 2001 ) may be partly due to abnormalities in, or requirements of, the postural regulation of sleep. In this protocol, healthysleeping subjects relied on having an efficient sleep onset process in order to sleep at all, and this efficient sleep onset process uses recumbency-responsive neurophysiologic mechanisms. Furthermore, some insomnia patients clearly report temperature-related complaints (Moul et al., 2002) . The present study found that the circadian maximum of temperature dropping occurs near customary bedtimes. These observations may be important clues in understanding the etiology of some chronic insomnias. Could there be subtle neuropathologies of the recumbencyresponsiveness of temperature regulation in some insomnia sufferers who also complain of nocturnal temperature sensitivities?
