We develop a gauge invariant canonical perturbation scheme for perturbations around symmetry reduced sectors in generally covariant theories, such as general relativity. The central objects of investigation are gauge invariant observables which encode the dynamics of the system.
Introduction
General relativity has two very challenging features: firstly the dynamics of the theory is highly nonlinear, secondly general relativity is a diffeomorphism invariant and background independent theory. These two features make it very difficult to construct gauge invariant observables, that is to extract physical predictions. Diffeomorphism invariance of the theory includes invariance under time reparametrizations, therefore observables have to be constants of motions. Hence finding gauge invariant observables is intimately related to solving the dynamics of the theory. But because of the highly non-linear structure of the theory it is quite hopeless to solve general relativity exactly. Indeed so far there are almost 1 no gauge invariant observables known [1] .
Therefore we think that it is important to develop perturbation schemes in order to attack the dynamics of the theory. The difficulty for a perturbation scheme in general relativity is again the control over the gauge dependence of the results , which becomes already quite challinging at second order (see for instance [2] ).
In this work we will develop a manifestly gauge invariant perturbation theory in the canonical framework. This perturbation theory allows the calculation of observables to an arbitrary high order. In an earlier work we introduced a calculation scheme for gauge invariant observables for perturbations around a fixed background spacetime, which in the canonical framework corresponds to perturbations around a fixed phase space point. In this work we will rather consider an expansion around a whole symmetry reduced sector of the theory. This sector will be treated non-perturbatively and could for instance describe homogeneous and isotropic fields (i.e. cosmology), spherically symmetric fields (i.e. black holes) or even midi-superspaces such as cylindrically symmetric gravitational waves. The latter example has infinitely many degrees of freedom, but is solvable [3, 4] . Note that perturbations around a fixed phase space point arise as a special case of the scheme developed here.
We think that the methods developed here are useful for a quantum theory of gravity as well as for approaching classical dynamics, for instance for cosmological perturbation theory.
In a quantum theory of gravity gauge invariant (that is physical) observables are the central object. The construction and interpretation of the observables of the theory is therefore one of the key open issues, which is also related to the problem of time, see for instance [5, 6, 7, 8, 9, 10] . Approximation methods for gauge invariant observables provide an explicit way to construct observables and may also help to test (quantum) interpretation of these as well as to discuss phenomenological implications [8, 9] . The approximation scheme developed in this work shows explictly how to express local observables in a gauge invariant way and therefore indicates how one could understand quantum field theory on curved space time as an approximation to the full theory of quantum gravity.
Using an approximation scheme for observables around a whole (symmetry reduced) sector of the theory allows one to explore properties of gauge invariant observables better than in a perturbation scheme around a fixed phase space point. First of all one can now incorporate results from symmetry reduced (exactly solvable) models. The degrees of freedom describing these sectors are treated non-perturbatively. Secondly, as we will see, this approach provides a gauge invariant (perturbative) description of dynamical processes also in closed universes, where for instance the notion of scattering amplitudes is problematic.
Moreover since the early days of quantum gravity mini-and midi-superspace models gained by symmetry reduction of the full theory played an important role, especially for describing quantum cosmology ( [11] , [12] and references therein). However because of the non-linear dynamics of the theory, which leads to a coupling of non-symmetric and symmetric modes, the question arises whether the results gained from these models are reliable [13] . For different attempts to derive symmetry-reduced quantized models from the quantized full theory, see for instance [14, 15, 16] . Since the coupling between non-symmetric and symmetric modes arises through the dynamics, we expect that the issues raised here become important if one wants to match solutions to the Hamiltonian constraint in the symmetry reduced model with solutions to the Hamiltonian constraint in the full theory. We provide such a matching for classical gauge invariant observables, however the observables in the full theory have higher order corrections due to the non-symmetric modes. These corrections can be given explicitly, thus allowing for an estimation of errors, which arise if one ingnores the non-symmetric modes.
Recently there is also growing interest to incorporate (linear) perturbations [17] into the framework of loop quantum cosmology [18] . Here we hope that a clear gauge invariant formulation of perturbations of symmetry reduced models might help to understand for instance issues related to the gauge dependence of these approaches. Since the scheme developed in this work is consistent to any order, it proves that linear perturbations can be understood as lowest order of fully gauge invariant perturbations governed by non-linear dynamics. Similar gauge issues are present in recent developments in background independent approaches to the graviton propagator [19] .
A gauge invariant canonical perturbation theory could be also fruitful in classical applications, such as second (and higher) order perturbation theory around cosmological solutions [20] or black holes. The main difficulty here is to control the gauge dependence of the results. This gauge dependence can be understood from the fact, that one has to identify spacetime points in the "physical" (non-symmetric) universe with spacetime points in the "background" universe, around which the perturbation is taken. This identification can be related to a choice of coordinates for the "physical" universe. One might wonder why we attempt to develop a perturbation theory in the canonical formalism, where one would expect the problem to be even worse due to the foliation for the "physical" and "background" universe one has to choose in the canonical framework.
The resolution is that we use observables as central objects, i.e. we attempt to approximate directly a gauge invariant observable of the full theory and do not consider (the difference of) fields on two different manifolds representing the perturbed and unperturbed spacetime. Observables in the canonical formalism correspond to phase space functions, gauge invariant observables are invariant under the action of the constraints (the gauge generators).
The phase space of general relativity is just a representation of the space of all spacetimes (i.e. solutions of the Einstein equations). Gauge invariant phase space functions give the same value on spacetimes which are related by a diffeomorphism. Hence by considering gauge invariant phase space functions we do not need to worry about the identification process between points in the perturbed and unperturbed spacetime.
In order to approximate gauge invariant phase space functions we have to declare which variables are to be considered small. This choice is done in such a way that the approximate observables coincide with the exact observables if evaluated on the symmetry reduced sector of the phase space. Indeed the zeroth order variables can be defined by an averaging procedure. First oder phase space functions vanish on symmetric spacetimes, higher order phase space functions are products of first order phase space functions. Note that the splitting of phase space variables into zeroth and first order is done on the gauge variant level. Generically a gauge invariant phase space function is a sum of terms of different order.
This approach has similarities to the (1 + 3) covariant perturbation theory [21] which introduces a preferred timelike observer congruence. In this work we rather have to declare a part of the degrees of freedom, as for instance scalar fields or the longitudinal modes of the gravitational field, to be used as clocks, which might be a more general procedure. However we think that it should be possible to recover the (1 + 3) covariant perturbation theory if one manages to match the choice of clocks to the preferred observer congruence. On the general relation between observables in the canonical theory and "covariant" observables, see [7] .
A key feature of this work is, that we keep the zeroth order variables as fully dynamical phase space variables and not just as parameters describing the background universe as one would do in a perturbation around a fixed phase space point. Indeed we have to keep the zeroth order variables as canonical variables to allow for a consistent gauge invariant framework to higher than linear order. Moreover this provides a very natural description for backreaction effects: these arise as higher order corrections to observables arising through averaging of (time evolved) phase space variables. Since this approach is gauge invariant it could shed some light on the discussion whether these backreactions are measurable effects or caused by a specific choice of gauge, see for instance [22, 23, 24] . As already mentioned we have to choose clocks, which define also the hypersurfaces (by physical criteria, e.g. by demanding that a scalar field is constant on these hypersurfaces) over which the averaging is performed. Therefore the observables describing the backreacion effects depend on the choice of clocks. However, as we will see, one can find relations between the gauge invariant observables corresponding to one choice of clocks and the gauge invariant observables corresponding to another choice of clocks.
Let us shortly describe the main ideas of the approach developed here: We will approximate a special class of gauge invariant observables, known as complete observables [6, 25, 7] . The complete observables have the advantage that they describe the dynamics of the theory by giving the evolution of certain non-gauge invariant observables (the partial observables) with respect to other non-gauge invariant observables (the clock variables). In [25] methods to compute these complete observables were developed, in particular a power series was derived.
This power series serves as a starting point for our approximation scheme. We will devide the phase space variables into two sets, namely variables of zeroth and variables of first order. This devision can be implemented by using a projection operator on the space of phase space functions which projects onto the symmetry reduced sector. First order variables are projected to zero. For cosmological applications this projection operator is defined by an averaging procedure. Now one can define approximate complete observables of order k by omitting in the power series all terms of order higher than k.
Moreover one can define evolution equations for these complete observables and even gauge invariant functions, that generate this evolution (that is Hamiltonians). As we will see the calculation of the complete observables up to a certain order can be cast into a form where "free propagation" (i.e. the linear propagation of the first order variables on the symmetry reduced background and the evolution of zeroth order variables in the symmetry reduced sector), is perturbed by interaction processes between first order fields and between first order fields and the zeroth order variables.
In the next section 2 we will shortly summarize the necessary details concerning complete observables for a general gauge system (in a canonical description). Furthermore we will define gauge invariant Hamiltonians, which generate the physical time evolution with respect to the clocks. Section 3 introduces the approximation scheme for a general system around a symmetry reduced sector. There we also define approximate gauge invariant observables of a certain order and consider first properties of approximate complete observables.
In section 4 we consider this scheme for perturbations around a sector describing isotropic and homogeneous cosmologies. We derive and interpret the power series expressions for the complete observables. Then we consider the transformation between complete observables defined with respect to different choices of clocks (which can be understood as representing different families of observers). Section 6 defines lapse and shift functions, which allows to compare this canonical approach to covariant approaches. Lapse and shift function determine foliations of spacetimes. These foliations are defined by the choice of clock variables, i.e. by physical conditions. Section 7 gives explicit examples for clock variables. We consider clocks built from the gravitational degrees of freedom and clocks defined by the matter field degrees of freedom. For the former case we can give a set of clock variables which is related to the longitudinal gauge (see for instance [17] ), the dynamics of the corresponding complete observables is considered in appendix B.
In section 8 we consider the equations of motion for first order complete observables (associated to the scalar modes) and a method to find these complete observables. Then we consider the lowest order backreaction effects, that is second order complete observables associated to zeroth order functions. We evaluate the backreaction effect for a very simple toy model, namely a Bianchi-I-universe treated as a perturbation of a homogeneous and isotropic universe, in section 10.
The appendix contains a definition of tensor mode decomposition (section A), the equations of motions for the first oder complete observables associated to the scalar modes with longitudinal gauge clocks (section B) and tensor modes (section C), as well as a discussion of issues related to the so called linearization instabilities (section D).
Complete observables
In this section we will give a short introduction to complete observables for finite dimensional systems. The generalization to infinite dimensional systems is straightforward. For further details we refer the reader to [25, 7, 9] . A very short summary of the necessary details on constraint systems can be found in [25] , for a longer introduction see for instance [26] . In order to explain some of the properties of complete observables we will express them using a power series, which we are now going to derive.
To this end we consider a first class (non-degenerate) constraint system with constraints {C j } m j=1 . Since the system is first class all the constraints generate gauge transformations [26] . Assume that we can find a set of phase space functions {T K } m K=1 (called clock variables) such that the determinant of the matrix
is always non-vanishing (as a function on phase space). In this case we can define an equivalent set of first class constraintsC K by multiplying the original constraints with the inverse of the matrix A K j :
where here and in the following we sum over repeated indices. These new constraints are (weakly, i.e. modulo terms proportional to the constraints) conjugated to the clock variables, that is they satisfy
where by "≃" we denote that this equation holds modulo terms proportional to the constraints.
From this property (2.3) one can prove 2 that the constraintsC K are weakly Abelian, i.e. their Poisson bracket is proportional to terms at least quadratic in the constraints:
Hence the gauge transformations generated by these constraints commute on the constraint hypersurface. This allows us to define gauge invariant observables F [f ;T K ] (τ ), called complete observables, by a power series (assuming that this power series converges):
Here f is a phase space function (called the partial observable) and {τ K } m K=1 are a set of constants. Due to the properties (2.3,2.4) the Poisson bracket of the series (2.5) with the constraints vanishes at least weakly. Hence the complete observable F [f ;T K ] (τ ) is (weakly) gauge invariant, that is a (weak) Dirac observable.
Furthermore we have that the complete observable coincides with the partial observable f if restricted to the (gauge fixing) hypersurface defined by
. Therefore we can understand the complete observables as gauge invariant extensions of gauge restricted functions, where the gauge is given by
. (In this way one can find a definition of complete observables alternative to the power series (2.5) , see [25] .) From this observation it follows that associating complete observables to partial observables is an algebraic morphism, i.e. we have
as can be also seen in a more elaborate way by using the power series (2.5).
The value of the the complete observables is constant on the gauge orbits. In generally covariant systems, such as general relativity, the orbits describing time evolution (i.e. foliations of space-times) are part of the gauge orbits, or in other words coordinate time evolution is actually a gauge transformation. Hence gauge invariant observables are constant in coordinate time.
Nevertheless one can vary the parameters τ K in the complete observable F [f ;T ] (τ ). Then the value of the phase space function F [f ;T ] (τ ) does change. We can interpret this change as a time evolution with respect to the chosen clock variables T K . Indeed the complete observable F [f ;T ] (τ ) gives the value of the phase space function f at that "moment" at which the clocks T K show the values τ K . Using the representation of the complete observable as the power series (2.5) one can derive the "equations of motions"
which replace the usual time evolution equations. The usual initial conditions are now replaced by
This closes our short introduction to complete observables. In the remainder of this section we define generalizations of energy like observables.
Here we understand energy as a phase space function which generates the physical time evolution in (one of the parameters) τ M . Hence we ask whether there exists gauge invariant phase space functions H M which generate the evolution (2.7) , that is these functions should satisfy
where we allowed for a τ -dependence of these τ -generators. If the variation in say τ 1 corresponds to time evolution (with respect to the physical clock T 1 ) one could interpret the corresponding generator H 1 (τ ) as a possibly τ -dependent "physical Hamiltonian" [27] (as opposed to the Hamiltonian or scalar constraint in general relativity which vanishes on physical configurations).
Indeed, in the case that the clock variables T K Poisson commute, it is possible to find functions H K (τ ) that satisfy (2.9) . However this equation is not satisfied for all phase space functions f , we have to exclude functions which depend on the clocks T K and functions which do not commute with the clocks T K . We will look for the gauge invariant functions H L (τ ) by assuming that they can be written as complete observables
where {f, g} * denotes the Dirac bracket with respect to the gauge
For the last equation in (2.10) we use the general property
which can be proven by using the power series (2.5). Here one needs to prove equation (2.12) only up to terms at least linear in the clocks T K , or in other words on the gauge restricted surface
Then one can use that the right hand side has to be gauge invariant (because the left hand side is), hence it can be written as the gauge invariant extension of a {T K = τ K }-gauge restricted function. Comparing equation (2.10) with equation (2.11) we see that the functions h L have to satisfy
where O(T − τ ) denotes terms vanishing on the gauge fixing hypersurface 
for f a function of the {q a , p a } only. (It is actually sufficient that f commutes with the clocks
and with the momentum Π L .) Note however that the complete observables associated to the set {q a , p a } give a complete set of gauge invariant observables. Indeed the restriction to these coordinates as partial observables is natural: The complete observable associated to a clock T K is a constant τ K , hence we cannot generate evolution in this constant via a Poisson bracket with a generating function. The canonical momenta Π K can be solved for by using the constraints.
In general it may happen that the Dirac bracket {f, −P L } * may depend on the clocks also if f does not depend on the clocks. This will occur if the physical Hamiltonian F [−PL ; T K ] (τ ) is τ dependent. This is analogous to the situation of an explicit time dependent Hamiltonian in usual classical mechanics. As in the latter case we have to add to the time evolution equations a piece that takes care of this τ -dependence (we will also add a piece, which takes care of the possibly dependence of f on the momenta P K ): and a set of conjugated momenta {P K } m K=1 such that l = min(m, n − m) of the momenta are gauge invariant and do not vanish identically on the constraint hypersurface.
3 Here 2n is the dimension of the phase space.
We want to emphasize that given a set of clocks the τ -generators
are not uniquely determined. To have uniquely determined τ -generators (modulo constants and constraints) we have to specify the momenta conjugated to the clocks or alternatively the partial observables we want to evolve according to (2.14) . One choice of momenta would be P L =C L . In this case the τ -generators would vanish on the constraint hypersurface. This is consistent with equation (2.14) because functions f allowed in this equations have to be gauge invariant, which means that the associated complete observables do not depend on the parameters τ K . In summary we see that complete observables can be used to express dynamics in a gauge invariant way and lead furthermore to a generalization of the notions of time (which is specified by using clocks) and energy (which is specified by the clocks and a subset of partial observables for which we want to describe dynamics).
Approximate complete observables
We will now develop a perturbation scheme for the complete observables. For such a scheme we need to specify which kind of quantities we perturb in, i.e. the quantities assumed to be small. In this approach these quantities will be phase space dependent, therefore we will get a good approximation in certain regions of phase space. One example of such quantities are deviations from a fixed phase space point (serving as a background, e.g. a phase space point describing flat space). We considered a perturbation scheme for this case in [9] .
In this work we are interested in deviations from a whole (symmetry reduced) sector of the phase space. In general relativity such a sector could for instance correspond to homogeneous and isotropic space-times. In general we will describe the sector, we want to perturb around, by a linear projection operator P, which acts on the space of phase space functions. The projection property means that P · P = P.
In particular we can apply the projection operator to some set of symplectic coordinates (which can be understood as phase space functions) (χ a , π a ) with a = 1, . . . , n where 2n is the dimension of the phase space. Then we can write
The sector we perturb around is given by the vanishing of the "fluctuations" (Id− P)·χ a and (Id− P)·π a .
For our purposes we will assume that the projection operator P is of the following form 4 : There exist symplectic coordinate charts (χ ′ c , π
such that the projection on the symplectic coordinates is given by
for a in some subset I of the index set {1, . . . , n} and
for the remaining indices b / ∈ I. The projection operator acts on a general phase space function f by setting all fluctuation variables
where the index a takes values in the set I and the index b in {1, . . . , n}/I The fluctuation variables (χ ′ a , π ′ a ) a∈I will be considered to be small, that is functions linear in these variables are defined to be of first order, functions quadratic in these variables of second order and so on.
∈I are defined to be of zeroth order. It is sometimes more convenient not to work with the symplectic coordinates (χ ′ c , π
but with some other set (χ c , π c ). The projection operator acts of course also on this set and we can define the (degenerate) coordinates
Since χ c = X c + x c and π c = P c + p c we can expand (suitable) phase space functions in the fluctuation variables (x a , p a ) and introduce a classification of phase space functions by defining the variables (x a , p a ) to be of first order. This classification will coincide with the previous one if the coordinates (χ ′ c , π
and (χ c , π c ) are related by a linear symplectic transformation, which we will assume to be the case. The coordinates (3.5) do not need to be symplectic anymore, the Poisson brackets have to be determined by
The Poisson brackets between fluctuation variables (x c , p c ) and the "sector" variables (X c , P c ) vanish. Moreover we have the condition on the fluctuation variables that P · x a = P · p a = 0. Also the coordinates (X a , P a ) will be in general highly degenerate. The Poisson bracket of a phase space function of order l with a phase space function of order k can in general consist of a term of order (l + k) and of a term of order (l + k − 2) (for l, k ≥ 1). The higher order term can arise through the Poisson bracket between the zero order variables (X c , P c ). The Poisson bracket of a phase space function of order l with a zeroth order term is of order l (or vanishes).
Note that perturbations around a fixed phase space point m 0 arise as a special case: The projection operator is given by P · f = f (m 0 ) · 1, that is P maps all functions to constant functions, where the constant is given by the evaluation of the phase space function at the phase space point m 0 . Symplectic coordinates (χ ′ c , π For the following we will introduce some notation in order to specify terms of a certain order in a phase space function f : with (k) f we will denote all terms which are of order k in f , with
[k] f we will denote all terms in f which are of order less or equal to k.
We define gauge invariant observables of order k as phase space function which commute with the constraints modulo terms of order k (and modulo constraints). Gauge invariant phase space functions of order k can be obtained from phase space functions F which are exactly gauge invariant by omitting all terms of order higher than k, i.e. by truncating to
[k] F :
where by O(l) we denote terms of order l or higher. Here the lowest order term on the right hand side will in general appear through the Poisson bracket of the O(k + 1) term with the first oder term (1) C j of the constraint. All other terms are of higher order.
In particular we can find approximate complete observables of order k by considering their truncation to order k. In the following we will assume that the constraintsC K and the clocks T K can be divided into two subsets {{C H } H∈H , {C I } I∈I } and {{T H } H∈H , {T I } I∈I }, such that the clocks T H are of zeroth order and the clocks T I are of first order. For the constraints C H we assume that for an arbitrary first order function (1) f
which is satisfied if the constraintsC H do not have a first order term
(1)C H = 0, however they may have a zeroth order term. For the constraintsC I we will assume that the zeroth order terms vanish and that the first order terms do not vanish. Consider the power series for the complete observables (2.5)
where we used that we can rearrange the constraints in any order and that the clocks T H commute (at least weakly) with the constraintsC I . Now set the parameters τ I to zero. Then for the zeroth order complete observable associated to a zeroth order function (0) f we have
where the second equation holds due to our assumption on the constraintsC H to have vanishing first order parts. There only appear zeroth order variables in the second line in (3.10), hence we can say that the zeroth order complete observables associated to a zeroth order function 5 are the complete observables of the symmetry reduced sector. The next higher order correction to this complete observable is a second order term and can be considered as the correction (backreaction) term to the dynamics of the symmetry reduced sector due to deviations from symmetry (in the initial values).
One can also consider for instance the first order complete observable associated to a first order function. As we will see these observables describe the propagation of linear perturbations (which are linearly gauge invariant) on the symmetry reduced sector.
Note that this approach allows to find gauge invariant observables to any order k by omitting in the series for the complete observables all terms of order higher than k. For this the assumptions we made on the clocks {{T H } H∈H , {T I } I∈I } and the constraints {{C H } H∈H , {C I } I∈I } are not strictly necessary. However we will see that with these conditions the computation of the complete observables is similar to the usual perturbative calculations involving the "free" propagation of perturbations and their interaction as well as the interaction of the zeroth order variables with the perturbations.
If the power series (3.9) for the complete observable converges it defines an exact gauge invariant observable which coincides with the approximate Dirac observable
. If the power series does not converge in some phase space region, this might be due to the fact that the clock variables T K do not provide a good parametrization of the gauge orbits in this phase space region [25] . In this case one can try to find a set of new clock variables T ′ K , with a better behaviour in this respect and such that (3.8) is satisfied also for these new clocks. Assume that the complete observable
associated to these new clock variables and the partial observable
This complete observable will also coincide with
(τ ) modulo terms of order k, as can be seen by examining the power series (3.9) for a complete observable and using that f ′ Poisson commutes modulo terms of order k with the constraints.
Application to cosmology
We will now apply the formalism to general relativity. The sector we perturb around will be the sector describing homogeneous and isotropic (FLRW) cosmologies with a minimally coupled scalar field. We will work with (complex) connection variables [30, 31] , however the formalism is independent of the choice of variables and can be also applied to real connection variables or the metric (ADM) variables [32] . We will follow the conventions in [31] . The canonical variables are fields on a spatial manifold Σ the coordinates of which we will denote by {σ a } 3 a=1 . We will assume that Σ is a compact manifold and diffeomorphic to the 3-Torus
(in other words the fields are assumed to be periodic). For convenience we will assume that the coordinate length of each spatial direction is equal to L = 1. The configuration variables are given by a (complex) connection {A j a } 3 j,a=1 where latin letters from the beginning of the alphabet denote spatial indices and from the middle of the alphabet su(2)-algebra indices:
We denote by β = i/2 the Immirzi parameter, Γ j a is the spin connection for the triads e 
where ǫ aa1a2 and ǫ jj1j2 are totally anti-symmetric tensors with ǫ 123 = ǫ 123 = 1. This gives the following relation between the momenta E a j and the 3-metric
The Poisson brackets between the phase space variables are
where κ = 8πG N /c 3 is the gravitational coupling constant.
Furthermore we have a scalar field ϕ and its conjugated momentum π which satisfy the commutation relation
where γ is the coupling constant for the scalar field. The constraints are given by the Gauss constraints G j (σ), the vector constraints V a (σ) and the scalar constraints C(σ):
where V (·) is the potential for the scalar field. Note that we use the scalar constraint with density weight two here. In the following it will be convenient to work with the following combination of the constraints:
In particular D a is now quadratic in the canonical variables and acts as a diffeomorphism constraint. We will expand the canonical variables around homogeneous and isotropic field configurations in the following way:
In this way A, E are real if evaluated on a homogeneous cosmology with flat slicing. This division of the phase space into a homogeneous-isotropic sector and an inhomogeneous sector can be implemented by a projection operator P acting on the fields defined by:
The Poisson brackets between the homogeneous variables and between the fluctuation variables can be found by using the projection (4.11):
The Poisson bracket between a homogeneous variable and a fluctuation variable vanishes. In the following we will raise and lower the indices with the Kronecker symbols δ ab or δ ab respectively (and not with the background metric Q ab := Eδ ab ).
It will be convenient to work with the Fourier transformed variables, using these the Poisson bracket relations simplify. For any field f (σ) we define
where k · σ := k a σ a and the wave vector k takes values in 2π Z 3 . The inverse transform is
Now the homogeneous variables are given by the ( 
where the additional terms on the right hand side implement that a a a (0) = e a a (0) = φ(0) = ρ(0) = 0. We want to remark that the Fourier transformed variables can be used to define the symplectic coordinates used in section 3 in which the projection operator P maps part of the symplectic coordinates to zero and leaves the other coordinates invariant. The homogeneous part of the coordinates would be given by ( √ 3A, √ 3E; Φ, Π). The symplectic pairs that are mapped to zero are given by (a ab (k), e ab (−k)) and (φ(k), π(−k)) for k = 0 and
We expand the constraints C j (where 
The first order parts of the constraints are given by
where in the Fourier transformed quantities the partial derivative stands for (∂ a f )(k) = ik a f (k). Note that the first order of the zero modes of the diffeomorphism constraints D a vanish, this is related to the linearization instabilities of backgrounds with compact spatial slices and Killing vectors [34] . In the following we will ignore the integrated diffeomorphism constraints D a (0) and show in appendix D that one can indeed deal with these constraints after one has computed the complete observable with respect to all the other constraints. Another way to circumvent the problem of linearization instabilities is to couple the system to massless scalar fields and perturb around non-homogeneous field configurations of these scalar fields. This will be explained in section 7.1. The first order part of the zero mode scalar constraint vanishes too, however the overall scalar constraints has a zero order component. For this reason we do not have a linearization instability corresponding to the scalar constraint: rather than viewing the second order part of the integrated scalar constraint as a restriction on the first order variables, we see it as a correction to the zeroth order part, signifying a backreaction effect of the perturbation variables onto the homogeneous variables. This viewpoint is possible because the zeroth order variables are part of the phase space, which differs from a perturbative approach around a fixed background.
Furthermore we need the integrated second order of the scalar constraint:
To construct complete observables we need to choose a set of clock variables T K (k) where K ∈ {0, Da, Ga; a = 1, 2, 3} and k ∈ 2π Z 3 . This has to be done in a way such that at least the zeroth order of the matrix
is invertible. This will ensure that at least to the lowest order the clock variables provide a good parametrization of the gauge orbits (and that is the reason we have to exclude the integrated diffeomorphism constraints, since these start at second order).
We will choose the clock T 0 (0) to have a non-vanishing zeroth order part and a vanishing first order part. All the other clocks should have vanishing zero order parts. This will ensure that the new constraints C K (k) and the clocks T K have a similar structure as explained above equation (3.8) . (We are a bit more general here.) The structure of the matrix A is then as follows. The zeroth order of the matrix is of diagonal block form, that is
Since we will quite often need to exclude the index combinations (j = 0 and k = 0) as well as (K = 0 and k = 0) from the set of indices to sum over, we will introduce indices (ĵ,K,k) to signify that these do not assume the values (j = 0 and k = 0) or (K = 0 and k = 0). (Also these indices do not include j, K = Da and k = 0, since we excluded the integrated diffeomorphism constraints.) Moreover the first order of the matrix element A 0 0 (0, 0) = {T 0 (0), C 0 (0)} vanishes. This structure of the matrix A ensures that the constraint
has vanishing first order. To see this we have to convince ourselves that the first order of (A −1 ) 0 0 (0, 0) and the zeroth order of (A −1 )ĵ 0 (k ′ , 0) are vanishing. The latter follows from the fact that A is of diagonal block form (4.21), hence the inverse has the same kind of block form. Furthermore, the first order of the inverse of A can be expanded as
For j = 0 and K = 0 the sum in the last line collapses to just one term
where we used that the first order of C 0 (0) and T 0 (0) vanishes.
Hence the first order of the constraintC 0 (0) vanishes. Also this constraint is the sole one among thẽ C K (k) with a non-vanishing zeroth order part: 
where we denote by {·, ·} q iterated Poisson brackets {f, g} q = {{f, g} (q−1) , g} and {f, g} 0 = f . We used in the first step that we can arrange the constraintsC K (k) in any order since they commute up to terms quadratic in the constraints. In the second step we exploited that T 0 (0) commutes with the constraintsCK(k) up to terms proportional to the constraints. The result can be interpreted in the following way: The complete observable F [f ;T K ] (τ ) can be calculated by first finding the complete observable corresponding to the single constraintC 0 (0) with parameter value τ and then computing the complete observable associated to this result with respect to the remaining constraints. One can also choose to perform the calculation in the other way around, i.e. first compute the complete observable with respect to the constraintsCK(k) and then to deal with the constraintC 0 (0). Here one uses the fact that the clocks TK(k) commute with the constraintC 0 (0) up to terms proportional to the constraints.
Assume that f is a zeroth or first order quantity. Expanding the complete observable (4.26,4.27) up to a certain order m in the fluctuation variables, we see that we need the constraintsC 0 (0) up to order m for f zeroth and up to order (m + 1) for f first order. We need the remaining constraints up to order m for f first order and up to order (m − 1) for f zeroth order . The reason for this is that the lowest order in {g,CK(k)} is (n − 1) if g has lowest order n. However for each Poisson bracket with such a constraint the expression gets multiplied with the clock variable TK(k) which is at least of first order. On the other hand {g,C 0 (0)} is at least of order n if g has lowest order n, so one does not loose any order in the Poisson brackets with the constraintC 0 (0). Hence it is crucial that the constraintC 0 (0) has a vanishing first order part, otherwise a perturbational calculation in the usual sense is not possible.
We can interpret expression (4.26) in the following way: First we have to evolve the partial observable f with respect to the constraintC 0 (0) which generates time evolution with respect to the clock T 0 (0). If we want to calculate the complete observable to a certain order m we have to calculate this evolution up to terms of order m. This evolution can be broken up into "free evolution" described by the zeroth (for the zeroth order variables) and second order (for the first order variables) part ofC 0 (0) and "interaction processes" described by the higher order parts (and the second order part for the interaction of the homogeneous variables with the inhomogeneities).
In a second step we have to calculate the gauge invariant extension of the (clock) time evolved function. This requires only a finite number of terms in the second (outer) sum since we can omit all terms with more than m factors of the (inhomogeneous) clocks TK(k).
In the case that f is of zeroth order, i.e. a "background variable", the zeroth order complete observable corresponds to the complete observable in the isotropic and homogeneous model. Higher (than first) order complete observables take into account the backreaction of the fluctuations onto the background.
For f first order the first order complete observable describes (linearized) propagation of first order gauge invariant perturbations. The time evolution of these perturbations is expressed with respect to a physical clock (defined by a homogeneous variable). This is different from the usual theory of perturbations on a fixed background [17] .
5
Transformation between different sets of clock variables
In this section we will explore the dependence of the complete variables on the choice of clock variables.
Since one can understand the complete observables also as gauge invariant extensions of gauge restricted functions this will also enable us to connect different gauges.
To derive a relation between the complete observables with respect to two different sets of clock variables {T K (k)} and {T ′ K (k)} we will come back to the interpretation of the complete observables: The complete observables F [f ;T K ] (τ K ) assigns to a phase space point x the value of the function f at the point y on the gauge orbit through x at which the clocks T K (k) coincide with the parameter values
If one replaces in
will get the value of f at that point z on the gauge orbit through x at which the clocks T K (k) coincide with the complete observables
. Notice that whereas T K (k) changes along the gauge orbit the complete observable
is constant along the gauge orbit, so with the assumption that the clocks provide a good parametrization of the gauge orbit the point z is uniquely determined. Hence z is a point on the gauge orbit through x which has to satisfy
The complete observable 
. Therefore we can conclude that
This gives us a relation between the complete observables with respect to two different sets of clock variables. If one wants to use this formula in order to obtain
one needs the functional dependence of the complete observable F [f ;T K ] on the parameter values τ K (k). However with the exception of the parameter τ 0 (0) we set these clock parameters to zero. One can nevertheless use formula (5.2) if one Taylor expands the left hand side around some fixed values for the parameters τ K (k). This would give a formula connecting complete observables with respect to clock variables T ′ K (k) with complete observables with respect to T K (k).
A simpler way to obtain a formula for
as a function of complete observables with respect to the clocks T K (k) is to start with the power series for
}. Now we take both sides of equation (5.3) as "input function" f for the complete observable
The left hand side does not change, since the complete observable associated to a Dirac observable is given by the Dirac observable itself. Therefore we get
as a formula for a complete observable with respect to clocks T ′ L as a function of complete observables with respect to clocks T K . In a first order approximation (for f first order) and for the case that the clocks T 0 (0) = T ′ (0) and the corresponding parameter values τ 0 (0) = τ ′ 0 (0) = τ coincide formula (5.4) reduces to
Here we set all the other parameter values τK (k) = τ ′K (k) = 0 to zero and we used that τ =
If we have found the first order complete observables associated to some basis of phase space functions with respect to one set of clocks TK(k), we can calculate the first order complete observables with respect to another set of clocks with the help of formula (5.5). Formulae for higher order complete observables can be derived by expanding (5.4) to the appropriate order.
Lapse and shift functions
As explained earlier the complete observables F [f ;T k ] (τ K ) can also be understood as gauge invariant extensions of the phase space function f using the gauge {T K (k) = τ K (k) ∀K, k}. Considering the complete observables just for one fixed set of parameters τ K would correspond to a "frozen time" picture. The time evolution is generated by a constraint, that is time evolution is a gauge transformation. Fixing all gauge degrees of freedom would also mean to consider a fixed time. However, we can choose a oneparameter family of gauge fixings, as for instance T 0 (0) = τ, TK(k) = 0 for τ in (some subset of) R, that would represent a varying time.
A phase space point on the constraint hypersurface gives rise to a solution of the equation of motion, that is a space-time manifold. The one-parameter family of gauge fixings defines a foliation of this space-time manifold, as well as spatial coordinates on each of the leafs of the foliation. Hence we can find (phase space dependent) lapse functions and shift vectors using this foliation and characterize our choice for the clock variables and the one-parameter family of τ -parameters.
Lapse and shift can be used to construct the four-dimensional metric using the four-dimensional coordinates given by the foliation. This allows one to compare the results of this approach to (covariant) methods utilizing gauge fixing. From (2.7) we see that the (gauge) generator for a translation in the τ 0 (0) parameter is given bỹ C 0 (0). Hence the lapse function 6 N 0 and shift vector N Da can be read off as the coefficients in front of the scalar and diffeomorphism constraint. We will also define N Ga as the coefficient in front of the Gauss constraint.
This motivates the definition
so that we can writeC
for our "time evolution" generatorC 0 (0). Note that if one uses a gauge fixing one would restrict the consideration to the gauge fixing hypersurface {T K (k) = τ K (k)}, so if one compares (6.1) to gauge fixing one should omit all terms vanishing on this hypersurface.
Clock variables and Hamiltonians
The clock variables should be chosen such that the zeroth order of the matrix A K j (k, k ′ ) is invertible. Once one has found such clock variables one can in principle define new clock variables by multiplying the old clock variables with the zeroth order of the inverse matrix (A −1 )
. These new clock variables will lead to a new matrix, the zeroth order of which will be given by the identity matrix (with the exception of the entry A 0 0 (0, 0) which might differ from 1). However these new clock variables might be not very convenient to deal with, since also the first order clocks TK(k) will depend on the homogeneous variables, leading to additional terms for the higher orders of the matrix A K j (k, k ′ ) coming from the Poisson bracket between the homogeneous variables in the clock variables and the constraints.
Here we will specify the "inhomogeneous" clock variables TK(k). Hence we allow zero momentum k for the Gauss clock T Ga but not for the scalar clock T 0 and not for the diffeomorphism clock T
Da (because of the linearization instabilities). One choice for the clock variables is
where W := √ −∂ e ∂ e . Here we introduced a tensor mode decomposition for the gravitational variables (with respect to the flat metric δ ab ), the notation is explained in appendix A.
This set of clock variables is obviously Abelian and leads to the following zeroth order for the Poisson brackets between the clocks and the constraints:
6 Note that we are using the scalar constraint S here, which has density weight 2. Usually one defines the lapse function N ⊥ as the coefficient in front of the Hamiltonian constraint C ⊥ = ( √ q) −1 C, which has density weight one. Hence we have
By adding to the Gauss clock a term proportional to the diffeomorphism clock we can define new clock variables which lead to a diagonal (except for the δ k,−k ) factor) matrix
where we assume k = 0. (The T Ga (k = 0) clock is still given by ǫ abc e bc .) With this new Gauss clock we have
for the zeroth order of the Poisson brackets between the clocks and the constraints. As one can see from formula (5.4), which gives the relation between complete observables using different sets of clock variables, the complete observables using either the clocks (7.1) or the clocks (7.3) coincide (for parameter values τK (k) = 0). The reason for this is, that both sets of clocks define the same gauge fixing surface. Assume that one has chosen a clock T 0 (0), as for instance T 0 (0) = Φ. Then we can define gauge invariant functions, that generate the evolution for the complete observables in the τ = τ 0 (0) parameter. According to section 2 we have to find a momentum P 0 conjugated to T 0 (0), which has to commute (weakly) with the other clocks TK(k). For the example above we could choose P 0 = Π. In general we will assume that P 0 has non-vanishing zeroth order part and vanishing first order part.
(Since we are only interested in the generator for the evolution in τ 0 (0), we do not have to specify momenta conjugated to the clocks TK(k). However a natural choice would be to choose the first order of the constraints 
With this physical Hamiltonian we can write
for functions f that Poisson commute with P 0 and the clocks T K . If f does not commute with P 0 we have to add a term F [{f,P0} , T K ] (τ ) to the right hand side of equation (7.6) . This term has the same purpose as the additional time derivative ∂ t f that appears in explicit time dependent Hamiltonian systems in classical mechanics, where the time evolution equations are given by
In general the Hamiltonian H 0 (τ ) will have a non-vanishing zeroth order part (as long as one does not choose
) and a vanishing first order part. If one interprets H 0 (τ ) as an energy, this shows that also the zeroth order variables contribute to this energy. H 0 (τ ) will be τ -independent (i.e. energy is conserved) if P 0 is a gauge invariant function. This would be the case for P 0 = Π and constant potential for the scalar field.
Another choice for the clock variables, which is, as we will see in appendix B, related to the so called longitudinal gauge [17] is given by
This set of clocks differs from (7.1) only in the scalar clocks. Notice that the scalar clocks and the diffeomorphism clocks do not commute. The zeroth order parts of the Poisson brackets between constraints and clocks are given by
For these clocks, which are related to the longitudinal gauge, we cannot give a physical Hamiltonian along the lines of section 2. The reason for this is, that the clocks do not Poisson commute with each other. However according to equation (2.11), which gives the Dirac bracket, the term that arises because of the Non-Abelianess of the clocks is
This term is at least of second order if f and h 0 are gauge invariants to first order. Under these conditions a physical Hamiltonian valid for the linearized theory can be defined in the same way as for the Abelian clocks (7.1).
Scalar fields as clocks
The clock variables we introduced so far are quite non-local, i.e. they require for their definition inverse derivatives (in the form of W −2 = |k| −2 ) or the inverse of the matrix A K j requires inverse derivatives. One way to avoid this, is to use scalar fields as clocks. Scalar fields are used quite often as clocks, see for example [35, 36, 7, 22, 8, 37] . As explained in [7] using scalar fields as clocks can lead to huge simplifications for the calculation of complete observables. This is related to the fact that scalar fields provide a local characterization of spacetime points (as opposed to for instance the longitudinal modes of the metric fields, which rather characterize a foliation of spacetime).
On the one hand we are interested in a homogeneous background, on the other hand we want to use the values of four scalar fields to define a coordinate system, i.e. at least the scalar fields defining the spatial coordinates have to be non-homogeneous. Hence we will choose these scalar fields to be massless, that is having vanishing potential. Since we assumed the spatial manifold Σ to have topology
we will assume that the scalar fields ϕ A , A = 1, 2, 3 take values in S 1 (parametrized by the values of the interval [0, 1[).
We will use another scalar field ϕ 0 , taking values in R, as the time coordinate, that is the clock for the scalar constraint. The division into background variables and perturbations is now .12), for the matter fields we have
where γ 0 , γ A are the coupling constants for the scalar fields ϕ 0 , ϕ A respectively. The matter parts of the diffeomorphism and scalar constraints are given by
We could add more scalar fields, these will have the same kind of contribution as the scalar field ϕ 0 . Note that the first order of the integrated diffeomorphism constraint does not vanish anymore
so the problem of the linearization instabilities does not occur for this choice of background (because the background values of the scalar fields break the translational symmetry). The first order of the integrated scalar constraint is still vanishing, showing that there actually exists an exact solution of the equation of motions where all the perturbation variables vanish identically for all times. Now we can choose as clock variables
for all wave vectors k = 0 and k = 0. As parameter values one has to choose τ Ga (k) = 0, τ Da (k) = Σ exp(−ikσ)σ a dσ and τ 0 (k) = 0 for k = 0 as well as τ 0 (0) = τ . The zeroth order of the Poisson bracket between the Gauss clock and the constraints is as before (7.2), for the Poisson brackets between the diffeomorphism and scalar clock and the constraints we have
with all the other (zeroth order) Poisson brackets vanishing. Hence the zeroth order of the matrix A K j (k, k ′ ) is invertible on phase space points where Π 0 = 0 and E = 0 (from the commutator of the Gauss clock with the Gauss constraint).
These considerations show that one can apply the perturbative formalism also if one uses scalar fields as clock variables. Moreover the problem of linearization instabilities does not occur.
First order perturbations: scalar modes
Let us consider the first order of the complete observables in more detail. We will assume that we are dealing with one scalar field and use the gravitational fields to define the non-homogeneous clock variables. Starting from the partial differential equation (2.7) for the complete observables we will derive the equations of motion for the scalar mode perturbations (to first order). The equations of motions for the tensor modes are derived in appendix C. Consider the "time evolution" equation
where τ = τ 0 (0) is the parameter associated to the clock S T (k = 0). To simplify the formulae we will introduce the notation [ Hence we have
as the differential equation satisfied by the complete observable associated to f . With the introduction of lapse and shift functions (see section 6)
we obtain the following system of differential equations
for the first order complete observables associated to the fluctuations φ(k), ρ(k) in the scalar field and its conjugate momentum. Here we assume k = 0. Now on the right hand side of the equations in (8.4) there appear also functions of the gravitational degrees of freedom, so in principle one would have to add differential equations for these gravitational degrees of freedom. However, if we are dealing with only one scalar field in our system, there should be only one unconstrained scalar mode degree of freedom. Indeed we can use
to express the (first order complete observables associated to the) lapse and shift functions as well as e a a as functions of the (first order complete observables associated to the) scalar field φ and its conjugated momentum ρ and the homogeneous variables. For instance for the choice (7.1) of clock variables we have
T e a a ) (8.8)
Hence we can use
Furthermore using the first order of the constraints (4.18) and the relation (8.10) gives us
This shows that we can express the gravitational scalar modes as a combination of the matter scalar modes. The lapse and shift functions (for k = 0) for the clock variables (7.1) can be found to be (here we abbreviate N :
where O(T ) denotes terms which vanish with TK(k). Using the equations (8.11) the differential equations for the scalar matter field becomes
These equations have to be supplemented with the differential equation for the homogeneous variables H = A, E, Π or Φ, here it is sufficient to consider the zeroth order of this equation:
Assume that one can find the general solution for these differential equations in dependence on initial data for some parameter value τ = τ 0 . Since the differential equations (8.13) is linear in the fluctuation fields such a solution for instance for the scalar field can be written as (1) [
where G 1 , G 2 can be understood as generalized (free) propagator functions. Now the complete observables restricted to the gauge fixing surface have to satisfy
For the complete observable associated to the scalar field we therefore have
Now we only have to determine (1) [[φ(k)]](τ ) away from the hypersurface {TK(k) = 0}. This is done by replacing φ(k) and ρ(k) in (8.17) by their first order gauge invariant extensions in TK(k)-direction
Hence the first order complete observable associated to the matter scalar mode φ(k) is given by
The first order complete observables can be understood to describe the "free" propagation of the perturbations on the cosmological background. Higher order complete observables will take care of interaction processes 7 given by the higher (than second) order parts of the constraintC 0 (0) as well as of backreaction terms arising from the coupling of homogeneous and inhomogeneous variables in the constraint. In the next section we will consider second order complete observables associated to a zeroth order phase space function, which capture the lowest order backreaction effects.
Backreaction terms
Here we want to consider the backreaction effects of the inhomogeneities onto the homogeneous variables. To this end we have to find the complete observables associated to a homogeneous variable up to second order. (The first order of such a complete observable vanishes.)
Omitting in (4.26) with f a function of zeroth order all terms of third order and higher we find
and
Hence G is the gauge invariant extension to second order with respect to theCK(k) constraints of the zeroth order term. The last two terms in (9.1) are given by
Using the identity
we can rewrite the term I as
where we define the free evolution of a higher order term (m) g as
We have also for the free evolution the factorization property α
, hence the free evolution of a higher order term is determined by the free evolution of its zero and first order constituents. Note that for the free evolution of a first order term one can drop all second and higher order terms which might arise, i.e.
In particular the free propagation for the linear terms is linear, i.e. we can express the free evolution of a first order term via the propagator functions used in section 8. By using that
we obtain for the term I + J
The second and third term project out of {α
C 0 (0)} all terms proportional to the clock variables TK(k). Furthermore because of (9.8) one does not need to evolve terms proportional to the linearized constraints (1)CK (k), hence one is left with the evolution of the scalar mode and the two tensor modes. In summary we learn that the gauge invariant second order backreaction effect [2] F [f ;T K ] (τ ) consists of two pieces: one is the gauge invariant extension of the homogeneous term (0) F [f ;T K ] (τ ) to the appropriate order, the other piece comes about through the "interaction" of the homogeneous variables with the second order part of the time generating constraint (2)C 0 (0). Here one needs to consider only the first order gauge invariant terms (i.e. the first order physical modes) that arise in this interaction.
Note that for the second order complete observable [2] F [f ;T K ] (τ ) associated to a zeroth order function f we do not need to consider the integrated vector constraints (related to the linearization instabilities). Since these start at second order and [2] F [f ;T K ] (τ ) does not contain a first order term, this second order complete observables is already invariant modulo second order terms with respect to the integrated vector constraints.
Higher order complete observables can be calculated by expanding the power series for complete observables (4.26) systematically and by using the identity (9.4) repeatedly. This will result in a Feynmangraph like expansion, that is a sum of terms describing different interaction processes generated by the higher order terms of the constraintC 0 (0).
In the next section we will calculate for a very simple model the lowest order backreaction effect onto the isotropic and homogeneous geometry explicitly.
Bianchi I as a model for perturbations
Here, similar to [38] we will consider anisotropic but homogeneous cosmologies of Bianchi-I-type as a perturbation of isotropic and homogeneous cosmologies. We will calculate the lowest order effect of the anisotropies onto the isotropic and homogeneous variables. The Bianchi I model (with a massless scalar field) is solvable, therefore one can compare the results to the exact model.
The model
For the Bianchi I model the connection A [38] ). Further on we assume that there is a massless and homogeneous scalar field Φ and its canonical momentum Π. The Gauss constraint and the diffeomorphism constraint are trivially fulfilled, the Hamiltonian constraints reduces to the following (weight 2 version)
where β = i/2 is the Immirzi parameter and κ and γ are coupling constants. The symplectic structure is given by:
where i, j = 1, 2, 3.
Expansion around the isotropic sector
In order to expand the model around the isotropic sector we define
This can be implemented through a projector P which projects a phase space function f onto its averaged value: P(f )(A 1 , A 2 , A 3 ; E 1 , E 2 , E 3 ) = f (A, A, A; E, E, E). We will call the isotropic variables A and E zeroth order variables and the "fluctuations" a i and e i first order variables. The symplectic structure in these variables reduces to
The fluctuation variables are not completely independent of each other and fulfil the following relations (by construction):
In these variables the Hamiltonian constraint can be split into 4 parts:
a i e i a j e j .
(10.11)
Exact solution
Fortunately this model can be solved exactly and we can compare the exact solution with the one that we will derive perturbatively later. We choose lapse N = 1 and can obtain the exact solution by solving the following first order system of differential equations. We can easily solve this system of differential equations and obtain the following solutions: To calculate complete observables we have to specify a clock variable in order to get rid of the physically meaningless coordinate time t. For our purposes it is convenient to choose T = Φ Π because it evolves linearly in coordinate time: T (t) = t + Φ Π . Inverting this relation and inserting it into (10.16), (10.17) , (10.18) , (10.19) leads to the following complete observables:
For the isotropic variables the observables read as follows:
To be able to compare these exact results with the perturbative calculation later we can Taylor-expand (10.25) around E i = E, A i = A. For the complete observable associated to E we obtain: 
Using the perturbative approach
Now that we know the exact solution, we can try to reproduce this results order per order using the perturbative approach to complete observables. Here we will only consider the lowest non-trivial order of the complete observable associated to the homogeneous variable E. In the first step we have to specify a clock function. If we choose T = Φ Π (in order to fulfil {T, C} = 1) as a clock, the analysis gets as simple as possible, becauseC := ({T, C}) −1 C = C. In this case the complete observable associated to an arbitrary phase space function f is (formally) given by
We can evaluate this sum order per order in the fluctuation variables. For all zeroth order quantities f we obtain
For first order quantities f we get
Expression (10.30) can be interpreted as follows: A zeroth order quantity f propagates with respect to the "free" Hamiltonian constraint (0) C, then there is an "interaction" with the second order Hamiltonian constraint (2) C which yields terms quadratic in the fluctuations. After the interaction zeroth order quantities evolve according to the "free" Hamiltonian constraint (0) C and first order quantities according to the sum of the zeroth and second order Hamiltonian constraint (0) C + (2) C (where one can ignore all higher than first order quantities that appear in evolving the first order quantity). The interpretation of (10.31), which can be seen as the "free" propagation of a first order quantity f , is similar. We will compute the second order of F [E,T = Φ Π ] (τ ). Using identity (9.4) the expression (10.30) can be reformulated as follows:
The first step is to calculate The first two quantities, (10.33) , are the solutions to the differential equations:
These can easily be found to be
The second set of quantities can be found by solvinġ
where the time dependence of the homogeneous variables is given by A(t) = α
The solution to this set of differential equations is given by Now we can calculate (10.32) step by step:
This gives the second order contribution
(10.45)
As expected, (10.45) coincides with (10.26), the result we obtained by just Taylor-expanding the exact expression. This simple model shows that it is, at least in principle, possible to calculate backreaction effects in cosmological applications of general relativity using the methods developed in this work.
As an illustration we compare in figure 1 the exact complete observable with the zeroth and the second order complete observable associated to E. As one can see there the (relative) difference of the second order approximation to the zeroth order approximation grows with "time" τ , as does the difference of the second order approximation to the exact solution.
Discussion and Conclusions
We presented a gauge invariant canonical scheme for perturbations around symmetry reduced sectors of gauge systems. This scheme is applied to general relativiy, in particular to perturbations around the cosmological sector. It can be used to calculate the dynamics up to arbitrary high order in the fluctuation variables.
The central objects in this perturbative scheme are complete observables. These complete observables are gauge invariant (i.e. Dirac) observables. In the canonical formalism this means that the complete observables have to be invariant under (coordinate) time reparametrizations, i.e. constants of motions. Nevertheless one can express the dynamics of the theory using the complete observables. To this end one has to choose a set of physical clocks. Evolution of dynamical entitities can then be understood as an evolution in relation to the clocks. One can even define generalized Hamiltonians, that is gauge invariant phase space functions that generate this evolution for the complete observables.
Different choices of clocks can be interpreted as different setups for a physical measurement. We gave explicit formulas relating complete observables associated to different choices of clocks in section 5. In particular the clocks define the hypersurfaces over which the averaging (4.11) is defined. The complete observables evaluated on a phase space point (i.e. evaluated on a spacetime satisfying the Einstein equations) give the values of the partial observables, such as the averaged densitized triad E and its fluctuations e a b , on the hypersurface determined by {T
Gauge invariance of the complete observables ensures that the value of the complete observable does not change if we evaluate the complete observable on spacetimes related by diffeomorphisms. From the complete observables associated to all the phase space variables (which will give a overcomplete basis of observables) one can calculate the values of all kinds of physical observables on the hypersurface {T K (k) = τ K (k)}. For instance one might wish to consider instead of the averaged densitized triad some averaged function of the (spacetime 8 ) metric components: In this case one has first to express the partial observable in question as a function f of the zeroth and first order phase space variables and then to consider the complete observable associated to this function (expanded to the appropriate order). Note that this complete observable can be expressed as the same function f of the complete observables associated to the zeroth and first order complete observables.
We considered in more detail first and second order complete observables. Higher complete observables can be calculated by similar methods. The zeroth order complete observables coincide with the Dirac observables of the symmetry reduced model. The dynamics of the first order complete observables is related to the theory of cosmological linear perturbations (see [17] and references therein), the difference is that in our case dynamics is expressed with respect to a (global) clock variable, which can however be related to choosing a (zeroth order) lapse function.
Second order complete observables associated to zeroth order partial observables describe backreaction effects. We calculated these backreaction effects in section 10 for a simple model. To allow for an explicit expression for these effects in interesting (inflationary) scenarios further approximations, as for instance slow roll or long wave length approximations, need to be implemented. This can be done by introducing small parameters, which characterize these approximations [39] . The power series for the complete observables has then to be expanded to a certain order in the fluctuation variables and to a certain order in these new parameters.
A perturbative scheme around a whole phase space sector has several advantages compared to an expansion around a fixed phase space point. Firstly, some of the degrees of freedom, namely these corresponding to the symmetry reduced sector are treated non-perturbatively. These degrees of freedom are used to define the clock in relation to which we express the dynamics of the theory. Compared to defining a field theory on a fixed background, where the background is used to define time, the clock in this approach is a fully dynamical entity, as one would expect in the full theory. Indeed one would expect problems with gauge consistency to higher order if one uses a background time, since such a time cannot take into account backreaction effects onto the physical clock.
Also a quantization of the theory should not only quantize the perturbations on a fixed background but rather consider the quantized perturbations on a quantized geometry, described by the (quantized) symmetry reduced sector. The variables describing the symmetry reduced sector contribute for instance to the Hamiltonian generating the physical time evolution. From this perspective it might be fruitful to reconsider certain concepts, like energy and vacua, from quantum field theory on curved spacetime.
As in the case for perturbations around a fixed background, where the background is given in certain coordinates, the symmetry reduced sector is described by using a certain type of coordinates. That is, there exist configurations which are not included in the symmetry reduced sector, but which are nevertheless physically symmetric. These configurations can be obtained by a "non-symmetric" coordinate transformation from a symmetric configuration. Degrees of freedom gained in this manner correspond to gauge degrees of freedom.
However by expanding around a sector describing a family of solutions in different coordinate systems one can investigate the non-perturbative effects of such gauge degrees of freedom compared to an expansion around a smaller sector (which could be just one phase space point), which would treat some of these gauge degrees of freedom perturbatively [40] . That is we can embed symmetry reduced models into each other and explore in this way the reliability of symmetry reduction.
This allows us to introduce the following basis of tensor modes: Using the projector property p · p = p, it is easy to see that the projectors X P are orthogonal to each other and satisfy X P · Y P = δ XY X P . Furthermore the set of projectors is complete, that is We will denote the tensor modes by X T ab := ( X P · T ) ab .
B First order perturbations: scalar modes in longitudinal gauge
Here we will derive the equations of motions for the first order scalar perturbations with the choice (7.8) 
D Linearization Instabilities
So far we left out the discussion of the integrated diffeomorphism constraints, which start with second order terms (if one does not use three massless scalar fields as clocks for the diffeomorphism constraints). Here we will show for a general first class constraint system, that one can apply the complete observable method with respect to a subset of the constraints, also if these do not form a subalgebra. In our case this subset is given by all the constraints with the exception of the integrated diffeomorphism constraints. After constructing these (partially invariant) complete observables one can use these to get fully invariant observables.
We will explain the procedure for a finite dimensional system, the generalization to field systems is straightforward. To start consider a first class constraint system with constraints {C j } and define in the same way as we would deal with the full set of constraints the new constraints for some phase space functions λ BC A . Furthermore we want to add to the constraints {C A } another set of constraints such that we get a complete system of constraints and such that these added constraints commute at least on the constraint hypersurface with the clock variables {T A }. Therefore we define the constraints In summary we learn that the constraints {C A } are weakly Abelian modulo terms proportional to the constraintsC α and that the constraint set {C α } forms an ideal (modulo terms quadratic in the constraints) of the full constraint algebra.
Assume that we have a phase space function f that is (weakly) invariant under the constraints {C α }. Then we can use the power series for complete observables (2.5) just with the constraints {C A } and compute the complete observable associated to f :
Because of the properties (D.7,D.10) the resulting function is (weakly) invariant under both sets of constraints {C A } and {C α }. (Just consider the Poisson bracket of (D.12) with a constraintC A andC α .) That is to find a fully gauge invariant observable we have to start with a partial observable f that is invariant under the constraints {C α }. However it is also possible to calculate complete observables (D.12) associated to non-invariant functions f and then to find fully gauge invariant observables using that
Hence we can obtain a fully gauge invariant observable by combining complete observables associated to non-invariant partial observables f i algebraically such that the same algebraic combination of the f i is invariant under the constraintsC α . Applied to our situation this means that we can ignore the integrated diffeomorphism constraints in computing complete observables. However in the end we have to find combinations of partial observables that are invariant under the (altered) integrated diffeomorphism constraintsC Da (0) defined bỹ
(D.14)
(The sum does not include the values (K, k) = (Db, 0).) Note that also the altered integrated diffeomorphism constraints start at second order. Since the integrated diffeomorphism constraints generated coordinate translations, functions of the form f (k)g(−k) for some k are invariant under the constraints C Da (0). Here we denote by f (k) the
