Abstract-We consider the problem of designing an optimal quantum detector to minimize the probability of a detection error when distinguishing among a collection of quantum states, represented by a set of density operators. We show that the design of the optimal detector can be formulated as a semidefinite programming problem. Based on this formulation, we derive a set of necessary and sufficient conditions for an optimal quantum measurement. We then show that the optimal measurement can be found by solving a standard (convex) semidefinite program. By exploiting the many well-known algorithms for solving semidefinite programs, which are guaranteed to converge to the global optimum, the optimal measurement can be computed very efficiently in polynomial time within any desired accuracy. Using the semidefinite programming formulation, we also show that the rank of each optimal measurement operator is no larger than the rank of the corresponding density operator. In particular, if the quantum state ensemble is a pure-state ensemble consisting of (not necessarily independent) rank-one density operators, then we show that the optimal measurement is a pure-state measurement consisting of rank-one measurement operators.
I. INTRODUCTION
In a quantum detection problem, a transmitter conveys classical information to a receiver using a quantum-mechanical channel. Each message is represented by preparing the quantum channel in a quantum state represented by a density operator, drawn from a collection of known states. At the receiver, the information is detected by subjecting the channel to a quantum measurement in order to determine the prepared state. If the quantum states are mutually orthogonal, then the state can be determined correctly with probability one by performing an optimal orthogonal (von Neumann) measurement [1] . However, if the given states are not orthogonal, then no measurement will distinguish perfectly between them. Our problem is, therefore, to construct a measurement that minimizes the probability of a detection error.
We consider a quantum state ensemble consisting of m density operators f i ; 1 i mg on an n-dimensional complex Hilbert space H, with prior probabilities fp i > 0; 1 i mg. A Necessary and sufficient conditions for an optimum measurement minimizing the probability of a detection error have been derived [4] , [5] . However, except in some particular cases [2] , [6] - [10] , obtaining a closed-form analytical expression for the optimal measurement directly from these conditions is a difficult and unsolved problem. Thus, in practice, iterative procedures [11] or ad hoc suboptimal measurements are used. A detection measurement that has many desirable properties and has been employed in many settings is the least-squares measurement [9] , also known as the square-root measurement [12] , [13] .
Holevo [4] derives the necessary and sufficient conditions by considering infinitesimal transformations of the measurement operators 5 i that preserve their character as elements of a measurement. The drawback of this approach is that it does not readily lend itself to efficient computational algorithms. Yuen et al. [5] use the principle of duality in vector space optimization to derive the same necessary and sufficient conditions. Specifically, they show that the problem of finding the measurement that minimizes the probability of a detection error can be formulated as a generalized linear programming problem, with the positive orthant being replaced by the positive cone of PSD matrices. Although their approach leads to the same conditions derived by Holevo [4] , their apparent suggestion that this formulation produces a standard finite-dimensional linear programming problem is not correct, because the cone of PSD matrices cannot be described by a finite set of linear inequalities.
In this correspondence, we derive the necessary and sufficient conditions for an optimal quantum measurement in a self-contained manner, again by exploiting duality arguments. The primary advantage of our formulation is that it readily lends itself to efficient computational methods. Specifically, we show that the optimal measurement can be found by solving a standard convex semidefinite program. By exploiting the many well-known algorithms for solving semidefinite programs [14] - [17] , the optimal measurement can be computed very efficiently in polynomial time within any desired accuracy. Furthermore, in contrast to the iterative algorithm proposed by Helstrom [11] for solving the quantum detection problem, which is only guaranteed to converge to a local optimum, algorithms based on semidefinite programming are guaranteed to converge to the global optimum.
After a statement of the problem in Section II, we derive, in Section III, the necessary and sufficient conditions for the optimal measurement that minimizes the probability of a detection error, by for- 1 In this correspondence, when we say rank-one operator we mean an operator that can be expressed in the form 5 = j ih j for some j i 2 H. Note, however, that j i may be equal to 0 in which case the operator actually has rank zero.
0018-9448/03$17.00 © 2003 IEEE mulating our problem as a semidefinite program. Using this formulation, in Section IV, we prove that if the quantum state ensemble is a pure-state ensemble consisting of rank-one density operators i = jiihij, then the optimal measurement is a pure-state measurement consisting of rank-one measurement operators 5 i = j i ih i j. This generalizes a previous result by Kennedy [18] , which establishes that for linearly independent vectors jii the optimal measurement is a (necessarily orthogonal) pure-state measurement. We also show that for a mixed quantum state ensemble, the rank of each optimal measurement operator 5i is no larger than the rank of the corresponding density matrix i . In Section V, we consider efficient iterative algorithms that are guaranteed to converge to the globally optimum measurement.
Throughout the correspondence, we use the Dirac bra-ket notation of quantum mechanics. In this notation, the elements of H are "ket" vectors, denoted, e.g., by jxi 2 H. The corresponding "bra" vector hxj is the conjugate transpose of jxi. The inner product of two vectors is a complex number denoted by hxjyi. An outer product of two vectors such as jxihyj is a rank-one matrix, which takes jzi 2 H to hyjzijxi 2 H.
II. OPTIMAL DETECTION OF QUANTUM STATES
Assume that a quantum channel is prepared in a quantum state drawn from a collection of given states. The quantum states are represented by a set of m PSD Hermitian density operators f i ; 1 i mg on an n-dimensional complex Hilbert space H. At the receiver, a measurement is constructed, comprising m PSD Hermitian measurement operators f5i; 1 i mg on H. The problem is to choose the measurement operators to minimize the probability of detection error, i.e., the probability of incorrect detection of the transmitted state.
We assume without loss of generality that the eigenvectors of the density operators f i ; 1 i mg span 2 H. In this case, to constitute a measurement, the measurement operators 5 i must satisfy
where I is the identity operator on H. We seek the PSD measurement operators f5 i ; 1 i mg satisfying (1) that minimize the probability of a detection error, or equivalently, maximize the probability of correct detection. Given that the transmitted state is j , the probability of correctly detecting the state using measurement operators f5 i ; 1 i mg is Tr( j 5 j ). Therefore, the probability of correct detection is given by
where pi > 0 is the prior probability of i, with i pi = 1. 
subject to the constraints
2 Otherwise, we can transform the problem to a problem equivalent to the one considered in this correspondence by reformulating the problem on the subspace spanned by the eigenvectors of f ; 1 i mg. 
We refer to 3 as the feasible set, and to any 5 2 3 as a feasible point.
Since 3 is a compact set and J(5) is a continuous linear functional, there exist an optimal5 2 3 and an optimal valueĴ defined bŷ J = J(5) J(5); 8 5 2 3:
Equipped with the standard operations of addition and multiplication by real numbers, B is an n 2 -dimensional real vector space. By choosing an appropriate basis for B, the problem of (3)- (5) can be put in the form of a standard semidefinite programming problem, which is a convex optimization problem; for a detailed treatment of semidefinite programming problems see, e.g., [15] - [17] , [14] . By exploiting the many well-known algorithms for solving semidefinite programs [14] , e.g., interior point methods 3 [17] , [15] , the optimal measurement can be computed very efficiently in polynomial time.
Recently, methods based on semidefinite programming have been employed in a variety of different problems in quantum detection and quantum information [19] - [24] . The fact that the optimal quantum detector can be found by solving a semidefinite program was pointed out independently in [19] . Here we provide a more general development. In particular, rather than relying on results that are scattered throughout the literature in various forms, in what follows we present a self-contained and direct derivation of the necessary and sufficient conditions for the optimal measurement. As we will see, this derivation also leads to efficient methods for computing the optimal measurement in cases in which an analytical solution is not known.
In the next section, we derive the necessary and sufficient conditions on the measurement operators by formulating a dual problem. The dual problem will also be used in Section V to develop efficient computational algorithms.
III. DUAL PROBLEM FORMULATION
Our objective is to formulate a dual problem whose optimal value serves as a certificate forĴ. Specifically, we will formulate a minimization problem of the form min X T (X) for some linear functional T such that for all feasible values of X 2 B, i.e., values of X 2 B that satisfy a certain set of constraints, and for any 5 2 3, we shall have T (X) J(5). The dual problem, therefore, provides an upper bound on the optimal value of the original (primal) problem. In addition, we would like the minimal value of T , denotedT , to be equal toĴ.
The equalityĴ =T will then lead to conditions of optimality on the measurement operators. Furthermore, in this case, instead of solving the primal problem, we can findĴ and the optimal measurement by solving the dual problem, which turns out to have far fewer decision variables.
A. Constructing the Dual Problem
A general method for deriving a dual problem is to invoke the separating hyperplane theorem [25] , which states that two disjoint convex sets 4 can always be separated by a hyperplane. We will take one convex set to be the point 0, and then carefully construct another convex set that does not contain 0. This set will capture the equality constraints in the primal problem and the fact that for any primal feasible point, the value of the primal function is no larger than the optimal value. The dual variables will then emerge from the parameters of the separating hyperplane.
In our problem, we have one equality constraint m i=1 5 i = I, and we know thatĴ J(5) We first show that these parameters have to satisfy certain constraints, which lead to the formulation of the dual problem.
Note that (10) with 5i = 0, r !Ĵ implies aĴ Tr(Z):
Similarly, (10) with r =Ĵ +1, 5 j = 0 for j 6 = i, 5 i = tjxihxj where jxi 2 n is fixed and t ! +1 yields hxjZ 0 a 
With 5 i = 0, r ! +1, (10) implies a 0. If a = 0, then (12) yields Z 0, and (11) yields 0 Tr(Z), which together means Z = 0. However, this would contradict the assumption that (Z; a) 6 = 0.
Therefore, we conclude that a > 0, and defineX = Z=a. Then (11) implies that T (X) Ĵ (13) where T (X) = Tr(X), and (12) implies thatX 
SinceX 2 0, from (13) and (14) we conclude that T (X) =Ĵ.
Thus, we have proven that the dual problem associated with (3)- (5) is
where T (X) = Tr(X), subject to
Furthermore, we have shown that there exists an optimalX 2 0 and an optimal valueT defined bŷ T = T (X) T (X); 8 X 2 0
B. Optimality Conditions
Let5 i denote the optimal measurement operators that maximize (3) subject to (4) and (5), and letX denote the optimal X that minimizes (15) subject to (16) . Then from (18) Once we find the optimalX that minimizes the dual problem (15), the constraint (20) is a necessary and sufficient condition on the optimal measurement operators5 i . We have already seen that this condition is necessary. To show that it is sufficient, we note that if a set of measure- Note that the dual problem involves many fewer decision variables than the primal maximization problem. Specifically, in the dual problem, we have n 2 real decision variables while the primal problem has mn 2 real decision variables. Therefore, it is advantageous to solve the dual problem and then use (20) to determine the optimal measurement operators, rather than solving the primal problem directly. In Section V, we develop efficient algorithms that follow this strategy. Using 
Thus, any optimal measurement5 = f5ig m i=1 must satisfy (21) and (22) . These conditions are also derived in [5] , [4] . However, as noted in the Introduction, the approach taken here lends itself to fast iterative algorithms, as we will see in Section V, and also provides additional insight into the optimal measurement operators, as we show in Section IV.
In [5] , it was established that the conditions (21) and (22) together with (4) and (5) 
with equality for 5 i =5 i . Therefore, the measurement operators5 i are optimal. We summarize our results in the following theorem. (5) for any 5 2 3; 3) there is an optimal X, denotedX, such thatT = T (X) T (X) for any X 2 0;
4)T =Ĵ;
5) givenX, a necessary and sufficient condition on the optimal measurement operators5 i is (X 0 0 i )5 i = 0; 1 i m.
IV. RANK-ONE ENSEMBLES
Suppose now that the density operators i are rank-one operators of the form i = j i ih i j for some j i i 2 H. In this case, it seems intuitively plausible that the optimal measurement will consist of rank-one measurement operators of the form5 i = j i ih i j for some j i i 2 H.
There are some particular cases in which an analytical solution to the quantum detection problem is known [2] , [6] - [10] . In all of these cases, when the density operators are rank-one operators, the optimal measurement also has rank one. In the special case in which the vectors jii are linearly independent, Kennedy [18] showed that the optimal measurement is always a rank-one measurement. However, this implication has not been proven in the general case. Using the conditions for optimality we derived in the previous section, we now prove this implication for an arbitrary rank-one ensemble.
We have seen that the optimal measurement operators5i can be determined by solving (20) , whereX is the optimal matrix that minimizes (15) subject to (16) . Thus, the measurement operators5 i must lie in the null space ofX 0 0 i , denoted N(X 0 0 i ), and consequently, rank(5 i ) dim(N (X 0 0 i )).
SinceX i ; 1 i m, it follows thatX is positive definite on H. Indeed, since the eigenvectors of the matrices i span H, for any h 2 H there exists an i such that hhj 0 i jhi > 0, which implies that hhjXjhi > 0 for any h 2 H, so that N(X) = f0g. Now, for any two matrices Z1 and Z2, rank(Z1 + Z2) rank(Z1)0 rank(Z2), so that dim(N (Z 1 + Z 2 )) dim(N (Z 1 )) + rank(Z 2 ): (24) With Z1 =X and Z2 = 0 0 i , (24) yields dim(N (X 0 0 i )) rank( 0 i ) = rank( i ) (25) and rank(5 i ) dim(N (X 0 0 i )) rank( i ); 1 i m: (26) In the special case in which the operators i = jiihij have rank-one, it follows immediately from (26) that the optimal measurement operators also have rank-one, so that they have the form 5i = jiihij for some jii 2 H.
If, in addition, the vectors fj i i; 1 i mg are linearly independent, then the vectors fj i i; 1 i mg must also be linearly independent since m i=1 jiihij is equal to the identity on H, where now H is the m-dimensional space spanned by the vectors j i i. 
Since the vectors j i i are linearly independent, we must have that hijji = ij so that the vectors jii are mutually orthogonal. We, therefore, recover the statement by Kennedy [18] , that for a pure-state ensemble with linearly independent vectors, the optimal measurement is an orthogonal pure-state measurement. We summarize our results in the following theorem.
Theorem 2: Let f i ; 1 i mg be a quantum-state ensemble consisting of density operators i with prior probabilities pi > 0.
Then, the optimal measurement consists of measurement operators f5 i ; 1 i mg with rank(5 i ) rank( i ). In particular, if fi = jiihij; 1 i mg is a pure-state quantum ensemble, then the optimal measurement is a pure-state measurement consisting of measurement operators of the form f5 i = j i ih i j; 1 i mg.
V. COMPUTATIONAL ASPECTS
In the general case, there is no closed-form analytical solution to the maximization problem (3) or the minimization problem (15) . However, since (3) and (15) are convex optimization problems, there are very efficient methods for their solution. In particular, the optimal matrixX and the optimal measurement operators5 i can be computed in Matlab using the linear matrix inequality (LMI) toolbox. A convenient interface for using the LMI toolbox is the Matlab package 5 IQC. The algorithm is guaranteed to converge to the global optimum within any desired accuracy in polynomial time.
Since (15) involves fewer decision variables than (3), in many cases it is computationally more efficient to first find the optimal matrixX minimizing Tr(X) subject to (16) , and then determine the optimal measurement operators5 i using (20) , (4) and (5) . Following this strategy, in the next section, we develop a procedure for computing the optimal measurement operators for rank-one ensembles. The case of mixed state ensembles is considered in Section V-C.
A. Rank-One Ensembles
If the density operators i have rank one, then, from Theorem 2, the optimal measurement operators5i also have rank one. From (20) and (4) it then follows that5 i can be expressed aŝ 5i = aijqiihqij 
In the general case, Y will not have full column rank and there will be many solutions jai to (30 
The problem of (32), (33) is just a standard linear programming problem that can be solved very efficiently using standard linear programming tools [26] , for example, the LMI toolbox in Matlab.
B. Example
We now consider an example illustrating the computational steps involved in computing the optimal measurement for a rank-one ensemble.
Consider the case in which the ensemble consists of three rank-one density operators i = jiihij; 1 i 3, where
with prior probabilities p 1 = 0:1; p 2 = 0:6; p 3 = 0:3:
To find the optimal measurement operators, we first find the optimal matrixX that minimizes Tr(X) subject to X 0 i with 0 i = pii.
The matrixX is computed using the IQC toolbox on Matlab. To this end, we generate the following code (see the bottom of this page). The optimalX is given byX 
The optimal measurement operators are therefore given bŷ 5 i = a i jq i ihq i j = j i ih i j 6 The inequality is to be understood as a component-wise inequality.
with jii = p aijqii and ai denoting the ith component of jai. 
We can immediately verify that the measurement operators5 i = j i ih i j with j i i given by (40) together withX given by (36) satisfy the necessary and sufficient conditions (4), (5) , and (20) . Furthermore, we have that the probability of correct detection is given by In Fig. 1 , we plot the weighted state vectors j i i = p p i j i i given by (34) and (35), together with the optimal measurement vectors jii given by (40). For comparison, we also plot the least-squares measurement vectors j i i which are given by [9] jii = (99 3 ) 01=2 j ii
where 9 is the matrix of columns j ii and (1) 1=2 is the unique symmetric square root of the corresponding matrix. Note, that since the vectors jii span H, 99 3 is invertible. The probability of correct detection using the least-squares measurement vectors is 
C. Mixed State Ensembles
We now consider the case in which at least one of the density operators i has rank larger than 1. From (20) and (5), it follows that given X, the optimal measurement operators5 i that maximize (3) must satisfyX 
Conversely, any set of operators5 i that satisfy (43) and in addition are Hermitian and PSD, maximize (3) . If the left-hand matrix in (43) has full column rank, then there are unique operators5 i that satisfy (43). In this case, we are guaranteed that5i are Hermitian and PSD and are, therefore, the optimal measurement operators. If, on the other hand, the left-hand matrix in (43) does not have full column rank, then there are many possible operators satisfying (43), some of which may not be Hermitian and PSD. Thus, in this case, from all possible operators satisfying (43), we need to find a set of operators that is Hermitian and PSD. Alternatively, in this case, we may solve the primal problem directly.
