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Abstract
In this work, we introduce the concept of poset codes (Brualdi - 1995)
and in this context we study the weight distribution problem, presenting the
necessary concepts of the partially ordered set and error correcting codes
theory.
The weight distribution is the cardinality of metric-spheres in finite di-
mensional vector space over a finite field endowed with a poset metric. The
weight distribution problem asks for conditions to ensure that the weight
distribution determines the metric. In this work we show that the weight dis-
tribution of some families of posets, namely the classes of anti-chain, chain,
crown and hierarchical posets, determines the metric. We also show that the
weight distribution determines some known invariants of posets. Finally, we
present some conjectures relating the weight distribution problem and the
reconstruction problem of graphs.
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Resumo
Neste trabalho fazemos uma apresentac¸a˜o dos espac¸os poset, introduzi-
dos por Brualdi (1995), apresentamos os conceitos necessa´rios da teoria de
conjuntos parcialmente ordenados e da teoria de co´digos.
Trabalhamos com uma questa˜o de cara´ter amplo e estrutural deste con-
texto, o problema da determinac¸a˜o da ordem atrave´s da distribuic¸a˜o de pesos.
A distribuic¸a˜o de pesos e´ essencialmente o conjunto das cardinalidades das
esferas me´tricas e a pergunta que se coloca e´ em que medida este invari-
ante determina a me´trica em questa˜o. Demonstramos que para as classes de
co´digos, cadeia, anticadeia, coroa e hiera´rquico, classes importantes no con-
texto da teoria de co´digos, o problema possui uma resposta positiva e justifi-
camos algumas conjecturas que relacionam este problema ao da reconstruc¸a˜o
de grafos.
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Introduc¸a˜o
Os cena´rios usuais da teoria dos co´digos corretores de erros sa˜o os espac¸os
vetoriais de dimensa˜o finita sobre corpos finitos, IFnq , geralmente dotados de
uma me´trica conhecida como me´trica de Hamming, utilizada para se calcular
os invariantes e construir algoritmos de correc¸a˜o de erros.
Em 1995 Brualdi, Graves e Lawrence ([1]) introduzem em IFnq uma nova
famı´lia de me´tricas, ponderadas por conjuntos parcialmente ordenados. Estas
me´tricas generalizam a me´trica de Hamming e, essencialmente, consideram
que as coordenadas das n-uplas possuem pesos distintos ao se calcular a
distaˆncia entre os elementos de IFnq .
A partir de enta˜o, surgem va´rios novos co´digos perfeitos, co´digos que com
a me´trica de Hamming na˜o eram perfeitos assumindo determinada me´trica
passam a ser perfeitos, ver exemplo 2.2.5.
Neste contexto nos deparamos com uma questa˜o estrutural de cara´ter
amplo, o problema da determinac¸a˜o da me´trica atrave´s da distribuic¸a˜o de
pesos. A distribuic¸a˜o de pesos de um espac¸o poset (espac¸o vetorial finito
munido com uma me´trica ponderada) e´ simplesmente o conjunto das cardi-
nalidades das esfe´ras me´tricas, um invariante mais fraco que a me´trica. Neste
trabalho buscamos condic¸o˜es sobre a ordem que permitem garantir que a dis-
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tribuic¸a˜o de pesos determine, a menos de isomorfismo, a me´trica (e a ordem)
em questa˜o.
Nos dois primeiros cap´ıtulos e´ feito um apanhado geral de definic¸o˜es,
resultados e exemplos ja´ conhecidos na literatura enquanto que o terceiro
cap´ıtulo e´ composto de resultados originais, salvo menc¸a˜o em contra´rio.
No primeiro cap´ıtulo introduziremos os conceitos ba´sicos sobre a teoria de
conjuntos parcialmente ordenados (poset), algumas formas de representar um
poset, apresentaremos as famı´lias de poset mais trabalhadas no contexto de
co´digos corretores de erros, a saber, anticadeia, cadeia, coroa e hiera´rquico,
ilustrando cada nova definic¸a˜o com exemplos sempre que poss´ıvel.
No segundo cap´ıtulo apresentaremos as definic¸o˜es ba´sicas necessa´rias para
o desenvolvimento deste trabalho no contexto de co´digos corretores de er-
ros. Inicialmente, falaremos sobre co´digos lineares mostrando algumas pro-
priedades que nos servira˜o para fazermos um parelelo com os co´digos com
a me´trica ponderada por uma ordem parcial. Encerraremos este cap´ıtulo a-
presentando um problema que ate´ o momento permace em aberto e trabalha
com questo˜es estruturais, a saber, o problema da extensa˜o de isometrias, um
problema bastante complexo com o qual comec¸amos a lidar e onde surgiu o
problema central deste trabalho, o problema da distribuic¸a˜o de pesos.
No terceiro cap´ıtulo introduzimos, com todos os detalhes, o problema
da determinac¸a˜o da ordem atrave´s da distribuic¸a˜o de pesos. Inicialmente,
procuramos obter as distribuic¸o˜es de pesos dos espac¸os posets mais usuais
da bibliografia. Logo em seguida, na sec¸a˜o 3.2 comec¸amos por apresentar um
contra-exemplo para o caso geral e a partir de enta˜o, procurando condic¸o˜es
para que o problema tenha uma resposta positiva, restringimos o problema
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sobre algumas classes de posets afim de termos condic¸o˜es suficientes para que
a problema tenha uma resposta afirmativa.
Por fim, na u´ltima sec¸a˜o, abordamos e justificamos algumas conjecturas,
que surgiram durante pesquisas feitas ao longo deste trabalho, para trabalhos
futuros e apresentamos um resultado, interessante por si pro´prio, que surgiu
originalmente para descartar uma conjectura pre´via.
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Cap´ıtulo 1
Conjuntos parcialmente
ordenados
1.1 Conceitos ba´sicos
Seja P um conjunto na˜o vazio. Uma relac¸a˜o de ordem parcial  e´ uma
relac¸a˜o reflexiva, anti-sime´trica e transitiva, ou seja, dados a, b e c em P ,
a  a, se a  b e b  a enta˜o a = b e se a  b e b  c enta˜o a  c. O
par (P,) sera´ chamado conjunto parcialmente ordenado (poset) e denotado
simplesmente por P . Quando estivermos utilizando mais de uma relac¸a˜o de
ordem usaremos a notac¸a˜o P , afim de distinguir as relac¸o˜es em questa˜o,
para indicar que a relac¸a˜o esta´ definida no poset P .
Dois pontos a, b ∈ P sa˜o ditos compara´veis se a  b ou b  a, caso
contra´rio sa˜o ditos na˜o compara´veis. Diremos que b cobre a se a  b e na˜o
existe c 6= a e c 6= b em P tal que a  c e c  b. Por exemplo, considerando
a ordem natural sobre {1, 2, 3}, temos que 3 cobre 2, 2 cobre 1 mas 3 na˜o
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cobre 1.
Um poset P e´ chamado cadeia ou linear se qualquer dois elementos de
P sa˜o compara´veis. Por outro lado, se quaisquer dois pontos distintos de P
sa˜o na˜o compara´veis enta˜o o poset e´ chamado de anticadeia. Um exemplo de
cadeia e´ o conjunto dos nu´meros naturais munido com a relac¸a˜o de ”menor
do que”(IN, <). Se X tem cardinalidade finita n, enta˜o uma cadeia (X,≺X)
e´ denotada simplesmente por Cn.
Alguns exemplos:
• Considere ℘(X) a famı´lia de todos subconjuntos de um dado conjunto
X, e defina A  B se A esta´ contido em B, onde A,B ∈ ℘(X). Enta˜o
(℘(X),) e´ um poset.
• Dado X ⊂ IN e a  b se a divide b, onde a, b ∈ X. Enta˜o (X,) e´ um
poset.
Afim de facilitar a compreensa˜o dos posets introduziremos alguns con-
ceitos que nos sera˜o u´teis mais adiante.
Definimos o diagrama de Hasse de um poset P da seguinte maneira: os
elementos de P sera˜o representados por pontos, e se x cobre y o ponto x sera´
situado acima do ponto y com uma aresta ligando os dois pontos.
Exemplos 1.1.1. Se N e´ o poset definido por N := ({1, 2, 3, 4}, 1  3, 2 
3 e 2  4) o diagrama de Hasse de N sera´:
1
q
q3
A
A
A
AAq
2
q4
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Dados (P,) um poset e S ⊂ P um subconjunto de P . Diremos que
(S,) e´ um subposet de P se considerarmos em S a ordem induzida da
restric¸a˜o da ordem de P . Assim, dizemos que S ⊂ P e´ uma cadeia de P se
o subposet (S,P ) for uma cadeia.
Dizemos que I ⊆ P , na˜o vazio, e´ um ideal de P se, dado y ∈ I e x  y
em P , enta˜o x ∈ I. Dado um conjunto A ⊂ P , denotaremos o menor ideal
de P (com respeito a ordem ⊆) contendo A por 〈A〉. Um ideal I ⊂ P e´ dito
principal se existe j ∈ I tal que I = 〈j〉.
Dado poset (P,) e j ∈ P , o posto p(j, P ) de um elemento j ∈ P
(denotado simplesmente por p(j) quando na˜o houver ambiguidades), e´ o
comprimento da maior cadeia de P que tem x como elemento ma´ximo, ou
seja,
p(x) = ma´x{|C|;C ⊂ 〈x〉 e C e´ cadeia}.
A altura h(P ) do poset P e´ o posto maximal de seus elementos.
O i-e´simo n´ıvel de P , denotado por NPi , e´ o subconjunto de P contendo
todos elementos d e posto i em P, isto e´, NPi := {j ∈ P ; p(j, P ) = i}. A
estrutura-n´ıvel de P e´ a sequeˆncia, em ordem crescente de n´ıvel, das cardi-
nalidades de cada n´ıvel:
N(P ) := (|NP1 |, |NP2 |, ..., |NPh(P )|).
No exemplo acima 1.1.1, e´ fa´cil ver que, h(P ) = 2 e P possui apenas 2
n´ıveis tais que, N1(P ) = {1, 2}, N2(P ) = {3, 4}, logo, a estrutura-n´ıvel de P
e´ N(N) = (2, 2).
Um n´ıvel NPi qualquer pode ser particionado em subconjuntos disjuntos
a partir da ana´lise da cardinalidade dos ideais principais gerados por um
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elemento de NPi . Dessa forma, definimos N
P
i,j o subconjunto de N
P
i formado
pelos elementos que geram um ideal de cardinalidade j, isto e´, NPi,j := {k ∈
NPi : | 〈k〉 | = j}. E´ claro que, NPi,j = ∅ se j < i. Podemos assim expressar P
como a unia˜o disjunta P =
n⋃
j=i
n⋃
i=1
NPi,j.
Ale´m do diagrama de Hasse, outra maneira de representarmos um poset e´
atrave´s de sua matriz de adjaceˆncia. Dado um poset P sobre [n], sua matriz
de adjaceˆncia e´ a matriz quadrada de n× n, M(P ) = (aij)n×n, definida por
aij =
 1 se i  j e i 6= j0 caso contra´rio.
Voltando agora no exemplo 1.1.1, a matriz de adjaceˆncia do poset N e´:
M(N) =

0 0 1 0
0 0 1 1
0 0 0 0
0 0 0 0

1.2 Classes de ordens
Recordamos e apresentamos a seguir algumas famı´lias de posets que acom-
panhara˜o todo o desenvolvimento deste trabalho. Estas famı´lias sa˜o aquelas
mais estudadas no contexto de co´digos corretores de erros que sera´ discutida
no pro´ximo cap´ıtulo.
Exemplos 1.2.1 (Anticadeia). A anticadeia, ja´ apresentada anteriormente
sera´ denotada por H e seu diagrama de Hasse e´:
q
1
q
2
· · · q
n
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Exemplos 1.2.2 (Cadeia). O poset cadeia como ja´ definido anteriormente
sera´ denotado por C e sua representac¸a˜o em diagrama de Hasse e´:
q1q2
...
qn
Exemplos 1.2.3 (Rosenbloom-Tsfasman). A unia˜o finita e disjunta de cadeias
de mesmo comprimento que chamaremos de ordem de Rosenbloom-Tsfasman
e denotaremos por RT .
q11q2
1
...
qn1
q12q2
2
...
qn2
· · ·
q1mq2
m
...
qnm
Exemplos 1.2.4 (Coroa). Seja CR o poset sobre [2m], definido da seguinte
maneira 1 ≺CR m + 1, 1 ≺CR 2m, i ≺CR m + i e i ≺CR m + i − 1, para
todo i = 2, 3, ...,m. Este poset e´ chamado coroa e seu diagrama de Hasse e´
mostrado abaixo,
Figura 1.1: diagrama de Hasse do poset coroa
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Antes de apresentarmos o pro´ximo exemplo, precisamos introduzir o con-
ceito de soma ordina´ria entre posets.
Dados dois posets P e Q, a soma ordina´ria de P e Q e´ o poset P ⊕Q tal
que
x P⊕Q y ⇔

x P y se x, y ∈ P
x Q y se x, y ∈ Q
x ∈ P e y ∈ Q
ou seja, ale´m das relac¸o˜es advindas de P e de Q, todos elementos de Q sa˜o
maiores que todos elementos de P na soma P ⊕Q.
Por exemplo, se H1 = {1, 2, 3} e´ uma anticadeia de cardinalidade 3 e
H2 = {4, 5} e´ uma anticadeia de cardinalidade 2 enta˜o o diagrama de Hasse
de H1 ⊕H2 e´
1
q
4q
A
A
A
AA
@
@
@
@@q
2
q5




A
A
A
AAq
3
Note que a soma ordina´ria na˜o e´ comutativa, isto e´, P ⊕Q 6= Q⊕ P , em
geral.
Exemplos 1.2.5 (Hiera´rquico). Seja H o poset sobre [n] definido da seguinte
maneira, dados n, n1, n2, ..., nt inteiros positivos tais que n1+n2+· · ·+nt = n,
enta˜o definimos
H = H1 ⊕H2 ⊕ · · · ⊕H t
a soma ordina´ria de t anticadeias Hj onde |Hj| = nj para j = 1, 2, ..., t.
Esse poset e´ chamado Hiera´rquico.
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Note que as classes de posets apresentadas acima na˜o sa˜o classes disjun-
tas. As classes de posets hiera´rquico e a classe Rosenbloom-Tsfasman se
intersectam nas classes anticadeia e cadeia que por sua vez tambe´m se inter-
sectam quando n = 1, observe ainda que quando n = 4 o poset hiera´rquico
coincide com o coroa.
1.3 Homomorfismo e isomorfismo de poset
Dados P e Q dois posets, dizemos que uma aplicac¸a˜o f : (P,P ) →
(Q,Q) e´ um homomorfismo de ordem se dados x, y ∈ P , se x P y enta˜o
f(x) ≺Q f(y). Por exemplo, se P = {a, b, c} e Q = {1, 2} com diagramas de
Hasse
P =
qb
A
A
A
AAq
a




qc
q
q
1
2
Q =
enta˜o a func¸a˜o definida por f(a) = 1, f(b) = 2 e f(c) = 2 e´ um homomor-
fismo de ordem entre P e Q.
A pro´xima proposic¸a˜o segue naturalmente das definic¸o˜es.
Proposic¸a˜o 1.3.1. Dado S ⊆ P , seja S uma ordem em S. Temos que
(S,S) e´ um subposet do poset (P,P ) se, e somente se, a aplicac¸a˜o inclusa˜o
i : S → P e´ um homomorfismo de ordem.
Proposic¸a˜o 1.3.2. A imagem f(Cn) de uma cadeia Cn por um homomor-
fismo de ordem f e´ tambe´m uma cadeia.
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Demonstrac¸a˜o: Dada f : Cn → P um homomorfismo de ordem. Dados
a, b ∈ f(Cn), existem x, y ∈ Cn tais que f(x) = a e f(y) = b. Como Cn
e´ cadeia temos que x Cn y ou y Cn x e como f preserva ordem, para o
primeiro caso teremos a f(Cn) b enquanto que no segundo caso b f(Cn) a,
ou seja, os elementos a, b ∈ f(Cn) sa˜o compara´veis e portanto f(Cn) e´ uma
cadeia. uunionsq
Como consequeˆncia direta da definic¸a˜o, qualquer func¸a˜o que possui uma
anticadeia como domı´nio e´ um homomorfismo de ordem.
Considere agora X = {a, b, c} e Y = {1, 2, 3} dois posets com diagramas
de Hasse
Y = q
1
q
2
q
3
q
q
q
a
b
c
Y =
enta˜o g : X → Y tal que g(a) = 1, g(b) = 3 e g(c) = 2 e´ um homomorfismo
de ordem entre X e Y . Desde que essa func¸a˜o e´ uma bijec¸a˜o, a inversa
g−1 de g existe mas a aplicac¸a˜o g−1 na˜o preserva ordem, pois 1 ≺Y 2 e
g−1(1) = a 6X c = g−1(2). A partir desse exemplo, chegamos na ide´ia para
a definic¸a˜o de o que e´ um isomorfismo entre dois posets.
Sejam (X,≺X) e (Y,≺Y ) dois posets e f : (X,≺X)→ (Y,≺X) um homo-
morfismo de ordem. Caso a inversa de f exista e tambe´m seja um homomor-
fismo enta˜o dizemos que f e´ um isomorfismo entre (X,≺X) e (Y,≺Y ). Neste
caso, ainda dizemos que (X,≺X) e (Y,≺Y ) sa˜o isomorfos e denotamos por
X ≈ Y .
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Algumas propriedades elementares:
1. A aplicac¸a˜o identidade e´ um isomorfismo de poset;
2. Se f : X → Y e g : Y → Z sa˜o isomorfismos, enta˜o a aplicac¸a˜o g ◦ f e´
um isomorfismo entre X e Z;
3. Se f e´ um isomorfismo enta˜o, f−1 tambe´m e´ um isomorfismo de poset.
Segue das propriedades acima que isomorfismo entre posets define uma
relac¸a˜o de equivaleˆncia no conjunto dos posets.
A seguir fornecemos uma caracterizac¸a˜o de isomorfismos que segue dire-
tamente da definic¸a˜o.
Considere f : (X,≺X)→ (Y,≺Y ) uma aplicac¸a˜o bijetora entre os posets
X e Y . Enta˜o f e´ um isomorfismo se, e somente se, para quaisquer x, y ∈ X,
x ≺X y se e somente se f(x) ≺Y f(y).
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Cap´ıtulo 2
Co´digos lineares ponderados
A histo´ria dos Co´digos Corretores de Erros comec¸a em 1948 com a pu-
blicac¸a˜o do trabalho de Claude E. Shannon, ([12]). Inicialmente uns dos
maiores interessados nesta teoria foram os matema´ticos que a desenvolveram
consideravelmente nas de´cadas de 50 e de 60. A partir da de´cada de 70, com
as pesquisas espaciais e a grande popularizac¸a˜o dos computadores, essa teoria
comec¸ou a interessar tambe´m aos engenheiros. Para maiores detalhes sobre
Shannon e a histo´ria dos co´digos corretores de erros veja IEEE Information
Theory Society em http://www.itsoc.org/shannon.html
Neste cap´ıtulo apresentaremos uma introduc¸a˜o a` teoria dos co´digos cor-
retores de erros ponderados por ordens parciais. Iniciaremos com conceitos
ba´sicos de co´digos, somente os necessa´rios para nossos objetivos, e depois
faremos um paralelo com co´digos posets, afim de podermos examinar quais
estruturas sa˜o mantidas quando passamos de um espac¸o com a me´trica de
Hamming a um espac¸o com a me´trica poset. Exploraremos os exemplos
mais cla´ssicos de co´digos posets, a saber, anticadeia (ou Hamming), cadeia
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(ou linear), coroa, hiera´rquico e RosenbloomTsfasman.
2.1 Distaˆncia de Hamming e Isometrias
Seja A um conjunto de cardinalidade finita q, e considere An o conjunto
das n-uplas com entradas em A. A me´trica mais usada neste contexto e´
aquela estabelecida pela distaˆncia de Hamming dH(x, y), definida como o
nu´mero de coordenadas distintas de x e y, ou seja, se x = (x1, x2, ..., xn), y =
(y1, y2, ..., yn) ∈ An enta˜o
dH(x, y) = |{i : xi 6= yi, 1 ≤ i ≤ n}|
A distaˆncia de Hamming define de fato uma me´trica:
Proposic¸a˜o 2.1.1. Dados x, y, z ∈ An, enta˜o:
1. Positividade: dH(x, y) ≥ 0 com a igualdade valendo se, e so´ se,
x = y,
2. Simetria: dH(x, y) = dH(y, x),
3. Desigualdade triangular: dH(x, z) ≤ dH(x, y) + dH(y, z).
Demonstrac¸a˜o:
A primeira e a segunda propriedade sa˜o o´bvias. Trataremos enta˜o de
demonstrar apenas a terceira. Com efeito, se xi = zi as i-e´simas coorde-
nadas na˜o contribuem para dH(x, z) e se xi 6= zi a contribuic¸a˜o das i-e´simas
coordenadas para dH(x, z) e´ um.
14
No caso em que a contribuic¸a˜o e´ zero, certamente a contribuic¸a˜o das i-
e´simas coordenadas a dH(x, z) e´ menor ou igual a` das i-e´simas coordenadas
de dH(x, y) + dH(y, z).
No outro caso em que a contribuic¸a˜o e´ 1, temos que xi 6= zi e assim na˜o
podemos ter xi = yi e yi = zi. Consequentemente, a contribuic¸a˜o das i-e´simas
coordenadas a dH(x, y) + dH(y, z) e´ maior ou igual a 1, que e´ a contribuic¸a˜o
das i-e´simas coordenadas de dH(x, z). uunionsq
Como em todo espac¸o me´trico, podemos definir em (An, dH) bolas e es-
feras. Dados x ∈ An e r ∈ IN, definimos a bola e a esfera de Hamming de
centro em x e raio r como sendo respectivamente os conjuntos
B(x, r) = {y ∈ An : dH(x, y) ≤ r}
S(x, r) = {y ∈ An : dH(x, y) = r}.
Proposic¸a˜o 2.1.2. Dados x ∈ An e r ∈ IN a cardinalidade da bola de
Hamming de centro em x e raio r e´ dada por:
|B(x, r)| =
r∑
t=0
(
n
t
)
(q − 1)t.
Demonstrac¸a˜o: Note primeiramente que |S(x, r)| = |S(0, r)| qualquer que
seja x ∈ IFnq , isto e´, a cardinalidade de esferas de Hamming independe da
escolha do centro. Com efeito, se y ∈ S(0, r) enta˜o y + x ∈ S(x, r) pois
dH(0, y) = dH(x, y+x). Logo, |S(x, r)| ≤ |S(0, r)| e como dH(0, y) = dH(x−
x, y − x) = dH(x, y) segue que, se y ∈ S(x, r) enta˜o y − x ∈ S(0, r) e assim
|S(0, r)| ≤ |S(x, r)|, donde obtemos a igualdade. Mostraremos agora que
|S(0, r)| = (n
r
)
(q− 1)r, e com isso obtemos que qualquer esfera de raio r tem
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essa cardinalidade. Tome y = (y1, ..., yn) ∈ S(0, r) assim, y tem exatamente
r coordenadas na˜o nulas e como essas r coordenadas podem ocorrer em n
posic¸o˜es enta˜o existem
(
n
r
)
possibilidades para as coordenadas na˜o nulas. E
como cada coordenada yi ∈ IFnq na˜o nula pode assumir (q− 1) valores em IFq
enta˜o existem
(
n
r
)
(q − 1)r elementos em IFnq que dista r da origem.
A proposic¸a˜o segue do fato que a bola e´ a unia˜o disjunta de esferas, isto
e´, B(x, r) =
⋃r
t=0 S(x, t), onde S(x, i) ∩ S(x, j) = ∅ para i 6= j. uunionsq
Note que a cardinalidade de esferas e bolas de Hamming independe da
escolha do centro, depende apenas do raio escolhido.
Chamamos de co´digo a qualquer subconjunto de C ⊂ An.
Definic¸a˜o 2.1.3. Seja C um co´digo em An, definimos a distaˆncia mı´nima
d(C) de C por:
d(C) = min{d(x, y) : x 6= y ∈ C}.
Proposic¸a˜o 2.1.4. Considere C um co´digo com distaˆncia mı´nima d e r =
bd−1
2
c. Lembramos que btc e´ o maior inteiro menor ou igual a t. Enta˜o,
B(x, r) ∩B(y, r) = ∅
para quaisquer x 6= y ∈ C.
Demonstrac¸a˜o: Suponhamos que exista w em An tal que w ∈ B(x, r) ∩
B(y, r). Dessa forma, dH(x,w) ≤ r e dH(w, y) ≤ r e da desigualdade trian-
gular segue que dH(x, y) ≤ dH(x,w) + dH(y, w) ≤ d− 1, o que e´ um absurdo
ja´ que a distaˆncia mı´nima de C e´ d e x, y ∈ C. Portanto a intersec¸a˜o das
bolas acima e´ vazia. uunionsq
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Definic¸a˜o 2.1.5. Seja C ⊂ An um co´digo com distaˆncia mı´nima d e r =
bd−1
2
c. Se ⋃
x∈C
B(x, r) = An
enta˜o dizemos que C e´ um co´digo perfeito.
Sempre que se define uma classe de objetos matema´ticos, como por ex-
emplo o dos co´digos de comprimento n sobre um conjunto com q elementos,
costuma-se definir tambe´m a noc¸a˜o de equivaleˆncia entre elementos deste
conjunto. A noc¸a˜o de equivaleˆncia de co´digos repousa sobre o conceito de
isometrias, que passamos a tratar abaixo.
Definic¸a˜o 2.1.6. Seja A um conjunto finito e n um nu´mero natural. Dire-
mos que uma func¸a˜o f : An → An e´ uma isometria de An (de Hamming)
se ela preserva a me´trica de Hamming, ou seja, se
d(f(x), f(y)) = dH(x, y) ∀x, y ∈ An
As isometrias de Hamming possuem propriedades nota´veis, que ja´ foram
totalmente classificadas, entretanto, pela simplicidade dos argumentos uti-
lizados vamos descrever tais propriedades com intuito de mais adiante po-
dermos compara´-las com as isometrias de um co´digo poset.
Proposic¸a˜o 2.1.7. Toda isometria f : An → An e´ uma bijec¸a˜o de An.
Demonstrac¸a˜o: Uma isometria de espac¸os me´tricos e´ sempre injetora.
Como An e´ finito, esta deve ser bijetora. uunionsq
Assim como para qualquer espac¸o me´trico, temos que o conjunto das
isometrias e´ um grupo com a operac¸a˜o usual de composic¸a˜o, ou seja:
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Proposic¸a˜o 2.1.8. Sejam f, g : An → An isometrias. Enta˜o valem as
seguintes propriedades:
1. A func¸a˜o identidade de An e´ uma isometria;
2. f−1 e´ uma isometria de An;
3. A composta g ◦ f e´ uma isometria de An.
Definic¸a˜o 2.1.9. Dizemos que dois co´digos C ⊂ An e C ′ ⊂ An sa˜o equiva-
lentes se existe uma isometria f : An → An tal que f(C) = C ′.
Segue enta˜o da proposic¸a˜o anterior que a relac¸a˜o de equivaleˆncia entre
co´digos e´ uma relac¸a˜o de equivaleˆncia, ou seja, reflexiva, sime´trica e transi-
tiva. De fato, sendo a func¸a˜o identidade uma isometria de An segue que todo
co´digo e´ equivalente a si mesmo. Se C e´ equivalente a C ′ enta˜o existe uma
isometria para An tal que f(C) = C ′ e enta˜o do segundo item da proposic¸a˜o
f−1 e´ uma isometria de An tal que f−1(C ′) = C e assim C ′ e´ equivalente
a C. Finalmente, se C e´ equivalente a C ′ e C ′ e´ equivalente a C ′′ enta˜o
existem f e g isometrias de An tais que f(C) = C ′ e g(C ′) = C ′′ assim pelo
terceiro item da proposic¸a˜o anterior (g ◦ f) e´ uma isometria de An e e´ tal
que (g ◦ f)(C) = C ′′ tornando assim C equivalente a C ′′. Como quer´ıamos
demonstrar.
Os exemplos a seguir nos fornecem duas maneiras de se obter um co´digo
equivalente a partir de outro.
• Se f : A→ A e´ uma bijec¸a˜o, e i e´ um nu´mero inteiro tal que 1 ≤ i ≤ n, a
aplicac¸a˜o Tf i : A
n → An tal que (x1, ..., xi, ..., xn) 7→ (x1, ..., f(xi), ..., xn)
e´ uma isometria.
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• Se pi e´ uma permutac¸a˜o de {1, 2, ..., n}, a aplicac¸a˜o permutac¸a˜o de
coordenadas
Tpi : A
n → An(x1, ..., xn) 7→ (xpi(1), ..., xpi(n))
e´ uma isometria.
Teorema 2.1.10. Seja F : An → An uma isometria de An enta˜o existem
uma permutac¸a˜o pi de {1, 2, ..., n} e bijec¸o˜es fi de A, i = 1, ..., n, tais que
F = Tpi ◦ Tf11 ◦ · · ·Tfnn .
Na˜o demostraremos esse teorema aqui, pois isso foge dos nossos objetivos.
Mas tal demonstrac¸a˜o na˜o e´ dif´ıcil e pode ser encontrada em [10].
Decorre do teorema acima que dois co´digos de comprimento n com en-
tradas em um conjunto A sa˜o equivalentes se um puder ser obtido do outro
mediante uma sequeˆncia de operac¸o˜es do tipo:
(i) Substituic¸a˜o dos s´ımbolos numa dada posic¸a˜o fixa em todas as
palavras do co´digo por meio de uma bijec¸a˜o de A.
(ii) Permutac¸a˜o das posic¸o˜es dos s´ımbolos em todas as palavras do
co´digo mediante uma permutac¸a˜o fixa de {1, 2, ..., n}.
Usualmente, nos textos sobre co´digos, a definic¸a˜o de co´digos equivalentes e´
apresentada dessa forma.
E´ poss´ıvel (e necessa´rio, se quisermos algum resultado que transcenda as
questo˜es de contagem) enriquecer C atrave´s de diversas estruturas, a mais
simples e mais importante de todas e´ a de espac¸o vetorial. Seja IFq um corpo
de cardinalidade q e considere o espac¸o vetorial IFnq das n-uplas com entradas
no corpo IFq. Dizemos que C ⊂ IFnq e´ um co´digo linear de comprimento n
sobre IFq se C for um subespac¸o vetorial de IF
n
q .
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Definic¸a˜o 2.1.11. Dado x ∈ IFnq definimos o peso de x por:
ω(x) = |{i : xi 6= 0}|
E´ facilmente observado que o peso de um elemento x e´ dado por ω(x) =
dH(x, 0), e por tal motivo chamamos a func¸a˜o peso de peso de Hamming.
Dado um co´digo linear C, definimos o peso de C como o menor dos pesos
dos elementos na˜o nulos de C, isto e´, ω(C) = min{ω(x) : x ∈ C \ {0}}.
Proposic¸a˜o 2.1.12. Seja C um co´digo linear de comprimento n e d a
distaˆncia mı´nima de C. Valem as propriedades:
1. ∀x, y ∈ C, d(x, y) = ω(x− y).
2. d = ω(C)
Demonstrac¸a˜o: Dados x, y ∈ C enta˜o ω(x − y) = dH(x − y, 0) = dH(x −
y + y, y) = dH(x, y) mostrando assim o primeiro item. Para o segundo item,
basta notar que para todos elementos x, y ∈ C com x 6= y, x−y = z ∈ C\{0}
e que dH(x, y) = ω(z). uunionsq
Definic¸a˜o 2.1.13. Dizemos que T : IFnq → IFnq e´ uma isometria linear para
a me´trica de Hamming se T e´ um operador linear de IFnq tal que
dH(T (x), T (y)) = dH(x, y) ∀x, y ∈ IFnq .
Equivalentemente, temos que um operador linear T de IFnq e´ uma isometria
linear se T preserva o peso de Hamming, isto e´,
ω(T (x)) = ω(x) ∀x ∈ IFnq .
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E´ possivel simplificar as buscas verificando ao inve´s de todo x ∈ IFnq apenas
para os elementos de uma base qualquer de IFnq .
Um operador linear T definido em IFnq sendo uma isometria linear e´ uma
bijec¸a˜o de IFnq em si mesmo, segue da´ı que T possui inversa, mais ainda, o
operador inverso T−1 e´ tambe´m uma isometria linear. Dessa forma, o con-
junto de todas as isometrias lineares de (IFnq , dH) e´ um grupo. Denotaremos
o grupo das isometrias lineares de (IFnq , dH) por GLH(IF
n
q ).
Analogamente, podemos definir uma equivaleˆncia entre co´digos lineares,
como segue:
Definic¸a˜o 2.1.14. Dois co´digos lineares C e C ′ contidos em IFnq sa˜o li-
nearmente equivalentes se existir uma isometria linear T : IFnq → IFnq tal que
T (C) = C ′.
Explicitaremos agora, assim como feito para co´digos equivalentes, como
sa˜o as classes de equivaleˆncia do conjunto dos co´digos lineares de compri-
mento n.
Se pi e´ uma permutac¸a˜o de {1, ..., n} e x = (x1, ..., xn) ∈ IFnq enta˜o a
aplicac¸a˜o Tpi, definida por T (x) = (xpi(1), ..., xpi(n)), e´ linear. Temos tambe´m
que, se fi : IFq → IFq, i = 1, ..., n sa˜o bijec¸o˜es, enta˜o Tpi ◦Tf11 ◦ · · ·Tfnn e´ linear
se, e so´ se, cada fi e´ linear. Sabemos tambe´m que f : IFq → IFq e´ linear se,
e somente se, existe um elemento c ∈ Fq tal que f(x) = cx, ∀x ∈ IFq e tal
func¸a˜o e´ bijetora se e so´ se c 6= 0. Dessa forma, segue do teorema 2.1.10 que
dois co´digos lineares C e C ′ em IFnq sa˜o linearmente equivalentes se, e so´ se,
existem uma permutac¸a˜o de {1, 2, ..., n} e elementos c1, c2, ..., cn ∈ IFq \ {0}
tais que
C ′ = {(c1xpi(1), ..., cnxpi(n)) : (x1, ..., xn) ∈ C}.
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A teoria de co´digos lineares repousa sobre os espac¸os vetoriais de dimensa˜o
finita sobre corpos finitos. Uma das questo˜es desta teoria (e um dos mais im-
portantes) e´ encontrar um co´digo linear de comprimento n e de dimensa˜o k so-
bre IFq, com a maior distaˆncia mı´nima poss´ıvel. Existem muitas me´tricas que
podem ser definidas sobre IFnq , as mais comuns sa˜o a de Hamming e a me´trica
de Lee∗ (ver http://www.ime.unicamp.br/ mfirer/3NotasFoz2006.pdf).
2.2 Co´digos Poset
Para nossos objetivos e´ suficiente que trabalhemos apenas com posets
finitos. Dessa forma, podemos assumir P = [n] := {1, 2, ..., n}.
Consideremos o espac¸o vetorial IFnq das n-uplas com coeficientes no corpo
IFq e um poset P sobre [n], identificando o conjunto dos ı´ndices das n-uplas
com P . Usando o conceito de ideais de P podemos induzir uma me´trica em
IFnq da seguinte maneira: Dado x = (x1, ..., xn) ∈ F nq , definimos o suporte de
x, como sendo o conjunto dos ı´ndices das coordenadas de x na˜o nulas, ou
seja,
supp(x) = {i ∈ [n] : xi 6= 0}.
Definimos o P -peso de x como sendo a cardinalidade do menor ideal de
P gerado pelo suporte de x:
ωP (x) = | 〈supp(x)〉 |.
Usando a func¸a˜o P -peso definimos a P -distaˆncia em IFnq de modo ana´logo
a propriedade estabelecida anteriormente entre distaˆncia e peso de Hamming,
mais precisamente:
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Definic¸a˜o 2.2.1. Dada uma ordem P sobre [n] e x, y ∈ IFnq definimos a
P-distaˆncia entre x e y por:
dP (x, y) = ωP (x− y).
Os exemplos a seguir ilustram e ajudam a esclarecer essa definic¸a˜o.
• Considere n = 4 e q = 2 e considere P = C4 o poset cadeia de cardi-
nalidade 4 onde 1 ≺C4 2 ≺C4 3 ≺C4 4. Dessa forma,
dC4((1, 1, 0, 0), (1, 0, 1, 0)) = 3 pois, ωC4(0, 1, 1, 0) = | 〈supp(0, 1, 1, 0)〉 | =
| 〈{2, 3}〉 | = |{1, 2, 3}| = 3
• Se n = 4, q = 2 e N = {1, 2, 3, 4} tal que 1 ≺N 3, 2 ≺N 3 e 2 ≺N 4 enta˜o
dN((1, 1, 0, 0), (1, 0, 0, 1)) = 2 pois, ωN(0, 1, 0, 1) = | 〈supp(0, 1, 0, 1)〉 | =
| 〈{2, 4}〉 | = |{2, 4}| = 2.
Note que, considerando P uma anticadeia, enta˜o o P -peso e a P -me´trica
coincidem com o peso de Hamming e a me´trica de Hamming, respectiva-
mente. De fato, basta observar em uma anticadeia P que todo subconjunto
de P e´ um ideal, dessa forma, ωP (x) = | < supp(x) > | = |supp(x)| = ω(x).
Se P e´ a unia˜o disjunta de cadeias de mesmo comprimento enta˜o ωP e dP
coincidem respectivamente com o peso e a me´trica de Rosenbloom-Tsfasman,
introduzidas originalmente em [5].
Proposic¸a˜o 2.2.2. [1] Se P e´ um poset de cardinalidade n, enta˜o a P-
distaˆncia dP (·, ·) e´ uma me´trica em IFnq .
Demonstrac¸a˜o: E´ claro que a P-distaˆncia e´ positiva e tambe´m sime´trica
pois supp(x − y) = supp(y − x). Sendo assim resta mostrar que dP sat-
isfaz a desigualdade triangular. Dados x, y, z ∈ IFnq temos que dP (x, z) =
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ωP (x− z) = ωP (x− y + y − z). Escrevendo u = x − y e v = y − z de-
vemos mostrar que ωP (u + v) ≤ ωP (u) + ωP (v). Para tanto, note que
supp(u + v) ⊆ supp(u) ∪ supp(v) e a unia˜o de dois ideais e´ tambe´m um
ideal, assim
ωP (u+ v) = | < supp(u+ v) > |
≤ | < supp(u) > ∪ < supp(v) > |
≤ | < supp(u) > |+ | < supp(v) > |
= ωP (u) + ωP (v)
uunionsq
Chamaremos ωP e dP respectivamente de P-peso e P-me´trica, respecti-
vamente e chamando ambos (IFnq , ωP ) e (IF
n
q , dP ) de P-espac¸o. Definimos em
(IFnq , dP ) as P-bolas e P-esferas de modo ana´logo ao feito anteriormente para
a bola e esfera no espac¸o com a me´trica de Hamming, ou seja,
BP (x, r) = {y ∈ An : dP (x, y) ≤ r}
SP (x, r) = {y ∈ An : dP (x, y) = r}.
Proposic¸a˜o 2.2.3. A cardinalidade de uma esfera de raio i e centro na
origem e´ dada por:
|SP (0, i)| =
i∑
j=1
(q − 1)jq(i−j)Ωj(i).
Demonstrac¸a˜o: Se i = 0 nada temos a fazer, ja´ que o u´nico vetor de peso
zero e´ o vetor nulo. Se i > 0, seja v ∈ SP (0, i), 〈supp(v)〉 e´ um ideal de i
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elementos. Agora, dado um ideal I ⊂ P de cardinalidade i, vamos determinar
quantos vetores em (IFnq , dP ) satisfazem 〈supp(v)〉 = I.
Assim, seja v ∈ SP (0, i) ⊂ IFnq , podemos escrever:
v =
∑
k∈M(I)
akek +
∑
k∈I\M(I)
bkek +
∑
k 6∈I
ckek
onde ek e´ o k-e´simo vetor da base canoˆnica de IF
n
q .
Como v ∈ SP (0, i) e I = 〈supp(v)〉, enta˜o, M(I) ⊂ supp(v) ⊂ I. Dessa
forma, temos para cada v, que cada coordenada ak cuja posic¸a˜o e´ maximal (j
coordenadas) na˜o pode ser nula, logo restam (q − 1) valores a escolher para
cada uma destas coordenadas, ou seja, (q − 1)j escolhas.
Por sua vez, para as coordenadas bk que pertencem ao ideal mas na˜o sa˜o
maximais, (i−j) coordenadas, podemos, para cada uma delas, escolher entre
q valores, uma vez que na˜o ha´ restric¸o˜es para essas coordenas podendo elas
serem nulas ou na˜o, assim temos q(i−j) escolhas.
Por fim, as coordenadas ck do vetor que na˜o pertence ao ideal, (n− i) co-
ordenadas, necessa´riamente sa˜o nulas, ou seja, ha´ apenas uma possibilidade.
Desde que, o ideal gerado pelo suporte de v pode ter desde 1 elemento
maximal ate´ i elementos maximais, segue que, denotando por ΩPj (i) o nu´mero
de ideais de P com cardinalidade i e contendo exatamente j elementos ma-
ximais temos que:
|SP (0, i)| =
i∑
j=1
(q − 1)jq(i−j)Ωj(i).
uunionsq
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Corola´rio 2.2.4. A cardinalidade de uma P − bola de raio r e´:
|BP (r)| = 1 +
r∑
i=1
i∑
j=1
(q − 1)jq(i−j)Ωj(i).
Demonstrac¸a˜o: Inicialmente note que dados x, y ∈ IFnq como
dP (x, y) = ωP (x− y) = dP (0, x− y)
segue que a cardinalidade de uma P -esfera independe do centro. Observe
ainda que,
SP (0, r) ∩ SP (0, s) = ∅ para r 6= s.
Desta forma, como
BP (0, r) =
r⋃
i=0
SP (0, i)
segue que,
|BP (0, r)| = 1 +
r∑
i=1
i∑
j=1
(q − 1)jq(i−j)Ωj(i).
uunionsq
Toda a teoria de co´digos teve um ganho bastante considera´vel com a
introduc¸a˜o dessas novas me´tricas, o ganho mais importante para a teoria
foi que muitos co´digos que na˜o eram perfeitos, considerando a me´trica de
Hamming, passam a ser perfeitos considerando novas me´tricas. Como e´ o
caso do pro´ximo exemplo.
Exemplos 2.2.5 ([1]). O co´digo de Hamming estendido C em F82 dado pela
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matriz verificac¸a˜o de paridade
H =

1 1 1 1 1 1 1 1
1 1 1 1 0 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0

e´ um P -co´digo perfeito se as u´nicas comparac¸o˜es em P = {1, 2, 3, 4, 5, 6, 7, 8}
sa˜o 1 < i com i = 2, 3, . . . , 8. Em contrapartida C na˜o e´ um co´digo perfeito
se P e´ anticadeia, ou seja, C na˜o e´ um co´digo perfeito com a me´trica de
Hamming.
Desde 1995 muitos to´picos e questo˜es relevantes no contexto cla´ssico
(Hamming) de teoria de co´digos tem sido estudados e desenvolvidos no con-
texto de espac¸os poset. Dentre as questo˜es pertinentes esta˜o aquelas que
mesmo sem lidar diretamente com o estudo dos co´digos tratam de aspectos
gene´ricos ou estruturais dos P -espac¸os. Destacamos que a obtenc¸a˜o de re-
sultados gene´ricos e independentes da escolha de posets espec´ıficos costuma
ser a´rdua. A t´ıtulo de exemplo, citamos a descric¸a˜o dos grupos de isometrias
lineares de tais espac¸os.
Uma isometria linear em (IFnq , dP ) e´ uma aplicac¸a˜o linear T : IF
n
q → IFnq
tal que
dP (T (x), T (y)) = dP (x, y), ∀x, y ∈ IFnq
ou equivalentemente, ωP (T (x)) = ωP (x), ∀x ∈ IFnq . Denotaremos o grupo
das isometrias lineares de (IFnq , dP ) por GLP (IF
n
q ).
A descric¸a˜o dos grupos de isometrias lineares iniciou em 2003 com o
trabalho de Kim e Cho [7] onde e´ descrito o grupo das isometrias lineares
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para a classe de poset coroa CR = CR(2m); Lee [8] descreve o grupo das
isometrias lineares para a me´trica de Rosenbloom-Tsfasman. E enta˜o em
2008, Firer, Hyun, Kim e Panek [9] publicam um trabalho com a descric¸a˜o
do GLP (IF
n
q ) onde P e´ um poset qualquer. A seguir enunciaremos estes
resultados:
Proposic¸a˜o 2.2.6 ([9]). Dados P um poset sobre [n], {e1, ..., en} a base
canoˆnica de IFnq e T ∈ GLP (IFnq ) uma isometria linear. Enta˜o a aplicac¸a˜o
φT : P → P dada por
φT (i) = max 〈supp(T (ei))〉
e´ um automorfismo de P.
Teorema 2.2.7 ([9]). Sejam P um poset sobre [n] e {e1, ..., en} a base canoˆnica
de IFnq . Enta˜o, T ∈ GLP (IFnq ) se, e somente se,
T (ej) =
∑
i≤j
xijeφT (i),
onde φT : P → P e´ o automorfismo associado a T como no lema acima e
xij sa˜o constantes com xjj 6= 0 para todo j ∈ {1, 2, ..., n}. Mais ainda, dado
T ∈ GLP (IFnq ), existe um par de bases ordenadas β e βT de IFnq para as quais
a isometria linear T e´ representada por uma matriz n×n triangular superior
(aij)1≤i,j≤n com ajj 6= 0 para todo j ∈ {1, 2, ..., n}.
Outra questa˜o estrutural neste contexto e´ a possibilidade de extensa˜o de
isometrias.
Dados co´digos (lineares) C,C ′ ⊂ IFnq e uma P -isometria f : C → C ′, que
condic¸o˜es (sobre P ou tambe´m sobre C) sa˜o necessa´rias e suficientes para
existir
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F ∈ GLP (IFnq ) tal que F |C = f?
Nem sempre essa extensa˜o e´ poss´ıvel, conforme exemplo abaixo.
Exemplos 2.2.8. Sejam C = {(0, 0, 0), (0, 0, 1)} e C ′ = {(0, 0, 0), (1, 1, 0)}
dois co´digos em IF32, P = {1, 2, 3} com 1  3 cujo diagrama de Hasse e´,
1
q
q3
q
2
e f : C → C ′ uma aplicac¸a˜o tal que f(0, 0, 0) = (0, 0, 0) e f(0, 0, 1) = (1, 1, 0).
A aplicac¸a˜o f e´ uma isometria que na˜o pode ser estendida a todo IF32.
Com efeito, ωP (f(0, 0, 0)) = ωP (0, 0, 0) = 0 e
ωP (0, 0, 1) = | 〈supp(0, 0, 1)〉 |
= | 〈{3}〉 |
= |{1, 3}|
= 2.
ωP (1, 1, 0) = | 〈supp(1, 1, 0)〉 |
= | 〈{1, 2}〉 |
= |{1, 2}|
= 2.
No entanto, assumindo que F ∈ GLP (IF32) e´ tal que F |C = f , pela Proposic¸a˜o
2.2.6, devemos ter que 〈supp(F (0, 0, 1))〉 deve ser gerado por um u´nico ele-
mento, o que na˜o ocorre com o ideal {1, 2} = 〈supp(f(0, 0, 1)〉.
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No contexto desta questa˜o, extensa˜o de isometrias, nos deparamos com
uma outra questa˜o de cara´ter amplo, o problema da determinac¸a˜o da me´trica
a partir da distribuic¸a˜o de pesos, que apresentamos e desenvolvemos no
pro´ximo cap´ıtulo.
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Cap´ıtulo 3
Distribuic¸a˜o de pesos
3.1 Distribuic¸a˜o de pesos de algumas classes
de posets
Dado um poset P e i, 1 ≤ i ≤ n, seja Ai,P := |{x ∈ IFnq , ωP (x) = i}|
o nu´mero de vetores em IFnq cujo P -peso e´ i (usamos a notac¸a˜o Ai quando
na˜o houver ambiguidades). Em outras palavras, considerando que ωP (x) =
dP (x, 0) e a cardinalidade da P -esfera independe do centro, Ai,P e´ a cardi-
nalidade de uma P -esfera de raio i, ou seja, Ai,P = |SP (0, i)|. Diremos que a
sequeˆncia ordenada finita
DP = (A1,P , A2,P , · · · , An,P )
e´ a distribuic¸a˜o de P -pesos (DP) de (IFnq ,ωP ).
Segue enta˜o da Proposic¸a˜o 2.2.3, segue que:
Ai,P =
i∑
j=1
(q − 1)jq(i−j)ΩPj (i).
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Ao longo desta sec¸a˜o apresentaremos uma se´rie de exemplos tratando do
problema central deste trabalho, o problema da distribuic¸a˜o de pesos :
Sob quais condic¸o˜es podemos garantir que dois espac¸os poset
(IFnq , dP ) e (IF
n
q , dQ) com DP = DQ, sa˜o isome´tricos ou equivalen-
temente, quando P e Q sa˜o posets isomorfos?
Comec¸amos com uma proposic¸a˜o que segue diretamente da definic¸a˜o de
DP e que nos sera´ muito u´til durante as demonstrac¸o˜es dos resultados que
seguem.
Proposic¸a˜o 3.1.1. Dado um P -espac¸o (IFnq , dP ), onde P e´ um poset sobre
[n], enta˜o, A1 = |NP1 |(q − 1), onde NP1 e´ o primeiro n´ıvel do poset P .
Demonstrac¸a˜o: De fato, se x ∈ IFnq e´ tal que ωP (x) = 1 enta˜o | 〈supp(x)〉 | =
1 logo x = (0, ..., 0, xj, 0, ...0) para algum j, tal que | < j > | = 1 e xj 6= 0, ou
seja, j pertence ao primeiro n´ıvel de P ; como xj e´ na˜o nulo, ele pode assumir
(q − 1) valores em IFq. Portanto, temos que A1,P = |NP1 |(q − 1). uunionsq
Vamos comec¸ar apresentando a distribuic¸a˜o de pesos das principais famı´lias
de posets introduzidas no primeiro cap´ıtulo. A menos que mencionamos o(s)
autor(es), os resultados, exemplos, proposic¸o˜es e teoremas que aparecera˜o de
agora em diante, sa˜o todos originais, obtidos neste trabalho.
Exemplos 3.1.2 (Anticadeia ou Hamming (H)). Desde que em uma anti-
cadeia temos que 〈supp(dot)〉 = supp(dot), segue da proposic¸a˜o acima que se
um poset H e´ uma anticadeia de cardinalidade n, enta˜o DH =
((
n
i
)
(q − 1)i)n
i=1
.
Com efeito, basta observar que em uma anticadeia todos os elementos esta˜o
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no primeiro n´ıvel e a´ı a procura pela DH se torna um simples problema de
contagem.
Exemplos 3.1.3 (Cadeia ou linear (Cn)). Seja Cn o poset cadeia de cardinal-
idade n. Enta˜o a distribuic¸a˜o de pesos do espac¸o (IFnq , ωCn) e´ dada por DCn =
((q− 1)qi−1)ni=1. De fato, como Cn e´ uma cadeia, se x = (x1, x2, ..., xn) ∈ IFnq
possui peso i e k e´ a maior coordenada na˜o nula de x, ou seja, k = max{j :
xj 6= 0}. Enta˜o ω(x) = | < k > | = i, ou seja, k pertence ao i-e´simo
n´ıvel de P e, como xk 6= 0, esta coordenada pode assumir (q − 1) valores
em IFq. Quanto a`s (i − 1) coordenadas de x que esta˜o nos n´ıveis inferiores
ao i-e´simo, esses na˜o interferem no peso de x e consequentemente podem
assumir qualquer valor em IFq. Portanto, Ai = (q − 1) · qi−1.
O pro´ximo exemplo, na˜o ta˜o simples como os apresentados ate´ agora, nos
mostra que a DP de um espac¸o peso pode ser um problema um tanto dif´ıcil.
A DP para o poset coroa, foi demonstrada por Kim e Cho em trabalho
publicado em 2007.
Exemplos 3.1.4 (Coroa (CR)). [6] Seja CR o poset Coroa definido sobre
[2m]. Para este caso, temos que a distribuic¸a˜o de pesos e´ dada por:
Aj,CR = 1(2m−j)!
∑( 2m−j
i1i2...im
)
Tr(M (i1)M (i2) · · ·M (im))
onde a soma percorre todas as m-uplas de inteiros (i1, i2, ..., im) satisfazendo
0 ≤ i1, ..., im ≤ 2 e i1 + i2 + ...+ im = 2m− j,(
2m− j
i1i2...im
)
=
(
2m− j
i1
)(
2m− j − i1
i2
)
· · ·
(
2m− j − i1 − i2 − ...− im−1
im
)
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e´ o coeficiente multinomial usual, Tr e´ a func¸a˜o trac¸o de matriz quadrada, e
M (0) =
 0 0
(q − 1)q2 (q − 1)q
 ,M (1) =
 q − 1 1
0 0
 ,M (2) =
 2 0
0 0
 .
Para ilustrar este caso, afim de torna´-lo mais claro determinaremos a
DCR para o CR-espac¸o 6-dimensional sobre o corpo bina´rio. De acordo com
a expressa˜o acima, a distribuic¸a˜o de pesos {Aj}6j=1 de
(IF62, ωCR) e´ dada por,
Aj,CR =
1
(6− j)!
∑(6− j
i1i2i3
)
Tr(M (i1)M (i2)M (i3))
onde M (0) =
 0 0
4 2
 ,M (1) =
 1 1
0 0
 e M (2) =
 2 0
0 0
 .
Segue enta˜o que:
Se j = 0, (i1, i2, i3) percorre o conjunto {(2, 2, 2)} e
A0,CR =
1
6!
∑( 6
2 2 2
)
Tr(M (2)M (2)M (2)) (3.1)
=
1
6!
· 90 · 8 = 1. (3.2)
Se j = 1, (i1, i2, i3) percorre o conjunto {(1, 2, 2), (2, 1, 2), (2, 2, 1)} e
A1,CR =
1
5!
∑( 5
1 2 2
)
· 3 · Tr(M (1)M (2)M (2))
=
1
5!
· 30 · 3 · 4 = 3
Se j = 2, (i1, i2, i3) percorre o conjunto
{(2, 1, 1), (1, 2, 1), (1, 1, 2), (0, 2, 2), (2, 0, 2), (2, 2, 0)}
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eA2,CR =
1
4!
{(
4
2 1 1
)
· 3 · Tr(M (2)M (1)M (1))
+
(
4
0 2 2
)
· 3 · Tr(M (0)M (2)M (2))
}
=
1
4!
(12 · 3 · 2 + 6 · 3 · 0) = 3.
Se j = 3, (i1, i2, i3) percorre o conjunto
{(1, 1, 1), (0, 1, 2), (2, 0, 1), (1, 2, 0), (0, 2, 1), (1, 0, 2), (2, 1, 0)}
e
ACR,3 =
1
3!
{(
3
1 1 1
)
· Tr(M (1)M (1)M (1))
+
(
3
0 2 2
)
· 3 · Tr(M (0)M (1)M (2))
+
(
3
0 2 1
)
· 3 · Tr(M (0)M (2)M (1))
}
=
1
3!
(6 · 1 + 3 · 3 · 0 + 3 · 3 · 8) = 13.
Se j = 4, (i1, i2, i3) percorre o conjunto
{(0, 1, 1), (1, 0, 1), (1, 1, 0), (2, 0, 0), (0, 2, 0), (0, 0, 2)}
e
A4,CR =
1
2!
{(
2
0 1 1
)
· 3 · Tr(M (0)M (1)M (1))
+
(
2
2 0 0
)
· 3 · Tr(M (2)M (0)M (0))
}
=
1
2!
(2 · 3 · 4 + 1 · 3 · 0) = 12.
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Se j = 5, (i1, i2, i3) percorre {(1, 0, 0), (0, 1, 0), (0, 0, 1)} e
A5,CR =
1
1!
(
1
1 0 0
)
· 3 · Tr(M (1)M (0)M (0))
= 3 · 8 = 24.
Finalmente, se j=6 enta˜o (i1, i2, i3) = (0, 0, 0) e
A6,CR =
1
0!
(
0
0 0 0
)
· Tr(M (0)M (0)M (0)) = 8.
E portanto, a distribuic¸a˜o de pesos do espac¸o (IF62, ωCR) e´
DCR = (1, 3, 3, 13, 12, 24, 8).
Exemplos 3.1.5 (Hiera´rquico (H)). Se agora considerarmos o poset Hie-
ra´rquico H definido no primeiro cap´ıtulo, podemos ver que a distribuic¸a˜o de
pesos de (IFnq , dH) e´:
Aj,H =
 1 se j = 0(nl+1
j−kl
)
(q − 1)j−klqkl se kl < j ≤ kl+1
onde kl = n1 + · · ·+ nl e k0 = 0.
Com efeito, inicialmente note que se 0 < j ≤ n1 e x ∈ F nq e´ um vetor
tal que ωH(x) = j enta˜o 〈supp(x)〉 ⊆ NHi1 e como NH1 e´ uma anticadeia
segue do Exemplo 3.1.2 nossa afirmac¸a˜o, neste caso. Considere enta˜o que
kl < j ≤ kl+1 e x ∈ IFnq e´ um vetor tal que ωH(x) = j enta˜o devemos
ter supp(x) ⊆ ∪l+1s=1NHs pois, se supp(x) ⊆ ∪ls=1NHs , como
∣∣∪ls=1NHs ∣∣ = kl
obtemos que ωH(x) = | 〈supp(x)〉 | ≤ kl, um absurdo. Agora, se 〈supp(x)〉 ∩
NHl+2 6= ∅ deveriamos ter ωH(x) ≥ kl+1 + 1, novamente, um absurdo. Como
supp(x) ⊆ ∪l+1s=1NHs e em H todo elemento de um determinado n´ıvel e´ maior
que cada elemento dos n´ıveis inferiores temos que 〈supp(x)〉 ⊆ 〈NHil+1〉 e
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tambe´m supp(x) possui j − kl elementos maximais. Agora para os j − kl
indices de x que sa˜o elementos maximais do 〈supp(x)〉 existem |NHil+1| =
nl possibilidades e como cada entrada com estes ind´ıces deve ser na˜o nula
existem (q − 1)j−kl possibilidades para estas. Para as outras kl coordenadas
de x que esta˜o nos n´ıveis inferiores estas na˜o interferem no peso de x e
portanto podem assumir qkl valores em IFq.
3.2 Determinac¸a˜o da ordem via distribuic¸a˜o
de pesos
Esta sec¸a˜o sera´ dedicada exclusivamente a mostrar os resultados obti-
dos (neste trabalho) sobre a questa˜o da determinac¸a˜o da ordem atrave´s da
distribuic¸a˜o de pesos:
Sob quais condic¸o˜es podemos garantir que dois espac¸os poset
(IFnq , dP ) e (IF
n
q , dQ) com DP = DQ, sa˜o isome´tricos ou equivalen-
temente, quando P e Q sa˜o posets isomorfos?
Iniciamos esta sec¸a˜o com um contra-exemplo para o caso geral, obtendo
que de modo geral a distribuic¸a˜o de pesos de um P -espac¸o na˜o determina a
ordem P . Com efeito:
Exemplos 3.2.1. Sejam N = {1, 2, 3, 4 : 1 N 3, 2 N 3, 2 N 4} e P =
{1, 2, 3, 4 : 1 P 2, 2 P 3, 1 P 3} dois posets sobre [4]. Cujos diagramas
de Hasse sa˜o respectivamente os seguintes
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N = q
1
q3
@
@ q
2
q4
P = q
4
q
1
q
2
q
3
Note que para o N-espac¸o (IF42, dN) as esferas de centro na origem sa˜o:
SN(0IF42 , 0) = {0IF42}
SN(0IF42 , 1) = {(1, 0, 0, 0), (0, 1, 0, 0)}
SN(0IF42 , 2) = {1, 1, 0, 0), (0, 0, 0, 1), (0, 1, 0, 1)}
SN(0IF42 , 3) = {(0, 0, 1, 0), (1, 0, 1, 0), (0, 1, 1, 0), (1, 1, 1, 0), (1, 0, 0, 1), (1, 1, 0, 1)}
SN(0IF42 , 4) = {(0, 0, 1, 1), (1, 0, 1, 1), (0, 1, 1, 1), (1, 1, 1, 1)}
e para o P -espac¸o (IF42, dP ) as esferas sa˜o:
SP (0IF42 , 0) = {0IF42}
SP (0IF42 , 1) = {(1, 0, 0, 0), (0, 0, 0, 1)}
SP (0IF42 , 2) = {1, 0, 0, 1), (0, 1, 0, 0), (1, 1, 0, 0)}
SP (0IF42 , 3) = {(0, 0, 1, 0), (1, 0, 1, 0), (0, 1, 1, 0), (1, 1, 1, 0), (0, 1, 0, 1), (1, 1, 0, 1)}
SP (0IF42 , 4) = {(0, 0, 1, 1), (1, 0, 1, 1), (0, 1, 1, 1), (1, 1, 1, 1)}.
Como Ai,P = |SP (0, i)| segue que DP = (1, 2, 3, 6, 4) = DN . Agora, como
N e´ conexo, P e´ desconexo e isomorfismos preservam conexidade temos que
N e P sa˜o na˜o isomorfos.
O exemplo acima mostra que a DP e´ um invariante mais fraco que o
poset que induz a me´trica. Assim, precisamos buscar condic¸o˜es que possam
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garantir a determinac¸a˜o de me´trica e de poset a partir da distribuic¸a˜o de
pesos.
O primeiro tipo de restric¸o˜es refere-se a fixar a classe da ordem P . Se
considerarmos P uma das ordens de algumas das importantes famı´lias que
introduzimos no primeiro cap´ıtulo (anti-cadeia, cadeia, coroa ou hiera´rquico)
podemos garantir que a distribuic¸a˜o de pesos determina a ordem.
Observamos que estas classes de posets sa˜o as mais relevantes e muitas
vezes tratadas de modo particular ([6], [7] e [11], a t´ıtulo de exemplo), no
que tange o estudo de co´digos com estrutura poset.
Apesar de a classe de poset hiera´rquicos conter as classes de posets cadeia
e anti-cadeia, vamos demonstrar cada um destes casos separadamente, pois
estes casos iniciais introduzem os tipos de argumentos que sa˜o utilizados
posteriormente.
Proposic¸a˜o 3.2.2 (Hamming). Sejam H o poset anti-cadeia sobre [n] e P
um poset sobre [n] tal que a DP do P -espac¸o (IFnq , dP ) coincide com a DP do
H-espac¸o (IFnq , dH), ou seja, DH = DP . Enta˜o, P e´ tambe´m uma anticadeia
e consequentemente P e´ isomorfo a H.
Demonstrac¸a˜o: Neste caso o H-peso coincide com o peso de Hamming.
Agora, sendo
|NP1 |(q − 1) = A1,P = A1,H = n(q − 1)
da Proposic¸a˜o 3.1.1 segue que |NP1 | = n, donde P possui n elementos em
NP1 , em outras palavras, todos os elementos de P sa˜o mı´nimos. Conse-
quentemente, P e´ uma anticadeia de cardinalidade n e logo P e´ isomorfo a
H. uunionsq
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Note que na demonstrac¸a˜o acima foi usado apenas que A1,P = A1,H .
Dessa forma, no enunciado da proposic¸a˜o acima poderia ser exigido apenas
que A1,P = A1,H ao inve´s de DH = DP , no entanto, como estamos inter-
essados em condic¸o˜es de suficiencia para que o problema da determinac¸a˜o
de pesos tenha uma resposta afirmativa o enunciado foi mantido para ex-
plicitar que se restringirmos a questa˜o a essa classe de ordem (anticadeia)
conseguimos uma resposta afirmativa.
O racioc´ınio acima nos permite concluir o seguinte resultado:
Lema 3.2.3. Sejam P e Q dois posets sobre [n] tais que A1,P = A1,Q. O
nu´mero de elementos mı´nimos de P coincide com o nu´mero de elementos
mı´nimos de Q, ou seja |NP1 | = |NQ1 |.
Demonstrac¸a˜o: A demonstrac¸a˜o segue diretamente da hipo´tese A1,P =
A1,Q e da Proposic¸a˜o (3.1.1), a qual afirma que A1,P = |NP1 | · (q − 1). uunionsq
Proposic¸a˜o 3.2.4 (Cadeia (ou linear)). Sejam Cn o poset cadeia sobre
[n] e P um poset sobre [n] tal que a DP do P -espac¸o (IFnq , dP ) coincide com
a DP do Cn-espac¸o (IF
n
q , dCn), ou seja, DCn = DP . Enta˜o, P e´ tambe´m uma
cadeia e consequentemente P e´ isomorfo a Cn.
Demonstrac¸a˜o: Vimos no exemplo 3.1.3 que Ai,Cn = (q − 1)qi−1 e como
A1,P = A1,Cn temos que A1,P = (q − 1), o que implica que P possui apenas
um elemento mı´nimo (ou seja, P possui apenas um elemento no primeiro
n´ıvel). Assim, A2,P =
(|NP1 |
2
)
(q − 1)2 + |NP2,2|(q − 1)q = |NP2,2|(q − 1)q (pois,(|NP1 |
2
)
= 0) e como A2,P = A2,Cn segue que |NP2,2| = |NCn2,2 | = 1. Note agora
que |NP2,j| = 0 para j > 2. De fato, se NP2,j 6= ∅, devem existir ao menos
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j − 1 > 1 elementos em NP1 , o que sabemos que na˜o ocorre. O mesmo
racioc´ınio e´ utilizado indutivamente para os n´ıveis superiores. Com efeito,
usaremos induc¸a˜o sobre i para fazer a demonstrac¸a˜o.
Suponhamos agora que para todo i ≤ k − 1 temos |NPi,i| = 1 e |NPi,j| = 0
para todo j > i.
Assim, Ak,P = |NPk,k|(q − 1)qk−1, mas Ak,P = Ak,C = (q − 1)qk−1 donde
|NPk,k| = 1 e tambe´m |NPk,k+j| = 0 para todo j ≥ 1, pois se l ∈ NPk,k+j
enta˜o l ∈ NPk e | < l > | = k + j, logo < l >= {l, l2, l3, ..., lk+j} onde
l2, l3, ..., lk+j ∈
k−1⋃
t=1
NPt , mas |
k−1⋃
t=1
NPt | = k − 1 donde segue que existem j ele-
mentos repetidos em < l > e da´ı | < l > | = k, o que e´ absurdo. Portanto P
tem apenas um elemento em cada n´ıvel. Consequentemente P e´ uma cadeia.
uunionsq
Proposic¸a˜o 3.2.5 (Coroa CR = CR[2m]). Sejam CR o poset coroa sobre
[2m] e P um poset sobre [2m] tal que a DP do P -espac¸o (IFnq , dP ) coincide
com a DP do CR-espac¸o (IFnq , dCR), ou seja, DCR = DP . Enta˜o, P possui
tambe´m a estrutura de coroa e consequentemente P e´ isomorfo a CR.
Demonstrac¸a˜o: Do Lema 3.2.3 e do fato A1,P = A1,CR = m(q − 1) temos
que P possui m elementos mı´nimos.
Afirmamos que P = NP1 ∪ NP2,3 e |NP2,3| = m. De fato, A2,P ≥
(
m
2
)
(q −
1)2 ja´ que m coordenadas de peso 1 (os elementos do primeiro n´ıvel de P )
contribuem com
(
m
2
)
(q−1)2 elementos de peso 2, no entanto, A2,P = A2,CR =(
m
2
)
(q−1)2 logo P na˜o possui elementos no n´ıvel 2 de peso 2, ou seja, NP2,2 = ∅.
Como A3,P =
(
m
3
)
(q − 1)3 + (|NP2,3| + |NP3,3|)(q − 1)q2 e A3,P = A3,CR =
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(
m
3
)
(q− 1)3 +m(q− 1)q2 enta˜o (|NP2,3|+ |NP3,3|) = m. Entretanto, |NP3,3| = 0,
pois |NP2,2| = 0. Com efeito, se i ∈ NP3,3 enta˜o i ∈ NP3 e | < i > | = 3, logo
< i >= {i, r, s} onde s ≺CR r ≺CR i, dessa forma ter´ıamos que |< r >| = 2,
um absurdo ja´ que P na˜o possui ideal principal de cardinalidade 2. Assim
|NP2,3| = m e consequentemente, P = NP1 ∪NP2,3.
Seja
α := |{i ∈ NP2,3 : ∃ j 6= i ∈ NP2,3 com |<i> ∩ <j>| = 2}|.
Enta˜o
A4,P =
(
m
4
)
(q − 1)4 +m(m− 2)(q − 1)2q2 + α(q − 1)2q2
no entanto, por hipo´tese,
A4,P = A4,CR =
(
m
4
)
(q − 1)4 +m(m− 2)(q − 1)2q2
donde α = 0, isto e´, em P na˜o existem dois ideais principais cuja intersec¸a˜o
possua dois elementos, conclu´ımos que os ideais principais gerados por ele-
mentos distintos do segundo n´ıvel de P ou sa˜o disjuntos ou se intersectam
em um u´nico elemento.
Seja
β := |{i ∈ NP2,3 : ∃ j ∈ NP2,3 com |<i> ∩ <j>| = 1}|.
Enta˜o
A5,P =
(
m
5
)
(q − 1)5 +m
(
m− 2
2
)
(q − 1)3q2 + β(q − 1)2q3
e como por hipo´tese
A5,P = A5,CR =
(
m
5
)
(q − 1)5 +m
(
m− 2
2
)
(q − 1)3q2 +m(q − 1)2q3
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segue que β = m, ou seja, para todo i ∈ NP2 existe ao menos um j ∈ NP2
distinto de i tal que | 〈i〉 ∩ 〈j〉 | = 1.
Seja
γ := |{i ∈ NP2,3 : ∃ j, k ∈ NP2,3 com |<i> ∩ <j> ∩ <k>| = 1}|.
Enta˜o
A7,P =
(
m
7
)
(q−1)7+m
(
m− 2
4
)
(q−1)5q2+m
(
m− 3
2
)
(q−1)4q3+[m(m−2)(m−4)+γ](q−1)3q4.
Ao compararmos esta igualdade com a expressa˜o A7,CR vemos que γ = 0, ou
seja, dados i, j, k ∈ NP2 distintos enta˜o 〈i〉 ∩ 〈j〉 ∩ 〈k〉 = ∅.
Resumindo, sabemos sobre P :
1. P = NP1 ∪NP2,3;
2. Dados i, j ∈ NP2,3 distintos enta˜o | 〈i〉 ∩ 〈j〉 | ≤ 1;
3. Se i, j, k ∈ NP2,3 sa˜o distintos enta˜o 〈i〉 ∩ 〈j〉 ∩ 〈k〉 = ∅.
Vamos mostrar agora que um poset com essas propriedades deve ser iso-
morfo ao coroa. Com efeito, considere a matriz A = (aij)m×m obtida de P
fazendo, i ∈ NP1 , j ∈ NP2 e
aij =
 1 se i P j0 se i 6P j
.
As propriedades acima se traduzem em termos de A no seguinte modo:
1. Cada coluna de A possui exatamente duas entradas na˜o nulas;
2. A na˜o possui duas colunas iguais;
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3. Toda linha de A tem no ma´ximo duas entradas na˜o nulas.
Como cada coluna possui exatamente dois elementos iguais a 1, temos que a
matriz A possui 2m entradas na˜o nulas. Como A tem 2m entradas na˜o nulas
e cada linhda tem no ma´ximo 2 entradas na˜o nulas, conclui-se que cada linha
tem exatamente 2 entradas na˜o nulas, isso implica que cada elemento de NP1
e´ menor que exatamente dois elementos de NP2,3, o que implica que P pode
ser obtido de CR por uma permutac¸a˜o dos elementos que deixa invariante
cada n´ıvel. Portanto, P e´ isomorfo a CR. uunionsq
Antes de demonstrarmos a pro´xima proposic¸a˜o precisamos introduzir al-
guns conceitos.
Seja
ΛPj (i) := {I ⊆ P : I e´ ideal , |I| = i e |M(I)| = j}
onde M(I) := {elementos maximais de I} e seja ΩPj (i) = |ΛPj (i)|.
Relembremos que a distribuic¸a˜o de pesos num espac¸o poset arbitra´rio e´
dada por:
APi =
i∑
j=1
ΩPj (i)(q − 1)jqi−j. (3.3)
A t´ıtulo de ilustrac¸a˜o retomamos o Exemplo 3.2.1, onde obtemos
ΩN1 (1) = 2 Ω
P
1 (1) = 2
ΩN1 (2) = 1 Ω
P
1 (2) = 1
ΩN1 (3) = 1 Ω
P
1 (3) = 1
ΩN1 (4) = 0 Ω
P
1 (4) = 0
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ΩN2 (2) = 1 Ω
P
2 (2) = 1
ΩN2 (3) = 1 Ω
P
2 (3) = 1
ΩN2 (4) = 1 Ω
P
2 (4) = 1
ΩN3 (3) = 0 Ω
P
3 (3) = 0
ΩN3 (4) = 0 Ω
P
3 (4) = 0
ΩN4 (4) = 0 Ω
P
4 (4) = 0
que os coeficientes sa˜o todos iguais de P e de N.
Como a distribuic¸a˜o de pesos e´ univocamente determinada pelos coefi-
cientes Ωj(i), temos que DP = DN .
Proposic¸a˜o 3.2.6 (Hiera´rquico). Sejam H o poset hiera´rquico sobre [n]
e P um poset sobre [n] tal que a DP do P -espac¸o (IFnq , dP ) coincide com a
DP do H-espac¸o (IFnq , dH), ou seja, DH = DP . Enta˜o, P possui tambe´m a
estrutura de hiera´rquico e consequentemente P e´ isomorfo a H.
Demonstrac¸a˜o: Desde que H contem n1 elementos mı´nimos, pelo Lema
3.2.3 P tambe´m possui n1 elementos mı´nimos. Dividimos a prova em va´rias
afirmac¸o˜es, como segue.
• Afirmac¸a˜o 1: Vale a igualdade NP2 = ΛP1 (n1 + 1), ou seja, i ∈ NP2 se
e somente se | 〈i〉 | = n1 + 1.
Com efeito, e´ claro que se i ∈ NP2 , 2 ≤ | 〈i〉 | ≤ n1 + 1. Suponhamos
enta˜o que exista i ∈ NP2 com | 〈i〉 | = r onde 2 ≤ r ≤ n1. Como P
possui n1 elementos no primeiro n´ıvel temos que
Ar,P ≥
(
n1
r
)
(q − 1)r + αr(q − 1)qr−1, (1)
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onde αr := |{i ∈ NP2 : | < i > | = r}|. No entanto, do exemplo 3.1.5
sabemos
Aj,P =
(
nl+1
j − kl
)
(q − 1)j−klqkl para kl < j ≤ kl+1
onde kl = n1 + n2 + · · ·+ nl. Assim,
Ar,P = Ar,H =
(
n1
r
)
(q − 1)r
logo, da desigualdade (1) obtemos α = 0, donde na˜o existe tal i. Con-
clu´ımos que se i ∈ NP2 enta˜o | < i > | = n1 + 1. Ale´m disto se i ∈ NPj ,
j > 2 deve existir i′ ∈ NP2 com i′ P i donde | < i > | ≥ | < i′ >
|+ j − 2 > n1 + 1. Mostrando assim nossa primeira afirmac¸a˜o.
Observamos em particular que
ΩP1 (2) = · · · = ΩP1 (n1) = 0.
• Afirmac¸a˜o 2: Vale a igualdade |NH2 | = |NP2 |.
Note inicialmente que ΩP2 (n1 + 1) = · · · = ΩPn1+1(n1 + 1) = 0. De fato,
seja I = {i1, ..., in1+1} um ideal de P de cardinalidade n1 + 1. Como
|I| > |NP1 | existe ao menos um ı´ndice j tal que ij ∈ I e ij 6∈ NP1 . Note
que, ij ∈ NP2 , pois do contra´rio existiria k ∈ NP2 tal que k P ij e
ter´ıamos, |I| ≥ | < ij >P | > | < k >P | = n1 + 1, um absurdo.
Suponhamos agora que exista k 6= j tal que ik ∈ I ∩ NP2 . Segue da
Afirmac¸a˜o 1 que | 〈ik〉 | = n1 + 1 logo, como 〈ik〉 ∩ 〈ij〉 ⊂ I segue que
|I| > n1 + 1 o que contradiz nossa hipo´tese, logo existe apenas um
elemento ma´ximo em I, e portanto, I = 〈ij〉.
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Mostramos assim que ΩP2 (n1 + 1) = · · · = ΩPn1+1(n1 + 1) = 0 e, pela
Afirmac¸a˜o 1,
An1+1,P = Ω
P
1 (n1 + 1)(q − 1)qn1
= |NP2 |(q − 1)qn1 . (por 1)
Como
An1+1,P = An1+1,H
|NP2 |(q − 1)qn1 = n2(q − 1)qn1
segue que
|NP2 | = n2 = |NH2 |.
Vamos assumir que |NPt | = |NHt | e NPt = ΛP1 (kt−1 +1) para todo t ≤ r,
como hipo´tese de induc¸a˜o para mostrar as duas afirmac¸o˜es seguintes.
• Afirmac¸a˜o 3: Vale a igualdade NPr+1 = ΛP1 (kr+1), ou seja, se i ∈ NPr+1
enta˜o | 〈i〉 | = kr + 1.
De fato, se i ∈ NPr+1 enta˜o existe j ∈ NPr com j ∈ 〈i〉. Como j ∈ Nr,
usando a hipo´tese de induc¸a˜o,
| 〈j〉 | = n1 + · · ·+ nr−1 + 1 = kr−1 + 1,
donde segue que
kr−1 + 2 ≤ | 〈i〉 | ≤ kr−1 + nr + 1.
Afim de mostrarmos que
| 〈i〉 | = kr−1 + nr + 1
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suponhamos por absurdo que | 〈i〉 | < kr−1 + nr + 1 e seja s tal que
| 〈i〉 | = kr−1 + s onde s ∈ {2, ..., nr}. Como
APkr−1+s ≥
(
nr
s
)
(q − 1)sqkr−1 + ΩP1 (kr−1 + s)(q − 1)qkr−1+s−1,
usando agora a hipo´tese APkr−1+s = A
H
kr−1+s =
(
nr
s
)
(q − 1)sqkr−1 , temos
que ΩP1 (kr−1 + s) = 0 ou seja, na˜o existe algum ideal de P de cardi-
nalidade (kr−1 + s) contendo 1 elemento maximal. Consequentemente,
| 〈a〉 | = kr−1+nr+1 = kr+1. Ale´m disto se i ∈ NPj , j > r deve existir
i′ ∈ NPr com i′ P i donde | < i > | ≥ | < i′ > |+ j − r > kr + 1.
• Afirmac¸a˜o 4: Vale a igualdade |NHr+1| = |NPr+1|
A argumentac¸a˜o usada aqui sera´ a mesma que foi usada para mostrar-
mos a Afirmac¸a˜o 2. Comec¸amos observando que
ΩP2 (kr + 1) = · · · = ΩPkr+1(kr + 1) = 0 (3.4)
De fato, considere I = {i1, ..., ikr+1} um ideal de P de cardinalidade
kr + 1. Como |I| >
∑r
s=1 |NPs | existe ao menos um ij ∈ I tal que
ij 6∈
⋃r
s=1N
P
s . Note tambe´m que, ij ∈ NPr+1, caso contra´rio, se ij 6∈
NPr+1 ∪
⋃r
s=1N
P
s enta˜o existiria l ∈ NPr+1 tal que l ∈ 〈ij〉 e como (pela
Afirmac¸a˜o 3) | 〈l〉 | = kr + 1 seguiria que | 〈ij〉 | > kr + 1 donde |I| >
kr + 1, um absurdo.
Suponhamos agora que exista k 6= j tal que ik ∈ I∩NPr+1. Da Afirmac¸a˜o
3, | 〈ik〉 | = kr + 1 logo, como 〈ik〉 ∪ 〈ij〉 ⊂ I segue que |I| > kr + 1, o
que contradiz nossa hipo´tese; logo existe apenas um elemento ma´ximo
em I, e portanto, I = 〈ij〉. Isso demonstra as igualdades em (3.4).
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Temos enta˜o que:
Akr+1,P = Ω
P
1 (kr + 1)(q − 1)qkr
= |NPr+1|(q − 1)qkr .
E ainda, como Akr+1,P = Akr+1,H
por 3.1.5
= nr+1(q − 1)qkr , segue que
|NPr+1| = nr+1 = |NHr+1|.
Observe agora que as Afirmac¸o˜es 3 e 4 sa˜o suficientes para mostrar que P e´
isomorfo a H. Com efeito, na Afirmac¸a˜o 3 mostramos que
P = NP1 ⊕NP2 ⊕ · · · ⊕NPt′ ,
enquanto que na observac¸a˜o 4 obtemos que cada n´ıvel de P possui a mesma
cardinalidade que o n´ıvel correspondente em H. Note tambe´m que da ob-
servac¸a˜o 4 segue que P possui tantos n´ıveis quanto o poset H. Assim, e´
claro que H e P sa˜o isomorfos, para tanto, basta notar que P pode ser
obtido de H a partir de uma bijec¸a˜o (permutac¸a˜o), pi : H → P tal que
|pi−1(NPi )| = ni = |NHi |.
uunionsq
3.3 Conjecturas (descartadas e mantidas)
Ale´m dos casos apresentados na sec¸a˜o anterior, que configuram condic¸o˜es
suficientes sobre P para o problema de distribuic¸a˜o de pesos, consideramos
condic¸o˜es adicionais, como candidatas a ser hipo´tese de suficieˆncia para o
problema.
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Uma condic¸a˜o foi a de termos dois posets P e Q com DP = DQ e mesmos
coeficientes Ωj(i) (quantidade de ideais de cardinalidade i contendo exata-
mente j elementos maximais).
A` essa primeira condic¸a˜o conseguimos obter uma resposta conclusiva,
negativa, mas que no entanto, e´ apresentada na forma de um resultado que
achamos ser interessante por si so´.
A expressa˜o 3.3 (pa´gina 39)
APi =
i∑
j=1
ΩPj (i)(q − 1)jqi−j,
nos revela que a distribuic¸a˜o de pesos de um espac¸o P -me´trico depende do
conjunto dos ideais de P e do corpo IFq escolhido:
Imaginamos a princ´ıpio que a hipo´tese de dois posets terem a mesma
quantidade de ideais com as caracter´ısticas prescritas fosse suficiente para
garantir o isomorfismo entre os posets, ou seja, imaginamos que ΩPj (i) =
ΩQj (i) para todos i, j implicasse em termos P ≈ Q. O resultado seguinte
nos mostra que isso na˜o vale e mais, na˜o apenas a distribuic¸a˜o de pesos
DP = (AP1 , ..., APn ) e´ determinada por ΩPj (i) i, j = 1, ..., n, como tambe´m
determina estes coeficientes.
Teorema 3.3.1. Dado um poset P , se Q e´ um poset que induz sobre IFnq ,
para todo corpo IFq, a mesma distribuic¸a˜o de pesos determinada por P , enta˜o
ΩPj (i) = Ω
Q
j (i) para i = 1, ..., n e 1 ≤ j ≤ i.
Demonstrac¸a˜o: Note inicialmente que a distribuic¸a˜o de pesos de IFnq in-
duzida por P e´
APi =
i∑
j=1
ΩPj (i)(q − 1)jqi−j (3.5)
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e e´ uma func¸a˜o que depende essencialmente de ΩPj (i) (que prove´m de P ) e
de q (que depende apenas do corpo IFq escolhido). Estendendo o binoˆmio
(q − 1)j em
j∑
k=0
(
j
k
)
(−1)kqj−k
podemos rescrever (3.5) como
i∑
j=1
j∑
k=0
(−1)k
(
j
k
)
ΩPj (i)q
i−k.
Assim, se APi = A
Q
i para cada corpo IFq enta˜o podemos analisar os A
′
is
como polinoˆmios em q e enta˜o, da igualdade de polinoˆmios, e denotando
ΩQj (i) por xji, segue que,
i∑
j=1
(−1)k
(
j
k
)
ΩPj (i) =
i∑
j=1
(−1)k
(
j
k
)
xji.
De onde obtemos o seguinte sistema homogeˆneo,
Axt = 0
onde, A = (akl)i+1,i tal que akl = (−1)k−1
(
l
k−1
)
e x = (x1i − ΩP1 (i), x2i − ΩP2 (i), ..., xii − ΩPi (i)).
Observe que A e´ da forma:
A = (akl)i+1×i =

(
1
0
) (
2
0
) · · · (i
0
)
−(1
1
) −(2
1
) · · · −(i
1
)
...
... · · · ...
(−1)i+1(1
i
)
(−1)i+1(2
i
) · · · (−1)i+1(i
i
)

i+1,i
.
Como
(
l
k−1
)
= 0 para l < k − 1 e ( l
k−1
)
= 1 para l = k − 1 segue que
akl = 0 para l < k − 1 e akl = (−1)k−1 para l = k − 1. Temos enta˜o que a
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matriz A e´ na verdade:
A = (akl)i+1×i =

(
1
0
) (
2
0
) · · · (i
0
)
−1 −(2
1
) · · · −(i
1
)
0 1 · · · (i
2
)
...
... · · · ...
0 0 · · · (−1)i+1

i+1,i
.
Note que a primeira linha da matriz A e´ combinac¸a˜o linear das demais
linhas, que sa˜o claramente linearmente independentes, assim podemos retirar
deste sistema a primeira linha sem alterar a sua soluc¸a˜o.
O novo sistema obtido possui i linhas linearmente independentes donde
se obte´m que o sistema possui apenas a soluc¸a˜o trivial. Com efeito, a matriz
B = (bkl)i,i obtida e´ triangular superior com 1’s e -1’s na diagonal, pois
bkj = (−1)k
(
j
k
)
= 0 para k > j e akk = (−1)k
(
k
k
)
= 1, ou seja,
B = (bkl)i×i =

−1 −(2
1
) · · · −(i
1
)
0 1 · · · (i
2
)
...
... · · · ...
0 0 · · · (−1)i

i,i
.
Sendo assim, o determinante de B e´ na˜o nulo e dessa forma o sistema Bxt = 0
possui apenas a soluc¸a˜o trivial x = 0. Portanto, xji = Ωj(i) e´ a u´nica soluc¸a˜o
do sistema. uunionsq
3.3.1 Conjectura assumindo a hipo´tese de reconstruc¸a˜o
Suspeitamos que o problema da determinac¸a˜o de ordem via distribuic¸a˜o
de pesos esteja relacionado com o problema de “reconstruc¸a˜o de ordem” (ver
52
[13]), um problema que surgiu inicialmente para grafos no final da de´cada de
70 e mais tarde foi introduzido na teoria de conjuntos parcialmente ordenados
(veja [14] e [15] para mais detalhes da histo´ria do problema).
Dado um poset P sobre [n], a plataforma de P e´ a famı´lia, (P − {i})i∈P
de subposets de P obtidos retirando-se de [n] o elemento i e todas as relac¸o˜es
que o envolvem. Cada elemento da plataforma sera´ chamado carta. Um
poset P e´ dito reconstrut´ıvel se, dado um poset Q com mesma plataforma de
P , enta˜o P e Q sa˜o isomorfos, ou seja, se existe uma bijec¸a˜o σ : P → Q tal
que para cada i ∈ P temos que P −{i} e´ isomorfo a Q−{σ(i)} enta˜o Q ≈ P
(e neste caso e´ possivel escolher σ como um isomorfismo de ordem). Diversos
artigos vem sendo publicados desde 1985 com contra-exemplos para o caso
geral e a soluc¸a˜o deste problema para diversas classes particulares de ordens.
O artigo [16] de Rampon (2005) oferece um panorama amplo e relativamente
atual sobre o problema de reconstruc¸a˜o de ordem.
As quatro classes de posets, anticadeia, cadeia, coroa e hiera´rquico, que
mostramos garantir uma resposta positiva ao problema de distribuic¸a˜o de
pesos, sa˜o classes de posets reconstrut´ıveis, o que pode ser demonstrado
utilizando-se os teoremas 27, 30 e 32 de [16]. Ale´m disto, todos os contra-
exemplos que obtivemos de posets que na˜o garantem isomorfismos apenas
a partir da distribuic¸a˜o de pesos sa˜o posets na˜o reconstrut´ıveis. O contra-
exemplo 3.2.1 apresentado na sec¸a˜o 3.2 tem ainda a seguinte peculiaridade: os
posets N e P tem a mesma distribuic¸a˜o de pesos mas plataformas diferentes.
Tambe´m existem exemplos nos quais ocorre o contra´rio: os posets cujos
diagramas de Hasse sa˜o
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q
@
@ q  
q
q  
q
@
@q
tem a mesma plataforma, a saber,
q
q
q
q
q q
mas distribuic¸o˜es de pesos distintas.
Tudo isto nos leva a formular duas conjecturas que parecem plaus´ıveis,
poss´ıveis de serem abordadas em trabalho futuro.
Conjectura 3.3.2. Dado P um poset sobre [n], se P e´ reconstrut´ıvel e
AP (k) = AQ (k) para todo k = 1, ..., n, enta˜o P ≈ Q.
Uma conjectura mais fraca que esta e´ a seguinte:
Conjectura 3.3.3. Dados P, Q dois posets sobre [n], se DQ = DP e P e Q
possuem a mesma plataforma, isto e´, se Q e´ uma reconstruc¸a˜o de P , enta˜o
P ≈ Q.
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