In this paper we establish some optimality and duality results under generalized convexity assumptions for a multiobjective programming problem involving generalized d-type-I and related n-set functions.
Introduction

Consider the multiobjective programming problem involving n-set functions (VP) minimize F (S) = (F 1 (S), . . . , F p (S))
subject to G j (S) 0, j ∈ M, S = (S 1 , . . . , S n ) ∈ Γ n , where Γ n is the n-fold product of the σ -algebra Γ , F i , i ∈ P = {1, 2, . . ., p}, and G j , j ∈ M = {1, 2, . . ., m} are real valued functions defined on Γ n . Let S 0 = {S | S ∈ Γ n , G(S) 0} be the set of all feasible solutions to (VP), where G = (G 1 , . . . , G m ).
Definitions and preliminaries
In this section we introduce the notation and definitions which will be used throughout the paper.
For x, y ∈ R m we put x y iff x i y i for each i ∈ M; x ≤ y iff x i y i for each i ∈ M, with x = y; x < y iff x i < y i for each i ∈ M while x ≮ y is the negation of x < y. We write x ∈ R m + iff x 0. Let (X, Γ, µ) be a finite atomless measure space with L 1 (X, Γ, µ) separable, and let d be the pseudometric on Γ n defined by where denotes the symmetric difference; thus (Γ n , d) is a pseudometric space. For h ∈ L 1 (X, Γ, µ), the integral S h dµ will be denoted by h, I S , where I S ∈ L ∞ (X, Γ, µ) is the indicator (characteristic) function of S ∈ Γ .
d(S, T ) =
We next introduce the notion of differentiability for n-set functions. This was originally introduced by Morris [8] for set functions and subsequently extended by Corley [3] to n-set functions.
A function ϕ : Γ → R is said to be differentiable at S 0 ∈ Γ if there exist Dϕ(S 0 ) ∈ L 1 (X, Γ, µ), called the derivative of ϕ at S 0 , and ψ : Γ × Γ → R such that for each S ∈ Γ,
A function F : Γ n → R is said to have a partial derivative at S 0 = (S 0 1 , . . . , S 0 n ) with respect to its kth argument if the function
A function F : Γ n → R is said to be differentiable at S 0 if there exist DF (S 0 ) and ψ : Γ n × Γ n → R such that
A feasible solution S 0 to (VP) is said to be an efficient solution to (VP) if there exists no other feasible solution S to (VP) such that F i (S) F i (S 0 ), for all i ∈ M, with strict inequality for at least one i ∈ M.
A feasible solution S 0 to (VP) is said to be a weakly minimum (weak efficient) solution to (VP) if there exists no other feasible solution S to (VP) such that
Let ρ 1 , . . . , ρ p , ρ 1 , . . . , ρ m , ρ, ρ be real numbers and putρ
Along the lines of Jeyakumar and Mond [6] and Suneja and Srivastava [11] , we now define the following classes of n-set functions, called
and
We say that (F, G) is of (ρ,ρ , d)-semistrictly type-I at S 0 if in the above definition we have S = S 0 and (1) is a strict inequality.
Optimality conditions
In this section, we derive necessary and sufficient optimality conditions for a feasible solution to be a weak minimum to (VP).
Theorem 1. Let S 0 be a feasible solution to (VP). Assume that
Then S 0 is a weak minimum to (VP).
Proof. Suppose, on the contrary, that S 0 is not a weak minimum to (VP). Then there exists a feasible solution S(S = S 0 ) to (VP) such that
Using (i2), we have for all S ∈ S 0
Since α i (S, S 0 ) > 0, i ∈ P and β j (S, S 0 ) > 0, j ∈ M 0 , by dividing by α i (S, S 0 ) and β j (S, S 0 ), respectively, the above inequalities reduce to the following
As (12) and (13), we obtain
.
Since λ
which contradicts (14) . Hence S 0 is a weak minimum to (VP) and the theorem is proved. ✷ Theorem 2. Let S 0 be a feasible solution to (VP). Assume that
Proof. Assume that S 0 is not a weak minimum to (VP). Hence, another feasible solution S (S = S 0 ) to (VP) exists with this property, i.e.,
According to (j2) there exist γ i , δ j :
From (15) and λ
Now, using (16) we get
Since S 0 is a feasible solution to (VP) and G j (S 0 ) = 0 for j ∈ M 0 we obtain
This last relation, together with relation (17), implies
Summing the two relations (18) and (19) and using (j3) we obtain
Hence S 0 is a weak minimum to (VP) and the proof is complete. ✷
Now, we introduce
Definition 6 [15] . A feasible solution S 0 to (VP) is said to be a regular feasible solution if there exists S ∈ Γ n such that
Theorem 3 [15, Theorem 3.2]. Let S 0 be a regular efficient (or weakly efficient) solution to (VP) and assume that F i , i ∈ P , and
G j , j ∈ M, are differentiable at S 0 . Then there exist λ = (λ 1 , . . . , λ p ) ∈ R p + , p i=1 λ i = 1, µ = (µ 1 , . . . , µ m ) ∈ R m + , such that n k=1 p i=1 λ i D k F i (S 0 ) + m j =1 µ j D k G j (S 0 ), I S k − I S 0 k 0, S ∈ Γ n ,(20)µ j G j (S 0 ) = 0, j ∈ M.(21)
Wolfe duality
For problem (VP) consider a Wolfe-type dual problem:
where e = (1, . . . , 1) ∈ R p .
Let D be the set of all feasible solutions to (WD).
Theorem 4 (Weak Duality).
We assume that
Proof. We proceed by contradiction. Then there exist S ∈ S 0 and (T , λ, µ) ∈ D feasible solutions to (VP) and (WD), respectively, such that
According to (a2) for α i (i ∈ P ), β j (j ∈ M) we have
Multiplying the inequality (23) by λ i /α i (S, T ) 0, ∀i ∈ P , and (24) by µ j 0, ∀j ∈ M, and summing after all i and j , respectively, yields
(S, T ) θ(S, T )
θ(S, T ).
Adding the last two inequalities and using the feasibility of (T , λ, µ) for (WD) we get
Now, according to (a4) it follows
Using
Then, by (a3) we get
This inequality contradicts (25). Thus the theorem is proved. ✷ For the last part of this theorem we suppose that (S 0 , λ 0 , µ 0 ) is not a weak maximum to (WD). Then, there exists a feasible solution (T , λ, µ) to (WD) such that ψ(S 0 , λ 0 , µ 0 ) < ψ(T , λ, µ). From this inequality and (21) we have
which is a contradiction to the weak duality Theorem 4. Hence (S 0 , λ 0 , µ 0 ) is a weak maximum solution to (WD) and the theorem is proved. ✷ Now we establish a Mangasarian-type [7] strict converse duality theorem for (VP) and (WD).
Theorem 6 (Strict Converse Duality
(b4) S 0 is a weak minimum to (VP) and (T 0 , λ 0 , µ 0 ) is a weak maximum to (WD) then T 0 solves (VP) and
Proof. Suppose S 0 = T 0 and obtain a contradiction. Using (b2) we obtain
Adding these inequalities and using the feasibility of (T 0 , λ 0 , µ 0 ) for (WD) we obtain
By this inequality and (b3) we get
which is a contradiction to (b1). Hence S 0 = T 0 . Now the last part of this theorem results by (b4). Thus, the proof is complete. ✷
General Mond-Weir duality
With (VP) we associate a general Mond-Weir dual problem:
By this inequality, p i=1 λ i = 1 and (29), we obtain
, and the feasibility of (T , λ, µ) for (GMWD), we have
By this inequality and (30) we obtain
Now, adding the inequalities (31) and (32), by (a2) we get
which contradicts the feasibility of (T , λ, µ) for (GMWD). Thus, the theorem is proved. ✷ Proof. The proof of this theorem is on the same lines as that of Theorem 5 but, in this case, we shall invoke the weak duality Theorem 7. ✷ The last result of this section give a strict converse duality theorem of Mangasarian type [7, p. 157] for the above dual problems.
Theorem 9 (Strict Converse Duality
Then, S 0 = T 0 .
Proof. We assume that S 0 = T 0 and exhibit a contradiction. By the assumption (b2) we have that there exist γ i (i ∈ P ) and δ j (j ∈ M\J 0 ) (as in Definition 5) such that 
By the inequality (36), the feasibility of (T 0 , λ 0 , µ 0 ) for (GMWD) and using (b3), we obtain 
Using the feasibility of S 0 for (VP) and µ 0 0, by (38) we get
which contradicts the assumption (b1). Thus the theorem is proved. ✷
