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Abstract
In this study, we use the spectral collocation method with preconditioning to solve various nonlinear
Schrödinger equations. To reduce round-off error in spectral collocation method we use preconditioning.
We study the numerical accuracy of the method. The numerical results obtained by this way have been
compared with the exact solution to show the efficiency of the method.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Many problems in physics can be described by the nonlinear Schrödinger (NLS) equa-
tion [17]. One of the NLS equations with trapping potential, Gross–Pitaevskii equation, attracts
extreme interests recently. This equation describing the dynamics of Bose–Einstein condensate
at extremely low temperature (see [3,4] and reference inside), reads
i
∂ψ(x, t)
∂t
= −1
2
∇2ψ + Vd(x)ψ + βd |ψ |2ψ, x ∈ Rd, t  0, (1)
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Vd(x) =
⎧⎪⎨
⎪⎩
1
2x
2, d = 1,
(x2 + γ 2y y2)/2, d = 2,
(x2 + γ 2y y2 + γ 2z z2)/2, d = 3.
βd is a real constant. The usual NLS equation does not include the trapping potential Vd(x) [17].
Since analytic solutions for the NLS equation (1) is not available, one may need to seek its
numerical solutions for possible physical applications such as Bose–Einstein condensation.
Moreover, when designing numerical schemes for (1) with the following initial and boundary
conditions,
ψ(x,0) = ψ0(x), x ∈ Rd, (2)
lim|x|→±∞ψ(x, t) = 0, t  0, (3)
two important invariants of (1), which need to be considered, are the normalization of the wave
function
N(ψ) =
∫
Rd
∣∣ψ(x, t)∣∣2 dx (4)
and the energy
E(ψ) =
∫
Rd
[
1
2
∣∣∇ψ(x, t)∣∣2 + Vd(x)|ψ |2 + βd2 |ψ |4
]
dx. (5)
The problem now is how to design a stable and efficient numerical scheme for Eq. (1) as well as
keeping their two conserved quantities. Recently Adhikari and coworker (see [15]) proposed a
split-step Crank–Nicolson method for solving Eq. (1) with various geometries. This method first
split the equation into a linear part and nonlinear part. For the linear equation we solve it using
the Crank–Nicolson method in time and standard second order finite difference scheme in space.
For the nonlinear part, we can solve it exactly. This method seems very efficient and stable, as it
was pointed early by Weideman in [20] but he called this method as the split-step finite difference
(SSFD) method.
Except for the SSFD method, numerous numerical methods are proposed for solving
NLS equation in the past years. For example, Weideman et al. proposed a split-step Fourier
pseudospectral method [20]. Sulem proposed several numerical scheme including spectral
method to study the singular solutions to the two-dimensional cubic NLS equation [16]. Taha and
Ablowitz compared eight numerical methods for one-dimensional NLS equation in [18]. Gardner
et al. studied several numerical methods including finite element methods for one-dimensional
NLS equation in [13]. Chang et al. studied eight different schemes for the generalized one-
dimensional NLS equation in [8]. For more about the numerical methods for the NLS equation,
see the review paper by Fairweather et al. [11].
For Eq. (1), Muruganandam et al. proposed one pseudospectral method based on Hermit func-
tions [15]. Bao et al. studied a time splitting Fourier spectral approximation [3]. Cerimele et al.
proposed an explicit finite difference method [7] and Lai et al. recently proposed an explicit
Dufort–Frankel type scheme for the Gross–Pitaevskii equation of Bose–Einstein condensation
different geometries [14]. Dion et al. studied the Galerkin spectral based on Hermit function [10].
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i
∂ψ(x, t)
∂t
= −1
2
ψxx(x, t) + V1(x)ψ(x, t) + β|ψ |2ψ(x, t), a  x  b, t > 0, (6)
with the following initial and boundary conditions
ψ(x,0) = ψ0(x), a  x  b, (7)
ψ(a, t) = H(t), ψ(b, t) = G(t), t > 0, (8)
was solved by combination of pseudospectral collocation method and forth order Runge–Kutta
method. The numerical results are compared with the exact solutions. It is shown that the errors
are very small.
2. Pseudospectral Chebyshev method
One of the methods to solve partial differential equations is the spectral collocation method
or the pseudospectral method (see [9]). Pseudospectral methods have become increasingly pop-
ular for solving differential equations and also they are very useful in providing highly accurate
solutions to differential equations.
In this method, such an approximation fN(x) to f (x) is presented that fN(xi) = f (xi)
for some collocation point xi . After setting fN in the differential equation, we have to use
derivative(s) of fN at the collocation points. A straightforward implementation of the spectral
collocation methods involves the use of spectral differentiation matrices to compute derivatives
at the collocation points, in which if −→F = {f (xi)} is the vector consisting of values of f (x) at
the N + 1 collocation points and −→F ′ = {f ′(xi)} consists of the values of the derivatives at the
collocation points, then the collocation derivative matrix D is the matrix mapping −→F → −→F ′. The
entries of derivative matrix D can be computed analytically. To obtain optimal accuracy this
matrix must be computed carefully. In [5,6,12] the authors describe the subject very well.
Let f (x) be a function on [−1,1]. We interpolate f (x) by the polynomial fN(x) of degree at
most N of the form
fN(x) =
N∑
j=0
gj (x)f (xj ), (9)
in the Chebyshev–Gauss–Lobatto points
xj = cos
(
jπ
N
)
, j = 0(1)N,
where gj (x) for j = 0(1)N are polynomials of degree at most N such that
gj (xk) = δjk, j, k = 0(1)N.
It can be shown that (see [9]) we have
gj (x) = (−1)
j+1(1 − x2)T ′N(x)
cjN2(x − xj ) , j = 0(1)N, (10)
where
c0 = cN = 2, cj = 1, j = 1(1)N − 1
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TN(x) = cos
(
N cos−1 x
)
.
The derivatives of the approximate solution fN(x) are then estimated at the collocation points
by differentiating (9) and evaluating the resulting expression (see [9]). This yields
f
(n)
N (x) =
N∑
j=0
g
(n)
j (x)f (xj ), n = 1,2, . . . , (11)
or in matrix notation
F (n) = D(n)F, n = 1,2, . . . ,
where
F (n) = [f (n)N (x0), f (n)N (x1), . . . , f (n)N (xN)]T
and
F = [f (x0), f (x1), . . . , f (xN)]T
and where D(n) is the (N + 1) × (N + 1) matrix whose entries are given by
d
(n)
kj = g(n)j (xk), j, k = 0(1)N.
The first order Chebyshev differentiation matrix D(1) = D = (dkj ) is given by (see [1,2,5])
dkj =
⎧⎪⎪⎨
⎪⎪⎩
− ck2cj
(−1)j+k
sin((k+j) π2N ) sin((k−j) π2N ) , k = j,
− 12 cos( kπN )(1 + cot2( kπN )), k = j, k = 0,N,
d00 = −dNN = 2N2+16 .
(12)
Preconditioning. From (12) for k = j we have
|dkj | = ck2cj
1
|sin((k + j) π2N ) sin((k − j) π2N )|
, (13)
since the value of sin((k − j) π2N ) is near zero when k is near j , hence this causes |dkj | become
large for k near j . This means entries of derivative matrix D, with large absolute values, are on a
bond near main diagonal. That is large values of |dkj | correspond to values of k near j . Therefore
matrix vector multiplication method causes large round-off error. Darvishi [9], to reduce round-
off error in kth nodes, defined preconditioning as follows: Set
hk(x) = fN(x) − fN(xk), (14)
where xk = cos( kπN ). From (9) we have
hk(x) =
N∑
j=0
gj (x)hk(xj ). (15)
Hence, from (11) we have
h
(n)
k (x) =
N∑
g
(n)
j (x)hk(xj ), n = 1,2, . . . , (16)j=0
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f
(n)
N (x) =
N∑
j=0
g
(n)
j (x)
(
f (xj ) − f (xk)
)
, n = 1,2 . . . . (17)
Therefore we have
f
(n)
N (xk) =
N∑
j=0
d
(n)
kj
(
f (xj ) − f (xk)
)
, n = 1,2, . . . . (18)
Therefore, using preconditioning, vanishing the influence of diagonal elements of D, we can
reduce the influence of large values of |dkj |, in the matrix vector multiplication method [9].
3. Solution of nonlinear Schrödinger equation
We will describe the pseudospectral Chebyshev method for (6). Let N be a nonnegative inte-
ger and denote by xj = b−a2 cos( jπN ) + b+a2 , j = 0(1)N, the Chebyshev–Gauss–Lobatto points
in the interval [a, b] and put
ψ(x, t) = u(x, t) + iv(x, t). (19)
Then Eq. (6) converts to the following system of partial differential equations⎧⎪⎨
⎪⎩
ut + 12vxx − V1(x)v − βv
(
u2 + v2)= 0,
vt − 12uxx + V1(x)u + βu
(
u2 + v2)= 0, (20)
with the following initial conditions
u(x,0) = Re(ψ(x,0)), v(x,0) = Im(ψ(x,0)) (21)
and the following boundary conditions
u(a, t) = Re(ψ(a, t)), v(a, t) = Im(ψ(a, t)),
u(b, t) = Re(ψ(b, t)), v(b, t) = Im(ψ(b, t)), (22)
where Re(ψ(x, t)) is the real part of ψ(x, t) and Im(ψ(x, t)) is the imaginary part of ψ(x, t).
We discretize (20) in space by the method of lines replacing ∂2u
∂x2
(xi, t) and ∂
2v
∂x2
(xi, t) by
pseudospectral approximations given by
∂2u
∂x2
(xi, t) ≈
(
2
b − a
)2 N∑
j=0
d
(2)
ij
(
u(xj , t) − u(xi, t)
)
, i = 1(1)N − 1 (23)
and
∂2v
∂x2
(xi, t) ≈
(
2
b − a
)2 N∑
j=0
d
(2)
ij
(
v(xj , t) − v(xi, t)
)
, i = 1(1)N − 1. (24)
1124 M. Javidi, A. Golbabai / J. Math. Anal. Appl. 333 (2007) 1119–1127Here D(2) are differentiation matrices of order 2. Substituting (23) and (24) into (20) and tak-
ing into account that u(a, t) = Re(H(t)), v(a, t) = Im(H(t)) and u(b, t) = Re(G(t)), v(b, t) =
Im(G(t)) we obtain the following system of ordinary differential equations:
ut (xi, t) + 12
(
2
b − a
)2 N−1∑
j=1
d
(2)
ij
(
v(xj , t) − v(xi, t)
)− V1(xi)v(xi, t)
+ 1
2
(
2
b − a
)2(
d
(2)
0j
(
Im
(
G(t)
)− v(xi, t))+ d(2)Nj (Im(H(t))− v(xi, t)))
− βv(xi, t)
(
u2(xi, t) + v2(xi, t)
)= 0, i = 1(1)N − 1,
vt (xi, t) − 12
(
2
b − a
)2 N−1∑
j=1
d
(2)
ij
(
u(xj , t) − u(xi, t)
)+ V1(xi)u(xi, t)
− 1
2
(
2
b − a
)2(
d
(2)
0j
(
Re
(
G(t)
)− u(xi, t))+ d(2)Nj (Re(H(t))− u(xi, t)))
+ βu(xi, t)
(
u2(xi, t) + v2(xi, t)
)= 0, i = 1(1)N − 1, (25)
with the following initial conditions
u(xi,0) = Re
(
ψ0(xi)
)
, v(xi,0) = Im
(
ψ0(xi)
)
, i = 1(1)N − 1. (26)
Equations (25) form a system of ordinary differential equations (ODEs) in time with the initial
conditions (26). Therefore, to advance the solution in time, we use ODE solver such as the
Runge–Kutta methods of order four.
4. Numerical results
In this section, we will test the numerical accuracy of the spectral collocation method through
the following two examples. In Example 1, we will use the spectral collocation method to solve
one standard NLS equation of 1d; in Example 2, we will use the spectral collocation method to
solve another special NLSE with a period potential which recently appeared in Bose–Einstein
condensation. To show the efficiency of the present method for our problem in comparison with
the exact solution we report absolute errors which are defined by
|Eu|ij =
∣∣u(xi, tj ) − u˜(xi, tj )∣∣
and
|Ev|ij =
∣∣v(xi, tj ) − v˜(xi, tj )∣∣
and norm two of errors which is defined by
‖ψ − ψ˜‖2 =
(
N−1∑
i=1
|Eu|2ij + |Ev|2ij
) 1
2
,
where u˜(xi, tj ) and v˜(xi, tj ) are the solutions obtained by Eqs. (25) solved by forth order Runge–
Kutta method and u(xi, tj ) and v(xi, tj ) are the exact solutions and ψ˜(x, t) = u˜(x, t) + iv˜(x, t).
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Absolute errors |Eu|ij and |Ev|ij for various values of x and t and norm two of errors ‖ψ − ψ˜‖2 for Example 1
x[i] \ tj 0.5 1.5 2.5 3.5 4.5
|Eu|ij
x[3] 1.1301e–8 4.8987e–9 4.5232e–9 4.4073e–9 1.3425e–10
x[7] 3.9975e–10 1.6408e–9 2.9687e–9 6.0980e–10 5.2440e–9
x[11] 5.8580e–9 9.4360e–10 1.3082e–9 2.1858e–10 2.2288e–9
x[14] 3.9906e–9 5.2506e–9 1.5004e–9 8.5276e–10 4.4032e–9
|Ev|ij
x[3] 5.2634e–9 5.1711e–9 1.6006e–9 5.9257e–9 4.5689e–9
x[7] 4.2461e–10 4.3271e–9 3.6925e–9 7.7930e–9 1.2868e–9
x[11] 2.3486e–9 4.1871e–10 4.0152e–9 1.5061e–9 4.6274e–9
x[14] 5.6236e–9 2.4965e–9 3.7408e–9 6.5764e–9 4.5103e–9
‖ψ − ψ˜‖2 7.0837e–6 7.0837e–6 7.0938e–6 7.0920e–6 7.1033e–6
Example 1. First we consider the following NLS equation in 1d,
iψt + ψxx + 2|ψ |2ψ = 0, x ∈ [−1,1], t > 0,
with the initial condition ψ(x,0) = e2ix sech(x) and the following boundary conditions
ψ(−1, t) = ei(−2−3t) sech(−1 − 4t), ψ(1, t) = ei(2−3t) sech(1 − 4t).
The equation has the following analytical solution
ψexact(x, t) = ei(2x−3t) sech(x − 4t).
In Table 1 we show absolute errors |Eu|ij and |Ev|ij and norm two of errors ‖ψ − ψ˜‖2 for this
problem. In Table 1 we take N = 16 and t = 0.0005.
Example 2. We consider the following problem in 1d.
iψt (x, t) = −12ψxx + V (x)ψ + |ψ |
2ψ, x ∈ [0,2π], t > 0,
with the initial condition
ψ(x,0) = sinx
and boundary conditions
ψ(0, t) = 0 = ψ(2π, t),
where V (x) = cos2 x is a periodic potential. The exact solution is
ψexact(x, t) = sinx exp(−3it/2).
In Table 2 we show absolute errors |Eu|ij and |Ev|ij and norm two of errors ‖ψ − ψ˜‖2 for
this problem. In Table 2 we take N = 16 and t = 0.0005. In Table 3 we show absolute errors
|Eu|ij and |Ev|ij with ‖ψ − ψ˜‖2 for this problem. In Table 3 we take N = 16 and t = 0.01
for various values of t and x.
In Table 4, we present, just for comparison, the numerical solution of this problem using
spectral collocation method with preconditioning (SCMP) and those obtained by split-step finite
difference (SSFD) taken from Wang [19]. In Table 4 we list maximum of |ψ(xi, t)− ψ˜(xi, t)| un-
til t = 32 for various values of t and t . As can be seen from Table 4, the SCMP is considerably
more accurate than the SSFD.
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Absolute errors |Eu|ij and |Ev|ij for various values of x and t and norm two of errors ‖ψ − ψ˜‖2 with t = 0.0005 for
Example 2
x[i] \ tj 1 5 10 20 30
|Eu|ij
x[3] 1.1578e–12 1.4036e–12 5.1034e–13 4.4754e–12 6.9516e–12
x[7] 1.9870e–13 2.7505e–12 3.4260e–12 1.1346e–11 2.5818e–11
x[11] 1.9866e–13 2.7519e–12 3.4572e–12 1.2686e–11 5.8735e–11
x[14] 3.1309e–13 2.5399e–12 3.6293e–13 7.0545e–12 3.3723e–11
|Ev|ij
x[3] 1.2411e–12 8.1862e–13 1.1985e–12 1.2833e–12 2.2626e–12
x[7] 7.4685e–13 1.9326e–12 3.0284e–12 1.2718e–12 9.1414e–12
x[11] 7.4640e–13 1.9342e–12 3.0337e–12 6.5126e–13 6.2349e–11
x[14] 2.4032e–12 1.3674e–12 3.5763e–12 2.5121e–12 2.6051e–11
‖ψ − ψ˜‖2 5.8547e–9 4.9170e–9 8.0467e–9 5.5680e–9 4.1806e–9
Table 3
Absolute errors |Eu|ij and |Ev|ij for various values of x and t and norm two of errors ‖ψ − ψ˜‖2 with t = 0.01 for
Example 2
x[i] \ tj 1 5 10 20 30
|Eu|ij
x[3] 1.3281e–9 3.0654e–9 4.2597e–9 1.3390e–8 1.7220e–8
x[7] 2.2164e–9 3.0654e–9 1.7872e–8 5.5697e–8 7.2812e–8
x[11] 2.2164e–9 1.3080e–8 1.7872e–8 5.5696e–8 7.2776e–8
x[14] 2.3774e–9 6.7057e–9 9.2883e–9 2.8947e–8 3.7385e–8
|Ev|ij
x[3] 9.4638e–10 2.4676e–9 4.8990e–9 1.5518e–9 1.1880e–8
x[7] 4.0901e–10 3.7099e–9 2.1615e–8 8.9711e–9 4.4319e–8
x[11] 4.0901e–10 3.7099e–9 2.1615e–8 8.9718e–9 4.4240e–8
x[14] 1.4319e–9 4.4104e–9 1.0769e–8 3.6544e–9 2.4929e–8
‖ψ − ψ˜‖2 9.9360e–9 3.7439e–8 7.4456e–8 1.4967e–7 2.2688e–7
Table 4
The maximum error between the exact solution and approximate solution at different t and t in Example 2
Method SCMP SCMP SCMP SSFD
N = 16 N = 16 N = 16 hx = h = 2π/128
t t = 0.01 t = 0.001 t = 0.0001 t = 0.01
4 1.1737e–7 7.1869e–10 7.2141e–10 4.057e–4
8 1.9708e–7 1.1432e–9 1.1433e–9 8.115e–4
12 2.2742e–7 1.2308e–9 1.2292e–9 1.217e–3
16 1.8322e–7 9.7900e–10 9.7709e–10 1.623e–3
20 4.6437e–8 4.1487e–10 4.1493e–10 2.029e–3
24 1.6265e–7 4.1635e–10 4.1605e–10 2.434e–3
28 4.1822e–7 1.4637e–9 1.4628e–9 2.840e–3
32 7.0831e–7 2.6416e–9 2.6396e–9 3.246e–3
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In this paper, we have proposed an efficient spectral collocation method with preconditioning
for nonlinear Schrödinger equation, with highly convergence and very small error. As seen in
Tables 1–4, based on symbolic computation system Matlab, errors are very small and they are
much better than the results of other papers cited in this article.
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