In this paper, we give easily verifiable sufficient conditions for two classes of perturbed linear, passive PDE systems to be well-posed, and we provide an energy inequality for the perturbed systems as well. Our conditions are in terms of smoothness of the operator functions that describe the multiplicative and additive perturbation, and wellposedness means that the time-varying systems have strongly continuous Lax-Phillips evolution families. A time-varying wave equation with a bounded multi-dimensional Lipschitz domain is used as illustration, and the theory should be relevant to time-varying portHamiltonian systems as well.
Introduction
Every linear, time-invariant, well-posed system Σ i in continuous time, whose input space U, state space X and output space Y are Hilbert spaces, can after some technical setup be written in the following familiar-looking form:
(t) = A −1 x(t) + Bu(t), y(t) = Cx(t) + Du(t), t ≥ τ, x(τ ) = x τ , (1.1) where x(t) ∈ X is the state at time t, u(t) ∈ U is the input, y(t) ∈ Y is the output, and A −1 and C are certain extensions of the main operator A and observation operator C. We will describe this class of systems in more detail below, in §2.
The system (1.1) is (scattering) passive if all its trajectories satisfy the following energy inequality, for all t ≥ τ : be a time-invariant passive linear system on (U, X, Y ). In this paper, we prove that Σ l :      P (t)ẋ(t) = A −1 + P (t)G(t) x(t) + Bu(t) y(t) = Cx(t) + Du(t), t ≥ τ, x(τ ) = x τ , (t) = A −1 P (t) + G(t) x(t) + Bu(t) y(t) = CP (t)x(t) + Du(t), t ≥ τ, x(τ ) = x τ , (1.4) define time-varying well-posed systems, in the sense that they are associated to strongly continuous Lax-Phillips evolution families, under certain invertibility and smoothness conditions on P (·) and G(·).
The time-varying systems (1.3) and (1.4) can of course be written in many equivalent forms, by making different choices of P (·) and G(·), and some of these may make the notation 'l' for "left" and 'r' for "right" more evident; in Σ l we could for instance writė x(t) = P (t) −1 A −1 x(t) + Bu(t) + G(t) x(t).
The particular choice (1.3) -(1.4) has the advantage that the trajectories of both systems satisfy the same energy inequality: for all t ≥ τ in the time interval J of the system, (1.5)
P (t)x(t), x(t)
Our investigation requires that we prove new generation results for evolution families, which is in itself a valuable contribution, since such results are currently rather scarce. The theory in the present paper generalizes the work of Schnaubelt and Weiss [1] , and that of Chen and Weiss [2] , to a large extent by combining the techniques of these two papers. The exposition here is rather brief, avoiding duplication of detail through careful referencing. Reading [1] and [2] first is recommended, in order to obtain the needed background and many relevant references.
Based on previous work [3] , we use the wave equation on a bounded Lipschitz domain Ω ⊂ R n to illustrate the applicability of the results of the present paper. This example is an extension of the wave equation in [1, §5] , which can handle a moving object inside the domain, but the example can not be treated with the tools developed in [1] . As an intermediate step, we prove that the wave equation (5.1) below can be written as a "physically motivated" scattering passive system in the sense of Staffans and Weiss [4, 5] . Due to the progress in [3] and [4] after [1] , the treatment of the example is somewhat easier in this paper than in [1, §5] .
Linear port-Hamiltonian systems [6] are a large class of abstract PDEs with one-dimensional spatial domains, which includes the wave equation and the Timoshenko beam. The theory in this paper applies to time-varying portHamiltonian systems, in the same way as it applies to the wave equation in §5; see in particular [6, §11.3] and [7, (3.1) and Thm 4.6] .
In §2, we collect the needed background on time-varying well-posed systems and their Lax-Phillips evolution families. Section 3 contains our evolutionfamily generation results, in §4 we prove well-posedness of (1.3) and (1.4) , and in §5 the paper is concluded with the wave equation example.
Time-varying well-posed linear systems
In this section, we fix the notation and concepts needed later. We make the following assumptions throughout the paper: By J ⊂ R we denote a closed (time) interval of positive length, and we define ∆ J := {(t, τ ) ∈ J 2 | t ≥ τ } (a triangle if J happens to be compact). We identify, e.g., L 2 (J; U) with the subspace of L 2 (R; U) consisting of elements with support contained in J, and by P J , we denote the orthogonal projection (by truncation) onto L 2 (J; U) in L 2 (R; U). The bilateral shift of functions defined on R is (S t u)(τ ) = u(t + τ ), and we abbreviate S ± t := π R ± S t , where R ± are in general closed or open, as fitting for the context. By writing, e.g., H 1 (J; U), we more precisely mean H 1 (J 0 ; U), where J 0 is the interior of J, and by derivatives evaluated at any end points of J, we mean the appropriate one-sided derivatives. Definition 2.1. A strongly continuous evolution family on X with time interval J is a two-parameter family T defined on ∆ J , such that 3. T(t, t) = I for all t ∈ J, and 4. (t, τ ) → T(t, τ )z is in C(∆ J ; X) for all z ∈ X.
An evolution family T with time interval J is locally (uniformly) exponentially bounded if for every compact [a, b] ⊂ J, there exist M, ω ∈ R, such that
If there exist M, ω ∈ R with the above property, which are independent of [a, b], then we call T exponentially bounded.
b) for every τ ∈ J with τ < sup J and every x τ ∈ dom (A(τ )), the function
is a solution in C 1 (J τ ; X) of the Cauchy probleṁ
Not all evolution families have generator families in this sense, but a generator family can generate at most one evolution family. If T(t + s, s) is independent of s ∈ J for all t ≥ 0 such that t + s ∈ J, then T i t := T(t + s, s), t ≥ 0 and t + s ∈ J, can be extended to a unique C 0 semigroup on X, which is always exponentially bounded, T i (t) ≤ Me ωt for some M, ω ∈ R. Some of our proofs use duality arguments, and we then need backward evolution families [1, Def. 2.5] . Such are two-parameter families T defined on ∆ J with properties 1), 3), 4) in Def. 2.1, but 2) is replaced by
A C 0 -semigroup generator family A(t), t ∈ J, generates a backward evolution family T if
for all (t, τ ) ∈ ∆ J and for every t ∈ J with t > inf J and every x t ∈ dom (A(t)), the function
is a strongly continuous (in X) solution of the backward-time Cauchy problemẋ
A contraction semigroup is exponentially bounded by M = 1 and ω = 0, and the generator of a contraction semigroup is maximal dissipative on X, meaning that Re Ax, x ≤ 0 for all x ∈ dom (A) and the resolvent set ρ (A) contains the open complex right-half plane C + .
We will prove that (1.3) and (1.4) describe time-varying well-posed linear systems in the sense of [1, Def. 3.2]: Definition 2.2. A (time-varying) well-posed system Σ on a closed time interval J ⊂ R, with Hilbert input, state and output spaces (U, X, Y ), is a quadruple of linear operator families defined for (t, τ ) ∈ ∆ J , mapping
boundedly, which have the following additional properties:
1. T is an evolution family on X with time interval J, 2. the other families are causal in the sense that
and
3. all four families are locally uniformly bounded, 4. and they encode the linearity of the system, so that for all t, s, τ ∈ J with t ≥ s ≥ τ :
A well posed system is called time invariant if J = R + and the following are all independent of s ≥ 0, for t ≥ 0:
The four operator families of a well-posed system [ T Φ
Ψ F ] are strongly continuous in X; see [1, Prop. 3.5] . By a trajectory of a well-posed system on J with initial state x τ at time τ ∈ J, τ < sup (J), and input u ∈ L 2 loc (J τ ; U), we mean the triple (u,
x(t) = T(t, τ )x τ + Φ(t, τ )u and
see [1, p. 282] . In particular, a trajectory of a well-posed system is uniquely determined by its initial state x τ and input u.
. The class of time-invariant well-posed systems in Def. 2.2 coincides with the standard class; take s = 0 in the definitions of the time-invariant operators and see [8, §2.8] .
In this paper, we will be interested in evolution family generator families of the form A l (t) = P (t) −1 A + G(t) and A r (t) = A P (t) + G(t), where A generates a contraction semigroup on X. By the Lumer-Phillips theorem [9, II.3.5] , A is maximal dissipative.
We will apply the generation results in §3 to the generator of the LaxPhillips semigroup
of a passive time-invariant system
. Due to passivity, this is a con-
The resulting operator family will be associated to a time-varying LaxPhillips evolution family, which uniquely determines a time-varying wellposed system. Proposition 3.7 in [1] is the key to the approach: Theorem 2.3. Let T, Φ, Ψ and F be two-parameter families of linear operators defined on some ∆ J , mapping as in (2.3) and having the causality properties (2.4). These families form a well-posed system if and only if the (Lax-Phillips) family
defined for (t, τ ) ∈ ∆ J , is an evolution family on H.
See [1, §3] for more details on the connection between Lax-Phillips evolution families and well-posed systems. The resolvent set ρ (A) of the generator A of a contraction semigroup contains 1, by the Lumer-Phillips theorem, so we may equip dom (A) with the norm x 1 := (I − A)x X to make it a Hilbert space which is densely and continuously embedded in X; this space is commonly denoted by X 1 . Moreover, we define the extrapolation space X −1 to be the completion of X in the norm x −1 := (I − A)
−1 x X . With this setup, X −1 can be identified with the dual of X d 1 := dom (A * ) with pivot space X, so that
Furthermore, the unitary operator I − A : dom (A) → X can be uniquely extended into a unitary operator I −A −1 : X → X −1 , where A −1 is the unique extension of A to an operator in L(X; X −1 ). Then A has the maximality property that dom (A) = {x ∈ X | A −1 x ∈ X}. With this setup, well-posed systems on Hilbert spaces can always be written in the form (1.1), since they are compatible by [8, Thm 5.1.12] . The operator C ∈ L(Z; Y ) is called a compatible extension of the observation operator C to the solution space 10) for some α in the resolvent set ρ (A), where the particular choice of α does not matter. By [8, Lemma 4.3.12] , Z is a Hilbert space with 11) and (α − A −1 ) −1 B ∈ L(U; Z). We have dom (A) ⊂ Z ⊂ X with continuous embeddings, and Z ⊂ X is dense, but in general dom (A) ⊂ Z is not dense, so that C is in general not uniquely determined by C. However, C is uniquely determined by the system and D. 
for all x ∈ X and u ∈ U such that A −1 x + Bu ∈ X. We say that Σ i is energy preserving if all continuous trajectories satisfy (1.2) with equality, and this is equivalent to (2.12) holding with equality.
3 Time-varying perturbation of maximal dissipative operators
The presentation in this section follows [1] , with some ingredients added from [2] . We introduce two functions P, G : J → L(X) which we use to perturb a maximal dissipative operator on X. Throughout the paper, these functions have the following properties, for all t ∈ J and z ∈ X:
• P (t) = P (t) * ≥ 0,
for all z ∈ X, and
From these assumptions and the uniform boundedness principle, see [11, Thm 2.6] or [12, Thm 1.1.11], it follows that P (·), P (·) −1 ,Ṗ (·), and G(·) are all uniformly bounded on compact subintervals of J. Then P (·) −1 z is also in
generates an evolution family T l on X with time interval J, so that for all (t, τ ) ∈ ∆ J and x τ ∈ dom (A), T l (t, τ )x τ ∈ dom (A) and x(t) := T l (t, τ )x τ solves the Cauchy probleṁ
The restriction of T l to a compact ∆ [a,b] has an exponential bound which depends only on the maximal values of P (t) −1 , P (t) and
is in C(∆ J ; X). For all t ∈ J with t > inf J and x 0 ∈ dom (A l ), the function τ → T l (t, τ )x 0 is continuously differentiable in X, on {τ ∈ J | τ ≤ t}, and
Note that in general the exponential bounds of T l depends on the compact subinterval [a, b] ⊂ J, but if P (·) −1 , P (·) and G(·) are uniformly bounded on all of J, then T l is (globally) exponentially bounded, and not only locally exponentially bounded.
Proof. We temporarily restrict t and τ to a compact subinterval [a, b] ⊂ J and throughout we assume that t > a. By [1, p. 271], P (t) −1 A generates a C 0 -semigroup on X for every fixed t, and the family t → P (t) −1 A is a stable family of semigroup generators in the sense of [13, Def. 5.2.1], with stability constants that depend only on the maximal values of Ṗ (t) and P (t) 
From this follows, however, that (t, τ ) → AT l (t, τ )x τ ∈ C(∆ [a,b] ; X), and by the uniform boundedness of
Every fixed pair (t, τ ) ∈ ∆ J is contained in some ∆ [a,b] with [a, b] compact. Therefore, the family T l (t, τ ) defined for every (t, τ ) ∈ ∆ J as the evolution family generated by A l (·) with the time interval [τ, t], has properties 1)-3) and a) in Def. 2.1. Every point (t 0 , τ 0 ) ∈ ∆ J , where we may want to verify continuity in condition 4) or (3.5), is also contained in some compact ∆ [a,b] . This proves in particular that T l is an evolution family on all of J. In a similar manner, one verifies that condition b) in Def. 2.1 holds on all of J, that T l (t, ·)x 0 ∈ C 1 (J; X), and that the latter satisfies (3.6) for all τ ∈ J with τ ≤ t.
In order to drop the extra assumption that G is strongly in
where we extend
The dual X t −1,l of dom (A * P (t) −1 ) with pivot space X can be identified with the extrapolation space of P (t) −1 A in Thm 3.1. Moreover, the operators P (t) −1 extend to locally uniformly bounded isomorphisms P (t)
,l with locally uniformly bounded inverses by [1, Prop. 4.2(a)], so that we may identify X t −1,l with X −1 . In practice, however, it is often easiest to use the time-varying norm
. By Thm 3.1, the family
generates an evolution family T n on X with time interval J, whose restrictions to compact intervals [a, b] ⊂ J have exponential bounds which are independent of n. With the setup in the preceding paragraph, A l (t) and A n (t) have unique extensions to operators in L(X; X −1 ), and we denote these extensions by A −1,l (t) and A −1,n (t), observing that 9) and analogous for A −1,n (t).
Theorem 3.2. For all (t, τ ) ∈ ∆ J and z ∈ X, the limit
exists, with uniform convergence on ∆ [a,b] for compact [a, b] ⊂ J, and T l is the unique locally exponentially bounded evolution family on X with time interval J, which satisfies
for all z ∈ X and (t, τ ) ∈ ∆ J , where U is the locally exponentially bounded evolution family generated by P (·)
; X) for all z ∈ X, then T l equals the evolution family in Thm 3.1.
For every τ ∈ J with τ < sup J and x τ ∈ X,
is a solution in C(J τ ; X) of the equation
where the integral is computed in X −1 . A function z ∈ C(J τ ; X) solves (3.12) if and only if it is in C(J τ ; X) ∩ C 1 (J τ ; X −1 ) and solves the following Cauchy problem in X −1 :
Uniqueness in (3.11) holds in the following stronger sense: Assume that S(t, τ ) is a two-parameter family of operators in L(X), such that S(·, ·)z is weakly continuous for all z ∈ X, and (3.11) holds with S in place of T l with weak integrals, for all x τ ∈ X and (t, τ ) ∈ ∆ J . Then S = T l .
Surprisingly, proving uniqueness of the solutions of (3.12) and (3.13) turned out tricky. The proof of [2, Thm 3.9] uses properties of C 0 -semigroups which may have no counterpart for evolution families in general. We will return to this later, in a remark immediately after Thm 4.1.
Proof. We again fix a compact subinterval [a, b] ⊂ J.
Step 1: Constructing T l by applying a Trotter-Kato theorem to the Howland evolution semigroup of T n . With the supremum norm,
By showing that the function (t, σ)
, which is called the (Howland) evolution semigroup [14] associated to T n . An evolution family is uniquely determined by its Howland semigroup, because
for all f ∈ C([a, b]; X), and for all z ∈ X there exists some continuous f with
The argument in the proof of [15, Thm 3.12] , see also [2, Prop. 3.4] , can be slightly adapted to establish that the generator of E n is the unique closure G n (as an unbounded operator on C([a, b]; X)) of
In particular, the denseness in C([a, b]; X) of the linear span of functions t → α(t)T n (t, τ )x τ for t > τ and t → 0 for t ≤ τ , where α ∈ C 1 (R) with compact support contained in (τ, ∞), follows easily from the denseness of this span in C 0 (R; X). Due to the continuity and the uniform boundedness of P (·),
, and hence the core dom (G 0,n ) is independent of n.
As in the proof of [2, Prop. 3.7] , the uniform boundedness of G on [a, b] implies that the pointwise multiplication operators M G and M Gn are bounded on C([a, b]; X), and that
Proceeding as in step 2 of the proof of [2, Thm 3.8], we get that G generates a strongly continuous semigroup E on C(X; [a, b]) and that E σ n f −E σ f ∞ → 0 as n → ∞ for all f ∈ C([a, b]; X) and σ ≥ 0, where · ∞ is the maximum norm on [a, b], uniformly for σ restricted to compact intervals.
If G(·) is strongly continuously differentiable and we denote the evolution family in Thm 3.1 by T l , then the generator of the Howland semigroup of T l coincides with G on the core dom (G 0,n ). Then σ → E σ is the Howland semigroup of both T l and T l and so T l = T l on ∆ [a,b] . Now the proof of [2, Lemma 3.6] gives that T l (t, τ )z = lim n→∞ T n (t, τ )z exists for all z ∈ X and (t, τ ) ∈ ∆ [a,b] , with uniform convergence over (t, τ ) ∈ ∆ [a,b] since here
Step 2: The unique solution of (3.11) is T l . This is a variation on the argument in [9, Thm VI.9.19]. Fix a compact [a, b] ⊂ J arbitrarily. By step 1, G 0 defined as the closure G n of (3.15) with G n = 0, and G = G 0 + M G , both generate Howland semigroups E U and E T l with time interval [a, b], corresponding to the locally exponentially bounded evolution families U and T l , respectively. By [9, Cor. III. 1.7] ,
. Letting z ∈ X be arbitrary, picking some continuous f with f (s) = z, and evaluating (3.16) in t, we get the following from (3.14), where
Thus T l satisfies (3.11) for all (t, τ ) ∈ ∆ [a,b] , and since [a, b] ⊂ J is arbitrary, (3.11) holds for all (t, τ ) ∈ ∆ J . Uniqueness follows by applying Grönwall's theorem to φ(t) := S(t, τ )z − T l (t, τ )z , using that U(t, ·) and G are uniformly bounded on every [τ, t].
Step 3: x = T l (·, τ )x τ solves (3.12). Since A n (·) generates T n with time interval J, (3.4) holds with A l (t) replaced by A n (t) and x τ ∈ dom (A n (t)). Integrating, we get
as an equality in X, and hence in X −1 . We can replace A n (s) by its extension A −1,n (s) and compute the integral in X −1 instead of in X. For all z ∈ X and s ∈ [τ, t], 
and by [2, (3.21) ], for all f ∈ C([a, b]; X):
Gathering the above, we get for x τ ∈ X and s ∈ [τ, t], that
it follows that we can extend (3.12) by density to all of X.
Step 4: The Cauchy problem in X −1 . Now let z ∈ C([τ, t]; X) be any solution of (3.12). Then z(τ ) = x τ and it is clear that z(·) and its derivative A −1,l (·) z(·) are both in C(J τ ; X −1 ) and that z(·) is a solution of the Cauchy problem (3.13). Conversely, if z ∈ C(J τ ; X) ∩ C 1 (J τ ; X −1 ) solves the Cauchy problem (3.13), then, by integration, z also solves (3.12).
The following consequences of the above theorems are of particular interest when developing the theory for multiplicative perturbation from the right, the case corresponding to (1.4):
generates an evolution family T n on X with time interval J. For all (t, τ ) ∈ ∆ J and z ∈ X, the strong limit 
is a locally exponentially bounded evolution family on X with time interval
The first two claims follow from the uniform boundedness of P (·) and its inverse on compact subintervals of J, together with Thms 3.1 and 3.2. By the latter, if G(·) is strongly continuously differentiable, then the evolution family (t, τ ) → P (t)V(t, τ )P (τ ) −1 is generated by P (t)A + P (t)G(t)P (t) −1 . Then the last assertion follows from [1, Rem. 2.6].
Next we need the extrapolation space of AP (t). This space can be identified with X −1 , and A −1,r (t) : Theorem 3.4. With V defined in (3.21), there exists a unique evolution family T r with time interval J, such that
for all x τ ∈ X and (t, τ ) ∈ ∆ J . This T r is also the unique solution of
is in C 1 (J τ , X −1 ) and it solves the Cauchy problem (3.13), with A −1,l replaced by A −1,r , in X −1 .
Uniqueness in (3.23) and (3.24) holds in the same sense as uniqueness in (3.11).
Proof.
Step 1: Assertion one. By temporarily restricting to compact subintervals of J, the proof of [1, Prop. 2.7.a)] gives the existence of the evolution family T r that solves (3.23) and (3.24) on all of J as well as the uniqueness property for (3.23). By [16, Cor. 9 .4], (3.24) also has at most one solution within the class described after the theorem statement. Assertion one is proved.
Step 2: T r is the limit of a sequence of evolution families whose adjoints have generators. We modify the proof of [1, Prop. 2.7.d)] as follows, working on a compact subinterval [a, b] ⊂ J. On this interval G(·), P (·), P (·) −1 anḋ P (·) are uniformly bounded and the family
generates an evolution family V n with time interval [a, b] by the proof sketch for Cor. We will prove that T r (t, τ )z = lim n→∞ S n (t, τ ) * z for all z ∈ X.
First we calculate, for w n ∈ dom A n and z ∈ dom (A * ),
Integrating this from τ to t results in
Assuming that w n → w in X, we get V n (s, τ )w n → V(s, τ )w (since V n have a uniform exponential bound on compact intervals which is independent of n by the first assertion in Thm 3.2) and S n (t, s)z → S(t, s)z for some , and the fact that S n and V have some common exponential bound independent of n and s ∈ [τ, t], we then get uniform convergence of the integrand, so that (3.26) tends to
as n → ∞, for w ∈ X and z ∈ dom (A * ), and by denseness also for all z ∈ X. From the uniqueness of solution of (3.24), we get S(t, τ ) * = T r (t, τ ).
Step 3: Assertion two. Now we establish that T r (·, τ )x 0 solves the Cauchy problem (3.13), with l replaced by r. We have
Integrating from τ to t, we get
and for an arbitrary x τ ∈ X, we have
Letting n → ∞, strong convergence of
Proceeding as in step 3 of the proof of Thm 3.2, we get assertion three.
We can say more about T r if P (·) and G(·) are smoother:
The family A r (·) in (3.22) generates T r in Thm 3.4, i.e.,
for (t, τ ) ∈ ∆ J , and x in (3.25) is a solution in C 1 (J τ , X) of the Cauchy problem in X, instead of only in X −1 . The map
is continuous in X, for all z ∈ X.
Proof. Due to Thm 3.1, the family
with dom (A 2 (t)) = dom (A), generates an evolution family S such that (t, τ ) → A 2 (t) S(t, τ )x τ is in C(∆ J ; X) for all x τ ∈ dom (A), since P (t) G(t)P (t) −1 + P (t)P (t) −1 is strongly continuously differentiable. Then A r (t) generates the evolution family (t, τ ) → P (t) −1 S(t, τ )P (τ ) by the proof sketch of Cor. 3.
The family P (t)A + P (t)G(t)P (t)
−1 also generates a locally exponentially bounded evolution family T l , and by Cor. 3.3, P (t) −1 T l (t, τ )P (τ ) = V(t, τ ). By Thm 3.1, for z ∈ dom (A), S(t, τ )z ∈ dom (A) and
Proceeding as in the proof of [1, Prop.2.8.a)], we get that P (t) −1 S(t, τ )P (τ ) = T r (t, τ ) and that the continuity assertion holds.
Well-posedness of Σ l and Σ r
We use the Lax-Phillips evolution families associated to (1.3) and (1.4) in order to prove the well-posedness of these time-varying linear systems and their passivity property. i on H, generated by the maximal dissipative operator A in (2.7). By a classical trajectory of the time-varying system
Multiplicative perturbation from the left
, such that (4.1) holds for all t ∈ J τ . For t ∈ J, define the following operators in L(H):
Thm 3.2 implies that the family A l (t) generates an evolution family T l on H with time interval J if G(·) is strongly continuously differentiable, and we will prove that T l is the Lax-Phillips evolution family of a (unique, timevarying) well-posed system Σ l , whose classical trajectories with smooth data are determined by (1.3).
Theorem 4.1. Let τ ∈ J be such that τ < sup J. There is a well-posed system
with Lax-Phillips evolution family T l and time interval J, such that the evolution family T l of Σ l has the properties asserted in Thm 3.2, and moreover:
where Z is the solution space in (2.10). Moreover, if (x(τ ), u) is in
then (u, x, y) is a trajectory of Σ l on J τ with x(τ ) = x τ :
2. For x τ ∈ X and u ∈ L 2 (J τ ; X), the function
in X −1 for almost all t ∈ J τ , where A −1,l is in (3.9).
3. Every trajectory (u, x, y) of Σ l on J τ satisfies the energy inequality (1.5), for all t ∈ J τ , and it is uniquely determined by x(τ ) and u.
4) Every classical trajectory of (4.1) satisfies the power inequality
(4.4)
If additionally G(·)z ∈ C 1 (J; X) for all z ∈ X, then T l has the properties asserted in Thm 3.1, and further:
5) The Lax-Phillips evolution family T l of Σ l is generated by A l (t), t ∈ J, in the sense of Def. 2.1.
there is a (unique) classical trajectory (u, x, y) of (4.1) on J τ with x(τ ) = x τ . The output of this trajectory satisfies
. If Σ i is energy preserving then the inequality holds with equality in (1.5) and (4.4).
Hence, solutions x ∈ C 1 (J τ ; X) of (3.12), or equivalently, of (3.13), for which x τ ∈ dom (A), are unique. Indeed, they satisfy x ∈ C(J τ ; dom (A)) ⊂ C(J τ ; Z), see the penultimate paragraph of §2, and then (0, x, y) is a classical trajectory of (4.1) with y(t) := Cx(t), t ∈ J τ , and G(·) := 0.
Proof.
Step 1: Power and energy balance for classical trajectories. Uniqueness of trajectories. First let (u, x, y) be an arbitrary classical trajectory of (4.1); then
and (2.12) gives
with equality if Σ i is energy preserving, and observing that d dt P (t)x(t), x(t) =
Ṗ (t)x(t), x(t) + 2Re P (t)ẋ(t), x(t) ,
we get (4.4). Integrating (4.4) from τ to t ≥ τ , we get (1.5).
In every linear set of triples (u, x, y) that satisfy (1.5), there is at most one (u, x, y) with a particular choice of x τ := x(τ ) and u; indeed, setting φ(t) := P (t)x(t), x(t) + t τ y(s) 2 ds, we get from (1.5) that
is non-decreasing in t and
and Grönwall's inequality then gives that
where α(t) is identically zero if x(τ ) = 0 and u = 0.
Step 2: If G(·) is strongly continuously differentiable. Following steps one and two of the proof of [1, Thm 4.1] and using Thm 3.1, we get the following: A l (·) generates an evolution family T l on H with time interval J, and for all (x τ , u) ∈ V (τ ) there exist y ∈ H 1 (R − ; Y ) and u ∈ H 1 ((τ, ∞); U) such that y(0) = Cx τ + Du(τ ) and P Jτ u = u. Then ( y, x τ , S τ u) ∈ dom (A) and   y(t) x(t) u(t)
defines a classical trajectory (u, x, y) of (4.1) on J τ , with initial state x(τ ) = x τ and output satisfying P [τ,t] y ∈ H 1 ([τ, t]; Y ) for t ∈ J τ ; here δ s is point evaluation at s.
Item 5) is proved in step five of the proof of [1, Thm 4.1]. Hence, items 4)-6) are proved and 1) holds for trajectories as in 6) if G(·)z ∈ C 1 (J; X).
Step 3: Proving 1). Now we drop the additional smoothness assumption on G, and we roughly follow the proof of [2, Thm 5. 3(b-c) ]. Let G n be defined as G, but using the averaged function G n in (3.7) , instead of G, so that A n (t) := P(t)
generates the locally exponentially bounded Lax-Phillips evolution family T n of a well-posed system Σ n with time interval J. By Thm 3.2, T n (t, τ )w converges uniformly to some T l (t, τ )w in H on ∆ [a,b] for compact [a, b] ⊂ J and all w ∈ H. Then T l has the structure (2.8) and the operator families in T l inherit causality (2.4) from those in T n , so that T l is the Lax-Phillips evolution family of a well-posed system Σ l by Thm 2.3. For (u, x, y) an arbitrary classical trajectory of (4.1),
where the first term is in C(J τ ; dom (A)) which is contained in C(J τ ; Z) due to the continuity of the embedding dom (A) → Z, and the second term is in
; see the discussion around (2.11). Now moreover assume that (x(τ ), u) ∈ V (τ ). Further let (u, x n , y n ) be the unique classical trajectory of (4.1) with G replaced by G n , such that x n (τ ) = x τ := x(τ ); then
Letting n → ∞, we get from the construction of Σ l that
We next prove that x ∞ = x and y ∞ = P [τ,b] y.
As P(t) −1 A + G n (t) generates T n and (x(τ ), u) ∈ V (τ ), (2.8), (4.2) and (2.7) giveẋ n (t) = P (t)
for some ( y, x τ , S τ u) ∈ dom (A) and
Then w n (t) := x n (t)−x(t) ∈ C 1 (J τ ; X) solves the inhomogeneous Cauchy problemẇ
with v n (t) := G n (t) − G(t) x(t) in C(J τ ; X). Then, in fact A −1,n (t) w n (t) = w n (t) − v n (t) ∈ C(J τ ; X), so that w n ∈ C(J τ ; X 1 ) and A −1,n (t) w n (t) = A n (t) w n (t), t ∈ J τ . By T n (t, s) v n (s) ds, and the local exponential boundedness of T n , independent of n, implies that
is passive, in analogy to the proof of (4.4),
Integrating from τ to b, we get
where
which has a bound independent of n, since x n tends uniformly to x, and then y ∞ = lim n→∞ P [τ,b] y n = P [τ,b] y. Since b ∈ J τ was arbitrary, we have proved item 1).
Step 4: T l has the properties in Thm 3.2 and possibly those in Thm 3.1. When G is strongly continuously differentiable, A l (t) generates an evolution semigroup T l with time interval J, by Thm 3.1. In order to prove that T l = T l , fix τ ∈ J, τ < sup J, and x τ ∈ dom (A) arbitrarily. Then x(t) := T l (t, τ )x τ , t ∈ J τ , solves the Cauchy problem (3.4). By defining y(t) := C x(t), t ∈ J τ , we get that (0, x, y) is a classical trajectory of (4.1) on J τ with x(τ ) = x τ . Since (x τ , 0) ∈ V (τ ), there is only one such trajectory by step 2, and x(t) = T l (t, τ )x τ for all t ∈ J τ . This proves that T l (t, τ ) and T l (t, τ ) coincide on the dense subspace dom (A) of X, and by the boundedness of these operators, T l (t, τ ) = T l (t, τ ) on all of X, for all (t, τ ) ∈ ∆ J . Now, even if G is only strongly continuous, P(·) −1 A generates the LaxPhillips evolution family of some well-posed system [ U ⋆ ⋆ ⋆ ] by step 2, and by what we just proved, U is generated by P (·) −1 A and it has all the properties asserted in 3.1. By Thm 3.2, the Lax-Phillips evolution family T l constructed in step 2 satisfies the equation
and by (2.8) and the definition of G, this equals (3.11). By uniqueness in (3.11), Since T l inherits local exponential boundedness from T l , T l is equal to the evolution family in Thm 3.2; hence it has all the asserted properties.
Step 5: Proving 2). Define x(t) as in 2), but with (x τ , u) ∈ V (τ ) such that supp u ⊂ J τ w.l.o.g, and define x n by (4.6). Then the calculations in step 3 give that
in X −1 , and letting n → ∞, (3.19) gives that G n x n → Gx uniformly on [τ, t] too, so that
by elements in V (τ ) and using that convergence in L 2 implies convergence in L 1 on compact intervals in (4.8), together with local uniform convergence of state trajectories due to the local uniform boundedness of T l and Φ l , we obtain that (4.8) still holds. Hence,
Step 6: Proving 3). Let (x τ , u) ∈ V (τ ) be arbitrary. By step 2, the functions x n ∈ C(J τ ; X) and y n ∈ L 2 loc (J τ ; Y ) determined by (4.6) satisfy (1.5) with G n instead of G. Letting n → ∞, we get from step 4 that (u, x, y) determined by (4.3) satisfy (1.5), due to the uniform convergence of x n to x and of G n x n to Gx on [τ, t]. Approximating as in step 4, we extend (1.5) to arbitrary (
Under stronger regularity assumptions on P (·) and G(·), we have the following representation formulas for multiplicative perturbation from the left: Proposition 4.2. Assume that P (·)z ∈ C 2 (J; X) and that G(·)z, G(·) * z ∈ C 1 (J; X) for all z ∈ X. Let τ ∈ J with τ < sup J and t ∈ J τ . The operators T l (t, τ ) have unique extensions to
For all x τ ∈ dom (A),
and for all (0, u) ∈ V (τ ),
where the integrals are computed in X −1 . The representation formula for Φ l in fact holds for all u ∈ L 2 loc (J; U). Proof. The first assertion follows from the proof of [1, Prop. 2.8(b)] with some minor modifications: P (·) −1 z ∈ C 2 (J; X) for all z ∈ X and then the backward analogue of Prop. 3.5 gives that A −1,l (t) * = A * P (t) −1 + G(t) * with dom (A −1,l (t) * ) = P (t) dom (A * ) generates the backward evolution family T * l with time interval J, such that
is strongly continuous on ∆ J and by the uniform boundedness principle,
The first assertion now follows from the denseness of X in X Let x τ ∈ dom (A); then (x τ , 0) ∈ V (τ ) and by Thm 4.1, there is a unique classical trajectory (0, x, y) of (4.1) on J τ with x(τ ) = x τ . This trajectory moreover satisfies
where the latter is in
Recalling that C = C dom(A) and that P [τ,t] y = Ψ l (t, τ )x τ by Thm 4.1, we get the representation formula for Ψ l . For the other assertions, by using Thm 4.1 in the proof of
and integration now gives the representation formula for
is the state trajectory of (4.1) corresponding to (0, u) ∈ V (τ ), and the output y ∈ C(J τ ; Y ) of (4.1) is
i.e., the representation formula for F l (t, τ )u is correct. By the boundedness of Φ l (t, τ ), denseness, the uniform boundedness on [τ, t] of T −1,l (t, s)P (s)
, the representation formula for Φ l is correct even for all u ∈ L 2 (J; U). Observing that the integration in the representation formula happens over the compact interval [τ, t], we get the representation formula for all u ∈ L 2 loc (J; U).
Multiplicative perturbation from the right
The two preceding results have counterparts in the case of a multiplicative perturbation from the right. In the remainder of this section, we are concerned with the system
where again
is passive. The Lax-Phillips evolution family T r of this system will be associated to the generator family A r (t) := AP(t) + G(t), see (2.7), which equals
with dom (A r (t)) = P(t) −1 dom (A) , t ∈ J.
We have the following weaker analogue of Thm 4.1:
There is a well-posed system Σ r = Tr Φr Ψr Fr with time interval J and Lax-Phillips evolution family T r , such that T r has the properties asserted in Thm 3.4, and moreover:
, the function
is in H 1 loc (J τ ; X −1 ) and it satisfieṡ
in X −1 for almost all t ∈ J τ , where A −1,r is the main operator in (4.9).
2. Every classical trajectory (u, x, y) of (4.9) with time interval J τ satisfies P (·) x(·) ∈ C(J τ ; Z), with Z given in (2.10).
3) Every classical trajectory of (4.9) with time interval J τ is uniquely determined by x(τ ) and u, and it satisfies the power inequality (4.4) and the energy inequality (1.5), both with equality if Σ i preserves energy.
If P (·)z ∈ C 2 (J; X) and G(·)z ∈ C 1 (J; X) for all z ∈ X, then T r has the properties asserted in Prop. 3.5, and further:
4) The Lax-Phillips evolution family T r of Σ r is generated by A r (t), t ∈ J, in the sense of Def. 2.1.
5)
For every x τ and u with P (τ ) x(τ ), u ∈ V (τ ), there is a (unique) classical trajectory (u, x, y) of (4.9) on J τ with x(τ ) = x τ . The output satisfies y ∈ H 1 loc (J τ ; Y ), and (u, x, y) is also a trajectory of Σ r .
Proof. The proof is similar to that of Thm 4.1. First establish 3). Next, temporarily assume that P (·)z ∈ C 2 (J; X) and G(·)z ∈ C 1 (J; X) for all z ∈ X. Then use Prop. 3.5 instead of Thm 3.1 and P (τ ) x(τ ), u ∈ V (τ ) instead of x(τ ), u ∈ V (τ ), in step one of the proof of Thm 4.1, to get items 4) and 5), apart from the claim that (u, x, y) is also a trajectory of Σ r . Item 2) is proved like the corresponding statement in Thm 4.1.
The classical trajectory (u, x, y) of (4.9) that was constructed in the previous paragraph is also a trajectory of Σ r . Namely, by (4.5) for T r and (2.8), we get that
then (2.4), (2.5) and the choice of u give
Even without the additional smoothness assumptions, by Thm 4.1, A n (t) := P(t)A + P(t)G n (t)P(t) −1 , with domain dom (A), generates the Lax-Phillips evolution family T n of a well-posed system. Letting n → ∞, we get from Thm 3.4 that there exists a unique evolution family T r which satisfies
for all w 0 ∈ H, where T l is the strong limit of T n . Since T n is associated to a well-posed system, so are T l and T r ; see step 3 in the proof of 
and using Thm 4.1 with [1, (4.17)], we get that this equals A −1,r (t)Φ r (t, τ )u+
The proof is complete once we have established that T r equals the evolution family in Thm 3.4; then T r has the properties asserted in Thm 3.4, and in the smooth case even those in Prop. 3.5. For an arbitrary x τ ∈ X, we apply 0 I 0 to (4.11) with w 0 := 0 I 0 x τ , from the left, to get
By (3.20) , T r satisfies (3.23), and by uniqueness, T r is the same evolution family as in Thm 3.4.
There are also representation formulas for multiplicative perturbation from the right, in case of smoother P (·) and G(·).
Proposition 4.4. Assume that P (·)z ∈ C 2 (J; X) and that G(·)z, G(·) * z ∈ C 1 (J; X) for all z ∈ X. Let τ ∈ J with τ < sup J and t ∈ J τ . The operators T r (t, τ ) have unique extensions to T −1,r (t, τ ) ∈ L(X τ −1,r ; X t −1,r ) which are locally uniformly bounded. The function τ → T r (t, τ )x 0 , τ ∈ J with τ ≤ t, is continuously differentiable in X −1 , and
For all x τ ∈ P (τ )
τ ≤ s ≤ t, where the integrals are computed in X −1 . The representation formula for Φ r in fact holds for all u ∈ L 2 loc (J; U). Proof. The claims on the extensions of T r (t, τ ) follow as in the proof of Prop. 4.2, because the backward version of Thm 3.1 gives that A † r (t) * = P (t)A * + G(t)
* with dom A † r (t) = dom (A * ) generates the backward evolution family T * r with time interval J. Then also, for all x 0 ∈ X and z ∈ dom (A * ),
and we next prove that the weak derivative is strong. We have
where the first term tends to zero as σ → τ by the proof of [1, Prop. 2.7.c)], and the second term is at most
by the strong continuity of T r and the local uniform boundedness of T −1,r . This proves (4.12) and then the representation formulas can be proved the same way as the corresponding formulas in Prop. 4.2.
A time-varying wave equation
This section is concerned with the time-varying wave equation, on a bounded n-dimensional Lipschitz domain, whose boundary ∂Ω has been split into a reflecting part Γ 0 and a part Γ 1 used for control and observation. We assume that Γ 0 and Γ 1 are relatively open with boundaries of measure zero. We do not make the restrictive assumption that Γ 0 ∩ Γ 1 = ∅ or Γ 0 = 0 (since we do not need the Poincaré inequality). In this section, all vector spaces are real. Written in so-called "scattering form", the boundary-controlled wave equation is (omitting the spatial variable):
here z(t) = z(t, ξ) is the deflection at the point ξ ∈ Ω at time t. The physical parameter ρ(t) > 0 is the mass density of the medium, T (t) is Young's elasticity modulus, and the operator Q(t) ≥ 0 describes viscous damping inside the domain Ω; all of these are functions also of ξ ∈ Ω. The scattering parameter b ∈ L ∞ (Γ 1 ) is time-independent with positive values a.e. and ν ∈ L ∞ (∂Ω; R n ) is the outward-pointing unit normal vector. The time-varying mass density and internal viscous damper Q bring our example beyond the theory of [1] . Due to the time-varying ρ and T , the example is not covered by [2] either.
In order to formulate the PDE (5.1) in operator theory language, so that we can prove its well-posedness, we need to recall the setting of [3] . We equip H 1 (Ω) with the graph norm of the gradient, and 
is Hilbert with the norm inherited from
(Ω) continuously onto W. In [3, App. 1], it was also shown that he restricted normal trace operator
has a unique continuous extension γ ⊥ that maps H div (Ω) onto W ′ . Please note that this is not the Neumann trace γ N ; rather γ N = γ ⊥ ∇.
In order to write the wave equation as a "physically motivated" scattering passive system in the sense of Staffans and Weiss [4] , we denote
, and
where G(t) and P (t) are pointwise multiplication by the given functions of ξ, so that, e.g., (P (t)x)(ξ) = P (t, ξ) x(ξ), ξ ∈ Ω, (5.2) for all t ∈ J and x ∈ H × E = L 2 (Ω) n+1 . Here H, E, and U are identified with their duals. The space E 0 is densely and continuously contained in
Moreover, K ′ 0 is injective. Proof. Using (5.6), for w ∈ E 0 = H 1 Γ 0
(Ω) and f ∈ H div (Ω): and A −1 is the unique extension of A to an operator in L(X; X −1 ); see §2 for details. The unbounded operator
is closed, since the Hilbert space E 0 is equipped with the graph norm of −L and K ∈ L(E 0 ; U). In case T (t) = I, ρ = 1 and Q(t) = Q ≥ 0 for all t ≥ 0, then ẋ(t) y(t) = AP (t) + G(t) B CP (t) I x(t) u(t) , t ≥ τ, Imagine a rigid object that moves inside the domain Ω, with center point η(t) moving according toη(t) = a t, η(t) , where the acceleration field a ∈ C(J × Ω; R n ); then η ∈ C 2 (J; Ω). In the moving object, the physical parameters ρ(t, ξ), T (t, ξ) and Q(t, ξ) are assumed to depend only on the distance to the center point, in a twice continuously differentiable manner, so that they are of the form (M(t)f )(ξ) = m( η(t) − ξ 2 ) f (ξ), with m ∈ C 2 (R) k×k such that m(·) ≥ δI for some δ > 0.
Proof. For the first assertion, use the first, less smooth part of Thm 4.3 on (5.9), observing that P (·) and G(·) satisfy the standing assumptions (3.1).
For the last statement, note that if Q(·) is a multiplication operator then it is self-adjoint, and hence G(·) * inherits strong continuity from G(·). It suffices to prove the rest of the statements for compact intervals Let z 0 , z 1 and u be as in the second assertion. Then x τ := ∇z 0 ρ(τ )z 1 satisfies (P (τ ) x τ , u) ∈ V (τ ), since A ⊂ A −1 , and
Since multiplication by 1/ρ(·), which is the inverse operator of multiplication by ρ(·), is strongly in C 1 [a, b]; L 2 (Ω) , together with Q(·) and multiplication byρ(·), the operator function G(·) is strongly in C 1 ([a, b]; X). Using (3.2), one obtains that 1/ρ(·) is strongly in C 2 , so that P (·) is strongly in C 2 ([a, b]; X). By the smoother part of Thm 4.3, there exist unique x and y, such that (u, x, y) is a classical trajectory of (5.9) with x(τ ) = x τ , and this trajectory satisfies (4.4) with equality, y ∈ H 1 (J τ ; Y ) and P (·) x(·) ∈ C(J τ ; Z). Writing x(t) =:
x 2 (t) and defining
we get x(t) = ∇z(t) ρ(t)ż(t) , and then (4.4) specializes to (5.11) . The definition of classical trajectory now gives that x(t),ẋ(t) = ∇ż(t) ρ(t)ż(t) + ρ(t)z(t) ∈ C J τ ;
and combining all of this, we get (5.10) with H 1 (Ω) instead of H 1 Γ 0
(Ω). We next prove that (u, z, y) is a solution of (5.1), with equalities in the L 2 sense. Using the formula forẋ(t), (5.8) and Cor. 5.1, we get
as an equality in E ′ 0 . Applying this functional to an arbitrary test function, ϕ ∈ C ∞ (Ω) with compact support in Ω, we get that ρ(t)z(t) + Q(t)ż(t) = div T (t)∇z(t) in the sense of distributions. From P (·) x(·) ∈ C(J τ ; Z) and (5.4), we moreover get thatż(t) ∈ H 1 Γ 0
(Ω) and T (t)∇z(t) ∈ H div (Ω), so that in fact ρ(t)z(t) = div T (t)∇z(t) − Q(t)ż(t) in L 2 (Ω), i.e., the first and fourth lines of (5.1) are satisfied in L 2 . Then the injectivity of K ′ 0 and the preceding display gives line 2 of (5.1), as an equality in L 2 (Γ 1 ), and line 3 follows from (5.8):
√ 2b y(t) = γ ⊥ T (t) ∇z(t) + b 2 γ 0ż (t) − 2b 2 γ 0ż (t), in L 2 (Γ 1 ). By (5.12), we have z(τ ) = z 0 andż(τ ) = x 2 (τ )/ρ(τ ) = z 1 . It remains only to prove uniqueness. Let therefore (u, z, y) be a classical solution of (5.1) with (5.10). Defining x(t) := ∇z(t) ρ(t)ż(t) , we get from the calculations in the previous paragraphs that (u, x, y) is a classical trajectory of (4.9) with x(τ ) = ∇z 0 ρ(τ )z 1 and the given input signal u. By Thm 4.3, such a trajectory is unique.
The detour via (5.3) was needed only in order to establish that the solution space of (5.9) with P (t) = I and G(t) = 0 is Z in (5.4), which in turn was needed to prove thatż(t) Γ 0 = 0 for t ≥ τ . We can unfortunately not prove a complete analogue of [2, Thm 6.3] for mild trajectories of (5.9), as we were unable to establish (1.5) for mild trajectories in Thm 4.3.
