Abstract. In the large rank limit, for any nonexceptional affine algebra, the graded branching multiplicities known as one-dimensional sums, are conjectured to have a simple relationship with those of type A, which are known as generalized Kostka polynomials. This is called the X = M = K conjecture. It is proved for tensor products of the "symmetric power" Kirillov-Reshetikhin modules for all nonexceptional affine algebras except those whose Dynkin diagrams are isomorphic to that of untwisted affine type D near the zero node. Combined with results of Lecouvey, this realizes the above one-dimensional sums of affine type C, as affine Kazhdan-Lusztig polynomials (and conjecturally for type D).
1. Introduction 1.1. X = M conjecture. Motivated by the study of two-dimensional solvable lattice models, the seminal paper [24] introduced the path model for the crystal graph of an irreducible integrable highest weight module over a quantum affine algebra U ′ q (g). A path is a semi-infinite sequence of elements taken from the crystal graph of a suitable finite-dimensional U ′ q (g)-module. To apply the path model these suitable modules and crystal graphs must be constructed. Unlike irreducible integrable highest weight modules over a quantum Kac-Moody algebra, it is rare for a finite-dimensional U ′ q (g)-module to have a crystal base. A number of suitable modules and crystal graphs had been constructed in the literature [17, 21, 25, 28, 53] .
Inspired by the work of Kirillov and Reshetikhin [30] on finite-dimensional representations of Yangians, the papers [15, 16] is conjectured to be irreducible and to have a crystal base B r,s . The KR modules are indexed by pairs (r, s) where r is a node of the Dynkin diagram of g and s ∈ Z >0 . The family of KR modules is complete in the following sense: it is expected that every finite-dimensional irreducible U ′ q (g)-module with affine crystal base, is a tensor product of KR modules [20] .
Let
be a finite tensor product of KR modules, where L = (L (r) s ) is a collection of nonnegative integers. The tensor product W L has a U q (g)-equivariant grading by the coenergy function [15, 24, 39] . The one-dimensional sum X L,λ (t) is by definition the graded multiplicity in W L of the irreducible U q (g)-module V (λ) of highest weight λ. The one-dimensional sum may be defined solely in terms of the combinatorics of the KR crystals B r,s . For affine type A, the onedimensional sums are known as generalized Kostka polynomials [39, 47, 48] and are well-understood combinatorially.
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Based on considerations arising from the Bethe Ansatz [30] , it was conjectured in [15, 16] that the one-dimensional sum X L,λ (t) is equal to a specific sum of products of t-binomial coefficients, known as the fermionic formula M L,λ (t). This is the X = M conjecture. The fermionic formula may be expressed as a weighted sum over a set of combinatorial objects called rigged configurations. For untwisted affine type A, X = M was proved by exhibiting a grade-preserving bijection from classical highest weight vectors in the affine crystal graph, to rigged configurations [22, 29, 31] . The X = M conjecture has also been proved for tensor products of the "symmetric power" KR crystal B 1,s for nonexceptional affine algebras [46] based partially on previous work for tensor powers of the "vector" KR crystal B 1,1 [41] . X = M has also been proved for tensor products of the "exterior power" KR crystals (those of the form B r,1 ) for the root systems C
n , A
2n−2 , D
n+1 [40] and D (1) n [45] . In the ungraded case t = 1, X = M is known in many cases (for signed binomial coefficients in the M formula) by combining [3] and [15, 16] .
Large rank.
We show that for large rank the X or M polynomials have a surprisingly simple expression (the K formula) that involves affine type A only.
Let {g n } be a family of nonexceptional affine algebras. They are depicted in Figure 1 . Let g n be the simple Lie subalgebra of g n whose Dynkin diagram is obtained by removing the zero node. The subscript n indicates that g n has rank n. Fix a partition λ = (λ 1 , λ 2 , . . . , λ r ). For n large, the partition λ may be identified with the dominant g n -weight i (λ i − λ i+1 )ω i , where ω i is the i-th fundamental weight of g n . Since the rank is assumed to be large with respect to λ, λ involves no spin weights.
Let L = (L universal characters of classical type [52] . The purpose of this subsection is to give a representation-theoretic motivation for the K formula. It is the philosophy of M.
Kleber, that the characters of KR modules W (r) s with r nonspin, should behave like Schur functions (type A characters) [23] . One strong piece of supporting evidence is that the KR characters conjecturally satisfy a system of relations called the Qsystem [15, 16, 30] . The Q-system relates KR characters with others whose indices r are nearby in the Dynkin diagram. In the large rank limit the Q-system only involves the part of the Dynkin diagram that looks like one of type A.
The implications of Kleber's idea for the X = M conjecture, can be made precise by the following two conjectures.
Given any dominant g-weight λ involving no spin nodes, let W λ be Chari and Pressley's minimal affinization [4] . It is a finite-dimensional U ′ q (g)-module that need not have a crystal base. In type A (1) , W λ is isomorphic to the U q (g)-irreducible V λ . In any nonexceptional type, the character of the minimal affinization W λ should behave like the Schur function s λ . is the type A stable one-dimensional sum. Due to the definition of X as a tensor product multiplicity, this holds for type A, at least on the level of characters.
For ♦ ∈ {∅, , , }, let P ♦ denote the set of partitions whose Ferrers diagrams may be tiled by the shape ♦. Explicitly, P ∅ is the singleton set consisting of the empty partition, P is the set P of all partitions, P is the set of partitions with even rows, and P the set of partitions with even columns.
Conjecture 4. [5]
Let ♦ ∈ {∅, , , } and {g n } a nonexceptional family of affine algebras associated with ♦ as in Figure 1 . Then for n sufficiently large and partitions representing dominant weights as above, one has 
3).
Suppose λ is the rectangular partition having r rows and s columns; this corresponds to the weight sω r . It is expected that the KR module W (r) s is the minimal affinization W sωr . In this case the above decomposition into U q (g)-modules, agrees with that which is prescribed by [15, 16] for the KR module W
s . Using the definition of X as a branching tensor multiplicity, Conjectures 3 and
The K formula may be obtained by putting a grading parameter into this formula.
where |λ| = i λ i and |L| = r,s rsL
The conjecture was previously known for ♦ = ∅ by combining the results of a number of papers; see [52] for an explanation. Our main result is: Combining this with [46] we have X = M = K for tensor products of B 1,s for large rank in types ♦ ∈ {∅, , }. Our coenergy function D has value equal to − 1 ξ times the energy function D used in [15] . Our K formula in [52] uses energy instead of coenergy. The notation R in [52] refers to a list of rectangular partitions whose multiplicities are given by L. The precise relationship is
q . 1.5. Combinatorial proof sketch. By definition the X-formula has the form
where P ♦ (L, λ) is a finite set and
is a function. They are described explicitly later.
Let LR(τ ; λ, µ) be an appropriate set of cardinality c τ λµ ; see section 3.3. To prove Theorem 6 it suffices to exhibit a bijection
1.6. Outline. Sections 2 and 3 review affine crystal theory and in particular that of type A. Section 4 defines the map η L using the virtual crystal construction of [40] and the combinatorial R-matrices. The virtual crystal theory guarantees that this map respects the grading, provided it is well-defined. The well-definedness and surjectivity of the map require some work. Crystal embeddings called right-splitting are used to reduce to the case of tensor powers of the vector KR crystal B 1,1 . In this case bijectivity and well-definedness are established by considering in section 5 a completely different realization of the bijection which we call the DDF map, since its main ingredient is a bijection due to Delest, Dulucq, and Favreau [6] . The DDF map has the advantage of being obviously bijective, but it is not at all clear that it should respect the grading. The proof is completed by observing inductively that the VXR and DDF maps agree. In section 6 a more intrinsic definition of the DDF map is given, extending the interpretation of the original DDF bijection due to Roby [43] .
Section 7 contains a brief discussion about the case not addressed in this article, namely, ♦ = .
While this manuscript was being completed, a proof appeared for the ungraded t = 1 case (with signed binomials) of the X = M conjecture [12] . We were also informed by Cedric Lecouvey of his paper [34] , which proves the special case of X = K (Theorem 6) for tensor powers of B 1,1 in type . He also proved in [33] that for types , and for tensor products with factors of the form B 1,s , the K polynomials are the affine Kazhdan-Lusztig polynomials of types C and D respectively, given by Lusztig's q-analogue of weight multiplicity [37] . Combined with Theorem 6, the one-dimensional sums X in type given by tensor products of crystals of the form B 1,s , are affine KL polynomials of type C. Conjecturally the similar one-dimensional sums X of type are affine KL polynomials of type D.
Many thanks to Cedric Lecouvey, Masato Okado, Anne Schilling, and Mike Zabrocki for fruitful discussions and collaborations related to this project.
Review of affine crystal graphs
The definitions for general crystal graphs follow Kashiwara [19] . The fundamental concepts for the study of crystal graphs of finite-dimensional modules over affine algebras were established in [24] .
2.1. Affine algebras. Let g ⊃ g ′ ⊃ g be an affine Kac-Moody algebra [18] with Dynkin vertex set I = {0, 1, . . . , n}, its derived subalgebra, and the simple Lie subalgebra with Dynkin vertex set J = I\{0}. Write U q (g) ⊃ U ′ q (g) ⊃ U q (g) for the corresponding quantized universal enveloping algebras [24] . For g let {α i | i ∈ I} be the simple roots, {h i | i ∈ I} the simple coroots, {Λ i | i ∈ I} the fundamental weights and δ the null root. Let P = Zδ ⊕ i∈I ZΛ i and P = i∈J Zω i be the weight lattices for g and g respectively, where λ →λ denotes the natural projection P → P and {ω i =Λ i | i ∈ J} are the fundamental weights for g.
Affine crystal graphs.
Suppose M is a finite-dimensional U ′ q (g)-module with a crystal base B. Then B has the structure of a directed graph with vertex set B and directed edges colored by the set I, such that:
(1) If all edges are removed except those colored i, then the connected components are finite directed paths called the i-strings of B. Given b ∈ B, define f i (b) (resp. e i (b)) to be the vertex following (resp. preceding) b in its i-string; if there is no such vertex, declare the result to be the special symbol ∅, which represents the zero element in the module M . Define ϕ i (b) (resp. ε i (b)) to be the number of arrows from b to the end (resp. beginning) of its i-string. (2) There is a weight function wt : B → P such that for all i ∈ I,
We shall call a colored directed graph B with the above properties a U
) and g(e i (b)) = e i (g(b)) for all b ∈ B and i ∈ I where by definition g(∅) = ∅. An isomorphism of crystals is a morphism of crystals which is a bijection whose inverse is also a morphism of crystals.
The direct sum of crystals is the disjoint union.
2.3.
Crystal graphs for simple Lie algebras. If M is a finite-dimensional U q (g)-module with crystal base B then its directed edges are colored by the set J = I\{0}, and for i ∈ J it satisfies the properties stated previously for affine crystals. In this case we call B a U q (g)-crystal. b ∈ B is a classical highest weight vector if ε i (b) = 0 for all i ∈ J.
For λ ∈ P + let B(λ) be the crystal graph of the irreducible highest weight U q (g)-module of highest weight λ. It has a unique classical highest weight vector and this vector has weight λ. For g of classical type B(λ) was given explicitly in [26] . Every finite-dimensional U q (g)-module has a crystal graph which is isomorphic to a direct sum of crystal graphs of the form B(λ).
A classical component of a U 
where the result is declared to be ∅ if either of its tensor factors are. The weight function on
The tensor product operation on crystals is associative. 
There is a natural U
2.6. Representative affine families. For each partition ♦ ∈ {∅, , , }, we fix a representative family of affine root systems. An affine algebra in this family and its distinguished simple Lie subalgebra shall be denoted g 
. C satisfies the following properties [1, 21] : (1) Every B ∈ C is the crystal base of an irreducible finite-dimensional 2.8. KR crystals. We give the KR crystals in the categories C.
Removing zero arrows from B 1 ♦ and in the case ♦ = removing the element ∅ ∈ B(0), one obtains the U q (g)-crystal graph B(ω 1 ).
Define a partial order on B(ω 1 ) by x < y if there is a directed path in B(ω 1 ) from x to y.
The tensor product rule (2.1) gives the U q (g)-crystal structure on tensor powers of B(ω 1 ).
Row KR crystals. More generally the KR crystal
To give the U q (g)-crystal structure on B s ♦ it suffices to define such a structure for its classical components, all of which have the form B(mω 1 ). As a set B(mω 1 ) consists of the weakly increasing sequences of length m of elements in B(ω 1 ), with the additional constraints that 0 may only occur once for ♦ = and that n andn may not both appear for ♦ = . The U q (g)-crystal structure on B(mω 1 ) is given by observing that the following map is a U q (g)-crystal embedding
where b j ∈ B(ω 1 ).
To specify the full U ′ q (g)-crystal structure on B s ♦ one must also know the 0-arrows. This is given explicitly in [21, 42] . Rather than recalling this here we shall define it indirectly using the virtual crystal construction [40, 42] . This is postponed until section 4.1.
By assumption the crystal graphs of these tensor products are connected. It follows that there is a unique U
For C 1 (g) for g nonexceptional, the combinatorial R-matrices are given by [13, 14] .
n ) the combinatorial R-matrix is discussed in section 3.4. 
2n ; these are also precisely the affine families associated with in Figure 1 . By [24] , for all B 1 , B 2 ∈ C there is a unique function H = H B2⊗B1 :
The same is true for e 0 (b
Say that LL (resp. RR) holds if e 0 acts on the left (resp. right) tensor factor for both b 2 ⊗ b 1 and b
By definition (2.9)
For C 1 (g) the local coenergy function is given explicitly in [13, 14] and for C(A (1) n ) it is given in [48] .
Example 9. Using the partial order on B(ω 1 ) given in section 2.8.1 we have
if exactly one of x or y is ∅ 0 otherwise. (2.11) 2.11. Yang-Baxter equation. This section follows [24] . Given B 1 , B 2 , B 3 ∈ C, there is a unique isomorphism
induced by the algebraic universal R-matrix. By uniqueness the combinatorial R-matrices satisfy the Yang-Baxter equation
Using sloppier notation, let R i denote the R-matrix which acts in the i-th and (i + 1)-st positions from the right in a tensor product. Then we may rewrite the Yang-Baxter equation as the braid relation
Again by uniqueness one has
Let H i denote the value of the local coenergy function, evaluated at the i-th and (i + 1)-st positions from the right in a tensor product. Then one has
The following consequence of (2.12) and (2.14) is well-known.
2.12. Intrinsic coenergy. We give a construction introduced in [15] as described in [40] for C as in section 2.7. For B ∈ C, we shall define the intrinsic coenergy function
Example 11. For KR crystals B r,s the intrinsic coenergy functions are prescribed in [15, 16] . For ♦ ∈ { , }, g ♦ n as in Figure 2 , and B s ♦ with classical components as in (2.5), the r-th tensor factor has intrinsic coenergy r/ξ with ξ as in (1.4). In particular, 
Proposition 12.
[40] The above construction of D is associative.
Using this construction we may define D B for all B ∈ C. By Proposition 12 the function D B doesn't depend on the way that B is built up from two-fold tensor products.
For B 1 , . . . , B L ∈ C, the above construction yields the formula [15, 39, 40] (2.17)
If B j = B for all j then by (2.7) this reduces to
Proposition 13.
[40] Suppose B and B ′ are any two tensor products with the same collection of tensor factors B 1 , . . . , B L ∈ C in some order. Let R : B → B ′ be the unique affine crystal isomorphism. Then
and λ ∈ P + . Let P (B) be the set of classical highest weight vectors in B and P (B, λ) those of highest weight λ. For type ♦ we write
n so that g has type A n−1 , B n , C n , D n for types ♦ = {∅, , , } respectively.
We use the identification of weights and elements of Z n given in section 1.2. Let m x (b) be the number of times the symbol x occurs in the word b. Define the weight function wt :
For rank large with respect to L and λ it is easy to check that
In type A such classical highest weight vectors are called Yamanouchi words.
The one-dimensional sum is defined by
Remark 15. By Proposition 13 this depends only on the collection of tensor factors in B and not on their order. Let L be the multiplicity array for B, that is, B contains L (a) i tensor factors equal to B a,i . We write X(B, λ)(t) = X L,λ (t).
Example 16. We give examples of summands in one-dimensional sums. Tensor symbols are dropped and subscripts are added for convenience. In these examples D is calculated using (2.18), (2.11), and (2.15).
Type A crystal graphs
Let N = 2n for the remainder of the paper. In this section g = A
(1)
N −1 and g = A N −1 . We specialize to this case because of the virtual crystal construction in section 4.
⊗m is given in section 2.8.1; it is the set of words of length m in the totally-ordered set {1 < 2 < · · · < N }.
The crystal graph B(λ) of the highest weight U q (A N −1 )-module of highest weight λ, is given by the set of (semistandard) Young tableaux of shape λ with entries in the set B(ω 1 ) = {1, 2, . . . , N } [26] ; see [11] for the definition of a tableau and its row word.
Let |λ| = m be the number of cells in the diagram of the partition λ. The U q (A N −1 )-crystal structure on B(λ) is given by declaring that the map B(λ) → B(ω 1 )
⊗m that sends a tableau to its row word, is an embedding of
⊗m is isomorphic to B(λ). Moreover the isomorphism is unique. Denote by P (u) ∈ B(λ) the image of u under this isomorphism. It is well-known that P (u) is Schensted's P -tableau [44] .
3.2. Knuth equivalence. We shall identify a tableau with its row word. Knuth defined an equivalence relation on words with letters in the totally-ordered finite set A, which is generated by relations of the form uxzyv ∼ uzxyv for x < y ≤ z uyxzv ∼ uyzxv for x ≤ y < z where u and v are words with letters in A and x, y, z ∈ A [27] . One may show that for each word u, there is a unique tableau of partition shape that is Knuth-equivalent to u; we denote it by [u] .
The following results are well-known. 3.3. Littlewood-Richardson Rule. The Littlewood-Richardson (LR) rule [35] is a combinatorial description of the structure constants of the ring of symmetric functions with respect the basis of Schur functions. See [10] for an exposition of various combinatorial viewpoints on this rule. It is well-known that c α βγ is the multiplicity of the irreducible U q (A N −1 )-crystal B(α) in the tensor product B(β) ⊗ B(γ) for N large with respect to the partitions α, β, γ.
Let y be a word of length m in the alphabet {1, 2,
⊗m . The word y is Yamanouchi if it is a highest weight vector. This is equivalent to saying that the weight of each right factor of y is a partition (and in particular wt(y) is a partition). Say that a word w is α/β-Yamanouchi if for any Yamanouchi word y of weight β, wy is Yamanouchi of weight α. [25] . By section 3.1 B r,s consists of the semistandard tableaux with entries in {1, 2, . . . , N } whose 0 shape is the r × s rectangle. The 0-arrows for B r,s are given in [25, 48] .
′ is multiplicity-free as a U q (A N −1 )-crystal, the above combinatorial R-matrix R B r,s ,B r ′ ,s ′ may be characterized as the unique
r,s and can therefore be computed using the Robinson-Schensted-Knuth correspondence [48] .
We recall from [48] that for Since B r,s ∈ C(A
N −1 ) is irreducible as a U q (A N −1 )-crystal, we have:
3.5. Dual KR crystals of type A. It follows from [48] that there is a U
N −1 ). Its crystal graph is pictured in Figure 2 except that n should be replaced by N − 1. As ordered sets with respect to the partial order given in section 2.8.1 we have
s∨ is the set of weakly increasing words of length s with letters in B 1∨ , and its U q (A N −1 )-crystal structure is determined from that of B 1∨ using a version of the embedding ι of (2.6). As a special case of (3.1),
, then the following diagram commutes:
where ∨ :
by (2.2). The commutation follows by the uniqueness of the R-matrix.
Using section 3.4 we calculate some combinatorial R-matrices and local coenergy functions explicitly.
By Proposition 10, the R-matrix R q,p ∨ := R B 1⊗q ,B 1∨⊗p may be computed using 
4). Then b ∼ c if and only if
N −1 and g = A N −1 . There is an involution on the U q (A N −1 )-crystal B(ω 1 ) given by j → j * := N + 1 − j. It satisfies
Given any U q (A N −1 )-crystals B 1 , . . . , B m which all have involutions * : B i → B i satisfying (3.11), one may define the map
which also satisfies (3.11). Taking B i = B(ω 1 ) for all i, one obtains an involution * on B(ω 1 ) ⊗m . This restricts to an involution * on B(mω 1 ) (and hence on B m ) via the embedding ι m in (2.6).
Similarly one may define * on B 1∨ by j ∨ * = (N +1−j) ∨ and extend the definition of * to B s∨ as before. Finally, using (3.12), * may be defined on a tensor product of KR U q (A (3.13)
Proof. The proof is similar to that of Proposition 20.
VXR map
The virtual crystal method of [40] 
2n−1 )-crystals. The data for the desired map (1.7) may be obtained using the virtual crystal embedding followed by an R-matrix. The name VXR stands for "Virtual X and R-matrix". [13, 14, 39] . Instead of recounting all of these things, we use the method of virtual crystals [40] to reduce to computations in type A. The virtual X (VX) formula is a formula for the one-dimensional sums for an arbitrary affine algebra g X expressed in terms of a simply-laced affine algebra g Y . They are known to be valid for B ∈ C 1 (g) where g is a nonexceptional affine algebra [42] . We require the case that g = g ♦ n for ♦ ∈ { , }; see Figure 2 . In both cases the VX formula is stated using the simply-laced affine root system A 
There is an induced map between the weight lattices of g 
Define the virtual raising operatorsê i with e replacing f in the above definition. For our purposes, an aligned virtual crystal of type ♦ is a pair (V,V ) wherê V is a tensor product of KR crystals for U . Moreover, the following must also hold for all b ∈ B, i ∈ {1, . . . , n − 1}, and j ∈ {0, n}:
From this it follows that 
for all 0 ≤ i ≤ n and b ∈ B 
Aligned virtual crystals form a tensor category [40] : if (V 1 ,V 1 ) and (V 2 ,V 2 ) are aligned virtual crystals of type ♦ with bijections Ψ i :
The virtual crystal for an arbitrary B ∈ C is obtained by tensoring together the virtual crystals for its tensor factors. We introduce notation for such virtual crystals. Let ν = (ν 1 , ν 2 , . . . , ν m ) be a sequence of positive integers. Define
Let L be the multiplicity array for
is the number of times the
The coenergy function is computed in the U
and L as above and for
For later we need the following fact: the image of Ψ ν consists of elements that are fixed by the map d → d ∨ * up to R-matrices.
Proof. One may reduce to the case of a single tensor factor using (2.3) and (3.12). For a single tensor factor (4.12) follows from (3.7).
The R-matrix in type ♦ ∈ { , } is achieved by a composition of R-matrices of type ∅ in the virtual crystal. Suppose (V 1 ,V 1 ) and (V 2 ,V 2 ) are aligned virtual crystals of type ♦ with bijections Ψ i : B i → V i . The combinatorial R-matrix RV
2,V1
:V 2 ⊗V 1 →V 1 ⊗V 2 , restricts to a bijection called the virtual combinatorial
(4.13)
This is a bijective realization of the invariance of the V X formula under permutations of the parts of ν.
4.2.
The VXR map. For a composition ν we define a map η ν as in (1.7). Let L be the multiplicity array for
(4.14)
We have a commutative diagram
+ , R 0 , R − , R are all compositions of R-matrices of the form R B s∨ ⊗B t applied at adjacent tensor positions. Let b ∈ P ♦ (B ν ♦ , λ) and
Example 29. In the running example it is convenient to take n = 3 even though this is smaller than the generally necessary bound for n. With b as in Example 16, The map R + sending Ψ(b) toď ⊗ c is computed below. The first line is Ψ(b). To obtain each successive line, the R-matrix (3.7) is applied to each pair i ⊗ j ∨ . The last line isď ⊗ c. 
and letď + (resp.ď − ) be the word obtained by concatenating the tensor factors iň d and then restricting to the subalphabet B The VXR map is defined by
where the Littlewood-Richardson data Z takes the form of a τ /λ-Yamanouchi tableau of shape µ; see Theorem 19. To prove Theorem 6, by the discussion in section 1.5 it suffices to establish the following result.
Theorem 32. η ν is a well-defined bijection (1.7) satisfying (1.8).
Lemma 33.
(1) τ ⊃ λ. In particular c ∈ P ∅ (B ν , τ ) for some partition τ and Z is a τ /λ-Yamanouchi tableau of some partition shape µ.
Proof. By the definition of Ψ and the fact that R-matrices are isomorphisms, (4.21) wt(ď ⊗ c) = wt(Ψ(b)) = λ − w 0 λ = (λ 1 , . . . , λ n , −λ n , . . . , −λ 1 )
Since the assertions to be proved only involve the U q (A N −1 )-crystal structure, using the U q (A N1 )-crystal embeddings B s → B 1⊗s and B s∨ → B 1∨⊗s of (2.6) we may regardď ⊗ c as a word in the alphabet B 1 ∪ B 1∨ . Consider the sequence of weights of the right factors ofď ⊗ c as it is scanned from right to left, letter by letter. They are all dominant weights by Lemma 30, starting with the zero weight and ending at λ − w 0 λ. Consider the first n parts of the changing weights. They go from (0 n ) to τ , adding 1 to some part of the weight as c is scanned from right to left, and then to λ by removing cells corresponding to letters inď + . Consider the last n parts of the weights. They remain fixed at (0 n ) as c is scanned, and then go to (−λ n , . . . , −λ 1 ), subtracting 1 from some part of the weight, for each letter inď − . This proves the various assertions.
Remark 34. The splitting of all of the factors B
s into B 1 that was used in the above proof, preserves classical crystal structure but destroys the affine structure and therefore the coenergy. It turns out that splitting the rightmost tensor factor preserves the coenergy even though it does not respect the affine crystal structure. This is exploited in the next section. Theorem 32 is proved by descending induction on the number of parts of ν. We shall reduce to the case ν = (1, 1, . . . , 1) using a system of crystal embeddings. We need explicit formulas for rs [46] . For A 
4.4.
Reduction from rows to boxes. We introduce coenergy-preserving embeddings of tensor products of KR modules into other such tensor products. In type A (♦ = ∅), under the identification of P (L, λ) with semistandard tableaux of shape λ and weight specified by L, one may compose such embeddings and combinatorial R-matrices to define an embedding which coincides with the map of Lascoux [32] , which sends a semistandard tableau to a standard one of the same shape and cocharge. The generalization of this embedding for a general tensor product of KR crystals in type A (1) n is given in [49] . Using virtual crystals this can be generalized to the affine types that embed in type A (1) . Let ν = (ν 1 , . . . , ν m ) be a sequence of positive integers. One may pass from ν to (1 |ν| ) using two operations:
(1) Exchanging adjacent parts, say, the r-th and r + 1-th, resulting in s r ν.
(2) Passing to rs(ν) := (1,
Define the map
by an R-matrix acting in the r-th and (r + 1)-th positions. This is a weight-and grade-preserving bijection; see Remark 15. If ν 1 ≥ 2 then define
by rs acting on the rightmost tensor factor. This is a weight-and grade-preserving embedding by Theorem 36.
We reduce the proof of Theorem 32 to the case ν = (1, 1, . . . , 1) . The large rank assumption is used here in an essential way. See also Remark 39. 
Proof. The map η ν is well-defined by Lemma 33 except for the condition (4.27) µ ∈ P ♦ which is nontrivial in the case ♦ = .
. By assumption there is a partition τ ′ and a partition µ
To show that η ν is a well-defined injection, it suffices to prove that
Suppose that ρ = s r ν. Then (4.28) follows from (4.13) and the uniqueness of the crystal isomorphisms coming from compositions of R-matrices. Sinceď andď 
commutes, wherers is defined in Example 37 andrs
•rs. The first square commutes by Theorem 36 and the second by the fact that Rν + andrs act on disjoint tensor positions. The composite map down the left (resp. right) column of (4.30
for the image of b in the sets in the third row of (4.30). The rightmost factor of b is a classical highest weight vector in 1 r ∈ B s ♦ with r as in (2.5). By explicit calculation
One may write the images of b in the fourth row of (4.30) in the form
To prove (4.28) and (4.29) it suffices to show that
During the R-matrices going from the third to fourth rows of (4.30), in passing from v ⊗ x to v ′ ⊗ x ′ and from w to w ′ , letters in the subalphabet B − . The reason for this is Proposition 23 and the large rank assumption; each letter in w or v ⊗ x can only change by one during each R-matrix of the form R B t ,B s∨ , and we may assume that the number ℓ(ν) = ℓ(ν) − 1 of tensor factors in c ∈ Bν is strictly less than n. Equations (4.35) follow from these considerations and the explicit form of the highest weight vectors (4.32) .
This proves the well-definedness and injectivity of η ν . Note that the maximum number of actual changes that can occur is at most the number of nonzero parts of τ ; see Remark 39.
For the surjectivity of η ν , let τ be a partition, µ ∈ P ♦ , c ∈ P ∅ (B ν , τ ), and Z a τ /λ-Yamanouchi tableau of shape µ.
Suppose first that ρ = s r ν. Let b ∈ B ν ♦ be such that R 
♦ . Since b ′ is a classical highest weight vector, so is v ⊗ x. We list the possibilities for v ⊗ x, together with the resulting two rightmost tensor factors in c ′ . Remark 39. The proof only requires that τ have at most n nonzero parts.
4.5.
Grading. We show that the VXR map η ν satisfies (1.8). The proof uses the large rank assumption in that it is assumed that τ has at most n nonzero parts. We have [40] (4.36)
For the following calculation we assume that ♦ = since ♦ = is essentially a special case.
Since the embeddings ♦ θ ρ ν preserve highest weights and coenergy, by Proposition 38 we may reduce to the case that ν = (1, 1, . 
whereč is defined by (4.16). To establish (1.8) it suffices by (4.36) and (4.37) to show that
To verify (4.39) we compute the R-matrix B 2 ⊗B 1 → B 1 ⊗B 2 using the composition
⊗L . By Propositions 20, 25, and 28 and equations (2.3) and (3.12), we have
In particularč = c ∨ * . To prove (4.39) it suffices to prove the following result. To read the rest of this proof it is useful to look at Example 29. We now prove (4.38). From the definitions it is easy to see that + there are m applications of the inverse of (4.42). To see this, note that for every barred letter b i in b the corresponding plain letter in Ψ(b i ) has value greater than n. As this plain letter is switched to the right by applications of R −1 , its value increases until it has value N = 2n and it participates in the inverse of (4.42). It must do so, for it ends up as a letter in the highest weight vector c, whose weight τ is a partition with at most n nonzero parts. Moreover this letter can only participate once in the inverse of (4.42) since it switches with at most n dual letters. Conversely, the plain letter in Ψ(b i ) for b i unbarred, being of value at most n, cannot increase in value to more than N when it gets switched to the right, and hence cannot participate in the inverse of (4.42).
This proves Proposition 40. 
. Denote the data corresponding to b ′ by primes. To compare with the DDF bijection, we define tableauxP ,Q,T as follows.P is the standard tableau associated with c. That is, c i = r if and only if the letter i is in the r-th row ofP . LetQ be the injective tableau of shape τ /λ on the alphabet A * where A is the set of positions inď occupied by the subwordď + , such that the i-th letter of the biwordď + is r ∨ if and only if i * is in the r-th row ofQ. The tableauQ is well-defined by Lemma 33. Define the tableauT to be the injective tableau of shape λ whose alphabet is the complement of A, such that the biletter (i * ∨ , j) is inď − if and only if j is in the i-th row ofT . It is well-defined by Lemma 33.
The map R + can be computed by the composition Let Ψ(x) = z ∨ ⊗ y for some y, z ∈ B 1 ∈ C(A
2n−1 ). We must compute the map
We see thatď has last letter z ∨ . We watch the process that changes y into c L as it moves pastď ′ by R-matrices. By taking sufficiently large n ≥ ℓ(τ ) we may assume that c L ≤ n. Since the moving plain letter can only interact with L − 1 dual letters, the moving letter can change less than n times. 4.6.1. Suppose x = r for 1 ≤ r ≤ n. Then y = r, z = r * = 2n + 1 − r, and λ is obtained by adding a corner cell s ′ to λ ′ in the r-th row. In this case no letters of d with i cL < i cL−1 . This is equivalent to the internal insertionQ = I s ′ (Q ′ ).
4.6.2. Suppose x =r for 1 ≤ r ≤ n. Then z = r and y = r * = 2n + 1 − r > n. Since the moving plain letter y is transformed into a letter c L ≤ n, it follows that there is a sequence of biletters ((2n
with j r > j r−1 > · · · > j 1 , each index maximal, and biletters (1
with indices maximal. These biletters change such that their first letter j ∨ is sent to (j + 1) ∨ , with the exception that ((2n)
. This means thatT is obtained fromT ′ by the reverse row insertion at the corner cell in the r-th row, with ejected letter j 1 .ď + is obtained by the above changes in the letters (j ∨ , i j ) inď ′ + , with an extra letter r ∨ at the left end, indexed by L. ThereforeQ is obtained fromQ ′ by the external insertion of j * 1 , together with the adjoining of L * to the inside at the addable cell in the r-th row of λ ′ .
4.6.3. Suppose x = ∅. Then z = y = 1. The moving plain letter y = 1 finds the biletter (1 ∨ , j 1 ) with j 1 maximal, then (2 ∨ , j 2 ) with j 2 < j 1 maximal, etc., ending with ((c L − 1) ∨ , j cL−1 ). ThusT =T ′ andQ is obtained fromQ ′ by the external insertion of L * .
The bijection via DDF
Let ♦ ∈ { , } and ν = 1 L . This section defines the DDF map, which is a form of the desired bijection (1.7) under the present assumptions. The DDF map is the composition of a number of bijections: Schensted row and column insertion [44] , the Delest-Dulucq-Favreau (DDF) bijection [6] , and the Burge correspondence [2].
Highest weight vectors and sequences of partitions.
We first translate the definition of P ♦ (1 L , λ) given in Example 14 into the language of multiplicityspace tableaux, which are certain sequences of partitions.
Recall the encoding of dominant weights by partitions in subsection 1.2. We shall use this to identify a dominant integral weight for one of the classical types A n−1 , B n , C n , D n , with an element of Z n . For each b ∈ P ♦ (1 L , λ) consider the associated sequence of partitions
The sequences of partitions that arise in this manner are characterized as follows. Every partition λ (i) is obtained from the previous partition λ (i−1) by
(1) Adding a cell to the r-th row if b i = r. This is allowed in all types.
(2) Removing a cell from the r-th row if b i =r. This is allowed in all types but ♦ = ∅. (3) Doing nothing if b i = ∅. This is allowed only in type ♦ = .
These sequences of partitions define three kinds of multiplicity-space tableaux λ
• of shape λ and length L. For type ∅ they are called standard tableaux. For types , they are called oscillating tableaux. For type we call them Motzkin tableaux.
Remark 43. For large rank, the symbol 0 does not appear in a classical highest weight vector of type . Similarly in type the symbols n andn don't appear. Otherwise these tableau definitions must be modified.
Example 44. The elements c ∈ P ∅ (1 7 , (4, 2, 1)) and b ∈ P (1 7 , (2)) in Example 16 have corresponding standard and Motzkin tableaux given by . This is denoted
The column insertion version of the Robinson-Schensted correspondence [44] is a bijection between the same sets as above, sending the word u = u L · · · u 2 u 1 to (P, Q) such that P = [u] and Q is given by the sequence of partitions given by the shapes of the tableaux [u i · · · u 2 u 1 ]. This is written
Here the letters of u get inserted started from the right end.
Remark 45. By definition the bumping ("P") tableaux for the row and the column insertion of a word w, are equal, as both are defined by [w] .
The Robinson-Schensted correspondence has the following well-known involution symmetry. 
Skew insertion.
The following skew version of Robinson-Schensted row insertion is due to Sagan and Stanley [50] . Let T be a tableau of skew shape λ/µ. In this algorithm the pair of shapes µ ⊂ λ is important, not just the set difference of their partition diagrams.
The external row insertion of a letter x into the skew tableau T is defined by inserting x into the first row of T and propagating the insertion in the row insertion algorithm. One may imagine that the shape µ is occupied by a tableau having all letters smaller than those in x or T . Let s be the newly created cell. The result is a tableau of skew shape (λ ∪ {s})/µ. This process can be reversed given the cell s.
Let s ′ be an addable corner of µ. The internal row insertion on T at s ′ is defined by removing the letter of T at s ′ and inserting it into the next row, propagating the insertion as in the usual row insertion algorithm.
Let s be the newly created cell. If s ′ is not in T then let s = s ′ and declare the resulting tableau to be T . In either case the new pair of shapes is declared to be (λ ∪ {s})/(µ ∪ {s ′ }. This process can also be reversed given s. Note that if one is given a tableau S of skew shape λ/µ and a corner s for λ, the reverse skew row insertion on S at s may be the reverse of either an internal or external insertion, depending on whether the reverse bumping path ends by hitting the shape µ or not.
A skew version of the row insertion Robinson Schensted correspondence is defined as follows. An injective taleau is one with no repeated entries. Fix two partitions β and γ. Let A (values) and B (positions) be alphabets. The input for the algorithm is a triple (T, U, w) where w : B ′ → A ′ is a bijection between subsets B ′ ⊂ B and A ′ ⊂ A, and T and U are injective tableaux of respective skew shapes β/α and γ/α for some α, such that the letters occurring in T and A ′ (resp. U and B ′ ) are disjoint subsets of A (resp. B). The output is a pair (P, Q) of injective tableaux of respective shapes δ/γ and δ/β for some δ with letters taken from the respective alphabets A and B.
At the beginning, set the bumping tableau to be the skew tableau T and the recording tableau to be empty of skew shape β/β. Let b be the smallest letter among U and B ′ . If b ∈ U then perform an internal insertion on the bumping tableau at the cell of U containing b. If b ∈ B ′ then externally insert w(b) into the bumping tableau. Either way, adjoin the letter b to the recording tableau at the newly created cell. Continue with the letters of U and B ′ in increasing order in this manner. Then P is the resulting bumping tableau and Q the recording tableau. 
Burge gave a direct bijection to compute S from I when I is fixed-point-free [2] . Although not necessary for our proof, we include the following straightforward extension of Burge's algorithm, which gives the above bijection I → S for any involution I. First, for each transposition (a, i) in I, create the ordered pair (a, i) where a < i. For each fixed point i in I, create the ordered pair (i, i). Sort the ordered pairs according to second component, giving the sequence (a 1 , i 1 ), (a 2 , i 2 ), . . . , (a k , i k ), say. Let S 0 be the empty tableau. Given S j−1 , form S j as follows.
(1) If a j < i j then column insert a j into S j−1 , forming the tableau S ′ j with new cell s. Let S j be obtained from S ′ j by adjoining the letter i j at the bottom of the column just to the right of that of s.
(2) If a j = i j then a j is the largest letter so far; adjoin it at the bottom of the first column of S j−1 to obtain S j .
Example 53. With I as in Example 50, we have the sequence of (a j , i j ) given by ((2, 4), (5, 5) , (1, 7) ). Then
} with DDF data (T, I) and I → S under the Burge correspondence. Let A be the set on which I is an involution. For 1 ≤ i ≤ L letî = L + 1 − i and letÂ be the image of A ⊂ {1, 2, . . . , L} under i →î. Then let Iw 0 denote the bijection fromÂ to A given byâ → I(a). Its biword is obtained from that of I by replacing each upper letter x byx.
Example 54. With A and I as in Example 50, the biword for the bijection Iw 0 is given in the last row of Figure 3 .
that is, row insert the biword Iw 0 into T , and let P and Q be the bumping and recording tableaux. By (5.3) and Remark 45 we have
Let c = c L · · · c 2 c 1 be the Yamanouchi word corresponding to P . Define Proof. The map is well-defined by construction and Remark 52, which shows that the tricky condition µ ∈ P ♦ is satisfied. Since the DDF map was comprised of bijections, given (c, T ⊗ S) one may reconstruct I and then b by reversing the extended Burge and DDF bijections.
Example 56. Consult the last row of the table in Figure 3 , which computes Iw 0 , P , and Q from T and I corresponding to b of Example 44. The associated Yamanouchi word c is given in Example 44. For this data, λ = (2), µ = (4, 1), and τ = (4, 2, 1). 5.7. Incremental DDF. We describe the change in the output data of the DDF map when one more letter is added to the path b.
The biletter i a will be written (a, i). Restricting (5.6) to the alphabet of letters less than L, by Proposition 18
We will show that in all cases (5.10)
Then P is obtained by adjoining L to P ′ at the cell s, say. To determine this cell s it is enough to compute Q from Q ′ . This is done in each case as follows.
(1) Suppose x = r. Let s ′ be the addable cell in the r-th row of λ ′ . Then T is obtained by adjoining L to T ′ at s ′ , I = I ′ , and S = S ′ . We have
Q records the insertion of the same word into T ′ except that there is a large number L present at the cell s ′ . Then Q is given by the internal insertion I s ′ (Q ′ ). (2) Suppose x =r. Then T is obtained by the reverse row insertion on T ′ at the cell s ′ , ejecting the letter i, say. In particular [
, and S is obtained from S ′ by the column insertion of i followed by the adjoining of L at the end of the column just right of the end of the bumping path of the column insertion. It follows that Fomin's observation is that given (T, U, w), one may recover the entire shape array using a local rule. Set the left and top borders of the shape array to be T and U respectively, with all other entries to be determined.
Consider a two-by-two subarray of partitions
indexed by (a, b), in which all but σ have already been determined. Let s and t be the cells (possibly empty) that must be adjoined to µ to obtain ν and ρ respectively. Then σ is defined by the following rules.
(1) If s = t is not empty then σ is obtained from ν = ρ by adjoining a cell to the (r + 1)-st row where s = t is in the r-th row of ν = ρ. (2) If s = t is empty and w(b) = a then σ is obtained from µ = ν = ρ by adjoining a cell to the first row. (3) Otherwise σ = ν ∪ ρ. Applying this local rule one may uniquely recover the entire array and read off P and Q at the end.
Or, starting with P and Q at the right and bottom borders with the rest of the shape array to be determined, one may apply the reverse of the above local rule. Suppose in (6.1) (indexed by the pair (a, b)) one knows all of the partitions but µ. Then µ can be recovered, as well as whether or not w(b) = a.
Let s ′ and t ′ be the cells (possibly empty) which must be removed from σ to obtain ρ and ν respectively.
(1) If s ′ = t ′ is nonempty and s ′ = t ′ is in the first row of σ, then add the pair (a, b) to w (that is, extend the bijection w by declaring that w(b) = a) and set µ equal to ν = ρ. We call such a two-by-two array special. Proof. Fomin's local rule is invariant under the transposition of the two-by-two matrix (6.1).
6.2. Roby on DDF. Roby [43] observed that a skew extension [7] of the DDF bijection could be computed using Fomin's local rule. We only require the nonskew case. Let λ • be an oscillating tableau of shape λ and length L and (T, I) its image under the DDF bijection. The pair (T, I) may be recovered as follows. In the skew RS algorithm, set both alphabets A and B to be {1, 2, . . . , L}. Start with an unfilled (L+1)×(L+1) shape array. Put the oscillating tableau on the antidiagonal, starting from the upper right and proceeding to the lower left. Use the reverse of Fomin's local rule to fill in the half of the diagram above the antidiagonal. To start the process one must be able to compute µ in the reverse local rule for twoby-two subarrays (6.1) such that ν and ρ are consecutive shapes in the oscillating tableau, without knowledge of σ. But consecutive shapes in oscillating tableaux are never equal, so one does not need σ to determine µ. Filling in the triangle of the shape array above the antidiagonal, the left border recovers the injective tableau T . The top border consists of empty partitions since the oscillating tableau starts with the empty partition. One also obtains a set of special positions (a, i) above the antidiagonal, which yield the permutation data: I is the product of the transpositions of the form (a,î) = (a, L + 1 − i). This is readily extended for Motzkin tableaux. In this case there is ambiguity on how to compute the reverse local rule when consecutive shapes in the Motzkin tableau are equal. We resolve this ambiguity by declaring that if λ (i−1) = λ (i) then the corresponding position (i,î) is special. In other words, for a two-by-two subarray (6.1) on the antidiagonal, if ν = ρ we declare that σ is obtained from ν = ρ by adding a cell to the first row, and set µ equal to ν = ρ. Then there is a unique way to fill in the triangular part of the shape array above the antidiagonal. Again T is the left border and the top border consists of empty partitions. As before, the special positions strictly above the antidiagonal give the transpositions in the desired involution I, while the fixed points i of I are given by the special positions (i,î) on the antidiagonal. See Figure 4 for the shape array associated with the Motzkin tableau given in Figure 3 , in which the special positions are indicated by the symbol ⊗.
6.3. The lower triangle of the shape array. For our application the lower triangle of the shape array is crucial. Starting with the Motzkin tableau of shape λ, the upper triangle and special positions (and therefore T and I) are determined as before. To fill out the positions in the lower triangle below the antidiagonal it is necessary to know which of those positions are special. We define the special positions below the antidiagonal to be those whose mirror images across the antidiagonal, are special. This is equivalent to defining the total set of special positions to be given by the bijection Iw 0 defined in section 5.6.
The triangle below the antidiagonal may be filled using Fomin's local rule. At the end, let P and Q be the right and bottom borders. P is a standard tableau of some shape, say τ , and Q is an injective skew tableau of shape τ /λ. Then the skew RS algorithm gives (6.2) (T, ∅, Iw 0 ) → (P, Q).
This coincides with the P tableau defined in (5.6).
Example 59. Figure 4 that are on or southeast of the main antidiagonal. They coincide if the shape array is rotated 45 degrees clockwise.
The missing cases
Our methods don't apply when ♦ = . Although the paths for types ♦ = and ♦ = for tensor powers of B ♦ are in an easy bijection given by "transposing shapes", the coenergy functions are quite different in nature. This case requires a new idea.
We also expect that the VXR map will succeed for any tensor product of KR crystals for types ♦ ∈ { , }. To do this one must construct the KR modules W (r) s and crystals B r,s in general and show, as conjectured in [40] that the virtual crystal methods work for these crystals. For the case of tensor products of KR crystals of the form B r,1 the virtual crystals have already been constructed [40] . Our methods should work in this case, using intrinsic energy rather than coenergy and compatible splitting maps that remove a box from a column. Note that this case is not the transpose of the case proven in Theorem 6; the asymmetry is seen in the classical decomposition of the KR modules (the U ′ q (C (1) n )-crystal B r,1 is isomorphic to B(ω r ) as U q (C n )-crystals) and in the K formula in the case where the horizontal dominoes do not get transposed.
