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SMALL PERMUTATION CLASSES
VINCENT VATTER˚
Department of Mathematics
University of Florida
Gainesville, Florida 32611 USA
We establish a phase transition for permutation classes (downsets
of permutations under the permutation containment order): there
is an algebraic number κ, approximately 2.20557, for which there
are only countablymany permutation classes of growth rate (a.k.a.
Stanley-Wilf limit) less than κ but uncountably many permutation
classes of growth rate κ, answering a question of Klazar. We go
on to completely characterize the possible sub-κ growth rates of
permutation classes, answering a question of Kaiser and Klazar.
Central to our proofs are the concepts of generalized grid classes
(introduced herein), partial well-order, the substitution decompo-
sition, and atomicity (a.k.a. the joint embedding property).
1. INTRODUCTION
For any collection (also known as a property), P, of finite combinatorial structures, the func-
tion which maps n to the number of structures in P with ground set rns “ t1, 2, . . . , nu is
known as the speed of P. A property P is further said to be hereditary if it is closed under
isomorphism and substructures. The study of the possible speeds of hereditary proper-
ties of combinatorial structures essentially dates back to Scheinerman and Zito [36], who
established the first significant characterization theorem: speeds of hereditary properties
of labeled graphs must be bounded, polynomial, exponential, factorial, or superfactorial.
Since this seminal result, speeds of various combinatorial structures have been studied;
see Bolloba´s [11] and Klazar [30] for surveys.
Our interest lies with hereditary properties of permutations, which we call permutation
classes. The permutation π of rns 1 contains the permutation σ of rks (written σ ď π) if
˚The first draft of this paper was completed while the author was a research fellow at the University of St
Andrews, supported by EPSRC grant EP/C523229/1. Later revisions were completed while the author was a
John Wesley Young Research Instructor at Dartmouth College.
Date: August 31, 2018
AMS 2000 Subject Classification. 05A05, 05A15, 06A06
1Here rns “ t1, 2, . . . , nu and, more generally, for a, b P Nwith a ă b, the interval ta, a`1, . . . , bu is denoted
by ra, bs, the interval ta` 1, a` 2, . . . , bu by pa, bs, and so on.
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π has a subsequence of length k which is order isomorphic to σ, and such a subsequence
is called an occurrence, or copy, of σ. For example, π “ 391867452 (written in list, or one-
line notation) contains σ “ 51342, as can be seen by considering the subsequence 91672
(“ πp2q, πp3q, πp5q, πp6q, πp9q). A permutation class is thus a downset of permutations under
this order: if C is a permutation class, π P C, and σ ď π, then σ P C. For any set X of
permutations, we define its closure to be the permutation class tσ : σ ď π for some π P Xu.
For any permutation class C there is a unique (and possibly infinite) antichain B such that
C “ AvpBq “ tπ : π ğ β for all β P Bu. This antichain B is called the basis of C.
We denote by Cn (n P N) the set of permutations in C of length n, so the speed of C is
the function n ÞÑ |Cn|. We further refer to
ř |Cn|xn as the generating function for C. Whether
this generating function counts the empty permutation of length 0 is a matter a taste; we
elect to count it except when noted.
The Marcus-Tardos Theorem [31] (formerly the Stanley-Wilf Conjecture) states that
all permutation classes other than the class of all permutations have at most exponential
speed, i.e., for every class C with a nonempty basis, there is a constantK so that C contains
at most Kn permutations of length n for all n. Thus every nondegenerate permutation
class C has finite upper and lower growth rates defined, respectively, by
grpCq “ lim sup
nÑ8
n
a
|Cn| and
grpCq “ lim inf
nÑ8
n
a
|Cn|.
It is conjectured that every permutation class has a growth rate, and when we are dealing
with a class for which grpCq “ grpCq, we denote this quantity by grpCq.
Herein we are concerned with the set of (upper, lower) growth rates of permutation
classes. From this viewpoint, the Erdo˝s-Szekeres Theorem below characterizes the permu-
tation classes of growth rate 0: if C contains arbitrarily long monotone permutations then
grpCq ě 1while otherwise C is finite and so grpCq exists and equals 0.
The Erdo˝s-Szekeres Theorem [18]. Every permutation π of length pm ´ 1q2 ` 1 contains a
monotone permutation of length at least m.
Moving beyond the growth rate 0 classes, Kaiser and Klazar [27] proved that the only
growth rates of permutation classes (they are in this case proper, unadjectivated, growth
rates) less than 2 are positive roots of 1´ 2xk ` xk`1 for some k ě 0, i.e., that the speeds of
such classes are logarithmically asymptotic to the k-Fibonacci numbers for some k. Later,
Klazar [29] showed that there are only countably many permutation classes with these
growth rates. Two natural questions are then
1. Kaiser and Klazar [27]: What is the next (lower, upper, proper) growth rate after 2?
2. Klazar [29]: What is the smallest (lower, upper, proper) growth rate for which there
are uncountably many permutation classes?
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We provide answers to both of these: Answer 1 (see Theorem 6.5) is
ν “ the unique positive root of 1` 2x` x2 ` x3 ´ x4 « 2.06599
while Answer 2 (see Theorem 6.3) is
κ “ the unique positive root of 1` 2x2 ´ x3 « 2.20557.
Furthermore, as established in Theorem 6.5, κ is the least accumulation point of accumu-
lation points of growth rates of permutation classes. We call permutations classes with
growth rates less than κ small.
Central to our proofs is the concept of generalized grid classes, introduced in Section 2.
In Section 3 we present a characterization of these classes and of grid irreducible classes.
We then show in Section 4 that every small permutation class is D-griddable for nice class
D and in Section 5, that small permutation classes lie in particularly tractable grid classes.
These results allow us in Section 6 to provide Answer 2, i.e., that there are only countably
many permutation classes with growth rate less than κ, and as a consequence, that each
of these classes is partially well-ordered. This partial well-order condition turns out to be
essential for the characterization of growth rates below κ (these all happen to be proper
growth rates), also in Section 6.
Quite often we need to show that small permutation classes cannot contain certain
types of structures, or in other words, that if a class were to contain those structures then
it would be large. These computations, which are in the cases we need mostly routine but
always tedious, have been relegated to the Appendix.
The remainder of the introduction consists of basic structural notions used in the proof.
For completeness, short proofs of the lesser known results have been liberally included.
Also, for concreteness, the results are specialized to the case of permutations, although in
many cases they hold much more generally.
Symmetries. It is frequently helpful to note that permutation containment is preserved
by the symmetries of the square, i.e., the dihedral group on 8 elements. This group is
generated by the three symmetries inverse, reverse, and complement, which are defined,
respectively, on a permutation π of length n by
π´1pπpiqq “ i,
πrpiq “ πpn` 1´ iq,
πcpiq “ n` 1´ πpiq,
for all i.
Inflations, simple permutations, alternations, and substitution completions. An interval
in the permutation π is a set of contiguous indices I “ ra, bs such that the set of values
πpIq “ tπpiq : i P Iu is also contiguous. Every permutation π of rns has intervals of length
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Figure 1: The plot of 479832156, an inflation of 2413.
Figure 2: From left to right, an arbitrary horizontal alternation, a horizontal parallel
alternation, and a vertical wedge alternation.
0, 1, and n; π is said to be simple if it has no other intervals. For an extensive study of simple
permutations we refer the reader to Brignall’s survey [13].
Going in the other direction, given a permutation σ of length m and nonempty per-
mutations α1, . . . , αm, the inflation of σ by α1, . . . , αm — denoted σrα1, . . . , αms — is the
permutation obtained by replacing each entry σpiq by an interval that is order isomorphic
to αi. For example, 2413r1, 132, 321, 12s “ 4 798 321 56 (see Figure 1). Simple permutations
cannot be deflated. Conversely, we have the following.
Proposition 1.1 (Albert and Atkinson [1]). Every permutation except 1 is the inflation of a
unique simple permutation of length at least 2. Furthermore, if π can be expressed as σrα1, . . . , αms
where σ is a nonmonotone simple permutation, then each interval αi is unique.
A class C of permutations is substitution complete if σrα1, . . . , αms P C for all σ P Cm
and α1, . . . , αm P C. The substitution completion of a set X of permutations, denoted SpXq,
is defined as the smallest substitution complete class containing X. Note that if C is a
permutation class then C and SpCq contain the same simple permutations.
An alternation is a permutation in which every odd entry lies to the left of every even
entry, or any symmetry of such a permutation.2 Equivalently, an alternation is a permu-
tation whose plot can be divided into two parts, by a single horizontal or vertical line,
so that for every pair of entries from the same part there is a entry from the other part
which separates them, i.e., there is a entry from the other part which lies either horizontally
2It is sometimes necessary to specify the direction in which this alternation occurs. In such cases, we use
the term horizontal alternation to refer to a permutation in which every odd entry lies to the left of every even
entry, or the reverse of such a permutation (in which case the entries of the permutation lie alternatively to the
left and then to the right of a vertical line, e.g., the permutations shown on the left and center of Figure 2). A
vertical alternation is the group-theoretic inverse of a horizontal alternation (e.g., the permutation shown on
the right of Figure 2 is a vertical alternation).
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or vertically between them. A parallel alternation is an alternation in which these two sets
of entries form monotone subsequences, either both increasing or both decreasing, while
a wedge alternation is one in which the two sets of entries form monotone subsequences
pointing in opposite directions. Note that every parallel alternation is either simple or
nearly so in the sense that at most two entries need be removed from any parallel alterna-
tion to obtain a simple permutation. On the contrary, wedge alternations are not simple
(although they can be made simple by the addition of at most one entry). Our next result
follows routinely from the Erdo˝s-Szekeres Theorem.
Proposition 1.2. If the permutation class C contains arbitrarily long alternations, then it contains
arbitrarily long wedge or parallel alternations.
Proof. Suppose that C contains an alternation of length 2n ě 2k4. By symmetry, we may
assume that this alternation is a vertical alternation. The Erdo˝s-Szekeres Theorem then
implies that the sequence πp1q, πp3q, . . . , πp2n ´ 1q contains a monotone subsequence of
length at least k2, say πpi1q, πpi2q, . . . , πpik2q. Applying the Erdo˝s-Szekeres Theorem to the
subsequence πpi1 ` 1q, πpi2 ` 1q, . . . , πpik2 ` 1q completes the proof.
The following result of Schmerl and Trotter is useful for inductive proofs about simple
permutations. While we state only the permutation case of this result (a proof of which
is also given by Murphy [32]), Schmerl and Trotter’s proof includes all irreflexive binary
relational structures. A generalization to “k-structures” is given by Ehrenfeucht and Mc-
Connell [17].
Theorem 1.3 (Schmerl and Trotter [37]). Every simple permutation π of length n ě 2 contains
a simple permutation of length n ´ 1 or n ´ 2. Furthermore, π contains a simple permutation of
length n´ 1 unless π is a simple parallel alternation (recall the central permutation in Figure 2).
Direct sums, skew sums, and sum completions. Two inflations in particular occur fre-
quently enough that they deserve their own names: the direct sum π ‘ σ “ 12rπ, σs and
the skew sum π a σ “ 21rπ, σs. A class C is said to be sum complete if π ‘ σ P C whenever
π, σ P C. Analogously, a class is said to be skew sum complete if π a σ P C for all π, σ P C.
Furthermore, a permutation is sum indecomposable (or connected) if it cannot be expressed
as the direct sum of two shorter permutations and skew sum indecomposable (or simply skew
decomposable) if it cannot be expressed as the skew sum of two shorter permutations.
Recall that the permutation graph corresponding to π of length n is the graph Gπ with
vertices labeled by rns, where i „ j if i ă j and πpiq ą πpjq, i.e., if the entries in positions
i and j form an inversion. It is easy to see that this graph captures the notion of sum
indecomposability:
Proposition 1.4. The permutation π is sum indecomposable if and only if Gπ is connected.
Proof. Suppose π has length n. Clearly the vertices of any connected component of Gπ
must be labeled by an interval ri, js. Thus if Gπ if disconnected, it contains a connected
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component of the form r1, js for some j, from which it follows that π “ πp1q ¨ ¨ ¨ πpjq ‘
πpj ` 1q ¨ ¨ ¨ πpnq. On the other hand, if π “ σ ‘ τ then Gπ is the disjoint union of Gσ and
Gτ , and thus disconnected.
Given a set of permutations X we define the sum completion of X, denoted by
À
X, to
be the smallest sum complete permutation class containing X. Equivalently,à
X “ tπ1 ‘ π2 ‘ ¨ ¨ ¨ ‘ πk : each πi is contained in an element of Xu.
When X is a singleton, say X “ tπu, we simply write Àπ for its sum completion. We
analogously define the skew sum completion of X to be the smallest skew sum complete
permutation class containing X. Counting sum complete classes is easy, given enough
information about the sum indecomposables:
Proposition 1.5. Let f denote the generating function for the set of sum indecomposable permu-
tations contained in members of X (not counting the empty permutation). Then the generating
function for
À
X is 1{p1´ fq.
Proof. There is a canonical bijection between elements of
À
X and sequences of nonempty
sum indecomposable permutations contained in members of X. Therefore the generating
function for
À
X is 1` f ` f2 ` ¨ ¨ ¨ , establishing the proposition.
As our interest lies in growth rates rather than exact enumeration, we typically follow
a use of Proposition 1.5 with an application of Pringsheim’s Theorem:
Pringsheim’s Theorem (see Flajolet and Sedgewick [19, Section IV.3]). The upper growth
rate, lim supnÑ8 n
?
an, of a sequence panqně0 of nonnegative numbers is equal to the reciprocal of
the smallest positive singularity of the power series
ř
anx
n.
We conclude our discussion of sums and skew sums with the following result of Arra-
tia.
Proposition 1.6 (Arratia [5]). Every sum or skew sum complete permutation class has a (possibly
infinite) growth rate.
Proof. Suppose, without loss of generality that C is a sum complete permutation class.
Then‘ gives an injection from CmˆCn to Cm`n, so the sequence |Cn| is supermultiplicative
and thus limnÑ8
n
a|Cn| exists by Fekete’s Lemma3.
The increasing oscillating sequence. Intimately connected with sum indecomposability
is the increasing oscillating sequence4,
4, 1, 6, 3, 8, 5, . . . , 2k ` 2, 2k ´ 1, . . . ;
3Fekete’s Lemma in its more typical form says that if a an is superadditive, meaning that am`n ě am` an,
then limnÑ8 an{n exists and is equal to sup an{n. To apply this form of Fekete’s Lemma in our context,
consider the sequence log |Cn|.
4This sequence, listed as A065164 in the OEIS [38], also arises in the study of juggling, see Buhler, Eisenbud,
Graham, and Wright [16].
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. .
.
Figure 3: A plot of the increasing oscillating sequence (left) and a selection of the Hasse
diagram of increasing oscillations (right).
a plot is shown in Figure 3. We further define an increasing oscillation5 to be any sum
indecomposable permutation that is contained in the increasing oscillation, a decreasing
oscillation to be the reverse of an increasing oscillation, and an oscillation to be any permu-
tation that is either an increasing or a decreasing oscillation (this term dates back to at least
Pratt [35]). Note that for k ‰ 3, all oscillations of length k are simple permutations.
The next proposition helps explain the connection between sum indecomposability and
increasing oscillations.
Proposition 1.7. If Gπ is an induced path then π is an increasing oscillation.
Proof. Suppose that Gπ is an induced path and label its vertices tp1 „ p2 „ ¨ ¨ ¨ u. Note that
π is an increasing oscillation if and only if its inverse is, and thus we assume by symmetry
that p2 lies below and to the right of p1. The third vertex, p3 (if it exists) must then be
adjacent to p2 but not to p1 so must lie either
• horizontally between p1 and p2 and above p1 or
• vertical between p1 and p2 and to the left of p1.
We consider only the first of these two cases, as the other follows similarly. The fourth
vertex p4 (again, if it exists) must lie vertically between p1 and p3 and to the right of p2.
Continuing in this manner it is easy to see that π is contained in the increasing oscillating
sequence, and π is sum indecomposable because Gπ is connected (Proposition 1.4).
With Proposition 1.7 in hand, we can slightly strengthen Proposition 1.4.
Proposition 1.8. The permutation π of length n is sum indecomposable if and only if Gπ contains
a path connecting the vertices 1 and n.
5Increasing oscillations are calledGollan permutations in computational biology, because they are the unique
permutations of length n which require n´ 1 steps to sort by reversals, see Pevzner [34].
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Proof. If π is sum indecomposable then Gπ is connected by Proposition 1.4, it contains the
desired path. Now suppose that Gπ contains a path connecting the vertices 1 and n. Let
P “ t1 “ p1 „ p2 „ ¨ ¨ ¨ „ pm “ nu denote a shortest path between the vertices 1 and n, so
P is an induced path. By Proposition 1.7, the points p1, p2, . . . , pm are order isomorphic to
an increasing oscillation.
We then have that every entry above and to the left of a p2ℓ entry is adjacent to p2ℓ in
Gπ while every entry below and to the right of a p2ℓ´1 is adjacent to p2ℓ´1 in Gπ. It is easy
to check that at least one of these conditions holds for each entry of π, establishing that Gπ
is connected, as desired.
In addition to their connections to sum indecomposable permutations, we also need
facts about increasing oscillations themselves. We begin by recalling the basis for the class
of permutations contained in some increasing oscillation. This result was stated without
proof in Murphy’s thesis [32], but has since been proved formally.
Proposition 1.9 (Brignall, Rusˇkuc, and Vatter [15]). The class of all permutations contained in
some increasing oscillation is Avp321, 2341, 3412, 4123q.
The proof of Proposition 1.9 in [15] uses an encoding of permutations known as the
“rank encoding6.” The following result follows immediately from that work.
Proposition 1.10. The generating function for the class of all permutations contained in some
increasing oscillation is p1´ xq{p1´ 2x´ x3q, and thus its growth rate is κ.
Partial well-order. The poset pP,ďq is said to be partially well-ordered (pwo) if it contains
neither an infinite descending chain nor an infinite antichain. The results stated here have
been rediscovered many times and so we will not attempt attribution.
Proposition 1.11. The poset pP,ďq without infinite descending chains — and thus in particular,
any permutation class — is pwo if and only if every infinite sequence of elements of P contains an
infinite ascending sequence.
Given a poset pP,ďq, we denote the set of words (or, sequences) with letters from P as
P ˚. There are a variety of partial orders on P ˚, but for our purposes the most important is
the subword order (or, scattered subword order or subsequence order) defined by v ď w if there
are indices 1 ď i1 ă i2 ă ¨ ¨ ¨ ă ik “ |v| such that vj ď wij for all j P rks. In this context
we have the following result, originally due to Higman [22] but rediscovered many times
since.
Higman’s Theorem. If pP,ďq is pwo then P ˚, ordered by the subword order, is also pwo.
Similarly, given a list of posets pP1,ď1q, . . . , pPs,ďsq, the product order pP1,ď1q ˆ ¨ ¨ ¨ ˆ
pPs,ďsq is the poset containing the tuplesP1ˆ¨ ¨ ¨ˆPs, equippedwith the order px1, . . . , xsq ď
py1, . . . , ysq if and only if xi ďi yi for all i P rss. As an immediate corollary of Higman’s
Theorem, we obtain the following.
6We refer the reader to Albert, Atkinson, and Rusˇkuc [2] for a detailed study of the rank encoding.
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Figure 4: The plot (left) and permutation graph (right) of u4.
.
Proposition 1.12. The product pP1,ď1q ˆ ¨ ¨ ¨ ˆ pPs,ďsq of a collection of posets is pwo if and
only if each of them is pwo.
We now specialize to permutation classes.
Proposition 1.13. The subclasses of a pwo permutation class satisfy the descending chain condi-
tion, i.e., if C is a pwo class, there does not exist a sequence C “ C1 Ľ C2 Ľ C3 Ľ ¨ ¨ ¨ of permutation
classes, or in other words, the subclasses of C are well-founded under the subset order.
Proof. Suppose to the contrary that C contains an infinite strictly decreasing sequence C “
C1 Ľ C2 Ľ C3 Ľ ¨ ¨ ¨ and for each i choose βi P CizCi`1. As each βi lies in the pwo class
C, Proposition 1.11 shows that the sequence β1, β2, . . . contains an ascent, say βi ď βj for
some indices i ă j. This, however, shows that βi P Cj , contradicting our choice of βi.
Proposition 1.14. A pwo permutation class contains only countably many subclasses.
Proof. Let C be a pwo permutation class. Every subclass D Ď C is of the form C X AvpBq
for some antichain B Ď C. Since C is pwo, all such antichains are finite and thus the set of
subclasses of C is countable.
Of particular importance to us is the connection between simple permutations and pwo
permutation classes:
Proposition 1.15 (see Albert and Atkinson [1] or Brignall [13]). Every permutation class con-
taining only finitely many simple permutations is pwo.
One of the most straightforward infinite antichains of permutations to describe is U “
tu1, u2, . . . u defined by
u1 “ 2, 3, 5, 1 | | 6, 7, 4
u2 “ 2, 3, 5, 1 | 7, 4 | 8, 9, 6
u3 “ 2, 3, 5, 1 | 7, 4, 9, 6 | 10, 11, 8
...
uk “ 2, 3, 5, 1 | 7, 4, 9, 6, 11, 8, . . . , 2k ` 3, 2k | 2k ` 4, 2k ` 5, 2k ` 2
...
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Here the vertical bars have no mathematical meaning but are meant only to emphasize the
different parts of the permutations. Note that the antichain U is formed by inflating the
first and greatest elements of every odd-length increasing oscillation, see Figure 4. Many
variations on this theme are possible, see Vatter [40].
Proposition 1.16. The set U forms an infinite antichain of permutations.
Proof, due to Klazar [29]. Clearly the permutation graph Gσ must be contained, as an in-
duced subgraph, in Gπ whenever σ ď π, and almost as clearly, the set of permutation
graphs tGu1 , Gu2 , . . . u forms an infinite antichain under the induced subgraph order.
This antichain leads to an upper bound for Answer 2, but first we must make the fol-
lowing observation.
Proposition 1.17. Every permutation class containing an infinite antichain contains uncountably
many subclasses.
Proof. Suppose the class C contains the infinite antichain A. Then every class of the form
C XAvpBq, B Ď A is distinct.
Now note that
U Ď Avp321, 3412, 4123, 23451, 134526, 134625, 314526, 314625q.
The Maple package INSENC, described in Vatter [39], computes the generating function of
this class as
xp1` x` x2 ` 2x3 ` 3x4 ` 3x5 ` x6 ´ x7 ´ x9q
p1` xqp1´ 2x´ x3q ,
which shows (via Pringsheim’s Theorem) that its growth rate is κ. Therefore there are
uncountably many permutation classes with upper growth rate at most κ.
Atomicity. A permutation class is said to be atomic if it cannot be expressed as the union
of two proper subclasses. Like partial well-order, atomicity (under a variety of names)
has been rediscovered numerous times; it seems to date originally to a 1954 article of
Fraı¨sse´ [20]. Murphy undertook a particularly thorough investigation of atomic permu-
tation classes in his thesis [32], and all of the results here can be found there.
It is not difficult to show that the joint embedding property is a necessary and sufficient
condition for the permutation class C to be atomic; this condition states that for all π, σ P C,
there is a τ P C containing both π and σ. Fraı¨sse´ established another necessary and suffi-
cient condition for atomicity, which we describe only in the permutation context (Fraı¨sse´
proved his results for relational structures). Given two linearly ordered sets (or simply,
linear orders) A and B and a bijection f : A Ñ B, every finite subset ta1 ă ¨ ¨ ¨ ă anu Ď A
maps to a finite sequence fpa1q, . . . , fpanq P B that is order isomorphic to a unique per-
mutation. We call the set of permutations that arise in this manner the age of f , denoted
Agepf : AÑ Bq.
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Theorem 1.18 (Fraı¨sse´ [20]; see also Hodges [23, Section 7.1]). For a permutation class C, the
following are equivalent:
(1) C is atomic,
(2) C satisfies the joint embedding property, and
(3) C “ Agepf : AÑ Bq for a bijection f between two countable linear orders A and B.
We use only the generic properties of atomic classes, i.e., those that hold for any appro-
priate type of object, but note that atomic classes of permutations are particularly interest-
ing7.
In addition to Theorem 1.18, we need several results about atomicity for pwo classes.
For the first, we follow the proof given by Murphy [32].
Proposition 1.19. Every pwo permutation class can be expressed as a finite union of atomic classes.
Proof. Consider the binary treewhose root is the pwo class C, all of whose leaves are atomic
classes, and in which the children of the non-atomic class D are two proper subclasses
D1,D2 Ĺ D such that D1YD2 “ D. Because C is pwo its subclasses satisfy by the descend-
ing chain condition by Proposition 1.13, so this tree contains no infinite paths and thus is
finite by Ko¨nig’s Lemma; its leaves give the desired atomic classes.
The problem of computing growth rates of pwo classes can then be reduced to that of
computing growth rates of atomic classes:
Proposition 1.20. For a pwo permutation class C, grpCq is equal to the maximum upper growth
rate of an atomic subclass of C.
Proof. Using Proposition 1.19, write C as a union of finitely many atomic subclasses, C “
C1 Y ¨ ¨ ¨ Y Cm, and then choose an infinite subsequence n1 ă n2 ă ¨ ¨ ¨ such that grpCq “
lim ni
a|Cni |. For each n, at least 1{m of the permutations in Cn lie in a particular Cj , and
thus there is an infinite subsequence of the nis, say n
1
1
ă n1
2
ă ¨ ¨ ¨ , such that at least 1{m of
the permutations in Cn1i lie in the same C
j
n1i
for all i. Then
grpCq “ lim
iÑ8
ni
a
|Cni | “ lim
iÑ8
n1i
b
|Cn1i | ď lim sup
iÑ8
n1i
b
m|Cj
n1i
| ď grpCjq.
The reverse inequality is obvious, proving the proposition.
7 For instance, define T pX,Y q as the set of all (necessarily atomic) classes of permutations that can be
expressed as Agepf : X Ñ Y q. The following two questions then naturally arise:
• For a given X and Y , can one characterize T pX,Y q? Can it be decided whether a given class lies in
T pX,Y q?
• For what linear ordersX , Y ,W , and Z is T pX,Y q Ď T pW,Zq?
For some partial answers to these questions, the reader is referred to Atkinson, Murphy, and Rusˇkuc [8] and
Huczynska and Rusˇkuc [25].
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Figure 5: An
ˆ
Avp12q Avp321q
Avp12q Avp21q
˙
-gridding of the permutation 391867452;
the column divisions in the plot are c1, c2, c3, c4 “ 1, 5, 9, 10 and the row divisions
are r1, r2, r3 “ 1, 4, 10. Here and in what follows, we suppress H entries from our
matrices.
2. GENERALIZED GRID CLASSES
When discussing specific grid classes (which will rarely be necessary), we index matrices
beginning from the lower left-hand corner and we reverse the rows and columns, soM3,2
denotes for us the entry ofM in the 3rd column from the left and 2nd row from the bottom.
Below we include a 3ˆ 2 matrix with its entries labeled:ˆ
p1, 2q p2, 2q p3, 2q
p1, 1q p2, 1q p3, 1q
˙
.
Roughly, the grid class of a matrixM is the set of all permutations that can be divided
into a finite number of blocks, each containing a subsequence of a prescribed form dictated
byM. Before grid classes can be defined formally, there are some notational prerequisites
to be covered.
Given a permutation π of length n and setsX,Y Ď rns, we write πpX ˆ Y q for the per-
mutation that is order isomorphic to the subsequence of π with indices fromX and values
in Y . For example, to compute 391867452pr3, 7s ˆ r2, 6sq we consider the subsequence of
entries in indices 3 through 7, 18674, which have values between 2 and 6; in this case the
subsequence is 64, so 391867452pr3, 7s ˆ r2, 6sq “ 21.
Suppose that M is a t ˆ u matrix (meaning, in our indexing, that M has t columns
and u rows) whose entries are permutation classes. AnM-gridding of the permutation π
of length n is a pair of sequences 1 “ c1 ď ¨ ¨ ¨ ď ct`1 “ n ` 1 (the column divisions) and
1 “ r1 ď ¨ ¨ ¨ ď ru`1 “ n` 1 (the row divisions) such that πprck, ck`1q ˆ rrℓ, rℓ`1qq is either
empty or is a member ofMk,ℓ for all k P rts and ℓ P rus. Figure 5 shows an example.
The grid class of M, written GridpMq, consists of all permutations which possess an
M-gridding. Furthermore, we say that the permutation class C is itselfM-griddable if C Ď
GridpMq. Our treatment of griddability is more general than earlier definitions from [26,
33, 43] which consider only monotone grid classes, defined as classes of the form GridpMq
where each entry ofM is Avp12q, Avp21q, or the empty classH.
We sometimes need to consider particular griddings of permutations, and in this case
refer to a permutation together with an M-gridding (if it has one) as an M-gridded per-
mutation (as opposed to an M-griddable permutation); the set of all M-gridded permu-
tations may contain many differentM-griddings of the same permutation. However, as
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demonstrated by the next proposition, this does not affect the rough asymptotics we are
concerned with.
Proposition 2.1. For a matrixM of permutation classes and anM-griddable class C, the upper
(resp., lower) growth rate of C is equal to the upper (resp., lower) growth rate of the sequence
enumerating theM-gridded permutations in C.
Proof. Suppose that M is of size t ˆ u and let gn denote the number of M-gridded per-
mutations of length n in C. As every permutation in C has at least oneM-gridding (C is
M-griddable) and no permutation of length n possesses more than
`
n`t
t
˘`
n`u
u
˘
different
M-griddings (the column divisions form a multiset of size t chosen from the set rn ` 1s,
the row divisions, a multiset of size u) we get that
gn{
ˆ
n` t
t
˙ˆ
n` u
u
˙
ď |Cn| ď gn,
from which the proposition immediately follows.
We say that the class C is tD1, . . . ,Dmu-griddable if C isM-griddable for somematrixM
whose entries are all either empty or subclasses of some Di. In the m “ 1 case we abbre-
viate “tDu-griddable” to “D-griddable”, a situation which, as the following proposition
shows, is no less general.
Proposition 2.2. A permutation class is tD1, . . . ,Dmu-griddable if and only if it isD1Y¨ ¨ ¨YDm-
griddable.
Proof. If the class C is tD1, . . . ,Dmu-griddable then it is clearly D1 Y ¨ ¨ ¨ Y Dm-griddable.
For the other direction, suppose that C isM-griddable for a tˆ umatrixM whose entries
are all (without loss of generality) equal to D1 Y ¨ ¨ ¨ Y Dm. Thus for every cell pj, kq, the
entries in cell pj, kq in anyM-gridding of any permutation π P C lie in one of the classesDi.
Therefore every π P C is N griddable for the matrix N which consists of the direct sum8 of
every one of the (finitely many) tˆ umatrices with entries from tD1, . . . ,Dmu.
It is useful to have several different perspectives of griddability, which require a bit
more notation. Given a permutation class D, we say that the permutation π of length n
can be covered by s D-rectangles if there are (not necessarily disjoint) rectangles rw1, x1s ˆ
ry1, z1s,. . . ,rws, xss ˆ rys, zss Ď rns ˆ rns such that
• for each i P rss, πprwi, xis ˆ ryi, zisq P D, and
• for each i P rns, the point pi, πpiqq lies in
ď
iPrss
rwi, xis ˆ ryi, zis.
8The direct sum of the matrices A and B is defined, in our indexing system, as
ˆ
0 B
A 0
˙
.
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For the third perspective, we say that the line L slices the rectangle R if L intersects the
interior ofR. IfR is a collection of rectangles andL a collection of lines, we say thatL slices
R if every rectangle inR is sliced by some line from L. The rectangles we are interested in
are always axis-parallel, meaning that each of their sides is parallel either to the x- or y-axis.
(Others use the term axes-aligned for such rectangles.)
Proposition 2.3. For permutation classes C and D the following are equivalent:
(1) C is D-griddable,
(2) there is a constant ℓ so that for every permutation π P C, the set
taxis-parallel rectangles R : πpRq R Du
can be sliced by a collection of ℓ horizontal and vertical lines, and
(3) there is a constant s so that every permutation in C can be covered by s D-rectangles.
Proof. To begin with, if C is D-griddable then C is M-griddable for a matrix M of some
size, say tˆu, whose entries consist of subclasses ofD. Thus for every permutation π P Cn
there are column and row divisions 1 “ c1 ď ¨ ¨ ¨ ď ct`1 “ n ` 1 and 1 “ r1 ď ¨ ¨ ¨ ď
ru`1 “ n ` 1 so that every subpermutation πprck, ck`1q ˆ rrℓ, rℓ`1qq lies in D. Therefore
the corresponding lines, x “ c1, . . . , x “ ct, y “ r1, . . . , y “ ru, slice the given collection
of rectangles, verifying that (1) implies (2). That (2) implies (3) is similarly clear: any such
collection of lines will slice the plane into a collection of rectangles which contain points
order isomorphic to elements of D.
This leaves us to establish that (3) implies (1). Suppose that the permutation π of length
n is covered by theD-rectangles rw1, x1sˆ ry1, z1s, . . . , rws, xssˆ rys, zss Ď rnsˆ rns. Define
the indices c1, . . . , c2s and r1, . . . , r2s by
tc1 ď ¨ ¨ ¨ ď c2su “ tw1, x1, . . . , ws, xsu,
tr1 ď ¨ ¨ ¨ ď r2su “ ty1, z1, . . . , ys, zsu.
Since these rectangles cover π, we must have c1 “ r1 “ 1 and c2s “ r2s “ n. Nowwe claim
that these sets of indices give a p2s ´ 1q ˆ p2s´ 1q D-gridding of π.
To prove this claim it suffices to show that πprck, ck`1s ˆ rrℓ, rℓ`1sq P D for every k, ℓ P
r2s´1s. Because the rectangles given cover π, the point pck, rℓq lies in at least one rectangle,
say rwm, xms ˆ rym, zms. Thus ck ě wm and rℓ ě ym and, because of the ordering of the cs
and rs, we have ck`1 ď xm and rℓ`1 ď zm. Therefore rck, ck`1s ˆ rrℓ, rℓ`1s is contained in
rwm, xms ˆ rym, zms and so πprck, ck`1s ˆ rrℓ, rℓ`1sq P D.
Therefore, if (3) holds, then the above argument implies that every permutation in C is
M-griddable for the p2s ´ 1q ˆ p2s ´ 1q matrixM whose every entry is D, and thus C is
D-griddable, as desired.
This language makes the following already fairly obvious facts a bit easier to prove.
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Avp123q Avp12q
Avp231q Avp12q
Avp321q
Avp21q Avp132q
Avp123q Avp12q
Avp321q
y6
y5
y4
y3
y2
y1
x1 x2 x3 x4 x5
Figure 6: The cell graph (left) and row/column graph (right) of a matrix of permuta-
tion classes.
Proposition 2.4. If C is D-griddable and D is E-griddable then C is E-griddable.
Proof. Since C is D-griddable, Proposition 2.3 shows that there is a constant s so that every
permutation in C can be covered by s D-rectangles. Similarly, there is a constant t so that
every permutation inD, and thus everyD-rectangle, can be covered by t E-rectangles. This
shows that every permutation in C can be covered by st E-rectangles, which, by Proposi-
tion 2.3, establishes the proposition.
Proposition 2.5. If C is both D- and E-griddable then C is D X E-griddable.
Proof. Since C is D-griddable, Proposition 2.3 shows that there is a constant ℓ such that for
every permutation π P C, the set of axes parallel rectangles which are not order isomorphic
to a permutation in D can be sliced by a collection of ℓ horizontal and vertical lines. Simi-
larly, there is a constant k such that this holds for the axes parallel rectangles which are not
order isomorphic to a permutation in E . Thus these ℓ ` k lines taken together slice every
rectangle which is not order isomorphic to a permutation in D X E .
Proposition 2.6. If C is E-griddable and D is F-griddable, then C YD is E Y F-griddable.
Proof. Proposition 2.3 shows that there is a constant s so that every permutation in C can
be covered by s E-rectangles while there is another constant t so that every permutation in
D can be covered by t F-rectangles. Therefore every permutation in C YD can be covered
by maxps, tq E Y F-rectangles.
We conclude this section by discussing two different notions of the graph of a grid class.
First we define the row/column graph of the t ˆ u matrix M of permutation classes as the
bipartite graph on the vertices x1, . . . , xt, y1, . . . , yu where xi „ yj if and only ifMi,j ‰ H.
The properties of this graph allow us to determine if a monotone grid class is partially
well-ordered:
Theorem 2.7 (Murphy and Vatter [33]). IfM contains only monotone and empty classes then
GridpMq is pwo if and only if the row/column graph ofM is a forest.
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A simpler proof of Theorem 2.7 was given by Vatter and Waton [41], while a general-
ization was proved by Brignall [12].
For our purposes, a different graph, called the cell graph of M is more useful. This
is the graph on the vertices tpi, jq : Mi,j ‰ Hu in which pi, jq „ pk, ℓq if pi, jq and pk, ℓq
share either a row or a column, and there are no nonempty cells between them in this row
or column. Further, we label the vertex pi, jq in this graph by the class it corresponds to,
Mi,j . Figure 6 shows the cell graph of a matrix. Note that the distinction between cell and
row/column graphs does not affect Theorem 2.7:
Proposition 2.8. Let M be a matrix of permutation classes. The row/column graph of M is a
forest if and only if the cell graph ofM is a forest.
Proof. Webegin by considering a cycle xi1 „ yj1 „ ¨ ¨ ¨ „ xik „ yjk „ xi1 in the row/column
graph ofM (as this graph is bipartite, such a cycle must be of even length and alternate
between x and y vertices). By definition, this means thatMi1,j1 , . . . ,Mik,jk ,Mi1,jk ‰ H.
This does not necessarily mean that pi1, j1q „ ¨ ¨ ¨ „ pik, jkq „ pi1, jkq „ pi1, j1q in the cell
graph, because there may be nonempty cells in between these cells, but by including these
cells we do find a cycle in the cell graph of M. In the other direction, such cells must
similarly be removed, the details of which we omit.
We also need a coarsening of the permutation containment order; for twoM-gridded
permutations σ and π of respective lengths k and n, we say that π contains a gridded copy
of σ and write σ ďg π if there are indices 1 ď i1 ă ¨ ¨ ¨ ă ik ď n such that the subsequence
πpi1q ¨ ¨ ¨ πpikq is order isomorphic to σ (this is the normal permutation containment order)
and, further, that for every j P rks, σpjq and πpijq lie in the same cell ofM in the accompa-
nyingM-griddings of σ and π. This is indeed coarser than the normal ordering because
σ ďg π ùñ σ ď π.
Finally, we define a connected component of the matrixM of permutation classes to be a
(necessarily rectangular) submatrix ofM whose cells give rise to a connected component
of the cell graph ofM. Further, if X is any subset of columns ofM and Y is any subset
of rows ofM then we writeMpX ˆ Y q to denote the submatrix ofM formed by the cells
X ˆ Y . For example, the matrixM whose cell graph is depicted in Figure 6 contains two
connected components:
Mpt1, 5u ˆ t2, 4, 6uq “
˜
Avp123q Avp12q
Avp321q
Avp123q Avp12q
¸
and
Mpt2, 3, 4u ˆ t1, 3, 5uq “
˜
Avp231q Avp12q
Avp21q Avp132q
Avp321q
¸
.
Proposition 2.9. If the grid classes of each of its connected components are pwo then GridpMq is
pwo.
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Proof. Suppose thatM has s connected components, described by the columnsX1, . . . ,Xs
and rows Y1, . . . , Ys. Then there is a canonical order preserving bijection between the poset
of allM-gridded permutations, ordered by ďg, and the poset of tuples pπ1, . . . , πsq where
each πi is anMpXiˆYiq-gridded permutation, ordered by the product orderďg ˆ ¨ ¨ ¨ ˆ ďg.
The proof is then completed by Proposition 1.12.
We need a bit more notation for the last proposition of the section. For anM-gridded
permutation π and a subset A “ tpj1, k1q, . . . , pjs, ksqu of cells ofM, we say that the (grid-
ded) permutation formed by the entries of π lying in the cells of A is the restriction of the
gridded permutation π to A. (Note that different griddings of π will tend to lead to different
restrictions.) Furthermore, if C is a class, we say that the restriction of C to A is the set of all
restrictions of its members to A. Note that the restriction of a permutation class to a set of
cells gives a set of gridded permutations which is closed downward underďg.
Proposition 2.10. Suppose that C isM-griddable. The upper growth rate of C is the maximum of
the upper growth rates of its restrictions to connected components ofM.
Proof. Let gn denote the number ofM-gridded permutations of length n in C, so the upper
growth rate of C is equal to the upper growth rate of gn by Proposition 2.1. Suppose that
M has s connected components, described by the columnsX1, . . . ,Xs and rows Y1, . . . , Ys,
denote the restriction of C toMpXiˆYiq by Ci, and suppose that the greatest upper growth
rate of any of these restrictions is γ. It suffices to establish that the upper growth rate of gn
is at most γ.
As remarked in the proof of Proposition 2.9, there is a canonical bijection betweenM-
gridded permutations and the poset of tuples pπ1, . . . , πsqwhere each πi is anMpXiˆYiq-
gridded permutation. Letting gi,n denote the number ofMpXiˆYiq-gridded permutations
of length n in Ci we have
gn ď
ÿ
n1`¨¨¨`ns“n
ź
i
gi,ni .
Now fix ǫ ą 0. By our choice of γ, there is some N such that for all i P rss and ni ą N ,
gi,ni ă pp1 ` ǫqγqni . There is also (trivially) an integer N 1 ě N such that for all i P rss,
n ą N 1, and ni ď N , gi,ni ď p1` ǫqn. Thus we have that for all n ą N 1 and ni ď n,
gi,ni ď
" p1` ǫqnγni if ni ą N while
p1` ǫqn if ni ď N .
It follows that for these values of n,
gn ď
ˆ
n` s´ 1
s´ 1
˙
max
n1`¨¨¨`ns“n
ź
i
gi,ni ,
ď
ˆ
n` s´ 1
s´ 1
˙
max
n1`¨¨¨`ns“n
p1` ǫqns γn,
implying that lim sup
nÑ8
n
?
gn ď p1` ǫqsγ. Letting ǫÑ 0 completes the proof.
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To conclude this section we note that (upper, lower, proper) growth rates of specific
grid classes can be computed using the method of Lagrange multipliers; for some details
see Subsection A.4 of the Appendix. Also, combining two recurring themes of this paper,
Waton characterizes the atomic monotone grid classes in his thesis [43]. His characteriza-
tion depends not only on row/column graphs, but also on the “parity” of the cycles of this
graph.
3. CHARACTERIZING D-GRIDDABLE AND GRID IRREDUCIBLE CLASSES
We begin this section with a characterization:
Theorem 3.1. The permutation class C is D-griddable if and only if it does not contain arbitrarily
long sums or skew sums of basis elements of D, that is, if there exists a constant m so that C does
not contain β1 ‘ ¨ ¨ ¨ ‘ βm or β1 a ¨ ¨ ¨ a βm for any basis elements β1, . . . , βm of D.
N.b. If D is finitely based then this condition can be simplified: C fails to have a D-gridding if
and only if C contains
À
β or
Á
β for some basis element β of D.
One direction of Theorem 3.1 is clear: if β1, . . . , βm are basis elements of D then their
direct sum β1‘¨ ¨ ¨‘βm can be covered by no fewer thanm`1D-rectangles, so if C contains
arbitrarily long direct sums (equivalently, skew sums) of basis elements of D then it is not
D-griddable.
By the Proposition 2.3 (2) interpretation of griddability, the other direction of Theo-
rem 3.1 involves slicing a collection of rectangles in the plane — in particular, the set
taxis-parallel rectangles R : πpRq R Du — with a bounded number of vertical and hori-
zontal lines. Since we use these notions again in the next section, we cast this discussion
in slightly more general terms.
We say that two rectanglesR,S are independent if both their x- and y-axis projections are
disjoint, and a set of rectangles is said to be independent if they are pairwise independent.
An increasing set of rectangles is an independent set of rectangles tR1, . . . , Rmu such thatR2
lies above and to the right of R1, R3 lies above and to the right of R2, and so on. Decreasing
sets of rectangles are defined analogously. Note that independent sets of rectangles can
(essentially) be viewed as permutations; thus they fall under the purview of the Erdo˝s-
Szekeres Theorem, so every independent set of pm ´ 1q2 ` 1 rectangles contains either an
increasing or a decreasing subset ofm rectangles.
Returning to the context of Theorem 3.1, if the class C satisfies the hypotheses of that
theorem then for any permutation π P C the setR “ taxis-parallel rectangles R : πpRq R Du
does not contain an increasing or a decreasing set ofm rectangles (if it did, then each such
rectangle would contain a basis element of D, and thus π, and therefore C, would contain
β1 ‘ ¨ ¨ ¨ ‘ βm or β1 a ¨ ¨ ¨ a βm for some basis elements β1, . . . , βm of D). The proof of the
theorem is therefore completed with the following lemma. We give a short proof of an
exponential bound for this bound, a result which can also be derived from the work of
Gya´rfa´s and Lehel [21]. Ka´rolyi and Tardos [28] take a different approach, which gives a
polynomial bound.
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Figure 7: A collection of axis-parallel rectangles (left) with theirĎx quasi-order (center,
which in this case happens to be a partial order) and „y graph (right).
.
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Figure 8: The six regions from the proof of Lemma 3.2.
Lemma 3.2. There is a function fpmq such that for any collection R of axis-parallel rectangles in
the plane which has no independent set of size m or greater, there exists a set of fpmq horizontal
and vertical lines that slice every rectangle inR.
Proof. Our proof is by induction on m; note that the base case m “ 0 is trivial. We denote
by projxR and projy R the projections ofR onto the x- and y-axes, respectively. From these
projections we define two structures on the setR, a quasi-order Ďx and a graph „y:
R Ďx S if projxR Ď projx S,
R „y S if projy RX projy S ‰ H.
Figure 7 shows an example of these two structures.
Consider first a clique, say K Ď R, in the „y graph. Every pair of rectangles in this
clique have intersecting y-projections, so
Ş
RPK projy R ‰ H (this is the one-dimensional
version of Helly’s Theorem). Hence every clique in the „y graph can be sliced by a single
horizontal line; in particular, we are done in the case where „y is complete.
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We therefore assume that „y is not complete and define the height of the rectangle R
in the Ďx quasi-order, which we denote by htxR, as one less than the greatest number
of distinct elements in a nondecreasing (with respect to Ďx) chain which ends at R. For
example, in Figure 8, htxE “ htxB “ 0, htxD “ htxC “ 1, and htxA “ 2. Choose R1 y
R2 fromR to minimizemaxphtxpR1q,htxpR2qq, and without loss of generality suppose that
htxpR1q ď htxpR2q and that R1 lies below R2. Therefore tR P R : htxpRq ă htxpR2qu forms
a clique in the„y graph, and thus by the above, these rectangles can be sliced with a single
horizontal line.
Now consider the regions shown in Figure 8. By induction and our choice of R1 and
R2, we have the following:
(a) The rectangles completely contained in this region, which consists of all points strictly
below and to the left ofR2, cannot contain an independent set ofm´1 ormore rectan-
gles, as otherwiseR2 together with this independent set would form an independent
set of sizem. Thus this region can be sliced by fpm´ 1q horizontal and vertical lines
by induction.
(b) This region consists of all points strictly below R2 whose x-coordinate lies strictly
between the left and right edges of R2. Therefore if the rectangle R lies in this region
then htxpRq ă htxpR2q. Thus by our choice of R2 these rectangles form a clique in
the „y graph and so can be sliced by a single horizontal line.
(c) As with (a), these rectangles can be sliced by fpm´ 1q horizontal and vertical lines.
(d) As with (a), these rectangles can be sliced by fpm´ 1q horizontal and vertical lines.
(e) As with (b), if the rectangle R is completely contained in this region, then htxpRq ă
htxpR1q ď htxpR2q, and thus by our choice of R2 these rectangles for a clique in the
„y graph and so can be sliced by a single horizontal line.
(f) As with (a), these rectangles can be sliced by fpm´ 1q horizontal and vertical lines.
Thus we have found a collection of 4fpm ´ 1q ` 2 vertical and horizontal lines which
slice every rectangle properly contained in one of the regions (a)–(f). Furthermore, the 8
lines which coincide with the sides of R1 and R2 slice every rectangle that is not properly
contained in one of these regions, and so we may take fpmq “ 4fpm´ 1q ` 10, completing
the proof.
A special case of Theorem 3.1, the characterization of monotone griddable classes, ap-
peared in Huczynska and Vatter [26]. Note that the condition given there— a permutation
class is monotone griddable if and only if it does not contain arbitrarily long sums of 21 or
skew sums of 12— is merely a simplification of the conditions given by Theorem 3.19.
9Proof. Take D to contain the monotone permutations, i.e., D “ Avp12q Y Avp21q, and note that a class is
D-griddable if and only if it is monotone griddable by Proposition 2.2. The basis of D is t132, 213, 231, 312u,
so Theorem 3.1 implies that the permutation class C isD-griddable if and only if it does not contain arbitrarily
long sums or skew sums of any of these elements, a condition equivalent to not containing arbitrarily long
sums of 21 or skew sums of 12.
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Moving beyond griddability, we say that the class D is grid irreducible if D is not E-
griddable for any proper subclass E Ĺ D. Theorem 3.1 gives us, almost immediately, a
characterization of the grid irreducible classes.
Proposition 3.3. The permutation class D is grid irreducible if and only if D “ t1u or for every
π P D eitherÀπ orÁπ is contained in D.
Proof. If D is finite then it is clear that D is grid irreducible if and only if D “ t1u, so
we suppose that D is infinite. If there is some π P D such that neither Àπ nor Áπ is
contained in D then Theorem 3.1 shows that D is D X Avpπq-griddable, and thus D is
not grid irreducible. If, on the other hand, D contains arbitrarily long direct sums or skew
sums of each of its members then it is clear thatD is not E-griddable for any proper subclass
E Ĺ D.
Note that Proposition 3.3 does not guarantee that every class C isD-griddable for a grid
irreducible subclassD Ď C, and indeed, this does not necessarily hold10; however, it is true
in an important special case.
Proposition 3.4. If the permutation class C is pwo then C is D-griddable for the grid irreducible
subclass D “ tπ P C : eitherÀπ orÁπ is contained in Cu.
Proof. Choose π1 P C such that C contains neither
À
π1 nor
Á
π1. It follows from Theo-
rem 3.1 that C is Cztπ1u-griddable. If
Cztπ1u “ D “ tπ P C : either
À
π or
Á
π is contained in Cu
then we are done, so we suppose that there is some π2 P Cztπ1u such that neither
À
π2 norÁ
π2 is contained in C. Again we have from Theorem 3.1 that C is Cztπ2u-griddable, and
thus by Proposition 2.5, C is Cztπ1, π2u-griddable. We are done if Cztπ1, π2u “ D, and in
the other case we may choose π3 P Cztπ1, π2u such that neither
À
π3 nor
Á
π3 is contained
in C. Continuing in this manner we construct a descending chain
C Ľ Cztπ1u Ľ Cztπ1, π2u Ľ Cztπ1, π2, π3u Ľ ¨ ¨ ¨ Ě D
of classes such that for all i, C is Cztπ1, . . . , πiu-griddable. Because C is pwo, it satisfies
the descending chain condition by Proposition 1.13, and so this chain must terminate, say
at Cztπ1, . . . , πmu. This means that for every π P Cztπ1, . . . , πmu, C contains either
À
π orÁ
π. Therefore Cztπ1, . . . , πmu “ D and C is D-griddable, as desired.
We conclude this section with the following result; the inference important to us is that
the combination of atomicity and grid irreducibility is quite strong, which is needed for
the proof of Theorem 6.4.
10For example, take A “ ta1, a2, . . . u to be an infinite antichain and let C denote the closure of the set of
permutations of the form ai1‘ai2‘¨ ¨ ¨ where 1 ď i1 ă i2 ă ¨ ¨ ¨ . Suppose to the contrary that C isD-griddable
for a grid irreducible subclass D Ď C, which then, by Proposition 3.3, cannot contain any member of A. This,
however, implies that each ai contains a basis element of D, and thus C contains arbitrarily long direct sums
of basis elements of D and so is not D-griddable by Theorem 3.1.
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Proposition 3.5. The following conditions on a permutation class C are equivalent:
(1) C is both atomic and grid irreducible,
(2) for every π, σ P C, either π ‘ σ P C or π a σ P C, and
(3) C is either sum or skew sum complete.
Proof. If a permutation class is either sum or skew sum complete then it satisfies the joint
embedding property, so is atomic by Theorem 1.18, and also satisfies the conditions of
Proposition 3.3, so is grid irreducible, verifying that (3) implies (1).
Suppose now that the class C is both atomic and grid irreducible. For any two permu-
tations π, σ P C, C contains a permutation τ ě π, σ because it is atomic. Then because C is
grid irreducible, it contains either τ ‘ τ or τ a τ , and thus either π ‘ σ P C or π a σ P C, so
(1) implies (2).
To show that (2) implies (3) and complete the proof, list the members of C as π1, π2, . . .
(which can be done because every permutation class is countable) and for each k choose
a permutation σk P C which contains π1, . . . , πk (that σk exists is guaranteed by (2)). Now
set τ1 “ σ1 and for k ě 1, take τk`1 P C to be either τk ‘ σk`1 or τk a σk`1, depending
on which permutation lies in C. Either infinitely many of the τks are formed by sums or
infinitely many are formed by skew sums (or both); in the former case C is sum complete,
in the latter, skew sum complete.
4. GRIDDINGS OF SMALL PERMUTATION CLASSES
Having established the basic properties of grid classes, we move on to what can be said
about small permutation classes. Given a small permutation class C, we would like to find
a “nice” class D for which C is D-griddable. For our purposes, “nice” means that D should
have only finitely many simple permutations and bounded substitution depth, a concept
defined within this section which is required in Section 5.
Let O denote the closure of the set of oscillations (that is, O consists of all oscillations
and every permutation contained in an oscillation) and Ok denote the closure of the set of
oscillations of length at most k. For themomentwe simply consider increasing oscillations,
although O also contains decreasing oscillations. The set of increasing oscillations forms
two chains under the containment order, and each increasing oscillation of length k ě 4
contains both increasing oscillations of length k ´ 1 (see Figure 3). It is easy to verify
(e.g., using Proposition 1.4) that if π is an increasing oscillation of length k ě 3 then the
nonempty sum indecomposable permutations (i.e., the increasing oscillations) contained
in π have the generating function
x` x2 ` 2x3 ` ¨ ¨ ¨ ` 2xk´1 ` xk “ x` x
3 ´ xk ´ xk`1
1´ x ,
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so
À
π has the generating function
1´ x
1´ 2x´ x3 ` xk ` xk`1 ,
from which it follows, using Pringsheim’s Theorem, that grpÀ πq ă κ. Therefore, since
we want to find a class D for which every class with lower growth rate less than κ has
a D-gridding, D must contain all increasing oscillations, and by symmetry, all decreasing
oscillations, i.e., we must have O Ď D. This, however, is not enough: 1432 does not lie in
O, yet
À
1432 has the generating function 1{p1 ´ x ´ x2 ´ x3q and thus the growth rate
1.83928 . . . , much less than our goal.
Instead, we consider the substitution completion SpOq. A routine calculation of the
basis of SpOq (see Propositions A.2 and A.3) that shows every small permutation class is
SpOq-griddable. The following proposition then follows.
Proposition 4.1. Every permutation class with lower growth rate less than κ is SpOkq-griddable
for some k.
Proof. If C is a permutation class with growth rate less than κ then Proposition A.3 shows
that C is SpOq-griddable, and thus C is C X SpOq-griddable. If C were to contain every
increasing oscillation or every decreasing oscillation, then Proposition 1.10 would imply
that grpCq ě κ, a contradiction. Thus, there must be some k for which C has an SpOkq-
gridding.
We move on to bounded substitution depth, for which we much first define the substi-
tution decomposition tree of a permutation. Proposition 1.1 shows that every permutation
is the inflation of a unique simple permutation and, moreover, that the intervals in such
an inflation are unique unless the permutation is the inflation of either 12 or 21, i.e., unless
it is sum or skew decomposable. There are two ways that this non-uniqueness is typically
handled. The first way, typically used for exact enumeration, is to write π as α1‘α2 where
α1 is sum indecomposable and α2 is arbitrary. For our purposes it is more natural to write
π as α1 ‘ ¨ ¨ ¨ ‘ αm where each αi is sum indecomposable. By recursively decomposing
each interval αi in this manner, we obtain the substitution decomposition tree of π, which is
formed by decomposing π as one of
• σrα1, . . . , αmswhere σ is a nonmonotone simple permutation,
• α1 ‘ ¨ ¨ ¨ ‘ αm where each αi is sum indecomposable, or
• α1 a ¨ ¨ ¨ a αm where each αi is skew sum indecomposable.
See Figure 9 for an example; note that in this example, we decompose 321 as 1 a 1 a 1,
whereas the alternative would be to decompose it as 1a 21 and then decompose 21 again.
The substitution decomposition tree of a permutation is a rooted tree, and so we use terms
such as child, parent, ancestor, and descendentwhen discussing it. The substitution depth of
π is then the height of its substitution decomposition tree, so for example, the substitution
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1
À
1
Á
1 1
Á
1 1 1
À
1 1
Figure 9: The substitution decomposition tree of 479832156.
depth of the permutation from Figure 9 is 3, while the substitution depth of any nontrivial
simple or monotone permutation is 1.
Proposition 4.2. If the permutation π has substitution depth at least 8n then π contains a wedge
alternation of length at least n.
Proof. Suppose that the substitution depth of the permutation π is at least 8n. By defini-
tion, this means that the substitution decomposition tree of π contains a path of length 8n.
We first claim that we can find a path of length 4nwhich alternates between nodes of type
‘ and a. Note that every node in the substitution decomposition tree is labeled by either
‘, a, or a nonmonotone simple permutation. Every entry of a nonmonotone simple per-
mutation participates in copies of both 12 and a 21 (as otherwise the permutation would
be sum or skew sum decomposable), so such a node can be replaced (by considering a
subpermutation of π) by either‘ ora. Therefore, since ‘ and a nodes cannot repeat, and
nodes labeled by nonmonotone simple permutations can function as either type, we can
find an alternating path of length 4n, as desired.
With an alternating path of length 4n in hand, we divide the ‘ nodes by whether the
path lies to the left or to the right. By considering the reverse of π if necessary, we may
assume that in at least half of the nodes, the path lies on the left of the tree. Therefore, we
can find a path of length 2n, alternating between nodes labeled ‘ anda, in which the path
lies on the left of all ‘ nodes. We can then, by considering the inverse of π if necessary,
find a path of length n which alternates between ‘ and a in which the path lies on the
left of all nodes. From this path, it follows that π contains a permutation of length n of the
form pppp¨ ¨ ¨ q a 1q ‘ 1q a 1q ‘ 1 or pppp¨ ¨ ¨ q ‘ 1q a 1q ‘ 1q a 1, both of which are wedge
alternations.
Since wedge alternations have unbounded substitution depth and a growth rate of only
2, small classes can have unbounded substitution depth. However, as we show next, small
classes can always be gridded by classes with bounded substitution depth.
Theorem 4.3. If the permutation class C does not contain arbitrarily long sums or skew sums of
arbitrarily long wedge alternations (which by Proposition A.4 would imply that grpCq ě 2.61803),
then C is D-griddable for a class D with bounded substitution depth.
Proof. Let Dk denote the class of all permutations of substitution depth at most k. If C
cannot be Dk-gridded for any k, then Theorem 3.1 shows that C contains arbitrarily long
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sums or skew sums of basis elements of Dk for integers k. Proposition 4.2 shows that
all basis elements of D8k´1 contain wedge alternations of length at least k, implying that
C contains arbitrarily long sums or skew sums of arbitrarily long wedge alternations, as
desired.
We conclude the section by collecting what we now know about griddings of small
classes.
Theorem 4.4. If the permutation class C satisfies grpCq ă κ then C is D-griddable for a class D
with finitely many simple permutations and bounded substitution depth.
Proof. Proposition 4.1 shows that C is D-griddable for a class D with finitely many simple
permutations, while Theorem 4.3 shows that C is E-griddable for a class E with bounded
substitution depth. Therefore C is D X E-griddable by Proposition 2.5.
Classes with only finitely many simple permutations and bounded substitution depth
are especially nice since they are pwo (by Proposition 1.15) and have rational generat-
ing functions11. Our primary interest in such classes stems from how nicely they can be
“sliced”, as we discuss in the next section.
5. REFINED GRIDDINGS OF SMALL PERMUTATION CLASSES
Our goal in this section, which constitutes the most technical component of the proof, is to
restrict the possible gridding matrices of small classes. To motivate the proof of that result,
we first consider a simpler situation. In their characterization of classes with polynomial
growth, Huczynska and Vatter proved the following.
Theorem 5.1 (Huczynska and Vatter [26]). If the permutation class C is monotone griddable
and does not contain arbitrarily long alternations, then C is M-griddable for a matrix M whose
cell graph is edgeless and in which every vertex is labeled by a monotone class.
We begin by proving the following generalization.
Theorem 5.2. Suppose that the permutation class C is D-griddable, that D has only finitely many
simple permutations and bounded substitution depth, and that C does not contain arbitrarily long
alternations. Then C is M-griddable for a matrix M whose cell graph is edgeless and in which
every vertex is labeled by D.
Note that this is indeed a generalization of Theorem 5.1, since the class of monotone
permutations contains only three simple permutations (1, 12, and 21) and every nontrivial
monotone permutation has substitution depth 1.
We sketch the argument we use to prove Theorem 5.2 first, in order to draw attention
to the difficulties involved in this generalization (which also arise in the proof of the major
11While not explicitly mentioned in Albert and Atkinson [1] or Brignall, Huczynska, and Vatter [14], this
result follows readily from either approach.
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Figure 10: On the left, an example of a gridded permutation formed by adding a single
entry to an increasing oscillation sequence. On the right, an example of a gridded
permutation formed by adding a single entry to a wedge alternation. Both examples
demonstrate that we must be careful when generalizing Theorem 5.1.
result of this section, Theorem 5.4). After discussing how to deal with these issues, we
present a formal proof.
Choose a t ˆ u matrix N whose entries are all subclasses of D (or, without loss of
generality, equal to D itself) such that C is N -griddable and does not contain alternations
of length 2m. Now choose anN -gridded permutation π P C. We seek to break up the small
alternations in π with a refined gridding which does not use too many additional lines.
We say that a rectangle R is separated if it is axis-parallel, πpRq is completely contained
in one cell of the chosen gridding of π, and πpRq contains (at least) two entries which are
separated by an entry in a different cell. Let R denote the collection of all separated rect-
angles in this gridding of π; it can be shown from the bound on the length of alternations
in C that R contains no independent set of size 4mtu, and therefore, by Lemma 3.2, R can
be sliced by a set of at most fp4mtuq vertical and horizontal lines. Denote this set by L.
We now describe how these fp4mtuq vertical and horizontal lines can be used to con-
struct a refined gridding of π with the properties demanded by Theorem 5.2. Figure 10
shows that we need to be careful. In the permutation on the left of this figure, all of the
separated rectangles can be sliced by a single line. However, if we consider the refined
gridding of this permutation given by such a line, we encounter new separated rectangles.
Slicing those rectangles with a new line then leads to even more separated rectangles. This
is why we assume that D contains only finitely many simple permutations. The permu-
tation on the right of Figure 10 exhibits similar behavior, showing why we assume that D
has bounded substitution depth.
Our problem is therefore to use the lines L to refine the gridding of π without introduc-
ing a large amount of new separated rectangles. To do so, we focus on a single cell of the
given gridding of π, which gives rise to a permutation τ P D. This permutation is sliced
by some of the lines in L. We say that an interval of τ is unsliced (technically, with respect
to L) if no line in L separates two entries of the interval. A interval of τ is then a maximal
unsliced interval if it is as large as possible with this property. As the maximal unsliced
intervals partition the entries of τ , we seek to bound their number. Note that a simple
permutation of length nwill have either 1 or nmaximal unsliced intervals, as it will either
be sliced (resulting in nmaximal unsliced intervals, all trivial) or not sliced (resulting in it
itself being its lone maximal unsliced interval). On the contrary, a monotone permutation
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sliced by ℓ lines will have at most ℓ`1maximal unsliced intervals. Our next lemma shows
how our conditions on the class D allow us to bound the number of maximal unsliced
intervals.
Lemma 5.3. Suppose that the permutation class D has only finitely many simple permutations
and bounded substitution depth. Then there is a function gpℓq such that for any τ P D and any
collection of ℓ vertical and horizontal lines slicing τ , τ has at most gpℓq maximal unsliced intervals.
Proof. We prove the lemma by induction on ℓ. Noting that we may take gp0q “ 1, we now
assume that gpℓ ´ 1q has been defined, and give a bound for gpℓq. Take τ P D and a set L
of ℓ vertical or horizontal lines slicing τ . Now choose a set L1 Ă L with ℓ ´ 1 lines. This
collection defines a set of unsliced intervals I which we know from induction can contain
at most gpℓ´ 1qmaximal elements.
Now consider the effect of the new line on the previously unsliced intervals I that it
slices. Suppose that the new line slices through an interval of I as otherwise there is noth-
ing to prove. Hence this line slices through a unique minimal interval of I , and therefore
the intervals sliced by the new line are precisely those containing this minimal interval. In
other words, the intervals sliced by the new line form a path in the substitution decompo-
sition tree of τ .
Given any previously unsliced interval sliced by this new line, there are two cases,
depending on what type of node the interval is in the substitution decomposition tree of τ .
If this interval decomposes as the inflation of a nonmonotone simple permutation, i.e., it is
of the form σrα1, . . . , αms for a simple permutation σ withm ě 4, then if the new line slices
through αi, it creates m ´ 1 new maximal intervals α1, . . . , αi´1, αi`1, . . . , αm, while if the
line slices between two intervals, then each αi becomes a new maximal unsliced interval.
Otherwise the interval decomposes as α1 ‘ ¨ ¨ ¨ ‘ αm or α1 a ¨ ¨ ¨ a αm. As both cases are
similar, we consider the former. If the line slices through αi, then α1 ‘ ¨ ¨ ¨ ‘ αi´1 and
αi`1 ‘ ¨ ¨ ¨ ‘ αm become maximal unsliced intervals, while if it slices between αi´1 and αi
then the new maximal unsliced intervals are α1 ‘ ¨ ¨ ¨ ‘ αi´1 and αi ‘ ¨ ¨ ¨ ‘ αm.
Thus we have shown that the new line slices through at most one interval of each
height in the substitution decomposition tree of τ , and that at each height it creates at most
maxps, 3q newmaximal intervals, where s is the length of the longest simple permutation in
D. Therefore, if we suppose that the substitution depth of D is h, we have shown that any
ℓ vertical and horizontal lines create at most gpℓ ´ 1q ` hmaxps, 3q new maximal unsliced
intervals, completing the proof.
We will be in a position to complete this sketch of our proof after one more definition.
Given a set of points in the plane, we define their rectangular hull to be the smallest axis-
parallel rectangle containing them.
Recall that we had an N -gridded permutation π and a collection of at most fp4mtuq
vertical and horizontal lines,L, which slice through every separated rectangle of π. Lemma 5.3
shows that these lines create at most gpfp4mtuqqmaximal unsliced intervals in each cell of
the N -gridding of π, and thus at most tu ¨ gpfp4mtuqq maximal unsliced intervals in total.
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Let H denote the rectangular hulls of these maximal unsliced intervals, and let L1 denote
the set of vertical and horizontal lines which coincide with the sides of these hulls.
Note that no two hulls from the same cell of the N -gridding of π may overlap, as
the hulls are formed from intervals. Furthermore, by their very definition, the hulls in H
have points on each of their sides (and also, because π is a permutation, two distinct hulls
cannot both have points on the same vertical or horizontal line). Thus, were two of these
hulls to overlap either horizontally or vertically, both would contain separated rectangles,
a contradiction to our choice of L1. In other words, H is an independent set. Now letM
denote the matrix which corresponds to the gridding of π given by the lines L1, i.e., the
matrix in whichMk,ℓ is equal toD if the pk, ℓq cell of the refined gridding of π given by the
lines L1 is nonempty, and equal toH otherwise. The graph ofM has no edges, andM is
of size at most 2tu ¨ gpfp4mtuqq ˆ 2tu ¨ gpfp4mtuqq.
In order to focus on the most important parts of the proof, which we use again to prove
Theorem 5.4, this sketch has skipped over several details such as why it suffices to consider
a single N -gridded permutation π, and why the collection R of separated rectangles is
independent. This is remedied in the proof below.
Proof of Theorem 5.2. Suppose that C is N -griddable for a tˆ umatrix N whose entries are
all subclasses of D, and that C does not contain any alternations of length 2m. It suffices
to establish that there exist constants J and K , depending only on C, so that every π P C
has anM-gridding for some matrixM of the desired form and of size at most J ˆK . The
proof will then follow because there are only finitely many such matrices, and thus, as in
the proof of Proposition 2.2, the direct sum of all of them will satisfy the conclusion of the
theorem. To this end choose an N -gridded permutation π P C and let R denote the set of
separated rectangles for the chosen gridding of π.
Suppose first thatR contains an independent set of size 4mtu. Then at least 4m of those
rectangles will lie completely within some cell say pk, ℓq, of the chosen gridding of π. Each
of these separated rectangles contains two entries that are separated by an entry in another
cell, and thus there is a subset of at leastm of these rectangles that are separated by entries
in the same direction (direction here meaning one of tleft, right, up, downu); we suppose
that these entries are all separated by points above them, i.e., each pair is separated by an
entry in a cell pk, ℓ`q for some ℓ` ą ℓ. However, we now have that the leftmost points
of these separated rectangles, each together with a point that separated them from their
partners, form an alternation of length 2m. Therefore, since we have assumed that C has
no alternations of this length, R cannot contain an independent set of size 4mtu, and thus
by Lemma 3.2, R can be sliced by a collection, say L, of at most fp4mtuq vertical and
horizontal lines.
Therefore, as we showed before, we can use Lemma 5.3 to establish anM-gridding of
π for some matrixM with an edgeless graph, nonempty cells labeled by D, and of size at
most 2gpfp4mtuqq ˆ 2gpfp4mtuqq, completing the proof of the theorem.
The main result of this section, below, extends Theorem 5.2 to handle larger classes.
The terms involved are defined immediately after the statement.
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Figure 11: From left to right, a p3, 1q-alternation, linear triple alternation, and hook
triple alternation.
Theorem 5.4. Suppose that the permutation class C is D-griddable, that D has only finitely many
simple permutations and bounded substitution depth, and that C does not contain arbitrarily long
p3, 1q or triple alternations. Then C isM-griddable for a matrixM whose cell graph satisfies
(1) every vertex is labeled by D, the class of monotone permutations, or is empty,
(2) every nonisolated vertex is labeled by the class of monotone permutations, and
(3) there are no connected components containing more than two vertices.
In particular, these conditions hold whenever grpCq ă 1`?2 « 2.41421.
We prove Theorem 5.4 in two steps. First we show that if a class does not have a
gridding satisfying condition (2) then it contains arbitrarily long p3, 1q-alternations, which
is our term for permutations that can be divided into two parts A and B, say, so that part
A consists of nonmonotone intervals of length three, each separated from every other by at
least one point in part B, and every pair of points in part B is separated by at least one of
the intervals of part A (see Figure 11). In other words, a p3, 1q-alternation can be obtained
by inflating “one half” of a horizontal or vertical alternation by nonmonotone intervals of
length 3. Proposition A.14 shows that if the permutation class C contains arbitrarily long
p3, 1q-alternations then grpCq ě 1`?2 « 2.41421.
After that, we show that if a class does not satisfy (3) then it contains arbitrarily long
triple alternations. There are two types of these (which are also depicted in Figure 11):
• A linear triple alternation is one which can be divided into three parts, each with an
equal number of points, so that every pair of points in one part is separated by at
least one point in each of the other parts.
• A hook triple alternation is one that can be divided into three parts A, B, and C , again
each with an equal number of points, so that no pair of points from A is separated
by a point of C or vice versa, but every pair from A or C is separated by at least one
point from B, and every pair from B is separated by at least one point in A and at
least one point in C .
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Figure 12: From left to right, a p3, 1q-rectangle and two doubly separated rectangles.
We establish in Subsection A.4 that if C contains arbitrarily long triple alternations then
grpCq ě 1` ϕ « 2.61803 where ϕ denotes the golden ratio.
Proof of Theorem 5.4. The beginning of the proofmirrors that of Theorem 5.2. Suppose that C
isN -griddable for a tˆumatrixN whose entries are all subclasses ofD and that C contains
neither p3, 1q-alternations of length 4m nor triple alternations of length 3m. Following the
argument of the previous proof, it suffices to find constants J and K , depending only on
C, so that every π P C has anM-gridding for some matrixM of the desired form and of
size at most J ˆK .
Choose an N -gridded permutation π P C. We define a p3, 1q-rectangle to be an axis-
parallel rectangle R such that πpRq is completely contained in one cell of the chosen grid-
ding, is nonmonotone, and is separated by an entry from another cell of the gridding (see
Figure 12). LetRp3,1q denote the set of all p3, 1q-rectangles in the chosen gridding of π.
IfRp3,1q contains an independent set of size at least 8mtu then, as in the proof of Theo-
rem 5.2, at least 8m of those rectangles must lie completely within some cell of the gridding
of π and then at least 2m of those rectangles must be separated in the same direction; let us
suppose this direction is “up.” However, we can now find a p3, 1q-alternation of length 4m
contained in π: list the p3, 1q-rectangles from left to right and take a nonmonotone permuta-
tion of length 3 from the 1st rectangle, a point separating the 2nd rectangle, a nonmonotone
permutation of length 3 from the 3rd rectangle, a point separating the 4th rectangle, and
so on. Therefore, as we have assumed that C does not contain such permutations, Rp3,1q
cannot contain an independent set of size 8mtu, and thusRp3,1q can be sliced by a set Lp3,1q
of fp8mtuq vertical and horizontal lines by Lemma 3.2.
Now we define a doubly separated rectangle to be an axis-parallel rectangle R such that
πpRq is completely contained in one cell of the chosen gridding of π and contains (at least)
two entries that are separated twice, by two entries lying in different cells from each other
and fromR. Figure 12 shows two examples. LetRp2,1,1q denote the set of doubly separated
rectangles in π.
Suppose that Rp2,1,1q contains an independent set, I , of size mtupt ` uq2. At least
mpt ` uq2 of these rectangles must lie in the same cell of the chosen gridding of π; let
R1p2,1,1q denote a set of such doubly separated rectangles. Each doubly separated rectangle
is separated by two entries in different cells, and so inR1p2,1,1q we can find a collection, say
R2p2,1,1q, of at least m doubly separated rectangles whose separating points lie in the same
two cells. However, these rectangles and separating entries give rise to a triple alternation
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of length at least 3m, a contradiction. Therefore we may assume thatRp2,1,1q does not con-
tain an independent set of size mtupt ` uq2, and thus by Lemma 3.2, it can be sliced by a
collection Lp2,1,1q of at most fpmtupt` uq2q horizontal and vertical lines.
The rest of the proof is similar in spirit to that of Theorem 5.2, with some additional
complications. Set L “ Lp3,1q Y Lp2,1,1q. Lemma 5.3 shows that these lines create at most
gpfp8mtuq ` fpmtupt` uq2qqmaximal unsliced intervals in each cell of the N -gridding of
π, giving at most tu ¨ gpfp8mtuq ` fpmtupt` uq2qqmaximal unsliced intervals in total. Let
H denote the rectangular hulls of these maximal unsliced intervals.
As in the proof of Theorem 5.2, no two hulls inHwhich come from the same cell of the
N -gridding of π may overlap, as the hulls are formed from intervals. However, unlike the
situation in that proof, hulls in H from different cells may overlap, but since none of these
hulls may contain a p3, 1q-rectangle, any pair of overlapping hulls must both be monotone.
Moreover, because no hull inHmay contain a doubly separated rectangle, it follows that if
two hulls with at least two points overlap with each other, then neither may overlap with
any other hull. Finally note that a hull with a single point may overlap at most two other
hulls: it cannot overlap another singleton hull by the definition of hulls, and if it were
to overlap two hulls horizontally (or vertically), then those two cells would themselves
overlap.
We now consider a second slicing, where we let L1 denote the set of at most 4tu ¨
gpfp8mtuq ` fpmtupt ` uq2qq vertical and horizontal lines which coincide with the sides
of the hulls in H. From our observations about the possible interaction of hulls in H, we
see that the only way in which a line in L1 could slice through a previously unsliced in-
terval would be if that interval were monotone, in which case the new line would break
the interval into 2 maximal unsliced intervals. Furthermore, we have also seen that this
can happen at most twice for each hull in H (and indeed, at most once except when the
hull contains a single point). Therefore, even after being sliced by all the lines in L1, the
N -gridding of π contains at most 3tu ¨ gpfp8mtuq ` fpmtupt` uq2qq maximal unsliced in-
tervals.
At this stage we let H1 denote the rectangular hulls of all maximal unsliced intervals
of the N -gridding of π with respect to the new lines L1 and let S denote the set of at most
12tu ¨ gpfp8mtuq ` fpmtupt ` uq2qq vertical and horizontal lines which coincide with the
sides of these hulls. By construction, no hull in H1 may overlap with more than one other
hull, and this may occur only if both hulls are monotone. Now letM denote the matrix
in whichMk,ℓ is equal to D if the pk, ℓq cell of the refined gridding of π given by the lines
S contains a nonmonotone permutation, to the set of increasing permutations if this cell is
increasing, to the set of decreasing permutations if it is decreasing, and toH if it is devoid
of points. This matrixM gives us a gridding of π satisfying the conditions required by the
theorem, completing the proof.
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6. THE GROWTH RATES BELOW κ
With the structure of small permutation classes established in the previous two sections,
we now turn our attention to properties such as pwo, finite bases, and of course growth
rates.
Proposition 6.1. Let D be a pwo permutation class and suppose that the matrix M satisfies the
conclusion of Theorem 5.4 with respect to D. Then GridpMq (and thus each of its subclasses) is
also pwo. In particular, by Proposition 4.1 and Theorem 5.4, every permutation class with lower
growth rate less than κ is pwo.
Proof. By Proposition 2.9 it suffices to show that every connected component of the cell
graph of M is pwo. By assumption, these are either D or edges in which both cells are
labeled by monotone classes. The proof is then completed by noting that both classes are
pwo (by assumption and Theorem 2.7, respectively).
It is now not difficult to see that small classes must have finite bases.
Theorem 6.2. Every permutation class with lower growth rate less than κ is finitely based.
Proof. Suppose, to the contrary, that there is a permutation class C with grpCq ă κ and an
infinite basis, B. Choose an infinite subset A Ď B containing at most one permutation of
each length and let C1 “ CYA. Clearly grpC1q “ grpCq ă κ, but then Proposition 6.1 implies
that C1 is pwo, a contradiction.
Note, however, that it does not follow from Proposition 6.1 that there are only count-
ably many small permutation classes. This is our next result, and answer to Question 2 of
the Introduction.
Theorem 6.3. There are only countably many permutation classes with lower growth rate less
than κ.
Proof. We have already noted that each of these classes lies in GridpMq for some matrix
M which satisfies the conclusion of Theorem 5.4 with respect to SpOkq for some k. Note
that for every k there are only countably many matrices of this form. Now consider a
fixed matrix M of this form and let גM denote the set of permutation classes contained
in GridpMq. Proposition 6.1 shows that GridpMq is pwo, so גM is countable by Proposi-
tion 1.14. Thuswe have that the set of permutation classes with lower growth rate less than
κ is the countable union of a countable union of countable sets
Ť
kě1
Ť
M
גM where the in-
ner union is over all matricesM satisfying Theorem 5.4 with respect to SpOkq, proving the
theorem.
As we now have, by Proposition 6.1, that small classes are pwo, we can apply Proposi-
tions 1.13, 1.20, and 3.4 to study their possible growth rates.
Theorem 6.4. If the permutation class C satisfies grpCq ă κ then grpCq exists and is equal to 0, 1,
2, or the growth rate of a subclass that is either sum or skew sum complete.
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Proof. First set C0 “ C and choose an atomic subclass A0 Ď C0 for which grpA0q “ grpC0q;
such a class exists by Proposition 1.20 because C0 is pwo. As A0 is itself pwo, Proposi-
tion 3.4 shows that A0 is D0-griddable for a grid irreducible class D0 Ď A0. To complete
the base case, note that grpA0q ď grpC0q ă 1 `?2 and so A0 isM0-griddable for a matrix
M0 which satisfies the conditions of Theorem 5.4 with respect to D0.
For each i ě 1, let Ci denote a restriction of Ai´1 to a connected component of Mi´1
which satisfies grpCiq “ grpAi´1q, noting that such a class exists by Proposition 2.10. If
this connected component is of size two then, by our conditions onMi´1, Ci is contained
in a 1 ˆ 2 or 2 ˆ 1 monotone grid class. This case is handled by Proposition A.7, which
shows that subclasses of monotone grid classes of vectors have integral growth rates, and
therefore subclasses of 1ˆ 2 or 2ˆ 1monotone grid classes have growth rates of 0, 1, or 2.
Let us therefore suppose this connected component consists of a single cell of Mi´1
and thus Ci Ď Di´1. Now choose an atomic class Ai Ď Ci with grpAiq “ grpCiq and a
grid irreducible subclass Di Ď Ai so that Ai is Di-griddable. Finally, choose a matrixMi
satisfying the conditions of Theorem 5.4 with respect to Di for which Ai isMi-griddable.
In this process we create a descending chain of classes
C “ C0 Ě A0 Ě D0 Ě C1 Ě A1 Ě D1 Ě ¨ ¨ ¨ ,
all with identical upper growth rates. As C is pwo this chain must terminate by Proposi-
tion 1.13; let h denote the least integer such that Ch`1 “ Ch.
We have Ch “ Ah “ Dh “ Ch`1, so Ch is both grid irreducible and atomic, and thus, by
Proposition 3.5, either sum or skew complete. By construction we also have that grpChq “
grpCq. Proposition 1.6 shows that grpChq exists, and thus we must have grpCq “ grpCq “
grpChq, so grpCq exists and is equal to grpChq, completing the proof.
Theorem 6.4 reduces our search for growth rates below κ to sum complete classes (by
symmetry). As we now demonstrate, these sum complete classes can be enumerated via
Proposition 1.5, using the results of Subsection A.6.
Theorem 6.5. The sub-κ growth rates of permutation classes consist precisely of 0 and roots of the
following families of polynomials:
sequence of sum indecomposables growth rate “ the largest root of
(I) p1ˆ kq xk`1 ´ 2xk ` 1
(II) p1ˆ8q x´ 2
(III) p1, 1, 2 ˆ k, 1 ˆ ℓq px3 ´ 2x2 ´ 1qxk`ℓ ` xℓ ` 1
(IV) p1, 1, 2 ˆ k, 1 ˆ8q px3 ´ 2x2 ´ 1qxk ` 1
(V) p1, 1, 2, 3q and p1, 1, 2, 3, 1q x4 ´ x3 ´ x2 ´ 2x´ 3
and x5 ´ x4 ´ x3 ´ 2x2 ´ 3x´ 1
(VI) p1, 1, 3q and p1, 1, 3, 1q x3 ´ x2 ´ x´ 3
and x4 ´ x3 ´ x2 ´ 3x´ 1
SMALL PERMUTATION CLASSES 34
The smallest of these growth rates that is greater than 2, ν « 2.06599, occurs when
k “ ℓ “ 1 in family (III). Furthermore, the growth rates of type (III) accumulate at growth
rates of type (IV) which themselves accumulate at κ, so κ is the smallest accumulation
point of accumulation points of growth rates of permutation classes.
Proof. By Theorem 6.4 it suffices to consider small monotone grid classes (which have inte-
gral growth rates by PropositionA.7) and (by symmetry) sum complete classes, so suppose
that C is a sum complete class. Let sn denote the number of sum indecomposable permu-
tations of length n ě 1 contained in C, so the generating function for C is 1{p1´ř snxnq by
Proposition 1.5. We say that the sequence psnq is small if it leads to a growth rate less than
κ and large otherwise. We also write psnq ď ptnq if sn ď tn for all n ě 1; note that if psnq is
large and psnq ď ptnq then ptnq is also large.
We first show that the sequence
p1, 1, 2, . . . , 2loomoon
k
, 4q,
which we abbreviate as p1, 1, 2 ˆ k, 4q, is large for all k ě 0 (although, when k “ 0 this
sequence is impossible for a permutation class to achieve because there are only 3 sum
indecomposable permutations of length 3). The generating function for the corresponding
class is, by Proposition 1.5,
f “ 1
1´ x´ x2 ´ 2x3 ´ ¨ ¨ ¨ ´ 2xk`2 ´ 4xk`3 “
1´ x
1´ 2x´ x3 ´ 2xk`3 ` 4xk`4 .
By Pringsheim’s Theorem, the growth rate of this class is 1{r where r denotes the smallest
positive root of the denominator of f . Equivalently, setting z “ 1{x and multiplying by
zk`4, the growth rate of this class is equal to the largest positive root of
h “ zk`4
´
1´ 2p1{zq ´ p1{zq3 ´ 2p1{zqk`3 ` 4p1{zqk`4
¯
“ zk`4 ´ 2zk`3 ´ zk`1 ´ 2z ` 4
“ 4´ 2z ´ zk`1 `1` 2z2 ´ z3˘ .
Since hpκq “ 4´ 2κ ă 0 and the leading coefficient of g is positive, g has a real root greater
than κ, establishing that the sequence p1, 1, 2ˆk, 4q is large. Therefore if any sum complete
class has 4 or more sum indecomposable of the same length, then Proposition A.15 shows
that its growth rate is greater than κ.
A similar computation shows that the sequence p1, 1, 2, 3 ˆ kq is large for all k ě 2.
By Proposition A.16, if any sum complete class has 3 sum indecomposable permutations
of length n ě 5, then it has at least 3 sum indecomposable permutations of every length
between 4 and n, and by PropositionA.15, it then has 2 sum indecomposable permutations
of length 3. Therefore, this computation shows that no small sum complete class can have
3 or more sum indecomposable permutations of the same length n ě 5. It remains to
consider the classes with 3 sum indecomposable permutations of length 4. Again, similar
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computations show that the sequences p1, 1, 2ˆ k, 3, 1, 1q and p1, 1, 2ˆ k, 3, 2q are large for
all k ě 0. Finally, the sequence p1, 1, 3, 1, 1q leads to a growth rate of precisely κ, and the
sequence p1, 1, 3, 2q is large.
Of the classes with at most two sum indecomposable permutations of each length, the
sequence p1, 1, 2 ˆ 8q leads to a growth rate of precisely κ, so all other sequences of this
form are small.
These remarks show that if C is a small sum complete class with sn sum indecompos-
able permutations of length n then:
• sn ď 3 for all n,
• sn ď 2 for all n ě 5,
• sn ď 1 for all sufficiently large n,
• if s3 “ 3 then s4 ď 1 and s5 “ 0,
• if s4 “ 3 then s3 “ 2, s5 “ 1, and sn “ 0 for all n ě 6.
This leaves only the few possibilities for small sequences listed in the statement of the
theorem, and so all that remains is to exhibit permutation classes with such sequences of
sum indecomposable permutations. We list the sum indecomposable permutations of such
classes below.
sequence of sum indecomposables growth rate “ the largest root of
(I) p1ˆ kq tn ¨ ¨ ¨ 21 : 1 ď n ď ku
(II) p1ˆ8q tn ¨ ¨ ¨ 21 : n ě 1u
(III) p1, 1, 2 ˆ k, 1ˆ ℓq tn ¨ ¨ ¨ 21 : 1 ď n ď k ` ℓ` 2u
Yt1a 12 ¨ ¨ ¨ pn´ 1q : 3 ď n ď k ` 2u
(IV) p1, 1, 2 ˆ k, 1ˆ8q tn ¨ ¨ ¨ 21 : n ě 1u
Yt1a 12 ¨ ¨ ¨ pn´ 1q : 3 ď n ď k ` 2u
(V) p1, 1, 2, 3q and p1, 1, 2, 3, 1q t1, 21, 312, 321, 4123, 4132, 4321u
and t1, 21, 312, 321, 4123, 4132, 4321, 54321u
(VI) p1, 1, 3q and p1, 1, 3, 1q t1, 21, 231, 312, 321u
and t1, 21, 231, 312, 321, 4321u
Note that this is not an exhaustive list of possible sets of sum indecomposable permuta-
tions, but rather one example for each sequence.
7. CONCLUDING REMARKS
Ordered graphs. Growth rates of hereditary properties of other types of combinatorial
structure (analogues of permutation classes) have received considerable attention recently.
The case of ordered graphs, studied by Balogh, Bolloba´s, and Morris [10], bears a striking
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Figure 13: The sum indecomposable ordered graphs used to make a hereditary prop-
erty of ordered graphs with growth rate « 2.03166.
resemblance to the permutation case. Note that while the sub-2 growth rates of permuta-
tion classes and of hereditary properties of ordered graphs are identical, this is not the case
above 2; there is a hereditary property of ordered graphs whose growth rate is the largest
real root of 1` 2x`x2`x3`x4´x5, approximately 2.03166 (to see this, note that the defi-
nition of direct sum extends naturally to ordered graphs, and take the hereditary property
of ordered graphs whose sum indecomposable graphs are shown in Figure 13), while we
have proved that this is not a growth rate of any permutation class. Balogh, Bolloba´s, and
Morris [10] conjecture that this is the smallest growth rate above 2 for ordered graphs.
Conversely, every growth rate of a permutation class is the growth rate of a heredi-
tary property of ordered graphs; simply consider ordered versions of the graphs Gπ for
permutations π in the class.
Growth rates beyond κ. Balogh, Bolloba´s, and Morris [10] had conjectured that the set of
growth rates of ordered graphs (and thus also of permutation classes) has no accumulation
points from above and contains only integers and irrational algebraic numbers. Albert and
Linton [3] disproved these conjectures by showing that there is a perfect uncountable set
(i.e., a set equal to its accumulation points) of growth rates of permutation classes between
the unique positive root of 3` 4x` 2x2 ` 2x3 ` x4 ´ x5, « 2.47665, and 3.
Vatter [40] has since proved that the set of growth rates of permutation classes contains
every number greater than or equal to the unique real root of x5 ´ 2x4 ´ 2x2 ´ 2x ´ 1,
« 2.48187. In some sense this leaves us close to the ultimate aim of this line of research:
Problem 7.1. Characterize all growth rates of permutation classes.
However, there are many technical difficulties with extending our techniques to deal
with larger permutation classes. The first of these is partial well order, which need not
hold for permutation classes of growth rate κ or more, but is essential to the proof of Theo-
rem 6.4. Even if these difficulties were overcome, and the problem simplified to character-
izing growth rates of sum complete permutation classes, we would still need a significant
extension of Propositions A.16.
The existence of growth rates. Of particular irritation is the fact that arbitrary permutation
classes are not known to have growth rates. We have shown (Theorem 6.4) that every small
permutation class C has a growth rate, and that this growth rate is either 0, 1, 2, or the
growth rate of the largest sum or skew sum complete subclass in C. However, this behavior
surely cannot extendmuch further, especially for non-pwo permutation classes. Therefore
the general problem of proving that permutation classes have growth rates remains wide
open.
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Enumeration below κ. Thus far we have ignored the exact enumeration problem, not out
of neglect but rather complete ignorance. Permutation classes of growth rate 1 are known
to have eventually polynomial enumeration (first established by Kaiser and Klazar [27],
this result follows rather quickly from the results presented here, particularly Theorem 5.2
applied to the monotone griddings that such classes must have; see [26] for the missing
details).
Moving beyond the very small classes, Albert, Linton, and Rusˇkuc [4] have introduced
a correspondence between permutation classes and formal languages, known as the inser-
tion encoding, in which every finitely based class which does not contain arbitrarily long
vertical alternations (see Footnote 2 for the definition of vertical alternations) corresponds
to a regular language (which can be computed by the Maple package INSENC described
in Vatter [39]). As no class with a growth rate below 2 can contain arbitrarily long alterna-
tions (let alone vertical alternations), these all have rational generating functions. It is thus
natural to ask for the smallest class with an nonrational generating function.
Conjecture 7.2. Every permutation class with growth rate less than κ has a rational generating
function.
Note that there are classes with growth rate at most κwhich have not only nonrational,
but nonholonomic, generating functions12. However, our belief in Conjecture 7.2 is based
on more than coincidence. Suppose that C is a permutation class with grpCq ă κ, so C is
M-griddable for a matrixM satisfying the conditions of Theorem 5.4. Then the insertion
encoding shows that every restriction of C to a connected component ofM has a rational
generating function (possibly by considering a symmetry)13. The only stumbling block is
that permutations often have multipleM-griddings, but they cannot have too many, and
this is exactly the sort of problem one expects to be able to handle with regular languages.
A. CALCULATIONS
In the calculations that follow we make frequent use of regular languages, and the reader
is referred to Hopcroft, Motwani, and Ullman [24] for all concepts and notation not de-
fined here. Given a finite alphabet A, we denote by A˚ the free monoid over A. This is
the regular language consisting of all (possibly empty) words (or, sequences) over A, i.e.,
A˚ “ ta1 ¨ ¨ ¨ an : ai P A for all iu. We further define A` as the language of all nonempty
12Proposition 7.3 (Atkinson and Stitt [9]; Murphy [32, Chapter 9]). If the permutation class C contains an infinite
antichain then it also contains a subclass with a nonholonomic generating function.
Proof. Choose an infinite antichain A Ď C that has at most one element of each length. If A1 ‰ A2 are
two subsets of A then the two subclasses C X AvpA1q and C X AvpA2q have different enumerations. Because
A is infinite, this gives 2ℵ0 different generating functions. Now notice that if f is a holonomic generating
function for a permutation class then the recurrence satisfied by f may be chosen to have integral coefficients
and integral initial conditions, and so there are only countably many holonomic generating functions for
permutation classes.
13Also, as we remarked at the end of Section 4, every cell of this gridding has a rational generating function,
since the cells are labeled by classes with finitely many simple permutations and bounded substitution depth.
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words over A. Given two regular languagesK and Lwe denote their union byK YL and
their concatenation as KL (the set of all words kℓ where k P K and ℓ P L).
A.1. INCREASING OSCILLATIONS AND THEIR SUBSTITUTION COMPLETION
The results of Section 4 require us to show that small permutation classes have SpOq-
griddings, where O denotes the class of all permutations contained in an oscillation. In
order to establish this we first review a basic fact about substitution completions.
Proposition A.1 (Albert and Atkinson [1]). The basis of the substitution completion of the per-
mutation class C, SpCq, consists of all minimal simple permutations not contained in C.
Proof. Suppose first that β is a nonsimple basis element of SpCq and express β as the infla-
tion σrα1, . . . , αms where σ is simple. If σ or one of the αi is not contained in SpCq then it
contains a basis element of SpCq, so β is not a basis element of SpCq, a contradiction. Thus
β lies in SpCq, again a contradiction. Therefore we conclude that the basis elements of SpCq
are all simple, and thus they are the minimal simple permutations not contained in SpCq
by the definition of basis, and the proposition follows by observing that SpCq and C contain
the same set of simple permutations.
This proposition allows us to compute basis of the substitution completion of O:
Proposition A.2. The basis of SpOq consists of 25314, 41352, 246153, 251364, 314625, 351624,
415263, and every symmetry of one of these permutations.
Proof. Let B denote the basis specified in the statement of the theorem. It can be checked
that each of the 7 permutations listed are basis elements of SpOq, as they are simple and do
not lie in O. Since O is closed under all eight permutation class symmetries, SpOq— and
thus the basis of SpOq — must be as well. Therefore it suffices to prove that every basis
element of SpOq is a symmetry of one of the 7 basis elements listed, that is, an element ofB.
By Proposition A.1, this amounts to proving that every simple permutation not contained
in O contains an element of B. Let π denote a simple permutation not contained in O. We
prove the fact by induction on the length, n, of π; as it is easy to check for n ď 6, we will
assume that n ě 7.
If π is a simple parallel alternation then π contains at least one of 246135, 362514, 415263,
or 531642, which are all symmetries of 415263, so π contains an element of B, as desired.
Thus we may assume that π is not a parallel alternation, and thus by Theorem 1.3, π
contains a simple permutation of length n´1. Label the indices of this simple permutation
1 ď i1 ă ¨ ¨ ¨ ă in´1 ď n and let i “ rnszti1, . . . , in´1u denote the index of the missing entry.
By the minimality of π, these entries must be order isomorphic to an oscillation, and by
symmetry we may assume that they are order isomorphic to 4, 1, 6, 3, . . . , 2k ` 2, 2k ´ 1 if
n´ 1 is even or to 4, 1, 6, 3, . . . , 2k, 2k ´ 3, 2k ´ 1 if n´ 1 is odd.
It is clear that if i ă i1 or i ą i3 then the permutation obtained from π by removing
the entry in position i2 must still be simple and not order isomorphic to an oscillation;
thus it must contain an element of B by induction, so π does as well. This also occurs
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if πpiq ą πpi5q, so we may assume that i1 ă i ă i3 and πpiq ă πpi5q. In this case, the
permutation obtained from π by removing the entry in position in´2 if n is even and in´1 if
n is odd is simple and not order isomorphic to an oscillation, and thus we are done again
by induction, completing the proof.
As a consequence of this basis result, we see that all small classes have SpOq-griddings.
Proposition A.3. Every class with lower growth rate at most the unique positive root of 1` 3x`
3x2 ` 2x3 ` x4 ` x5 ´ x6, « 2.24409, has an SpOq-gridding.
Proof. Theorem 3.1 shows that the permutation class C fails to have an SpOq-gridding if
and only if it contains either
À
β or
Á
β for some basis element β of SpOq. Therefore
we need only compute (via Proposition 1.5) the growth rates of
À
β and
Á
β for each
basis element β specified in the preceding proposition. The smallest such classes are the
sum completion of 251364 and the skew sum completion of its reverse. The generating
function for the nonempty sum indecomposable permutations contained in 251364 is x `
x2 ` 2x3 ` 3x4 ` 3x5 ` x6, and thus the generating function for the sum completion is
1{p1´x´x2´2x3´3x4´3x5´x6q, which has the growth rate stated in the proposition.
A.2. SUMS OF WEDGE ALTERNATIONS
In order to use Theorem 4.3, we need to enumerate the sum completion of wedge alterna-
tions.
Proposition A.4. If the permutation class C contains arbitrarily long sums or skew sums of arbi-
trarily long wedge alternations then grpCq ě 1` ϕ « 2.61803 (here ϕ denotes the golden ratio).
Proof. By symmetry, let us suppose that C contains arbitrarily long sums of arbitrarily long
wedge alternations. There are four ways to orient a wedge alternation, ă, ą, _, and ^,
and so we need to count the nonempty sum indecomposable permutations in the closures
of each orientation. A permutation in the closure of a wedge alternation is sum indecom-
posable if and only if it is skew decomposable, so let f‘ denote the generating function for
nonempty sum decomposable permutations in the closure of a wedge alternation, fa the
generating function for nonempty skewdecomposable permutations, and f the generating
function for all nonempty permutations. Hence we have f “ x` f‘ ` fa and fa “ f‘.
For wedge alternations oriented as ă, we have that π a 1 and π ‘ 1 lie in its closure
whenever π lies in its closure, and similar rules apply for all other orientations. It follows
that no matter how the wedge alternations are oriented, we have f‘ “ fa “ xf “ px `
x2q{p1´2xq. Therefore the generating function for the sum completion of some orientation
of wedge alternations is p1´ 2xq{p1 ´ 3x` x2q, from which the proposition follows.
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A.3. MONOTONE GRID CLASSES OF VECTORS, AND THEIR SUBCLASSES
Monotone grid classes of row vectorswere first studied byAtkinson,Murphy, and Rusˇkuc [7]
and Albert, Atkinson, and Rusˇkuc [2], who introduced a encoding for such classes (under
the name “W -classes”). LetM be a tˆ1monotone grid class, meaning that every cell ofM
is labeled by Avp12q, Avp21q, orH. Their encoding associates to each gridded permutation
π P GridpMq of length n the word wπ “ wπp1q ¨ ¨ ¨wπpnq where wπpiq “ k if the entry i lies
in cell pk, 1q. The following two propositions are almost certainly folklore, but this author
knows them from Albert [personal communication].
Proposition A.5. Let A be a finite alphabet. Every subword-closed language L Ď A˚ can be
expressed as a finite union of regular expressions of the form wp1qA˚
1
¨ ¨ ¨wpkqA˚kwpk`1q where each
wpiq is a word and each Ai is a subset of A.
Proof. First we observe that subword-closed languages are regular. By Higman’s Theorem,
there is a finite set of words B such that w P L if and only if w ­ě b for any b P B (this is the
word analogue of what we call the basis in the permutation context). For any b “ b1 ¨ ¨ ¨ bk P
B, the set of words containing b can be expressed as a regular expression A˚b1 ¨ ¨ ¨A˚bkA˚,
so its complement (the set of words not containing b) is also regular, from which it follows
that the set of words not containing any b P B is regular.
Our proof can therefore use induction on the regular expression defining L. The base
cases whereL is empty or a single letter are both trivial. Thuswe need only considerwhere
L is a union, concatenation, or star of two (or one, in the star case) regular expressions. The
union and concatenation cases are clear, so suppose that L “ E˚ for a regular expression
E. Since L is closed under subwords, it follows that L “ A˚E where AE Ď A is the set of
letters occurring in E, proving the proposition.
From this, we immediately have the following growth rate result.
Proposition A.6. Let A be a finite alphabet. Every subword-closed language L Ď A˚ has an
integral growth rate.
Proof. As in Proposition 1.20, it follows that the (upper, lower, or proper) growth rate of
a L is the maximum (upper, lower, or proper) growth of one of the regular expressions
guaranteed by Proposition A.5; suppose that the growth rate of L is equal to the growth
rate of wp1qA˚
1
¨ ¨ ¨wpkqA˚kwpk`1q. Clearly the lower growth rate of L is at least max |Ai|, and
an analogous computation to Proposition 2.1 then shows that the upper growth rate of L
is at mostmax |Ai|, completing the proof.
Returning to monotone grid classes of vectors, we have, via Proposition 2.1, the follow-
ing result.
Proposition A.7. If the permutation class C is contained in a monotone grid class of a vector, then
grpCq exists and is integral.
Before concluding this section, we note that — in sharp contrast to grid classes in gen-
eral— it is easy to compute bases of grid classes of vectors by iterating the following result.
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Proposition A.8 (Atkinson [6]). Let C and D be permutation classes. The basis elements of the
class Grid
`
C D
˘
can all be expressed as concatenations ρστ where either:
(a) |σ| “ 1, ρσ has the same relative order as a basis element of C, and στ has the same relative
order as a basis element of D, or
(b) σ is empty, ρ has the same relative order as a basis element of C, and τ has the same relative
order as a basis element of D.
In particular, if two classes have finite bases then their juxtaposition also has a finite basis.
A.4. TRIPLE ALTERNATIONS
We consider first the linear triple alternations, and (without loss of generality) those which
can be divided by vertical lines into three parts, left, middle, and right. Consider such
a permutation π1, in which each of the parts have 3m
8 entries. By the Erdo˝s-Szekeres
Theorem, the entries of the left part contain a monotone subsequence of length at leastm4.
Consider then the linear triple alternation π2 ď π1 which contains each of thesem4 entries
together with another m4 entries from each of the other parts. By applying the Erdo˝s-
Szekeres Theorem again to the entries in themiddle part, we find amonotone subsequence
with m2 entries. Now consider the linear triple alternation π3 ď π2 which contains these
m2 entries, together with m2 entries from each of the other two parts. By applying the
Erdo˝s-Szekeres Theorem a third time, to the entries in the right part, find a linear triple
alternation with 3m entries in which each of the parts is monotone, giving the following
result.
Proposition A.9. If a permutation class contains arbitrarily long linear triple alternations, then it
contains a 1ˆ 3 or 3ˆ 1 monotone grid class.
We are only interested in the lower growth rates of these classes. Proposition A.9 and
our work in the previous subsection give the following.
Proposition A.10. If the permutation class C contains arbitrarily long linear triple alternations
then grpCq ě 3.
Now consider the hook triple alternations. The following proposition follows from the
same multiple applications of Erdo˝s-Szekeres as Proposition A.9.
Proposition A.11. If a permutation class contains arbitrarily long hook triple alternations, then it
contains a symmetry of one of the following classes:
Grid
ˆ
Avp21q
Avp21q Avp21q
˙
, Grid
ˆ
Avp21q
Avp21q Avp12q
˙
, Grid
ˆ
Avp12q
Avp21q Avp12q
˙
,
Grid
ˆ
Avp21q
Avp12q Avp21q
˙
, Grid
ˆ
Avp21q
Avp12q Avp12q
˙
, or Grid
ˆ
Avp12q
Avp12q Avp12q
˙
.
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Again it suffices to enumerate gridded permutations in these classes, and again, the
answer is the same for all of the classes, so we study
Grid
ˆ
Avp21q
Avp21q Avp21q
˙
,
using a special case of an encoding from Vatter and Waton [42].
We divide the entries of such a gridded hook triple alternation, say π, into those which
are in the top (designated by t), left (ℓ), and hook (h) parts, aiming to find a corresponding
word over the alphabet A “ th, ℓ, tu. We first read the h and t entries from left-to-right,
recording hs and ts, to form a word whtπ . We then read the h and ℓ entries from bottom-
to-top, recording a word whℓπ . Because the hook entries are monotone increasing, they
correspond to the same entries in each of these two words. We use this to amalgamate
the words, identifying them along their h entries and placing ℓs before ts. For example,
if whtπ “ ti0hti1 ¨ ¨ ¨ htik and whℓπ “ ℓj0hℓj1 ¨ ¨ ¨ hℓjk (here the exponents are allowed to be 0)
then our amalgamated word would be wπ “ ℓj0ti0hℓj1ti1 ¨ ¨ ¨ hℓiktik .
This establishes a bijection between gridded permutations (which have the same growth
rate as the grid class by Proposition 2.1) in this grid class and the language A˚zA˚tℓA˚,
from which it follows that the generating function for such gridded permutations is 1{p1´
3x` x2q. We thus have the following proposition14.
Proposition A.12. If the permutation class C contains arbitrarily long hook triple alternations
then grpCq ě 1` ϕ « 2.61803 (here ϕ denotes the golden ratio).
There is a pleasing generalization of Proposition A.12. We say that a monotone staircase
grid class is a grid class of the form
Grid
¨
˚˚˚
˚˝
Avp21q Avp21q
Avp21q Avp21q
. .
.
. .
.
Avp21q Avp21q
Avp21q Avp21q
Avp21q Avp21q
˛
‹‹‹‹‚.
14By choosing a canonical gridding for each permutation in this grid class it is possible to give the exact
enumeration (which was computed by Waton [43] using another method). We can do this by placing the line
separating ℓs from hs as far to the right as possible, and then placing the line separating ts from hs as high as
possible. It follows that in any canonical gridding of a permutation, if there is an h, then the hs and ℓs must
contain a descent, meaning that there must be some h before some ℓ and thereforewe forbid words of the form
tℓ, tu˚hth, tu˚. Similarly, if there is a t, then the ts and hs must form a descent, so we forbid words of the form
th, ℓu˚ttl, tu˚. Finally, words of the form ℓ˚tA˚ correspond to the same permutations as words of the form
ℓ˚Aℓ, so they are not canonical. This shows that the permutations in this grid class are in bijection with the
language
A
˚z
`
A
˚
tℓA
˚ Y tℓ, tu˚hth, tu˚ Y th, ℓu˚ttl, tu˚ Y ℓ˚tA˚
˘
.
This language (and thus the grid class of interest) has the generating function
1´ 7x` 19x2 ´ 25x3 ` 17x4 ´ 4x5
p1´ xq3p1´ 2xqp1´ 3x` x2q
.
Furthermore, it can be computed using Proposition A.8 that the basis of this grid class is
t321, 214365, 214635, 314265, 314625u.
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Consider a monotone staircase grid class with k nonempty cells. By Proposition 2.1, it
suffices to count gridded permutations, and it follows quickly from this that the growth
rate of this monotone staircase grid class is given by maximizing
lim
nÑ8
n
dˆ
a1n` a2n
a1n
˙ˆ
a2n` a3n
a2n
˙ˆ
a3n` a4n
a3n
˙
¨ ¨ ¨
ˆ
ak´1n` ak
ak´1
˙
for a1 ` ¨ ¨ ¨ ` ak “ 1. (Essentially, this expression counts the number of permutations of
length nwith tainu entries in cell i, where the cells are labeled from one corner to the other.)
By applying Stirling’s formula, taking the nth root, and using Lagrange multipliers, this
expression is maximized when
a1 ` a2
a1
“ pa1 ` a2qpa2 ` a3q
a2
2
“ pa2 ` a3qpa3 ` a4q
a2
3
“ ¨ ¨ ¨ “ ak´1 ` ak
ak
.
Setting ri “ ai`1{ai and r1 “ r, we find that
ri “ r ´ 1´ 1
ri´2
,
for i ě 3, leading to the following result.
Theorem A.13 (Albert and Vatter, unpublished). The growth rate of a monotone staircase grid
class with k cells is 1` r where r is the largest positive root of
x´ 1
px´ 1q ´ 1
px´ 1q ´ 1
´ ¨ ¨ ¨ ´ 1px´ 1q
if k is even and
x´ 1
px´ 1q ´ 1
px´ 1q ´ 1
´ ¨ ¨ ¨ ´ 1
px´ 1q ´ 1
x
if k is odd, where px´ 1q occurs tk{2u times.
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A B A B
Figure 14: Two gridded permutations resulting from arbitrarily long p3, 1q-
alternations.
A.5. p3, 1q-ALTERNATIONS
In this subsection our aim is to give a lower bound on the growth rate of a class which
contains arbitrarily long p3, 1q-alternations. Recall that such an alternation may be divided
by a single horizontal or vertical line into two parts, A and B, so that A consists of non-
monotone intervals of length three, each separated from every other by at least one point
in part B, and every pair of points in part B is separated by at least one of the intervals
of part A. Consider a p3, 1q-alternation, π, of length at least 4m4. By symmetry we may
suppose that it can be separated by a vertical line into two such parts A and B. By the
Erdo˝s-Szekeres Theorem, there is a monotone subsequence of at least m2 intervals in part
A; let us suppose by symmetry that this subsequence is increasing. These nonmonotone
intervals are then separated from each other by at least one point in part B. Applying the
Erdo˝s-Szekeres Theorem to those points we can find a monotone subsequence of length at
leastm. As each nonmonotone interval in partA contains 21, we have therefore concluded
that every p3, 1q-alternation of length at least 4m4 contains a (symmetry of a) subpermuta-
tion of length at least 3m which can be divided by a single vertical line into parts A and B
in which:
• partA consists of an increasing set of intervals order isomorphic to 21, each separated
from every other by at least one point in part B and
• part B consists of a monotone set of points, each separated from every other by at
least one interval in A,
as shown in Figure 14.
We therefore need to count permutations contained in the closures of such structures.
Note that these classes are not grid classes, because the copies of 21 on the left are not al-
lowed to interleave with the entries on the right. Still, it makes sense to refer to the line
dividing the‘21 side of such permutations from the other side as a “gridding”, and Propo-
sition 2.1 easily extends to this context, so we need only count the gridded permutations.
As there are the same number of gridded permutations no matter whether the entries in
part B are increasing or decreasing, we assume that they are increasing.
We encode these gridded permutations reading bottom to top, using the alphabet
tℓ1, ℓ21, ru, where ℓ1 denotes a single entry on the left, ℓ21 denotes an interval order iso-
morphic to 21 on the left, and r denotes a single entry on the right. In this manner, the
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gridded permutations in this class correspond precisely to the language tℓ1, ℓ21, ru˚. To
enumerate these gridded permutations we assign a weight of x to the letters ℓ1 and r and
a weight of x2 to the letter ℓ21. The weight-generating function for this language is then
1{p1´ 2x´ x2q, which gives the following proposition15.
Proposition A.14. If the permutation class C contains arbitrarily long p3, 1q-alternations then
grpCq ě 1`?2.
A.6. SUM INDECOMPOSABLE PERMUTATIONS
In this final subsectionwe present lower bounds on the “diversity” of sum indecomposable
permutations. These are used in the characterization of sub-κ growth rates to verify that
certain sequences of sum indecomposable permutations are unachievable.
Proposition A.15. For a sum indecomposable permutation π of length n either
(1) π “ n ¨ ¨ ¨ 21, 12 ¨ ¨ ¨ pn´ 1q a 1, or 1a 12 ¨ ¨ ¨ pn´ 1q, or
(2) π contains at least 2 distinct sum indecomposable permutations of length n´ 1.
In particular, if the permutation class C contains 2 sum indecomposable permutations of length
n ě 4 then it also contains 2 sum indecomposable permutations of length n´ 1.
Proof. Take π to be a sum indecomposable permutation of length n and denote the indices
of the lexicographically minimal path connecting 1 to n in Gπ by 1 “ i1 ă i2 ă ¨ ¨ ¨ ă im “
n. If this path contains only the vertices 1 and n then πp1q ą πpnq and it is easy to see that
(2) is satisfied if any of the following hold:
• π contains entries both above πp1q and below πpnq,
• the entries above πp1q are nonmonotone,
• the entries below πpnq are nonmonotone, or
• the entries lying vertically between πp1q and πpnq are nonmonotone.
15With a bit more work, it is possible to show that this class of permutations is
Grid
` À
21 Avp21q
˘
X Avp3142, 4213q.
Proposition A.8 can be used to show that the basis of Grid
` À
21 Avp21q
˘
is
t3421, 4132, 4231, 4321, 23154, 24153, 31254, 32154, 34152, 41253, 42153, 43152u.
The Maple package INSENC described in Vatter [39] then readily computes that the generating functions for
the full grid class and the subclass we are interested in are, respectively,
1´ 5x` 8x2 ´ 2x3 ´ 2x4 ` x5
p1´ xq2p1´ x´ x2qp1´ 3x` x2q
and
1´ 3x` x2 ` 4x3 ` x4
p1´ xqp1´ x´ x2qp1´ 2x´ x2q
.
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If none of these conditions hold, it follows either that π satisfies (1) or that π “ 1a12 ¨ ¨ ¨ pn´
2q a 1, which satisfies (2).
Thus wemay suppose thatm ě 3. Nowwe divide π into the sections πppik, ik`1qˆrnsq.
If all of these sections are empty thenGπ is a path, so π is an increasing oscillation by Propo-
sition 1.7, and it can be checked that (2) holds. Similarly, (2) is clearly satisfied if two of
these sections are nonempty. Thus we may assume that precisely one of these sections, say
πppij , ij`1q ˆ rnsq, is nonempty. In this (final) case, (2) can be seen to hold by the follow-
ing argument: removing an entry from πppij , ij`1q ˆ rnsq gives one sum indecomposable
permutation, and removing either the leftmost, rightmost, top, or bottom entry gives the
other.
Extending the argument of Proposition A.15 to handle classes with 3 sum indecompos-
able permutations is quite technical, so we take a more computational tack in the proof of
the next result.
Proposition A.16. If the permutation class C contains 3 sum indecomposable permutations of
length n ě 5 then it also contains 3 sum indecomposable permutations of length n´ 1.
Proof. Let D denote the class of all permutations which each contain at most two sum
indecomposable subpermutations of each length. It is straight-forward to verify that for
n ě 6, D contains at least the following 23 types of sum indecomposable permutations,
which can be partitioned into 6 families:
(S1) n ¨ ¨ ¨ 21, 12 ¨ ¨ ¨ pn ´ 1q a 1, and 1 a 12 ¨ ¨ ¨ pn ´ 1q, all of which contain a single sum
indecomposable subpermutation of each length,
(S2) all six inflations of 21 bymonotone permutations of lengths 2 and n´2 except n ¨ ¨ ¨ 21,
(S3) the four inflations 231r1, α, 1s, 231rα, 1, 1s, 312r1, α, 1s, and 312r1, 1, αs, where α “
pn´ 2q ¨ ¨ ¨ 21,
(S4) the four inflations 231r21, α, 1s, 231rα, 21, 1s, 312r1, α, 21s, and 312r1, 21, αs, where
α “ pn´ 3q ¨ ¨ ¨ 21,
(S5) the four inflations 2413rα, 1, 1, 1s, 2413r1, 1, 1, αs, 3142r1, α, 1, 1s, and 3142r1, 1, α, 1s,
where α “ 12 ¨ ¨ ¨ pn´ 3q, and
(S6) the two increasing oscillations of length n.
We claim that all sum indecomposable permutations of length n ě 6 in D are of one of
these types.
As inverse and reverse-complement (the composition of reverse and complement, which
commute with each other) preserve sum indecomposability, D is invariant under these
symmetries. It is readily computed that D does not contain any of the 24 permutations
4231, 24351, 24513, 24531, 25143, 25314, 25413, 35142, 35412, 35421, 45312, 235164, 236145,
236541, 251364, 324651, 456123, 456321, 621543, 2317465, 2317546, 3142765, 3412765, 3421756,
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and thereforeD Ď AvpBqwhereB denotes the 71 permutations that can be generated from
the aforementioned list of permutations by inverse and reverse-complement. The Maple
package INSENC described in Vatter [39] can compute that the generating function for the
sum indecomposable elements of AvpBq is
1` x` x2 ` 3x3 ` 12x4 ` 25x5 ` 23 x
6
1 ´ x,
thereby verifying that the sum indecomposable elements of D are of the form claimed.
Now suppose that the permutation class C contains 3 sum indecomposable permuta-
tions of length n ě 6 (the n “ 5 case can be checked by hand or computer). If C contains a
sum indecomposable permutation which does not lie in D then this sum indecomposable
permutation (and thus C) contains at least 3 sum indecomposable permutations of length
n´ 1, so we may assume that the sum indecomposable permutations of C are contained in
D. Now note that each sum indecomposable permutation in D contains a sum indecom-
posable permutation of length n ´ 1 of its same type. Therefore, no matter which 3 sum
indecomposable permutations of D are contained in C, C must also contain at least 3 sum
indecomposable permutations of length n´ 1.
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