ABSTRACT
Computational simulations were performed to study the splashdown of an unmanned air vehicle (UAV) falling nose-first into seawater from various heights. Solutions were generated with a time-accurate finite-volume method based on the unsteady "compressible" ensemble averaged Navier-Stokes equations for the air and the unsteady "incompressible" ensemble averaged Navier-Stokes equations for the seawater. The volume of fluid model was used to track the air-water interface and a deforming mesh algorithm was used to move the UAV through the computational domain. Computed pressure histories at four key locations on the UAV forebody were compared with experimentally measured values to validate this study. The computational simulations were shown to have accurately predicted the magnitude and character of the pressure histories, but with some discrepancies in the behavior of the pressure within the UAV inlet aperture. Results are presented for various drop heights, which simulated a range of impact velocities. Modifications were also made to the UAV geometry to examine the effect of deflecting the upper inlet lip downward.
Deflection angles of 30 deg and 20 deg were analyzed for a drop height condition of 35 ft with results showing a significant decrease in impact force and pressure within the inlet.
CHAPTER 1. INTRODUCTION
One unmanned air vehicle (UAV) concept currently in development is that of a seabased UAV capable of taking off from and splashing down nose-first into the ocean. Not only must such a design be capable of normal flight operations, but it must also be designed to be compatible with the maritime environment, including submerged operations. One specific problem that must be understood thoroughly in the design process is the splashdown event, and the resultant structural requirements. Even with the use of a parachute to slow its descent, the vehicle will still have to survive repeated impacts into water at significant speeds.
While many analytical techniques have been derived by scientists such as Von
Karman and Wagner to study an object impacting water, their methods do not take into account the interaction between the air surrounding the object and the water it is splashing into. Specifically, the effect of air compressibility on the free-surface interaction and the pressure field becomes particularly important when air is trapped between the object and the water during impact. Also, these methods are insufficient to model the interaction of the water around complex geometries such as a UAV forebody. For this, a computational simulation is needed that can resolve all the relevant physics. There have been many multiphase flow studies done in the past. However, few if any have examined the splashdown of an object as complex as a UAV, or attempted to model an impact where air is trapped between the object and the water. Therefore the successful verification and validation of such a splashdown simulation would represent a significantly new development in the area of numerical hydrodynamic analysis.
The objective of the study described herein was to perform several computational simulations of the UAV geometry falling through air from various heights and impacting seawater in a nose-first attitude. Of interest are the behavior of the pressure field across the body surface, the time history of the deceleration, and the corresponding splashdown behavior for a variety of conditions. To simulate various impact speeds, several different drop heights were tested with the UAV falling from rest and accelerating due to gravity. A grid independence study was performed for verification and results from selected cases were then compared to experimental data for validation. Simulations of alternate UAV geometries were also tested to gauge the effect of the striking shape on the impact force and pressure.
The Fluent 6.2 commercial CFD code was used to complete all calculations.
CHAPTER 2. PROBLEM FORMULATION
Setup
A schematic of the UAV geometry is shown in Figure 1 . This geometry represents the forebody of the UAV and consists of the inlet aperture, fuselage, and wing section of the aircraft. The inlet aperture is comprised of one upper lip and two lower lips with a flattened door covering the engine intake during splashdown and submerged phases of launch and recovery. The problem setup for this analysis is shown in Figure 2 with the UAV forebody geometry initially situated above the water's surface from a height, /?, which is measured from the surface of the water to the end of the nose. The mass properties of the test geometry are given in Table 1 and Table 2 lists the air and water conditions used for this study. A value of 32.18 ft/s 2 was used for the gravitational acceleration, g. 
Assumptions
The initial flow conditions were assumed to be stagnant with no wind or wave disturbances in the water. Where test data was available, the exact initial orientation of the UAV was set to the experimental value. Where data was not available, a completely vertical splashdown was assumed with no initial velocity or rotation of the UAV geometry. The
Weber number, We, of this problem was calculated to be 1.301 x 10 7 using Eq. (1) 
Governing Equations
The unsteady "compressible" ensemble averaged Navier-Stokes equations were used to model the behavior of the air throughout the domain while the unsteady "incompressible" ensemble averaged Navier-Stokes equations were used in cells containing water. The volume of fluid model was used to track the air-water interface. To model turbulence in the system, the one-equation Spalart-Allmaras model was used in the air and water with wall functions.
Boundary and Initial Conditions
The side and bottom domain boundaries were chosen to be adiabatic walls in order to contain the water in the presence of gravity. A pressure boundary was used on the upper domain boundary to prevent a closed system and to allow inflow or outflow. The UAV surface was modeled as a rigid adiabatic wall.
The solution was initialized with zero velocity, standard atmospheric pressure in air, and hydrostatic pressure in the water. As mentioned in the problem setup, hydrostatic pressure in air was neglected due to its small magnitude and to help reduce round-off error in the momentum equation. Temperature was initialized to 531.3° R throughout the domain. A small value for the initial modified turbulent viscosity of v t = 1 x 10" 5 ft 2 /s was added to the system to simulate initially stagnant air with the Spalart-Allmaras model.
CHAPTER 3. GRID TOPOLOGY
A cylindrical computational domain was used for this problem with the volume split evenly between air and water, as shown in Figure 3 . The radius of the cylinder was 58 ft and its vertical length was 176 ft. The UAV was initially situated at a height h above the free surface, with impact occurring directly at the center of the grid. The size of the domain was chosen in order to accommodate the maximum drop height and to ensure that the UAV would remain a significant distance away from the surrounding walls to minimize boundary influences. The discretized domain was split into two sections: a deforming far-field grid comprised of tetrahedral cells and a non-deforming grid comprised of hexahedral/tetrahedral cells which surrounded the UAV geometry. This choice of topology was made due to the nature of the cell remeshing algorithm, which is explained in part A. of the Numerical Methods section. To simulate motion, the UAV and the non-deforming grid surrounding it are moved through the deforming far-field grid together. As will be explained, the advantage of this approach is that is ensures proper grid resolution near the UAV, minimizes errors in the solution, and increases the efficiency of the simulation. The non-deforming grid surrounding the UAV was chosen to be spherical in order to minimize grid deformations due to rotation of the aircraft during splashdown.
r
Within the non-deforming grid, hexahedral cells were used near the UAV surface which mapped to a 25 ft radius sphere. This size was chosen so that most of the splash activity would be resolved within the structured hexahedral grid cells. Hexahedral cells were used because they can have a high aspect ratio near the body and thus they can efficiently cluster towards the UAV walls for increased resolution. Hexahedral cells also predict much smoother free-surfaces using the volume of fluid model because of their orthogonal nature.
Surrounding the hexahedral section of the non-deforming grid was an 8 ft thick layer of unstructured cells which clustered smoothly from the structured cell size to the outer domain cell size. This was done so that the far-field cells would be of uniform size and would not need to cluster near to the moving grid zone around the UAV. The tetrahedral cells in the deforming far-field were chosen to be approximately 3 ft in length. This relatively large size was used in order to reduce computations and because little resolution was needed at that distance from the body. 
CHAPTER 4. NUMERICAL METHODS OF SOLUTIONS
In order to accurately model all aspects of the UAV splashdown, a number of numerical methods were needed which would not only be compatible with one another, but also be robust enough to deliver stable solutions. The two most significant methods for this problem were those that controlled the motion of the UAV during the splashdown and solved the behavior of the air/water free-surface. Dynamic cell remeshing was used for the former, and the volume of fluid model was used for the latter. To solve the governing flow equations, a non-iterative time advancement scheme was used in conjunction with a number of high order discretization schemes. Finally, to control the stability and accuracy of the solution, a variable time-stepping algorithm was used to determine the time-step size. These numerical methods are discussed in detail in sections 1-5 of this chapter.
Dynamic Cell Remeshing
During splashdown, the impacting UAV experiences large forces and moments as it plunges into the water's surface and decelerates. For an accurate simulation, the UAV s motion must be dictated by the distributions of these forces acting on the body, including the modeling of all translation and rotation that may occur. The UAV must therefore move within the computation domain as the flow is being solved around it. To accomplish this, a cell remeshing algorithm was used to deform the computational grid cells around the UAV as it moves from one time-step to another.
The algorithm works by moving the UAV boundary and its cell nodes within the grid while keeping node positions in the surrounding domain fixed. Naturally, the grid near the To remedy this, a non-deforming fixed grid was created around the UAV that moved with it and properly resolved all near-body flow physics. This allowed cell remeshing to occur far from the body where the flow was uniform and solution projection error was minimized. This also allowed for the remeshed cells to be larger, which decreased computational time, increased the maximum time-step limit, and improved the overall algorithm stability. Figure 5 shows a time-history of the UAV with the non-deforming grid surrounding it as it falls through the outer deforming domain.
To move the UAV based on its forces and moments, the pressure and shear forces were integrated across the body and a six-degree-of-freedom solver was used to solve for updated boundary node positions for the next time-step. Because the UAV's motion at the next time-step is dictated by the solution of the current time-step, this limited the timeaccuracy of the solution to first-order.
Volume of Fluid Model
The volume of fluid (VOF) model was used to govern the air-water interaction throughout the domain. With this model, the air and water are treated as one continuous fluid with a single free-surface discontinuity separating the two phases. This free-surface is allowed to move independently through the grid without the need for solution adaptive meshing. The momentum, energy, and turbulence equations are shared between the two phases and the continuity equation is used to determine the air/water volume fraction within the free-surface interface cells. Using the air/water volume fraction, a discretization scheme is then used to solve for the free-surface shape through the grid cells.
Non-Iterative Time Advancement

A Fractional
Step algorithm was used to calculate the time-accurate flow-field using non-iterative time advancement (NITA). With this algorithm, the fluid equations are segregated and solved separate from each other until convergence, rather than solved one at a time with every iteration. For instance, whereas an iterative scheme would solve the continuity, momentum, and energy equations throughout the domain once every iteration, the non-iterative scheme solves only the continuity equation until convergence, followed then by the momentum equation, the energy equation, the turbulence equation, and then the volume fraction equation for the free-surface.
Because the equations are segregated rather than coupled together, a splitting error is introduced in the equations. The non-iterative scheme sub-iterates each equation until this splitting error becomes the same order of magnitude as the scheme's truncation error. The advantage of the non-iterative algorithm is that it is significantly faster than iterative schemes because it does not require as many global calculations at each time-step to converge. An Algebraic Multi-Grid solver was also used to accelerate the solution propagation within each sub-iteration of the equation without destroying the time-accuracy of the simulation.
Discretization Schemes
Several discretization schemes were used for the various terms in the fluid equations.
The third-order MUSCL scheme was used to solve the convective terms of the momentum, energy, and turbulence equations. For the pressure term, a body-force weighted scheme was used which computes the face pressures by assuming a constant normalized gradient between the difference in pressure and body forces. This was found to be the most stable scheme in the presence of gravitational terms in the momentum balance as compared to the PRESTO, standard, and linear pressure interpolation schemes within Fluent. To model compressible flow in the VOF model, a first-order upwind scheme was used in the density convective term. This was to ensure stability near the free-surface where a large density gradient occurs.
As mentioned earlier, the dynamic cell remeshing algorithm limits the solution to first-order accuracy in time. Implicit time-stepping was used which allowed the equations to be segregated within the Fractional Step algorithm.
To calculate the shape of the free-surface during each time-step, two different schemes were employed for stability reasons. First was the geometric reconstruction scheme, which was used during the UAV's free-fall as the moving outer mesh passes through the free-surface. With geometric reconstruction, the free-surface shape is described by a piecewise linear interpolation through the grid cells. In this way, the free-surface is modeled as a sharp discontinuity of flow properties, which is the most accurate approximation. These equations are solved time-accurately through a separate explicit time-step within the global implicit time-step.
Unfortunately, this method was found to be numerically unstable at high surface velocities, such as during water impact. As a remedy, the Euler Explicit VOF scheme was used during water impact. This uses a finite-differencing scheme to calculate the free surface shape based on the cell volume fraction and its face fluxes. As with geometric reconstruction, an explicit time-step is used to solve for the free-surface shape within the global implicit time-step. The disadvantage is that because a finite differencing scheme is used, the free-surface is not as sharply defined and can become diffused over several grid cell lengths. For increased accuracy, the modified High Resolution Interface Capturing (HRIC) scheme can be used which employs an NVD scheme with a combination of upwind and downwind differencing. While the free-surface is still somewhat diffused with this method, it is much more accurate and sharper than upwind or central differencing.
Variable Time-Stepping
The effect of time-step size in this problem becomes very important as the UAV nears the free-surface. For better accuracy and solution stability, it was found that the water freesurface can only cross a maximum of one cell distance during a given time-step. Because of the high velocities of the flow at impact, very low time-steps are needed for accuracy. In order to conserve computations when the free-surface is not as active, such as during the UAV's free-fall, a variable time-stepping algorithm was used that alters the time-step based on the velocity of the free-surface.
To control the size of the time-step during impact, a cell flux based Courant number, Vfiux, was specified at the free-surface and the time-step was solved through Eq. (2). Using this definition, the flux-based Courant number controls how far the free-surface is allowed to move through a cell during one global time-step. A value of Vfl ux = 1 means that at most, the free-surface will move one cell distance per time-step during impact. In this way, the timestep adjusts automatically to the flow solution and the size of the grid.
CHAPTER 5. RESULTS AND DISCUSSION
First, a verification study was performed to show that the baseline grid solution attained spatial and temporal independence. Next, a variety of splashdown simulations were performed for various drop heights. Once this was done, selected results were compared to experimental data for validation. Finally, the UAV geometry was modified to investigate the effect of striking shape on the splashdown behavior.
This baseline grid was used for all tests that did not concern grid resolution. A 0.01s time-step size was used during the UAV freefall and a value of Vfl ux = 1 was used for variable time-stepping. Compressible, turbulent air flow was assumed for all tests with the water modeled as incompressible. The Geometric Reconstruction scheme was used to solve the free surface during free-fall and the Euler-Explicit scheme was used during impact and submergence.
Verification
Grid sensitivity was tested for the case of the UAV dropping from a height of 40 ft with no initial pitch or yaw perturbations. This drop height simulates the current design impact velocity of approximately 50 ft/s and also represents a "worst case" scenario in comparison to lower drop heights because of the higher flow velocities and stronger pressure gradients involved. The grid size was halved and doubled in the each of the three mapped directions to create "Coarse" and "Fine" grid levels. This measured the effect of overall grid resolution on the solution as the "Coarse" grid contained approximately one eighth as many cells as the "Medium" baseline grid and the "Fine" grid contained eight times as many.
Since the time-step size during impact is also a function of grid-size through the variable time-stepping algorithm, comparison of these three grid solutions was also a gauge of the temporal independence of the solution. Figure 6 shows the surface mesh around the UAV for the three grid levels. Since the loading is of interest in this problem, the vertical drag-force was compared as an overall measure of the solution change. Examination of the solution was split into three parts. First was free-fall where the UAV is dropped from rest and accelerates towards the water. Second was the impact, where the inlet lip of the UAV enters the water and eventually the free-surface impacts against the inlet close-off door. Third was submergence, which is when the UAV plunges further into the water and begins to rapidly decelerate. Figure 7 shows the results of the verification study for grid and temporal independence. As shown, the drag curves of the three grid levels are very similar during free-fall with no oscillations being resolved and a near linear increase in drag with time. At 0.4 seconds, the "Coarse" solution begins to deviate from the "Fine" Solution with predicted drag values becoming approximately 10% higher. The "Medium" solution follows the "Fine" solution much closer but with a slight deviation occurring at 1.3 seconds. This yielded a value that was 3.8% higher at 1.5 seconds. Since the exact free-fall characteristics of the UAV are of only minimal importance to the splashdown solution and since the deviation between the "Medium" and "Fine" solutions was small, these differences were considered acceptable. At impact, there is a 6.6% difference between the maximum impact force of the "Medium" grid and the "Fine" grid, with the "Coarse" grid under predicting the value by 48%. As seen, there is also some phase error in the solution as to when the exact moment of impact occurs. The reason for this is due to the differences in free-fall drag, which affects the downward impact velocity and thus the time of impact. Grid resolution is also an issue, as there is ambiguity in the exact free-surface level when the grid cells become large, such as in the "Coarse" grid. As grid resolution increases from the "Coarse" solution, the impact spike becomes larger in magnitude but shorter in duration. However, there is strong agreement between the "Medium" and "Fine" solutions, which means that these solutions are reasonably grid-independent at impact.
Immediately after impact, the drag in all three solutions begins to oscillate between large and small values until approximately 2 seconds. While these oscillations appear to have the same wavelength for all three of the grid solutions, they are lower in magnitude in the "Coarse" solution and also appear to damp out quicker. In the "Coarse" solution the oscillations have ceased after 1.8 seconds but they are still occurring for the finer resolution cases. There are some minimal differences in magnitude between the "Medium" and "Fine" grid solutions, but the period and phase of these oscillations is nearly exact.
Given that there appears to be minimal difference between the "Medium" and "Fine" solutions during free-fall, impact, and submergence, the "Medium" baseline grid was considered to have sufficient resolution to predict the splashdown for the 40 ft drop height.
Since the time-step was also determined by the grid size, the time-steps for the "Fine"
solution were approximately one half to one eighth the size of those used in the "Medium" baseline solution. This made the grid resolution test a measure of the time-step size used as well. Therefore the "Medium" grid solutions can be expected to be reasonably independent of time-step size as well as grid-independent.
Effect of Drop Height
Using the "Medium" baseline grid, a parametric study was done of the UAV impacting water from a range of drop heights to simulate various impact speeds. Drop heights of 10, 25, 35, 40, and 65 ft were tested. It should be noted that the 65 ft drop height results in a higher impact speed than that used for the verification tests. While the grid resolution is still likely to be sufficient, the results for this drop height were not verified. In addition to the five tested drop heights, a sixth simulation was performed of the UAV dropped from a partially submerged position with the nose 3.6 ft below the water surface.
No air was initially present within the UAV inlet for this -3.6 drop height. Computed values for drop height versus impact velocity are given in table 3. Figure 9 . In all graphs, the time has been shifted so that impact occurs at zero seconds for all drop heights. As also seen in the pressure field, the acceleration load history is very oscillatory in nature until approximately 0.6 seconds after impact. After this time there are longer period oscillations that occur as the UAV submerges further into the water. It should be noted that the UAV decelerates to zero vertical velocity approximately 2 seconds after impact regardless of drop height. This is due to the impact pressures becoming much larger in response to the higher impact velocity.
Another interesting result can be seen in acceleration history shown in Figure 8 . As seen, for all drop heights negative vertical acceleration occurs directly after the initial impact spike. This would correspond to the UAV being pulled into the water surface during impact rather than being resisted, which is a non-intuitive result. The reason for this occurring has to do with the behavior of the free surface before and after the UAV inlet close-off door impacts the water. 
Door for Various Drop Heights
For an explanation of this phenomenon an examination of the solution can be studied. Figure 10 shows eight contour images of the 40 ft splashdown at various times during the solution. At 1.5923 seconds, the front of the nose enters the water surface cleanly. As this occurs, the air in front of the inlet starts becoming compressed against the inlet close-off door by the incoming water and it is squeezed out the sides of the inlet aperture. At 1.6002 seconds, however, the water free surface closes around the sides of the inlet, trapping the air in a thin layer between the water and the inlet close-off door. As this occurs, the UAV is still pushing deeper into the water and this trapped air becomes further compressed. At 1.6107 seconds, the maximum pressure is felt against the inlet close-off door and the air becomes over-compressed. In response to the compression, the air begins to expand out ahead of the inlet close-off door and escape out the sides. This over-expansion eventually results in negative static pressure occurring in the inlet aperture, as shown at 1.6293 seconds. As this is occurring, the UAV is still plunging deeper into the water and eventually a second water impact occurs, which is shown at 1.6423 s. The process of air bubble expansion/compression is repeated again with diminished effect and continues to occur until all the air has escaped out the inlet sides and around the fuselage. Once this occurs, the oscillations in the pressure field cease and a majority of the pressure felt on the UAV surface is due to hydrostatic pressure. As this is occurring, the entire UAV plunges below the water surface and a column of air is dragged with it through the water. As the UAV loses downward momentum, the wake of air eventually collapses at approximately the same time it comes to a stop. Some axi-symmetric buoyant forces cause the UAV to pitch up and down slightly as its downward velocity slows, which is seen in the acceleration histories. Eventually the UAV reaches maximum depth, pauses for a moment, and then slowly floats up to the surface due to its 
Validation
Once the parametric study was completed, results from the -3.6 ft, 10 ft, and 25 ft drop heights were compared to experimental test data. Pressure histories at four key locations along the body were measured against experimental pressure transducer data taken during splashdown testing using a full scale instrumented forebody test article. Locations of the pressure probes are shown in Figure 11 and they represent data from the inlet close-off door, the side of the lower inlet, the upper portside wing, and the starboard fuselage. In addition to this, maximum inlet pressure and maximum submergence depth of several experimental drop heights ranging from 0 to 35 ft were also compared to CFD data for analysis.
Figure 11. Baseline Surface Grid with Pressure Transducer Locations
Results of the first validation study are shown in Figure 12 for the -3.6 ft partially submerged drop with computational pressures compared to experimental values. This simulation has the UAV beginning with the nose and inlet completely submerged and the water level approximately beginning at the leading edge root of the wings. Since it is not submerged enough for neutral buoyancy, the UAV still falls into the water and becomes submerged upon release, achieving a maximum nose depth of 5.63 meters. Because there is no actual water impact occurring for this case, these results are a measure of the submergence behavior of splashdown simulation compared to the experimental data. Results show an excellent agreement of the pressure field behavior within the inlet aperture and along the wing, with approximately 5% difference in magnitude. The slight differences might be attributed to a difference in the water density used for the simulation and that of the water used in the experiment, which was not measured. It should be noted that the pressure transducer used to measure the fuselage pressure was inoperative during the experiment, which is why it does not match the computational Figure 13 shows the comparison for the 10 ft drop. An under-prediction of the maximum pressures in the inlet aperture is seen for the computational data. Additionally, the behavior of the pressure field is much more oscillatory than was seen in the experiment, with the variances in pressure much larger in magnitude and taking much longer to damp out. As discussed previously, these oscillations are due to the behavior of the air in the inlet as it is compressed by the impact and escapes out the sides. The character of the solution is closely predicted by the computational solution with the initial oscillations matched in magnitude and period. An extreme negative pressure is seen in the experimental data at impact that was not captured in the simulations. Possible reasons for this discrepancy could be due to either unresolved activity near the body or due to errors in the measurements of the pressure transducers.
A similar trend is seen in the results for the 25 ft drop, which is shown in Figure 14 .
Again, there is additional oscillatory behavior seen in the simulated inlet that is not seen in the experimental data. The maximum pressure on the inlet side is predicted within 8%, while maximum pressure on the inlet close-off door cannot be compared. This is because the pressure exceeded the calibrated value of the transducer during impact and therefore the data was cutoff. As with the 10 ft case, the pressure field on the wing and fuselage was accurately captured by the computational solution both in character and magnitude. There are a number of reasons for the discrepancies in the pressure field oscillations within the inlet. It could be attributed to un-modeled physical behavior such as the 5-10 kt wind seen in the experiment or the differences in the water density. It is possible that the assumption of a rigid-body may also be a factor, as the real UAV outer surfaces would experience numerous vibrations during impact that could be responsible for damping out the pressure oscillations. It is also possible that a great deal more resolution is needed for the solution that was not attained with either the "Medium" or "Fine" grids, though this is unlikely as the trend appeared to be an increase in the oscillatory behavior with resolution. A likely reason for the differences, however, is simply due to limitations of the VOF model and its prediction of the free-surface behavior. 
Effect of Modified UAV Geometry
Two additional CFD simulations were done with modifications made to the UAV geometry. These modifications tested the effect of partially occluding the inlet close-off door to shield it from the impacting water surface. This was done by deflecting the upper inlet lip downward to partially cover the inlet, as shown in Figure 16 . While the static pressure at the center of the door, shown previously in Figure 17 , is decreased by deflecting the upper inlet lip, the maximum pressure on the inlet close-off door is actually increased. The reason for this is because of the dynamics of the water as it enters the altered inlet aperture. In the case of the undetected baseline geometry, the water surface remains relatively flat upon water entry until it eventually impacts the door, as seen in Figure   19 . For the deflected geometries, the smaller opening forces the water to enter the inlet as a non-uniform jet. This jet hits the lower end of the door at high pressure and then begins recirculate around the upper inlet surface, causing a temporary vortex to form in the inlet. As this recirculation occurs, the water pushes the air away from the body surface and it becomes trapped in the central vortex in the inlet. This can be seen in Figure 21 , which presents contours of the air/water interface at various time-steps of the 30 deg solution. Because the air is forced downward into the center of the inlet rather than compressed against the inlet close-off door, the oscillations in the pressure field during submergence are quickly damped out. As the UAV plunges below the water surface, the small amount of trapped air eventually escapes in the form of large air bubbles out the sides of the inlet aperture. The inlet pressure field stabilizes long before this occurs though because the air is not continually compressed against the inlet close-off door as is the case for the baseline geometry. 
CHAPTER 5. SUMMARY AND CONCLUSIONS
Several computational simulations were performed of a UAV geometry splashing down into seawater. Using the VOF method to track the air-water interface, solutions were generated using the unsteady "compressible" ensemble averaged Navier-Stokes equations to govern the air and the unsteady "incompressible" ensemble averaged Navier-Stokes equations to govern the water. A dynamic remeshing algorithm was used to move the UAV within the grid based on its forces and moments and the non-iterative Fractional
Step scheme was used to solve the segregated flow equations. A variable-time stepping algorithm controlled the size of the time-step to achieve time-accuracy.
Studies were done of the UAV dropping from heights between 65 ft and -3.6 ft to simulate a range of splashdown impact velocities. Results were verified through a gridindependence study and validated against test data. Excellent agreement was shown between the computed pressure histories and experimental data for the case of the UAV dropped into the water while partially submerged. For the cases of the UAV dropped from heights of 10 ft and 25 ft into water, some discrepancies arose in the behavior of the pressure in the inlet.
While the magnitudes and character of the solutions were adequately predicted, some additional oscillatory behavior was predicted in the numerical solution that was not seen in the test data. These oscillations are caused by the compression and expansion of trapped air bubbles within the inlet aperture of the UAV as it impacts the water. Possible reasons for the discrepancy include un-modeled test conditions, the assumption of a rigid body, or limitations of the VOF model. Despite this, the pressure history of the wing and fuselage was closely predicted for these cases. A comparison of the maximum inlet close-off door pressure and maximum depth for various drop heights showed that the numerical simulation was able to make accurate predictions within the range of test data.
An examination of alternate UAV geometries was also done by modifying the shape of the inlet aperture. This was accomplished by deflecting the upper inlet lip of the UAV downward to partially occlude the inlet close-off door for protection. Deflection angles of 30 deg and 20 deg were performed for a drop height of 35 ft and this was compared to the baseline geometry. It was shown that deflecting the upper inlet lip caused the overall pressure within the inlet aperture to be lower and the impact force upon the inlet close-off door was significantly decreased by as much as 71%. Fewer oscillations in the pressure field were also seen due to changes in the free-surface behavior at impact because the trapped air formed a temporary vortex rather than become compressed against the inlet close-off door. 
APPENDIX. ADDITIONAL MATERIALS
