Introduction
In two dimensions, a rotation can be expressed as a composition of three shears along two given orthogonal axes (see Paeth 5] In three dimensions, rotations and shears form a much more complex picture; generalizations from two dimensions are not automatic. Since a rotation in three-dimensions can be written as a composition of three rotations about orthogonal axes, our starting point for a three-dimensional rotation was a composition of nine shears (cf. 11]). Our main result is that one can express a rotation in three dimensions as the composition of just three shears. As in the two-dimensional case, each of these shears can be viewed as a parallel transport of \pixel rows" that are oriented parallel to one of the three orthogonal axes.
Algorithms that achieve spatial transformations by means of shears are useful in many computer graphics contexts, as discussed in 5, 9] . Brie y, when a discrete pixel array is subjected to a continuous address transformation the transformed addresses usually fall between array points; to construct the new pixel value at a given array point one must take a suitably weighted average of the pixels that fell near that point. Though shears are continuous transformations, they maintain uniform pixel spacing along each coordinate axis. Thus, it becomes possible to approximate a shear by a discrete, one-to-one address transformation whereby each new pixel falls within just one pixel spacing of the ideal position speci ed by the shear itself. In this case, if the image resolution is high enough, there is no need to \look inside the pixel" and do value arithmetic on their contents: it is enough to ship the pixels to their destinations in a \data-blind" fashion, doing just address arithmetic.
The rst and third shear of our decomposition R = S 3 S 2 S 1 can be oriented so as not to disturb the natural ordering of pixels on the mass-storage medium (disk or tape track, dynamic ram row); this is called scanline order in the literature 1]. Thus, for these shears most data movements reduce to sequential-access operations (\string copy with o set"), which can exploit the medium's full bandwidth.
The second shear will not have the advantage of sequential access, since it must run \across the grain" of memory (some such operation is unavoidable if the end-result is to be a rotation). The advantage remains, in all cases, that the address arithmetic involved in a shear is much simpler than that of a rotation; this makes it possible to handle a shear directly at the memory-controller level, where it can be done more e ciently than at the processor level.
Rotations through shears are particularly e cient in the cam-8 architecture 4], where \matrix copy with index oset" (in any number of dimensions) is one of the native operations.
Rotations
A rotation in the plane by an angle , denoted by R( ), is expressed as a matrix (to operate from the left on column vectors) as follows R( ) = cos ? sin sin cos :
In three dimensions, besides the rotation angle one has to specify the axisn about which the rotation takes place.
The corresponding rotation is denoted by Rn( ). In a given frame,n can be speci ed in terms of a polar angle and an azimuthal angle .
Rotations about the three coordinate axes are expressed as follows R 1 ( ) = The three angles , , give a parametrization of the group of rotations, SO(3). Another parametrization, in terms of the three Euler angles, , , and , is de ned by the following construction. Given the frame (1,2,3), Rotate this frame by an angle about axis 3, yielding a new frame (1a; 2a; 3). 
One can apply decomposition (3) separately to the three rotations in (1), obtaining the shear products Making use of such unrestricted shears, one can rearrange the factors of (5) aiming to bring to adjacent positions shears performed along the same axis. This task was undertaken by the second author (Quick). The resulting process, laborious but straightforward, is described in x3.1. Eventually, recombination of adjacent terms leads to the product of just three shears, namely, Q = S 3 S 2 S 1 ; 
The successive action of these shears is illustrated in Fig. 2 . Such a decomposition exists (except for the degenerate cases + = or = ) for any given choice of orthogonal axes 1, 2 and 3 as a coordinate system.
3.1 Construction of S 1 , S 2 , S 3 from Q Fig. 3 illustrates the process by which the three shear matrices S 1 , S 2 , S 3 are obtained from the rotation matrix Q.
Proceeding from the top downwards, a branch point (denoted by a hollow dot) indicates that the incoming matrix is factored into the product of the three outgoing matrices; conversely, a merge point (denoted by a solid dot) indicates that the two incoming matrices are multiplied together. At a nondotted crossing, the idea is to \change the order of the two factors"; what actually happens is that the matrix on the vertical path goes through unchanged while that on the horizontal path moves over the rst and in the process is similarity transformed by it (that is, in the product AB, factor B can \move over A", but at the cost of turning into B 0 = ABA ?1 ).
Speci cally, the given rotation Q is factored as Q 3 Q 2 Q 1 (three 2-D rotations about axes 3, 2, and 3 respectively, as in (1) Figure 3 : Construction of the shears S1, S2, S3 of (6), starting from the rotations Q1, Q2, Q3 of (4). A hollow dot indicates that a matrix is decomposed into the product of three matrices; a solid dot, that two matrices are multiplied together. At a nondotted crossing, the matrix on the vertical path goes through unchanged while that on the horizontal path moves over it and bears the attendant commutation burden; for example, when S21 crosses the path of Q1 it becomes U1 = Q ?1
the resulting six pieces (U 3 , S 43 ; S 42 , S b ; S 41 , U 1 ) two by two, yielding the desired three shears S 3 , S 2 and S 1 .
Minimum number of shears
It is clear that at least three shears are needed to synthesize a rotation. In fact, the product of two shears has the form P = by similarly requesting normality for the second row and column, one concludes that P I (this iterative argument generalizes to any number of dimensions). Thus, the only rotation that can be achieved by the product of two shears is the identity.
If one allows transformations that stretch an image at the same time as they shear it, then a 2-D rotation can be achieved by the product of just two such transformations 1, 6] . The transformations used for this purpose are pseudoshears, i.e., matrices that di er from the identity matrix in just one row. With three pseudo-shears one can synthesize a rotation in three dimensions 2]; in general, n pseudo-shears su ce for an n-dimensional rotation. Even though their determinant is not restricted to be unit, pseudo-shears are in certain respects simpler than the unrestricted shears employed in this paper (cf. x6.1), since they are described by n parameters rather than n(n?1)=2. With them, however, one loses the advantage of a one-to-one pixel correspondence under the transformation (cf. next section).
Rotation of digitized images; error containment
In a digitized image, both pixel addresses and contents are restricted to discrete sets of values. Thus, a rotation may entail a resampling of the image|a likely source of errors. Even though resampling and anti-aliasing are important concerns, a full discussion of these issues is not among the goals of the present paper; here we shall only brie y discuss certain ways to take advantage of the original features of the present approach to rotations. When we apply a continuous geometric transformation T to the integer vector u that speci es the site of a pixel in an array, the resulting vector v = Tu in general will not have integer components. Conversely, if we choose an array site as the destination address v, the source address u = T ?1 v will fall in between array sites. A typical solution to this problem is to interpolate the data, i.e., construct the new pixel at v as a suitably weighted average of the pixels near u. In fact, the original work on 2-D rotations by shears was motivated by the simpli ed ltering that would be required (basically involving only 1-D rather than 2-D Fourier analysis; see 12] for sample code). This issue is amply discussed in 5] and references therein.
As mentioned in x1, a cheaper approach is to do address roundo rather than data interpolation. With transformations that do not conserve area, this entails decimation or repetition of pixels. However, since shears are nonscaling invertible tranformations (the have unit determinant), the address roundo algorithm can be designed in such a way that, upon each of the three shears and for each of the two coordinates a ected by a shear, each pixel reaches its ideal destination to within onehalf of one pixel spacing, 1 and the actual address transformation (that is, including the roundo ) is invertible. 2 The attendant image degradation is equivalent to a slight amount of di usion (random walk with a mean free path on the order of one pixel spacing). This data-blind, tokenreshu ing approach becomes particularly attractive with images having high spatial resolution but only few states per pixel|such as dithered images. In spite of its minimal impact for one rotation step, di usion would build up as rotations|each consisting of three shears|follow one another (for example, in animation, or when interactively inspecting an object from a variety of di erent angles). One obvious solution is to keep a copy of the entire original image; in this case, to rotate by R 2 after rotating by R 1 one would go back to the original and rotate it in one step by R = R 2 R 1 , paying the \di usion fee" only once. The advantage of an invertible rotation algorithm is that it allows one to trade o processing for storage. Namely, one can memorize just the original angle parameters (rather than the entire image); after rotating by R 1 , one rotates by R ?1 1 to go back to the original and then applies R = R 2 R 1 as before.
Shears and rotations in CAM-8
The rotation technique described here is ideally suited to cam-8|a very ne-grained, parallel, uniform, scalable architecture o ering unprecedented performance in the negrained modeling of spatially-extended systems 4]. In camA cam-8 site is addressed by an n-dimensional integer vector (n can be larger than 3). Several distinct ndimensional \layers" can be scanned in lockstep; at each site, data from all these layers can be combined and redistributed to the layers themselves; in particular, they can be copied from one layer to another with an arbitrary ndimensional o set. In the following discussion we shall take n = 3 for de niteness.
Let u = (u 1 ; u 2 ; u 3 ) be the destination site and v = (v 1 ; v 2 ; v 3 ) the source site for a copy operation. The address o set (or \kick") k needed to bring source data from v to its destination u is k = u ? v.
In the case we are considering here, the parameters of data movement from v to u are speci ed by an invertible linear transformation A that speci es a source site for each destination site, namely, v = Au, leading to a kick of the 
each having just three nonzero entries. These entries are computed by the host computer (a conventional workstation) just once for a given rotation, and downloaded to the memory controllers. These, in turn, issue explicit memory addresses on-the-y and appropriately route the corresponding data. The shears of Fig. 2 were produced in this way on cam-8. 3
6 Generalization to n dimensions and to SL(n) operators
The present three-shear decomposition generalizes to more than three dimensions and to more general matrices than rotations. Namely, every matrix of unit determinant (except for a subset of measure zero) can be written in the form U 0 LU 1 , where the Us are upper triangular matrices and L a lower triangular|all three with unit diagonal. There is 3 In Fig. 2 , object, shears, and illumination were simulated verbatim within a cam-8 unit, at a resolution of 256 256 256 voxels (the \cubic frame" object is 128 voxels across). Voxels are binary (1=\opaque solid", 0=\vacuum"). The object was created as a smooth threedimensional solid and then given a spongy 3-D texture by clearing a small fraction of the voxels at random.
The shears were pure address manipulation (no resampling was done after each shear). The shear amounts given by (8) were rounded to the nearest integer. In the machine, the axes x; y; z (z is \through the page" in the gure) are mapped into axes 1,3,2 of (7), so that the maximum error of 3/2 pixels at the end of the rotation (see Footnote 1) occurs along the z direction; this is the most visible striation seen in the fourth panel.
Rendering was done by illuminating the object, again cellularautomata-machine style, with a stream of discrete \photons" that were absorbed or scattered with a certain probability by the solid; the photons scattered in the direction of the viewer were accumulated. Illumination was from front-upper-left; since periodic boundary conditions were used in the x and y directions, in the second panel of the gure the lower-left corner of the object receives an artifact shadow from the upper-right corner of \itself" (i.e., its left-neighbor alias). a simple canonical form for L that makes this decomposition unique. These results, which we present in detail elsewhere 10], are brie y summarized below.
General shears
The most general kind of linear shear in n dimensions is best visualized in a recursive way. In three dimensions, uniformly slice the space into two-dimensional \lasagna" sheets and slide these sheets along one another, using a constant o set from each sheet to the next; then slice each sheet into \spaghetti" strips and slide these strips along one another, using a constant o set from each strip to the next. In n dimensions, rst slice the space into (n ? 1)-dimensional hyperplanes and shear the resulting structure; repeat the procedure going down one dimension at a time until the \spaghetti" stage is reached. Clearly, a shear is volume-conserving and thus has unit determinant.
If the slicing at the successive stages is done perpendicular to the coordinate axes x 1 ; x 2 ; : : : ; x n?1 in that order, the overall operation is expressed by a lower triangular matrix with unit diagonal; if the axes are used in the reverse order, namely, x n ; x n?1 ; : : : x 2 , then the matrix will be upper triangular. For brevity, in the rest of this paper the term shear will be restricted to such triangular matrices with unit diagonal.
Lemmas
Let i (A) denote the determinant of the lower-left square submatrix of order i of matrix A. Two matrices A, B for which i (B) = i (A) (i = 1; : : : ; n) (9) will be called cognate. A matrix A such that i (A) 6 = 0 (i = 1; : : : ; n) (10) will be called well-born. 
