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BERNSTEIN LETHARGY THEOREM AND REFLEXIVITY
ASUMAN GU¨VEN AKSOY∗, QIDI PENG1
Abstract. In this paper, we prove the equivalence of reflexive Banach spaces
and those Banach spaces which satisfy the following form of Bernstein’s Lethargy
Theorem. Let X be an arbitrary infinite-dimensional Banach space, and let
the real-valued sequence {dn}n≥1 decrease to 0. Suppose that {Yn}n≥1 is a
system of strictly nested subspaces of X such that Y n ⊂ Yn+1 for all n ≥ 1
and for each n ≥ 1, there exists yn ∈ Yn+1\Yn such that the distance ρ(yn, Yn)
from yn to the subspace Yn satisfies
ρ(yn, Yn) = ‖yn‖.
Then, there exists an element x ∈ X such that ρ(x, Yn) = dn for all n ≥ 1.
1. Introduction
Our work is motivated by one of the notable theorems used in the constructive
theory of functions, termed the Bernstein’s Lethargy Theorem (BLT) [11]. For
a subspace A of a normed linear space (X, ‖ · ‖), we define the distance from an
element x ∈ X to A by
ρ(x,A) := inf{‖x− a‖ : a ∈ A}.
The Weierstrass Approximation Theorem states that polynomials are dense in
C[0, 1], thus it is known that for any f ∈ C[0, 1],
lim
n→∞
ρ(f,Πn) = 0,
where for each n ≥ 1, Πn is the vector space of all real polynomials of degree
at most equal to n. However, the Weierstrass Approximation Theorem gives no
information about the speed of convergence for ρ(f,Πn). In 1938, S.N. Bernstein
[11] proved that if {dn}n≥1 is a non-increasing sequence of positive numbers with
lim
n→∞
dn = 0, then there exists a function f ∈ C[0, 1] such that
ρ(f,Πn) = dn, for all n ≥ 1.
This remarkable result is called the Bernstein’s Lethargy Theorem (BLT) and
is used in the constructive theory of functions [28], and in the theory of quasi-
analytic functions in several complex variables [24].
More generally, let {Yn} be a system of strictly nested subspaces of the Banach
space X . The sequence of errors of the best approximation from x ∈ X to
Yn, denoted by {ρ(x, Yn)}, may converge to zero at an arbitrarily slow rate or
an arbitrarily fast rate. For example, Shapiro in [26], replacing C[0, 1] with
2010 Mathematics Subject Classification. Primary 41A25; Secondary 41A50, 46B20.
Key words and phrases. Best approximation, Bernstein’s lethargy theorem, reflexive Banach
space, Hahn–Banach theorem.
1
2 A. AKSOY, Q. PENG
an arbitrary Banach space (X, ‖ · ‖) and {Πn}, with a sequence {Yn} where
Y1 ⊂ Y2 ⊂ · · · are strictly embedded closed subspaces of X , showed that in
this setting, ρ(x, Yn) can decay arbitrarily slowly. More precisely, for each null
sequence (i.e. a sequence converging to 0) {dn} of non-negative numbers, there
exists x ∈ X such that
ρ(x, Yn) 6= O(dn), as n→∞.
This result is further improved by Tyuriemskih [30], who showed that for any
expanding sequence {Yn} of subspaces of X and for any null sequence {dn} of
positive numbers, there is an element x ∈ X such that
lim
n→∞
ρ(x, Yn) = 0, and ρ(x, Yn) ≥ dn for all n ≥ 1.
However, it is also possible that the errors of the best approximation {ρ(x, Yn)}
may converge to zero arbitrarily fast. For results of this type see [7].
We refer the reader to [2, 4, 7, 13, 20] for other versions of the Bernstein’s
Lethargy Theorem and to [3, 6, 21, 23, 32] for the Bernstein’s Lethargy Theorem
for Fre´chet spaces. Consult [14] for an application of Tyuriemskih’s Theorem to
convergence of sequence of bounded linear operators and [9] for a generalization
of Shapiro’s Theorem.
The general question is that, given a Banach space X and a sequence of strictly
increasing subspaces {Yn} of X with a dense union and a decreasing null sequence
{dn}, does there exist an x ∈ X such that ρ(x, Yn) = dn? If such an element exists
for all such subspaces Yn and numbers dn , then we say X has the (B)-property.
Besides Hilbert spaces [31], there are no known examples of infinite-dimensional
spaces X having the (B)-property. Although for a long time no sequence {dn} of
this type was known for which such an element x exists for all possible Banach
spaces X , Borodin in [13] showed that the problem has a solution whenever the
sequence {dn} satisfies some fast convergence condition, or the subspaces {Yn}
satisfy some conditions. The first result in [13], obtained from the sequence
condition (1.1) is stated below:
Theorem 1.1. [13, p. 624] Let X be an arbitrary infinite-dimensional Banach
space, Y1 ⊂ Y2 ⊂ · · · be an arbitrary countable system of strictly nested subspaces
in X, and fix a numerical sequence {dn}n≥1 for which there exists a natural num-
ber n0 ≥ 1 such that
dn >
∞∑
k=n+1
dk for all n ≥ n0 at which dn > 0. (1.1)
Then there is an element x ∈ X such that
ρ(x, Yn) = dn, for all n ≥ 1. (1.2)
The second result in [13], based on the subspace condition (1.3) is given below:
Theorem 1.2. [13, p. 626] Let d0 ≥ d1 ≥ d2 ≥ · · · > 0 be a non-increasing
sequence converging to 0 and Y1 ⊂ Y2 ⊂ · · · ⊂ X be a system of strictly nested
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subspaces of an infinite-dimensional Banach space X for which there exists a
series of non-zero elements {qn} such that qn ∈ Yn+1 \ Yn, and
‖q‖ ≤
dk−1
dk
ρ(q, Yk) (1.3)
holds for all k ∈ N and any non-zero element q in the linear span 〈qk, qk+1, . . . 〉.
Then there is some element x in the closed linear span 〈q1, q2, . . . 〉 satisfying
ρ(x, Yn) = dn for all n ≥ 1.
The latter result is improved by Aksoy et al. in [1].
In this framework we provide an improvement on the Theorems 1.1 and 1.2
under a natural condition on its subspaces. More precisely, we show that if X
is an arbitrary infinite-dimensional Banach space; {Yn}n≥1 is a system of strictly
nested subspaces with the properties
(1) Y n ⊂ Yn+1 for all n ≥ 1;
(2) For each n ≥ 1, there exists yn ∈ Yn+1\Yn such that
ρ(yn, Yn) = ‖yn‖; (1.4)
and {dn}n≥1 is a sequence of nonnegative numbers decreasing to 0:
dn ≥ dn+1, for n ≥ 1; lim
n→∞
dn = 0, (1.5)
then there exists an element x ∈ X such that ρ(x, Yn) = dn for all n ≥ 1.
Clearly the condition (1.5) on the sequence {dn} above is much weaker than
the condition (1.1) given in Theorem 1.1 of Borodin [13]. Perhaps it is more
important to point out that, the subspace condition given by the equation (1.4)
is a natural condition. For example, Hilbert spaces satisfy this condition, (see
[8]) as well as finite-dimensional normed linear spaces.
Next, we make another important observation about the condition (1.4). Recall
that, if X is a Banach space and Yn is its proper closed subspace, we call Yn
proximinal in X if for any x ∈ X there exists v ∈ Yn such that
ρ(x, Yn) = ‖x− v‖.
Assume Yn is proximinal in Yn+1, then given x ∈ Yn+1, there is v ∈ Yn such that
ρ(x, Yn) = ‖x−v‖. By letting y = x−v we see that y satisfies the above condition
ρ(y, Yn) = ‖y‖. Thus the condition (1.4) above is implied by the proximinality
property of Yn in the space Yn+1, for all n ≥ 1. Thanks to the characterization
of reflexivity in terms of the proximinality of its closed subspaces, the condition
(1.4) also holds for reflexive Banach spaces (see [27, Theorem 2.14, p. 19]).
Another connection to the condition (1.4) stems from the following form of the
Krein-Milman-Krasnoselskii Theorem (KMK).
Theorem 1.3. (KMK) ([16, p. 51]) Let Yn and Yn+1 be respectively n-dimensional
and (n+1)-dimensional subspaces of a normed linear space X. Then, there is an
element y0 ∈ Yn+1 such that
d(y0, Yn) = inf
{
||y0 − z|| : z ∈ Yn
}
= ||y0||.
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This theorem is used in calculating Kolmogorov diameters of subspaces. The
conclusion of the Theorem (KMK) is exactly our condition (1.4) in our main
Theorem. 3.4.
Let us also point out that the subspace condition given by the equation (1.4)
is an improvement over the other subspace condition given either in Theorem 1.2
or in [1] for Banach spaces.
We say a Banach space X has the (BLT)-property if it satisfies the main The-
orem 3.4 below (see Definition 4.1). This theorem yields an equivalence between
Banach spaces which satisfy the (BLT)-property and reflexivity. It is known that
if a given Banach space satisfies the (BLT)-property, then it is reflexive. But
it was an open problem for a long time that if X is a reflexive Banach space
whether or not X satisfies the (BLT)-property (see p. 152 of [28]). The corol-
lary (see Corollary 4.5) to our main Theorem 3.4 answers this question in the
affirmative. Thus, our main result gives a new characterization of reflexivity.
2. Preliminaries
Given a Banach space X and its subspaces Y1 ⊂ Y2 ⊂ · · · ⊂ Yn ⊂ · · · it is clear
that
ρ(f, Y1) ≥ ρ(f, Y2) ≥ · · · , for any f ∈ X
and thus {ρ(f, Yn)}n≥1 form a non-increasing sequence of errors of best approxi-
mation from f to Yn, n ≥ 1. Furthermore, it is easy to show that
ρ(λx, Yn) = |λ|ρ(x, Yn), for any x ∈ X and λ ∈ R;
ρ(x+ v, Yn) = ρ(x, Y n), for any x ∈ X and v ∈ Y n;
ρ(x1 + x2, Yn) ≤ ρ(x1, Yn) + ρ(x2, Yn)
and consequently
ρ(x1 + x2, Yn) ≥ |ρ(x1, Yn)− ρ(x2, Yn)|, for any x1, x2 ∈ X.
Note that we also have:
|ρ(x1, Yn)− ρ(x2, Yn)| ≤ ‖x1 − x2‖, for any x1, x2 ∈ X,
which implies that the mapping X −→ R+ defined by x 7−→ ρ(x, Yn) is contin-
uous and thus properties of continuous mappings such as the intermediate value
theorem can be used.
Next, we state a basic (BLT) result concerning a finite number of subspaces.
For the proof of the following lemma we refer the reader to Timan’s book [29].
Lemma 2.1. Let (X, ‖ · ‖) be a normed linear space, Y1 ⊂ Y2 ⊂ . . . ⊂ Yn ⊂ X
be a finite system of strictly nested subspaces, d1 > d2 > . . . > dn ≥ 0 and z ∈
X\Yn. Then, there is an element x ∈ X for which ρ(x, Yk) = dk (k = 1, . . . , n),
‖x‖ ≤ d1 + 1, and x− λz ∈ Yn for some λ > 0.
Note that Borodin [13] proved Lemma 2.1 where (X, ‖ · ‖) is assumed to be
a Banach space; however with the same proof its result still holds for a normed
linear space.
An element x ∈ X satisfying ρ(x, Yn) = dn, n ≥ 1 may exist if the sequence
{dn} decreases strictly to zero. Under the above assumption on {dn}, Borodin
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in [13] uses Lemma 2.1 to establish the existence of such an element x in the
case of rapidly decreasing sequences (see Theorem 1.1). We will assume that the
subspaces {Yn} satisfy Y n ⊂ Yn+1 for n ≥ 1 for the rest of the paper.
3. Main Result
Before proceeding with our main result we provide the following technical lem-
mas that we need for the proof of our main theorem.
The first Lemma 3.1 extends the classical Hahn-Banach Theorem and its proof
can be found in [5]. Unlike the classical Hahn-Banach Theorem (see e.g. [15, p.
63]), where the linear functional f is evaluated on one element x, in Lemma 3.1
the values of f are evaluated on two elements x1, x2.
Lemma 3.1. Let (X, ‖ · ‖) be a normed linear space and let Q be a subspace of
X with Q ⊂ X. Pick two elements x1, x2 ∈ X\Q such that x2 /∈ span[{x1} ∪Q],
and assume that δ ≥ 0 is such that
ρ(x2 − δx1, Q) ≤ ρ(x2 − ax1, Q), for all a ≥ δ. (3.1)
Then, there exists a non-zero linear functional f : X 7−→ R such that
f(q) = 0, for all q ∈ Q, ‖f‖ =
1
ρ(x1, Q)
, f(x1) = 1 (3.2)
and
f(x2) = δ −
ρ(x2 − δx1, Q)
ρ(x1, Q)
. (3.3)
Remark 3.2. Note that in the above lemma δ always exists because of a continuity
argument, i.e., since a 7→ ρ(x2 − ax1, Q) is continuous, there is δ ≥ 0 such that
ρ(x2 − δx1, Q) = inf
θ≥0
ρ(x2 − θx1, Q) ≤ ρ(x2 − ax1, Q), for all a ≥ δ.
Moreover, by replacing in (3.1), x1 with −x1 and f with −f , one can obtain the
following equivalent version of Lemma 3.1:
Let (X, ‖ ·‖) be a normed linear space and let Q be a subspace of X with Q ⊂ X .
Pick two elements x1, x2 ∈ X\Q such that x2 /∈ span[{x1}∪Q], and assume there
exists δ ≥ 0 such that
ρ(x2 + δx1, Q) ≤ ρ(x2 + ax1, Q), for all a ≥ δ.
Then, there exists a non-zero linear functional f : X 7−→ R such that
f(q) = 0, for all q ∈ Q, ‖f‖ =
1
ρ(x1, Q)
, f(x1) = 1
and
f(x2) = −δ +
ρ(x2 + δx1, Q)
ρ(x1, Q)
.
The following Lemma 3.3 is another technical statement. It reveals that, in
the following (BLT), small changes of the values {dn} can lead to small position
changes of the corresponding element x ∈ X .
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Lemma 3.3. Let Q1, Q2 be two subspaces of an arbitrary normed linear space
(Q3, ‖ · ‖), such that Qk ⊂ Qk+1 for k = 1, 2. Also assume that for k = 1, 2 there
is yk ∈ Qk+1\Qk for which ρ(yk, Qk) = ‖yk‖. Let {um}m≥1 and {vm}m≥1 be two
sequences of non-negative numbers, with um ≥ vm for all m ≥ 1. Then there
exists a sequence of elements {qm}m≥1 ⊂ Q3, given by
qm = vm(z − f(z)w) + µm(f(z)− δ)w, for m ≥ 1,
such that
(i) z is an element in Q3\Q2 satisfying ρ(z, Q1) = 2, ρ(z, Q2) = 1; w is an
element in Q1 such that ‖z − w‖ = 1; δ is a real number satisfying
δ ∈
[
1,
3
ρ(w,Q1)
]
and 1 = ρ(z − δw,Q1) ≤ ρ(z − aw,Q1) for all a ≥ δ.
(ii) f : Q3 → R is a non-zero linear functional such that f(z) = δ −
1
ρ(w,Q1)
.
(iii) For each integer m ≥ 1, the variable µm in the expression of qm is some
value in [vm, um] such that
ρ(qm, Q1) = um, ρ(qm, Q2) = vm, for all m ≥ 1. (3.4)
(iv) The following inequalities hold:
‖qm − qn‖ ≤ (‖z‖+ 2) (max{um, un} −min{vm, vn}) , for all m,n ≥ 1. (3.5)
Proof. We show (i)-(iv) hold one by one.
Proof of (i): Construction of z, w, δ.
By assumption there is y2 ∈ Q3\Q2 such that ρ(y2, Q2) = ‖y2‖, then
one can use a similar constructive proof of Lemma 2.1 as in [29], to obtain
that there exists an element
z =
y2
‖y2‖
+ λy1 ∈ Q3\Q2,
with some y1 ∈ Q2 satisfying ‖y2/‖y2‖ − y1‖ ≤ 1 + ǫ for some ǫ > 0 small
enough and λ being some real number, such that
ρ(z, Q1) = 2 and ρ(z, Q2) = 1. (3.6)
Taking w = λy1 ∈ Q2 we obtain ‖z − w‖ = 1. Next we get
ρ(z − w,Q1) = 1, (3.7)
because
1 = ρ(z, Q2) = ρ(z − w,Q2) ≤ ρ(z − w,Q1) ≤ ‖z − w‖ = 1.
This together with the triangle inequality yields ρ(w,Q1) > 0:
ρ(w,Q1) ≥ ρ(z, Q1)− ρ(z − w,Q1) = 2− 1 = 1.
We are then allowed to define δmin and δmax as below:
δmin = 1 and δmax =
3
ρ(w,Q1)
. (3.8)
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One quickly observes that δmin ≤ δmax, thanks to the triangle inequality:
ρ(w,Q1) ≤ ρ(z, Q1) + ρ(z − w,Q1) = 2 + 1 = 3.
Next it follows from the triangle inequalities, (3.7), (3.6) and (3.8) that,
ρ (z − δminw,Q1) ≤ ρ(z − w,Q1) + |1− δmin|ρ(w,Q1) = 1 (3.9)
and
ρ (z − δmaxw,Q1) ≥ δmaxρ(w,Q1)− ρ(z, Q1) = 3− 2 = 1. (3.10)
The mapping λ 7−→ ρ(z − λw,Q2) is continuous, then by (3.9), (3.10)
and the intermediate value theorem, we know there exists a set of real
numbers {δi}i, all valued in [δmin, δmax] such that
δi < δi+1 and ρ(z − δiw,Q1) = 1 for all i. (3.11)
And for a ≥ sup{δi : i ≥ 1},
ρ(z − aw,Q1) ≥ 1. (3.12)
Now assume that the set {δi}i contains all real numbers δi that satisfy
(3.11). Then two cases follow:
• If the set {δi}i is finite, say {δi} = {δ1, δ2, . . . , δK} for some K ≥ 1,
then we denote
δ = δK . (3.13)
• If the set {δi}i is an infinite sequence, then since it is strictly increas-
ing and bounded, and the mapping λ→ ρ(z−λw,Q1) is continuous,
there exists a limit δ∗ = lim
i→∞
δi such that δ
∗ ∈ [δmin, δmax] and
ρ(z − δ∗η1, Q1) = 1.
In this case we let
δ = δ∗. (3.14)
We can conclude from (3.13), (3.14) and (3.12) that such a choice of δ
leads to
1 = ρ(z − δw,Q1) ≤ ρ(z − aw,Q1), for all a ∈ [δ, δmax]. (3.15)
For a > δmax we observe that the following inequalities hold:
ρ (z − aw,Q1) ≥ aρ(w,Q1)− ρ(z, Q1) ≥ 1 = ρ(z − δw,Q1), (3.16)
for all a ≥ δmax. Then combining the inequalities (3.15) and (3.16), we
obtain
1 = ρ(z − δw,Q1) ≤ ρ(z − aw,Q1), for all a ≥ δ. (3.17)
Hence (i) is proved.
Proof of (ii): Construction of f .
First observe that z /∈ span[{w} ∪ Q1], since ρ(z, span[{w} ∪ Q1]) ≥
ρ(z, Q2) = 2 > 0. Then thanks to (3.17) we can apply Lemma 3.1 to
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confirm the existence of a non-zero real-valued linear functional f : Q3 →
R such that
Q1 ⊂ ker f, ‖f‖ =
1
ρ(w,Q1)
, f(w) = 1,
f(z) = δ −
ρ(z − δw,Q1)
ρ(w,Q1)
= δ −
1
ρ(w,Q1)
. (3.18)
(ii) is proved.
Proof of (iii) and (iv): Construction of the sequence {qm}m≥1.
Let f be the linear functional given in (3.18). We define
x1 = (f(z)− δ)w, x2 = z − f(z)w. (3.19)
We will show that the sequence {qm}m≥1 satisfying (3.4) and (3.5) can be
found in span[{x1, x2}]. Using (3.19) and (3.6) we obtain
ρ(vmx2, Q2) = vm. (3.20)
On the one hand, by using (3.19), the first equality in (3.15) and the fact
that vm ≤ um, we have
ρ(vmx2 + vmx1, Q1) = |vm|ρ(z − δw,Q1) = vm ≤ um. (3.21)
On the other hand, by using the fact that the kernel ker f satisfies
ρ(x, ker f) =
|f(x)|
‖f‖
, for all x ∈ Q3, (3.22)
and the equations (3.19) and (3.18), we obtain
ρ(vmx2 + umx1, Q1) ≥ ρ(vmx2 + umx1, ker f) =
|f(vmx2 + umx1)|
‖f‖
= ρ(w,Q1) |vmf(z − f(z)w) + umf((f(z)− δ)w)|
= ρ(w,Q1)um |f(z)− δ| = ρ(w,Q1)um
∣∣∣∣δ − 1ρ(w,Q1) − δ
∣∣∣∣
= ρ(w,Q1)um
(
1
ρ(w,Q1)
)
= um. (3.23)
Since the mapping λ 7−→ ρ(vmx2 + λx1, Q1) is continuous, it follows from
(3.21), (3.23) and the intermediate value theorem that there is a real
number µm ∈ [vm, um] such that
ρ(vmx2 + µmx1, Q1) = um and ρ(vmx2 + µmx1, Q2) = vm.
We then denote {qm} to be
qm = vmx2 + µmx1, for all m ≥ 1. (3.24)
As a consequence (3.4) holds.
Now we show (3.5) holds. To this end we first state the following two
evident facts:
(1) If µm ∈ [vm, um] for any m ≥ 1, then we have
|µm − µn| ≤ max{um, un} −min{vm, vn}, for any m,n ≥ 1. (3.25)
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(2) For any four real numbers um, vm, un, vn such that um ≥ vm, un ≥ vn,
the following inequality holds:
|vm − vn| ≤ max{um, un} −min{vm, vn}. (3.26)
It results from (3.24), the triangle inequality, (3.25) and (3.26) that for
any m,n ≥ 1,
‖qm − qn‖ ≤ |vm − vn|‖z − f(z)w‖+ |µm − µn||f(z)− δ|‖w‖
≤ c (max{µm, µn} −min{vm, vn})
≤ c (max{um, un} −min{vm, vn}) ,
where
c = max {‖z − f(z)w‖, |f(z)− δ|‖w‖} .
Below we show that c ≤ ‖z‖+ 2.
By using the facts that 1 ≤ δ ≤ 3/ρ(w,Q1), 1 ≤ ρ(w,Q1) ≤ 3 and
‖z − w‖ = 1, we obtain
|f(z)− 1| =
∣∣∣∣δ − 1ρ(w,Q1) − 1
∣∣∣∣ ≤ max
{
1
ρ(w,Q1)
,
|2− ρ(w,Q1)|
ρ(w,Q1)
}
≤ 1
and
‖w‖ ≤ ‖z‖ + ‖z − w‖ = ‖z‖ + 1.
Finally,
c ≤ max
{
‖z − w‖+ |f(z)− 1|‖w‖,
‖w‖
ρ(w,Q1)
}
≤ max {1 + ‖w‖, ‖w‖}
≤ 1 + (‖w − z‖ + ‖z‖) = ‖z‖ + 2. (3.27)
Hence (3.5) holds. (iii), (iv) are then proved by combining (3.4) and (3.5).
The proof of Lemma 3.3 is completed.

Now, we are ready to state and prove our main theorem. As an improvement
of Lemma 2.1 given by Borodin in [13], this theorem below is the key result in
obtaining the equivalence of the (BLT)-property and reflexivity.
Theorem 3.4. Let X be an arbitrary infinite-dimensional Banach space, {Yn}n≥1
be a system of strictly nested subspaces with the properties
(1) Y n ⊂ Yn+1 for all n ≥ 1;
(2) For each n ≥ 1, there exists yn ∈ Yn+1\Yn such that
ρ(yn, Yn) = ‖yn‖. (3.28)
Let {dn}n≥1 be a sequence of non-negative numbers decreasing to 0:
dn ≥ dn+1 ≥ 0, for n ≥ 1; lim
n→∞
dn = 0. (3.29)
Then there exists an element x ∈ X such that ρ(x, Yn) = dn for all n ≥ 1.
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Proof. We start by assuming that Y1 6= {0} and dn > 0, for all n ≥ 1. The other
special cases will be discussed separately in the end of this proof.
We define the sequence {τj}j≥1 to be
τ1 = d1; τj = min
k=2,...,j
{dk−1 − dk}, for j ≥ 2.
In view of the assumption on {dn}, we know that the sequence {τj}j≥1 is non-
negative and decreasing to 0. Since Yj 6= {0}, then we can define Y0 = {0} and
for any integers j, n with 1 ≤ j ≤ n, we can set
u(j)n = 1 +
τn
2jdj
, v(j)n = 1.
• For j = 1, in view of Lemma 3.3, we can find a sequence {q1,n}n≥1 ⊂ Y2\Y1
defined by
q1,n = v
(1)
n (z1 − f1(z1)w1) + µ
(1)
n (f1(z1)− δ1)w1
= (z1 − f1(z1)w1) + µ
(1)
n (f1(z1)− δ1)w1,
such that
(i) z1 is an element in Y2\Y1 such that ρ(z1, Y0) = 2, ρ(z1, Y1) = 1;
w1 is an element in Y 1 with ‖z1 − w1‖ = 1; δ1 is a real number in
[1, 3/ρ(w1, Y0)] such that
1 = ρ(z1 − δ1w1, Y0) ≤ ρ(z1 − aw1, Y0), for all a ≥ δ1.
(ii) f1 : Y2 → R is a non-zero linear functional such that f1(z1) =
δ1 −
1
ρ(w1,Y0)
.
(iii) µ
(1)
n is some value in [v
(1)
n , u
(1)
n ] =
[
1, 1 + τn
2d1
]
.
(iv) We have
ρ(q1,n, Y0) = 1 +
τn
2d1
, ρ(q1,n, Y1) = 1
and
‖q1,m − q1,n‖ ≤ c1
τm
2d1
, for all n ≥ m ≥ 1,
where
c1 = ‖z1‖+ 2 = 4.
• For j = 2, using the condition (3.28), we can find y2 ∈ Y3\Y2 such that
ρ
(
y2
‖y2‖
, Y2
)
= 1.
Let z′2 =
y2
‖y2‖
+ z1, then z
′
2 ∈ Y3\Y2 and
‖z′2 − z1‖ = ρ(z
′
2 − z1, Y2) = ρ(z
′
2, Y2) = 1. (3.30)
Let
αmin = −1/2; αmax = 1/2.
By using the triangle inequality and (3.30) we have
‖z′2 + αminz1‖ ≤ ‖z
′
2 − z1‖+ |1 + αmin|‖z1‖ = 1 + 2|1 + αmin| = 2 (3.31)
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and
‖z′2 + αmaxz1‖ ≥ |1 + αmax|‖z1‖ − ‖z
′
2 − z1‖ = 2|1 + αmax| − 1 = 2. (3.32)
Then the continuity of the mapping λ 7→ ρ(z′2 + λz1, Y1), (3.31), (3.32)
and the intermediate value theorem imply the existence of a real number
α2 ∈ [−1/2, 1/2] such that
ρ(z′2 + α2z1, Y0) = 2.
Let
z2 = z
′
2 + α2z1, z
′
1 = (α2 + 1)z1,
then z2 ∈ Y3\Y2 satisfies ρ(z2, Y0) = 2, ρ(z2, Y2) = 1; and z
′
1 satisfies
z′1 ∈ Y2\Y0 and ‖z2 − z
′
1‖ = 1. We thus can apply Lemma 3.3 (by taking
(z, w) = (z2, z
′
1) in the lemma) to obtain, the existence of a sequence
{q2,n}n≥2 ⊂ Y3\Y2 given by:
q2,n = (z2 − f2(z2)z
′
1) + µ
(2)
n (f2(z2)− δ2)z
′
1,
where
(i) δ2 is a real number satisfying
δ2 ∈
[
1,
3
ρ(z′1, Y0)
]
=
[
1,
3
2(α2 + 1)
]
and 1 = ρ(z2 − δ2z
′
1, Y0) ≤ ρ(z2 − az
′
1, Y0) for all a ≥ δ2.
(ii) There is a non-zero linear functional f2 : Y3 → R such that
f2(z2) = δ2 −
ρ(z2 − δ2z
′
1, Y0)
ρ(z′1, Y0)
= δ2 −
1
2(α2 + 1)
∈ [0, 2].
(iii) µ
(2)
n is some value in [v
(2)
n , u
(2)
n ] =
[
1, 1 + τn
22d2
]
such that
ρ(q2,n, Y0) = 1 +
τn
22d2
, ρ(q2,n, Y2) = 1
(iv) There is a constant c2 = ‖z2‖+ 2 = 4 such that
‖q2,m − q2,n‖ ≤ c2
τm
22d2
, for all n ≥ m ≥ 2.
Furthermore, on one hand, since
1 = ρ(z2, Y2) = ρ(z2 − δ2z
′
1, Y2) ≤ ρ(z2 − δ2z
′
1, Y0)
≤ ρ(z2 − δ2z
′
1, Y0) = 1,
we have
ρ(z2 − δ2z
′
1, Y1) = 1; (3.33)
on the other hand,
1 = ρ(z2, Y2) = ρ(z2 − az
′
1, Y2) ≤ ρ(z2 − az
′
1, Y1), for all a ≥ δ2. (3.34)
Recall that z′1 = (α2+1)z1 with α2+1 ≥ 1/2 > 0. Then δ2(α2+1) > 0.
Denote by δ′2 = δ2(α2 + 1) (δ
′
2 ≥ 0), then it follows from (3.33) and
(3.34) that
1 = ρ(z2 − δ
′
2z1, Y1) ≤ ρ(z2 − az1, Y1), for all a ≥ δ
′
2. (3.35)
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By using (3.35) and the definitions of q1,n, q2,n, we get, for any a ≥
(µ
(2)
n − 1)f2(z2) ≥ 0,
ρ(q2,n − aq1,n, Y1) = ρ(z2 + ((µ
(2)
n − 1)f2(z2)− δ
′
2 − a)z1, Y1)
≥ ρ(z2 − δ
′
2z1, Y1) = 1 = ρ
(
q2,n − ((µ
(2)
n − 1)f2(z2))q1,n, Y1
)
.
Therefore, by using Lemma 3.1, we get the existence of a non-zero
linear functional f1,n : Y3 7−→ R such that
Y1 ⊂ ker f1,n, ‖f1,n‖ =
1
ρ(q1,n, Y1)
= f1,n(q1,n) = 1
and
f1,n(q2,n) = (µ
(2)
n − 1)f2(z2)−
ρ
(
q2,n − ((µ
(2)
n − 1)f2(z2))q1,n, Y1
)
ρ(q1,n, Y1)
=
τn
22d2
(
δ2 −
1
2(α2 + 1)
)
− 1 ∈
[
−1,
τn
2d2
− 1
]
.
Continuing with the steps above we can obtain that: for j = 1, . . . , n− 1, there
exists a sequence {qj,n}n≥j ⊂ Yj+1\Yj such that
ρ(qj,n, Y0) = 1 +
τn
2jdj
, ρ(qj,n, Yj) = 1; (3.36)
‖qj,m − qj,n‖ ≤ 4
τm
2jdj
, for all n ≥ m ≥ j. (3.37)
Also there is a non-zero linear functional fj,n : Yj+2 7−→ R such that
Yj ⊂ ker fj,n, ‖fj,n‖ = fj,n(qj,n) = 1
and
fj,n(qj+1,n) ∈
[
−1,
τn
2jdj+1
− 1
]
. (3.38)
Now we fix n ≥ 1. Take λn,n := dn. We see clearly from (3.36) that
ρ(λn,nqn,n, Yn) = λn,nρ(qn,n, Yn) = dn. (3.39)
Then, first by using (3.36) and (3.38), we obtain
ρ(λn,nqn,n, Yn−1) = λn,nρ(qn,n, Yn−1) ≤ λn,nρ(qn,n, Y0)
= dn
(
1 +
τn
2ndn
)
≤ dn + τn ≤ dn−1; (3.40)
and, by the properties of fn−1,n in (3.38), we see that
ρ(λn,nqn,n − (dn−1 + dnfn−1,n(qn,n))qn−1,n, Yn−1)
≥ |fn−1,n(λn,nqn,n − (dn−1 + dnfn−1,n(qn,n))qn−1,n)|
= −dnfn−1,n(qn,n) + (dn−1 + dnfn−1,n(qn,n))fn−1,n(qn−1,n)
= dn−1 + dn (fn−1,n(qn,n)− fn−1,n(qn,n)) = dn−1. (3.41)
The mapping
λ 7−→ ρ(λn,nqn,n + λqn−1,n, Yn−1)
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is continuous, through which the image of [−(dn−1 + dnfn−1,n(qn,n)), 0] contains
dn−1. Then, by (3.40), (3.41) and the intermediate value theorem, there exists
λn−1,n ∈ [−(dn−1 + dnfn−1,n(qn,n)), 0] such that
ρ(λn,nqn,n + λn−1,nqn−1,n, Yn−1) = dn−1. (3.42)
Furthermore, by the fact that qn−1,n ∈ Yn and (3.39), we have
ρ(λn,nqn,n + λn−1,nqn−1,n, Yn) = ρ(λn,nqn,n, Yn) = dn.
For any 2 ≤ k ≤ n− 1, assume that we can find the real numbers
λn−1,n ∈ [−(dn−1 + dnfn−1,n(qn,n)), 0],
. . . , . . . , . . .
λk,n ∈ [−(dk + dk+1fk,n(qk+1,n)), 0] (3.43)
such that
ρ(λn,nqn,n + λn−1,nqn−1,n + . . .+ λk,nqk,n, Ym) = dm, for m = k, . . . , n.
Let zk,n = λn,nqn,n + . . . + λk,nqk,n. Then, on one hand, by using the triangle
inequality, (3.43), (3.36), (3.38) and the fact that k ≥ 2, we obtain
ρ(zk,n, Yk−1) ≤
n∑
j=k
|λj,n|ρ(qj,n, Yk−1)
≤ |λn,n|ρ(qn,n, Y0) +
n−1∑
j=k
|λj,n|ρ(qj,n, Y0)
≤ dn
(
1 +
τn
2ndn
)
+
n−1∑
j=k
(dj + dj+1fj,n(qj+1,n))
(
1 +
τn
2jdj
)
≤ dn
(
1 +
τn
2ndn
)
+
n−1∑
j=k
(
dj + dj+1
(
τn
2jdj+1
− 1
))(
1 +
τn
2jdj
)
≤
(
dn +
n−1∑
j=k
(dj − dj+1)
)
+
n∑
j=2
τn(2dj + dj+1(τn/(2
jdj+1)− 1)
2jdj
≤ dk +
n∑
j=2
τn(2dj)
2jdj
= dk + τn
n∑
j=2
1
2j−1
≤ dk + τn
∞∑
j=2
1
2j−1
= dk + τn ≤ dk−1. (3.44)
On the other hand, by using the properties of fk−1,n in (3.38), we obtain
ρ(zk,n − (dk−1 + dkfk−1,n(qk−1,n)qk−1,n, Yk−1) ≥ dk−1fk−1,n(qk−1,n) = dk−1. (3.45)
Therefore, in view of (3.44), (3.45) and the intermediate value theorem, there is
λk−1,n ∈ [−(dk−1 + fk−1,n(qk−1,n)), 0] such that
ρ(zk,n + λk−1,nqk−1,n, Yk−1) = dk−1.
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Furthermore,
ρ(zk,n + λk−1,nqk−1,n, Ym) = ρ(zk,n, Ym) = dm for m = k, . . . , n.
Continuing this procedure until k = 1 is included, we obtain the element
xn,n = λn,nqn,n + . . .+ λ1,nq1,n,
for which ρ(xn,n, Yk) = dk and
|λk,n|
{
≤ dk − dk+1(1− 2
−k) for all n ≥ 2, k ≤ n− 1,
= dn for n ≥ 1, k = n.
(3.46)
We see from (3.46) that for each k ≥ 1, the sequence {λk,n}n≥k is bounded by dk.
Then using the usual diagonalization process, we choose a sequence Λ of indices
n such that, for all k ≥ 1, λk,n converges to the limit λk as n → ∞, n ∈ Λ. We
then claim that |λk| ≤ dk and the limit lim
n→∞
n∑
k=1
λkqk,n exists in X . Indeed, by
using the triangle inequality, we have for m ≤ n,
∥∥∥ n∑
k=1
λkqk,n −
m∑
k=1
λkqk,m
∥∥∥ = ∥∥∥ m∑
k=1
λk(qk,n − qk,m) +
n∑
k=m+1
λkqk,n
∥∥∥
≤
m∑
k=1
|λk|‖qk,n − qk,m‖+
n∑
k=m+1
|λk|‖qk,n‖. (3.47)
First using |λk| ≤ dk and (3.37), we obtain
m∑
k=1
|λk|‖qk,n − qk,m‖ ≤ 4τm
m∑
k=1
dk
2kdk
−−−−→
n,m→∞
0, (3.48)
and from (3.44) we see
n∑
k=m
|λk|‖qk,n‖ ≤ dm−1 −−−−→
n,m→∞
0. (3.49)
Combining (3.47), (3.48) and (3.49) yields∥∥∥∥∥
n∑
k=1
λkqk,n −
m∑
k=1
λkqk,m
∥∥∥∥∥ −−−−→n,m→∞ 0,
i.e.,
{ n∑
k=1
λkqk,n
}
n≥1
is a Cauchy sequence in the Banach space X , therefore it
has a limit in X . Furthermore, we claim that the element
x := lim
n→∞
n∑
k=1
λkqk,n
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is the limit of the sequence {xn,n}n∈Λ as n→∞. By using the fact that ‖qk,n‖ ≤ 2,
(3.46) and (3.49), we obtain
‖x− xn,n‖ ≤ ‖x− xn‖+ ‖xn − xn,n‖ ≤ ‖x− xn‖+
n∑
k=1
|λk,n − λk|‖qk,n‖
≤ ‖x− xn‖+
N∑
k=1
|λk,n − λk|‖qk,n‖+
n∑
k=N+1
(|λk,n|+ |λk|)‖qk,n‖
≤ ‖x− xn‖+ 2
N∑
k=1
|λk,n − λk|+ dn‖qn,n‖
+2
n−1∑
k=N+1
(
dk − dk+1 + dk+12
−k
)
+
n∑
k=N+1
|λk|‖qk,n‖
≤ ‖x− xn‖+ 2N max
1≤k≤N,N<n
|λk,n − λk|+ 2dn
+2
(
dN+1 − dn + dN+1
∞∑
k=N+1
2−k
)
+
n∑
k=N+1
|λk|‖qk,n‖ −−−−−−−−−−→
n→∞,n∈Λ,N→∞
0.
Finally, by the continuity of x 7−→ ρ(x, Yk), we obtain
ρ(x, Yk) = lim
n→∞,n∈Λ
ρ(xn,n, Yk) = dk, for all k ≥ 1.
Now we prove the theorem in the following two other particular cases:
(1) If Y1 = {0}, the problem can be easily converted to the case Y1 6= {0}:
• If d1 > d2, then having constructed an element z with ρ(z, Yn) = dn
for all n ≥ 2, we can use Lemma 2.1 to construct an element x with
ρ(x, Yk) = dk for k = 1, 2 and such that x− λz ∈ Y2 for some λ > 0.
But then observe that
d2 = ρ(x, Y2) = ρ((x− λz) + λz, Y2) = ρ(λz, Y2) = λd2;
therefore, λ = 1 and
ρ(x, Yn) = ρ(z, Yn) = dn for all n ≥ 2.
This together with the fact that ρ(x, Y1) = d1 entails ρ(x, Yn) = dn
for all n ≥ 1.
• If d1 = d2, then it suffices to take
q1,n = z1
with z1 ∈ Y2\Y1 satisfying ‖z1‖ = 1. The constructions of
q2,n, q3,n, . . .
are similar to the above proof.
(2) If dn = 0 starting from some n, then the desired element exists by applying
the above proof to the setting X = Yn where the subspaces Y1 ⊂ Y2 ⊂
. . . ⊂ Yn−1 are in X .

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4. Reflexivity and (BLT)-property
Definition 4.1. We say a Banach space X has the (BLT)-property if it satisfies
the above Theorem 3.4.
Recall that a given Banach space X has the (B)-property if for a sequence of
strictly increasing subspaces {Yn} of X with
⋃∞
n=1 Yn = X and a decreasing null
sequence {dn}, there exists an x ∈ X such that ρ(x, Yn) = dn for all n ∈ N.
Note that the (BLT)-property is stronger than the (B)-property because of
the condition (1.4) placed on the subspaces. However as we have shown in the
introduction this condition is a natural condition.
A well-known example below shows that if a given space X satisfies the Bern-
stein’s Lethargy Theorem, then X is reflexive.
Example 4.2. Suppose d1 = d2 = 1, for n ≥ 3 the sequence {dn} is non-
increasing and {dn} → 0. Consider a pair of subspaces Y1 ⊂ Y2 ⊂ X such that
Y1 = {0}; Y2 = ker(f) = {y ∈ X : f(y) = 0},
where f is a nonzero linear functional. Suppose the Bernstein’s Lethargy The-
orem holds. In other words, there is an element x ∈ X with prescribed best
approximation errors. Since in this case
ρ(x, Y1) = ρ(x, Y2) = 1
and
ρ(x, Y1) = ‖x‖, ρ(x, Y2) =
f(x)
‖f‖
,
one has the equalities
1 = ‖x‖ =
f(x)
‖f‖
.
From the last equality we see that the functional f assumes its supremum at x.
This implies that X is reflexive (see James’ Theorem [17]).
A variant of the (B)-property, defined by Nikol’skii in [22], (see also [28, p.
153]) is as follows: A Banach space X is said to have the property (Bf) if for
every sequence of distinct closed subspaces
0 = Y0 ⊂ Y1 ⊂ Y2 ⊂ · · · ⊂ Yn ⊂ · · · ⊂ X
and every sequence of numbers {dn} with the properties
d0 ≥ d1 ≥ d2 ≥ · · · ≥ dN ≥ dN+1 = dN+2 = · · · = 0,
there exists an element x ∈ X satisfying
ρ(x, Yn) = dn for n = 0, 1, 2, . . . , N
and
ρ(x, Yn) = 0 for n = N + 1, . . . .
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Nikol’skii in [22] proves that a Banach space has the property (Bf ) if and only if
it is reflexive. Note that Nikol’skii’s result is a (BLT)-like property restricted to
a special sequence of the form
d0 ≥ d1 ≥ · · · ≥ dN ≥ dN+1 = 0 = dN+m
for all m ≥ 1.
Our Theorem 3.4 yields a stronger equivalence between Banach spaces which
satisfy the (BLT)-property and reflexivity. Indeed, the null sequence {dn} which
satisfies the (BLT)-property is not a special sequence like the one satisfying (Bf).
As we have seen in the above example, it is known that if a given Banach space
satisfies the (BLT)-property, then it is reflexive. But it was an open problem (see
[28, p. 152 ]) for a long time that if we start with a reflexive Banach space X
whether or not X satisfies the (BLT)-property. Corollary to our main Theorem
3.4 answers this question in the positive. Let us first recall the following theorem:
Theorem 4.3. [27, Theorem 2.14, p. 19]
Let X be a Banach space, then X is reflexive if and only if every closed subspace
of X is proximinal.
Corollary 4.4. Let X be a reflexive Banach space thenX has the (BLT)-property.
Proof. Assume X is reflexive and let {Yn} be a collection of a closed convex
subspaces of X which are strictly nested. Let zn ∈ Yn+1 \ Yn. Then by the
above Theorem 4.3, there exists vn ∈ Yn such that d(zn, Yn) = ‖zn − vn‖. Since
Yn ⊂ Yn+1, we have yn = zn − vn belongs to Yn+1 and d(yn, Yn) = ‖yn‖. Thus
conditions of our main theorem, Theorem 3.4 are satisfied and the (BLT)-property
holds true for the reflexive Banach spaces. 
Thus we have the equivalence of reflexive Banach spaces and those Banach
spaces which have the (BLT)-property.
Corollary 4.5. X is a reflexive Banach space if and only if X has the (BLT)-
property.
Remark 4.6. It is worth noting that any closed convex subset of a reflexive Banach
space is proximinal but a closed convex set in general is not proximinal. For
example, if we let X = ℓ1, and for any n ∈ N, en ∈ X be such that its nth entry
is n+1
n
and all other entries are 0, i.e.,
en = (0, 0, . . . ,
n+1
n
, 0, . . . , 0)
↑nth
.
then setting K = co{e1, e2, . . . }, we observe that K is a closed convex subset
of X , however K is not proximinal. For more on proximinal sets in Banach
spaces we refer the reader to [10]. The classic book of Singer [28] contains ample
information on proximinal sets as well.
Remark 4.7. Let Y be a proper closed subspace of a Banach space X , it is known
that if Y is proximinal then there exists a norm attaining functional vanishing
on X . Furthermore, by the Bishop-Phelps-Bollobas Theorem [12] it is known
that the set of norm attaining functionals on a Banach space is norm dense in
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the dual space. It is not difficult to find proximinal hyperplanes since for hyper-
planes proximinality and the existence of vanishing norm-attaining functionals
are equivalent. However, there is an example given by Charles Read [25] where
he constructs a space in which no subspace of finite codimension at least 2 is
proximinal.
Acknowledgement. Authors would like to thank Jose Mar´ıa Almira for his
valuable comments and pointing us to references on proximinal sets in reflexive
spaces.
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