Abstract-In distributed wireless networks, nodes often do not know the topology (network size, connectivity and the channel gains) of the network. Thus, they cannot compute their own maximum transmission rate and appropriate transmission scheme. In this paper, we address the inter-related problems of learning the network and the associated best achievable rates. To make progress, we will focus on K-user deterministic interference networks. First, we propose a message passing algorithm which allows nodes to incrementally learn the network topology. In each round of message passing, nodes forward what they believe is the new information to their neighbors and thus the network topology information trickles via broadcasts. Next, we consider two special examples of Z-channel and double-Z interference network and determine the sum-rate points with incomplete network information at different nodes. We show that the sum-rate point can in fact be achieved with less than full information at all the nodes but in general, less network information implies reduced set of achievable rates. In order to analyze the performance of a double-Z interference network with limited information, we find the capacity region of a deterministic double-Z interference network with full information, which is of independent interest.
I. INTRODUCTION
A key feature of distributed networks is the lack of information about the network and its current conditions. As a result, the nodes have to operate with incomplete knowledge about the network, and have to make local decisions about the choice of rates and transmission schemes with incomplete network knowledge. However, capacity analyses of networks often implicitly assume full knowledge of the whole network at every node (e.g. [1, 2] ). In this paper, we take the first steps in understanding how the nodes can incrementally learn the network and the associated capacity without full knowledge of the network.
We consider single-hop deterministic interference networks [3] [4] [5] where the receiver for each transmitter has a direct connection to its receiver but otherwise the network connectivity is arbitrary. The network topology (defined as the network connectivity and the channel gains on each link) is not known to any node in the network. As a result, none of the nodes know the set of jointly achievable rates and the associated capacity-achieving transmission schemes. We propose a simple local message passing algorithm for nodes to learn the network topology matrix which is inspired by belief propagation algorithm commonly used in LDPC decoding [6] .
The algorithm proceeds in rounds, where one round consists of a round of messages sent from all transmitters followed by a round of messages sent by all receivers. In each round, the nodes potentially learn a little bit more about the rest of the network and pass the new information to other nodes. Each message constitutes of only the new information and thus is equivalent to extrinsic information in belief propagation. While there are many parallels between the proposed algorithm and belief propagation, a key difference is that our messages are broadcasts (since they are wireless transmissions) while belief propagation messages are unicast.
The message passing algorithm exposes the fundamental capacity problem of interest. With each round the nodes learn more about the network but they do not have full network information till the message passing algorithm has terminated. Due to the local nature of message passing, not only the nodes have incomplete network information, they may only know different parts of the topology matrix. The characterization of capacity under such conditions is non-trivial (network capacity even with full information is still unsolved). Thus, we consider two special cases. The first is that of the Z-channel and the second is the three-user double-Z network (two Z channels stacked on top of each other). For both cases, we focus on the sum-rate point on the capacity boundary.
For the Z-channel, we show that the sum-rate point can be achieved without requiring full information at all the nodes. The full message algorithm requires three full rounds to terminate. However, the maximum sum rate point can be achieved with one and a half rounds, where one of the transmitters does not know all channel gains. For the case of double-Z channel, four rounds of message passing are needed. We characterize the sum-rate after one and a half rounds, and two and a half rounds, which are in general different. Thus the result shows how the network capacity grows with more information about the network. Again, in this case, we show that sum rate point can be achieved after only two and a half rounds, where again one of the transmitters does not know all channel gains. In this case, the first round of message passing gives some rate constraints at the transmitters based on which the nodes can choose their transmission rates. Two of the nodes only think of the topology as being a Z-channel and hence use this local information to decide upon the rates. The nodes have to make the worst case assumption of the rest of the 
where J; is the set of vertices connected to transmitter i. The message mi,t is a concatenated version of its received messages from previous round minus the messages it has broadcasted in previous transmissions and also minus the message that is already known to all of its neighbors. In response, the receivers broadcasts
where Ii is the set of vertices connected to receiver i. The message Mi,t is the concatenation of its received message minus its previously broadcasts messages and minus the messages known to all its neighboring transmitters. The messages mi,t and Mi,t are similar to the extrinsic information in belief propagation with the main difference being that the messages are broadcasts.
4) Stopping Rule:
If the transmitter or receiver has no new updates, it send a silent message 1/J in its assigned time-slot. Thus, nodes only forward information when new information is received and stay silent otherwise. When all the neighbors of a node stay silent, the node has reached the equilibrium with full information of all channel links to which it has a path.
As an example, consider a two user interference channel in Figure 1 .
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Tx network to decide their rates and coding scheme. The rate point at which they thus communicate is within the capacity region, and in certain cases on the boundary of the rate region, thereby achieving the maximum sum-rate. In the cases where the first round of message passing gave maximum sum-rate, the second round would not give any gains in sum rate (but can potentially enlarge the achievable rate region). In the second round, only one of the transmitters changes its rate while the other two have already converged. Hence, the second round fine-tunes the knowledge at one of the transmitters.
The rest of the paper is organized as follows. In Section II, we formulate the problem. In Section III, we give a general message passing algorithm for a K user interference channel and apply it to a two-user fully connected interference channel. In Section IV, we characterize the sum-rates with partial information at the nodes for a Z-channel and a double-Z channel. In this Section, we also find the capacity region for a deterministic double-Z interference channel. Section V concludes the paper.
II. PROBLEM FORMULATION
Consider an interference network with K transmitters and K receivers. The network can be represented by a square matrix H whose (i, j)th entry is the channel state of the link from transmitter i to receiver j. Note H is not symmetric. We will use the deterministic model [3] for each link, which implies Hi,j == nij is the number of bits which can be communicated over the link. We assume that transmitter i is connected to its intended receiver i, thus Hi, > O. When some H·, "' == 0 it implies that there is no link between transmitter ,J '
i' and receiver j'. However, none of the channel coefficients in the matrix H are known a priori. As a result, none of the nodes are aware of the maximum possible transmission rates and the associated coding schemes to achieve the capacity. Our objective is two-fold. First is to identify the network topology which involves learning H partially or completely. Second is to construct transmission strategies which achieve the maximum sum rate for a given level of network information at each node. While both questions are tightly interrelated, we will address them in that sequence due to the complexity of the combined problem.
III. MESSAGE PASSING FOR A GENERAL K-USER INTERFERENCE NETWORK
The algorithm proceeds in rounds, where one round is completed when all transmitters and receivers have broadcasted a message each. This mirrors the definition often used in iterative decoding of LDPC codes [6] . We assume that all messages are scheduled so that there are no "collisions" at any of the listening nodes due to simultaneous transmissions. Finally, the broadcast messages can only be heard by nodes to which the sending nodes has direct links, thus no extra feedback or Genie channels are available.
The message broadcasted by the transmitter i at round t (transmitters are data sources) is labeled mi,t, which is received by all the receivers j for which Hi,j > o. Analogously, In this case, the following broadcast messages suffice and the algorithm stops after three rounds. 1) Round J: Transmitters 1 and 2 send ml ,l = m2 ,1 = ¢.
Receiver 1 sends MI,1 = {nll,n21} and Receiver 2 sends M 2,1 = {nI2 ,n2z}.
2) Round 2: Transmitters 1 and 2 send ml ,2
{nll , n21, n 12, n2z} = m2 ,2' No new information needs to be sent by any receiver, and hence they send a silent mcssagc e ,
3) Round 3 :
No new information is received by any transmitter and hence the algorithm halts by transmitters sending a silent message 'lj;. After one round, both the transmitters know all the channels in the network. However, they do not know if they are connected to every node in the network and hence the fact that they have in fact all the channel coefficients. As a result, both transmitters send their last set of received messages in the second round. Thus, by the end of second round, all the nodes have full information, and third round informs all nodes that there is nothing new to learn. Now, each transmitter knows all the channel states and uses a pre -determined way to decide on the rate pair.
IV. SUM-RATE WITH INCOMPLETE INFORMATION
Our objective in this section is to characterize maximum achievable sum rates after each round in the message passing algorithm. In the intermediate steps of the algorithm, nodes have only partial information about the network topology which mayor may not be sufficient to achieve capacity. Since the general K-user network capacity (with full information) is still open, we study the algorithm for two special networks to demonstrate the main idea . In the process, we provide new sum-rate results for the Z-channel and the double-Z channel in Figure 4 .
A. Two User Z-Channel
In a Z-channel, n21 = O. Hence, no data can be sent through the link from transmitter 2 to receiver 1. In this case, the message passing needs three rounds as follows. 2) Round 2: ml ,2 = {nll ,nI2 ,n22} and m2 ,2 = 'lj;. M I ,2 = 'lj; and M 2,2 = nll.
3) Round 3 : No new information is to be sent by any
transmitter and hence the algorithm halts by transmitters sending a silent message 'lj;. We first recall the deterministic capacity region for a twouser Z-channel, given by Lemma 1. [5,7, 8J The deterministic channel capacity region for a two-user interference channel is the set of nonnegative rates satisfying rl < nll r2 < n22 rl + r2 < max(n22,n I2 ,nll,nll +n22 -nI2) (1) ISIT 2009, Seoul, Korea, June 28 -July 3, 2009 However, if we are concerned with only the sum-rate, we can converge to the sum-rate point at the transmitters in oneand-a-half rounds. Completing the second round does not help the transmitters in increasing the sum rate although it can increase the overall achievable rate region . Theorem 1. The sum rate capacity for a Z-channel can be achieved without completing the full message passing algorithm. To be precise, only the first full round and half of the second round suffice to achieve the sum-rate.
Proof" We note that at the end of first round, the first transmitter knows that there are 2 transmitters and 2 receivers in a Z-channel connectivity and knows all the gains. The second transmitter also knows the connectivity is that of a Z-channel, but does not know one of the channel gain. Let the strategy that the transmitter uses be : 1) Transmitter 2, which is not producing interference, sends at it maximum possible rate of n22 . 2) Transmitter 1 guesses it is a Z-channel (since it does not know with certainty that there is no other user to which transmitter 2 is producing interference) and assumes that transmitter 2 is sending at full rate. Thus, transmitter 1 sends at a rate of (nll -nI2) + if nl2 :::; n22, thus not sending on any link that produces interference. However, it sends at a rate of min(max(nll ,nI2) -n22,nll) if nl2 > n22, transmitting at the non-interfering links to the signal of the second transmitter communicating at the rate n22. We now show that this strategy can achieve the sum rate as follows.
If nl2 :::; n22, the sum rate in (I) simplifies as (2) Hence, the first transmitter will send at a rate of (nll -n I 2)+ . Further, since the first transmitter knows nIl and n12, it can send data on the links at which it is not generating any interference and thus achieve the sum capacity. 
Thus, the first transmitter sends at a rate of
This is achieved by sending along the dimensions that can not even be heard at the receiver 2 which are (nIl -nI2)+ in number. In addition, among the dimensions that can be heard by the second receiver, the data is sent along the dimensions which do not produce an interference to the direct signal. These are min(nl2 -n22,nll) in number; see Figure 3 . The extra half round is required for the receiver to learn the strategy used by the transmitters. Thus, the maximum sum rate can be achieved with 1.5 rounds.
•
B. Double-Z Deterministic Channel
Due to lack of space, we do not go over all the steps in this~.
In this case, we again use our algorithm of message passing to get the messages as follows: 
Proof: We show that each transmitter uses channel state information obtained from the first round to decide the transmission strategy. From the viewpoint of transmitter 3, it is a Z-channel and hence it sends at full rate, n33. The transmitter 2 knows that it is a double-Z channel, although does not know nIl. If n23 < n33, the second transmitter will send at a rate of (n22 -n23)+.
If n23 > n33, the second transmitter sends at a rate of min(max (n22, n23) -n33, n22) . Thus, the second transmitter sends at a rate of min(n22, max(n22, n23) -min(n23, n33)) == min(max(n22, n23, n33, n22
Hence, the second transmitter ignores the first user, and sends as if it was a Z-channel to user 3. Similarly, the first transmitter sees a Z-channel with the transmitter 2, and hence sends as if it was a Z-channel at a rate of min(nll' max(nll' n12) -min(n12, n22)). Hence, the above sum rate can be achieved.
• In this assignment of rates, the first user assumes the worst case for the rate of user 2. To be specific, it assumes that the second transmitter is sending at the full rate n22. Thus, the first transmitter decides its rate and strategy allocation based on the condition that the second transmitter is sending at n22. However due to the presence of the third transmitter, the second transmitter may not be sending at full rate thus allowing the first transmitter to send at a higher rate. Hence, we need another round to achieve the sum rate in general. We also see that the second round is enough to reach the optimal sum-rate. In the second round, the first transmitter knows that it is a double-Z channel and hence adjusts its rate. The other users do not change their strategies with the added knowledge of a double-Z channel. The next theorem summarizes the rate region for a double-Z channel.
Theorem 2. The deterministic channel capacity region for a three-user double-Z interference channel is the set of nonnegative rates satisfying
Proof: This region is obtained by using the following steps:
1) Finding the generalization of Han-Kobayashi region [9] for the double-Z channel. 2) Using the Fourier-Motzkin elimination to eliminate the auxiliary rate variables as in [10] . 3) Specializing this region to a class of deterministic channels as in [8] . 4) Finding the converse for the class of deterministic channels as in [8] . 5) Specializing this class of deterministic channels to the deterministic model. Message passing for a class of interference channels where each transmitter is one hop away from its receiver has been considered in this paper. We explore an algorithm for messagepassing which allows nodes to incrementally learn the network topology. With the intermediate knowledge at the transmitter, they decide on the rate point and the strategy based on the existing knowledge. We find the sum-rates for a double-Z channel which can be achieved after one and a half, and two and a half rounds. Two and a half rounds are sufficient for transmitters to converge to a rate pair on the maximum sum-rate point in the capacity region, in a distributed fashion. For certain parameter values, one and a half rounds are also sufficient to achieve the maximal sum-rate. nl2 -(n22 -n23)+). (6) Comparing this with Theorem 3, we find the following set of conditions when we converge in one and a half rounds:
n23 ::; n22 + n33, and Proof' After the second round, the first transmitter knows all that the transmitter 2 knows and hence knows how transmitter 2 is sending. Thus, the first transmitter can send knowing the strategy of the second transmitter thus obtaining the maximum sum-rate point.
• Note that we converge for sum-rate communication in less rounds than are needed to communicate the global information of all the channels to all the transmitters.
As a next step, let us compare the rates after 1.5 rounds and 2.5 rounds.
The sum rate in Theorem 2 is The above conditions are sufficient but not necessary since the non-sum term in Theorem 2 may be dominant in other extremes. Now, we will consider two examples, one where one and a half rounds are enough and another where they are not. For the first, consider the situation as in Figure 5 , where nIl == n33 == 3, nl2 == n23 == 2 and n22 == 5 satisfy the above constraints. Hence, the sum rate of 7 can be achieved in one and a half rounds. For the second case, consider situation in Figure 6 , in which nIl == n22 == n33 == 3, nl2 == n23 == 2.
These values do not satisfy the above constraint, and a sum rate of 5 is obtained after 1.5 rounds. However, after 2.5 rounds, a sum rate of 6 can be achieved.
