Introduction 43
Human decisions are guided by beliefs about current features of the environment. These 44 beliefs often must be inferred from indirect and uncertain evidence. For example, deciding to go 45 to a restaurant typically relies on a belief about its current quality, which can be inferred from 46 past experiences at that restaurant. This inference process is particularly challenging in dynamic 47 environments whose features can change unexpectedly. For example, the current quality of the 48 restaurant might not reflect its past quality if a new chef was just hired. In these environments, 49
people tend to follow normative principles and update their beliefs dynamically and adaptively, 50 such that new evidence is used to update existing beliefs more strongly in some conditions (e.g., 51
when existing beliefs are weak or irrelevant, and/or the new evidence is strong or surprising) 52 than others (e.g., when existing beliefs are strong and relevant, and/or the new evidence is weak 53 or expected) 1, 2, 3 . A number of studies have begun to identify potential neural substrates of this 54 adaptive belief-updating process, including univariate and multivariate activity patterns that 55
encode key variables like uncertainty and surprise in a number of brain regions including parts of 56 the dorsomedial frontal cortex, anterior insula, lateral prefrontal cortex, and lateral parietal 57 cortex 2, 4, 5, 6, 7 . The goal of the present study was to gain deeper insights into how these 58
representations might interact dynamically and adaptively to support dynamic and adaptive 59 belief updating. 60
Here we focused on how changes in belief updating relate to changes in functional 61 connectivity between brain regions with task-relevant activity modulations. Functional 62 connectivity reflects statistical dependencies between regional activity time series 8 and can be 63 used to build functional-connectivity networks that can provide new perspectives on brain 64 function 9, 10, 11 . Many recent studies of learning have focused on brain network reconfigurations 65 that occur between naïve and well-learned phases in various domains such as motor, perceptual, 66 category, spatial, or value learning 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22 . In these cases, functional 67 connectivity associated with the fronto-parietal system decreased gradually as learning 68
progressed and this change in connectivity was associated with individual learning or 69 performance 13, 19, 22 . In dynamic environments, however, people progressively learn the current 70 state and then re-initialize learning once the state changes. Thus, we expected frequent 71 reconfigurations in functional connectivity, as learning shifts between slower and faster updating 72 in response to changes in uncertainty and surprise. Additionally, although brain regions that 73 encode uncertainty and surprise participate in multiple networks, including the fronto-parietal 74 task control system, the dorsal attention system, the salience system, and the memory system 2, 4, 5, 75 6, 7 , based on previous network analyses of learning in stable environments we hypothesized that 76 the fronto-parietal system would serve a particularly important role in network reconfiguration 77 during learning in dynamic environments. 78
In the current study, we aimed to identify such frequent reconfigurations in functional 79 connectivity during adaptive belief updating. A key to our approach was the use of an 80 unsupervised machine-learning technique known as non-negative matrix factorization (NMF) 23 . 81 NMF decomposes the whole-brain network into subgraphs, which describe patterns of functional 82 connectivity across the entire brain, and the time-dependent magnitude with which these 83 subgraphs are expressed. Briefly, a subgraph is a weighted pattern of functional interactions that 84 that statistically recurs as the brain network evolves over time. We chose NMF because it 85 provides two key advantages over other approaches to matrix factorization, such as principal 86 components analysis (PCA) or independent components analysis (ICA) 24, 25 . First, NMF yields a 87 parts-based representation of the network, in which the individual components are strictly 88
additive -a constraint that is not present in PCA and ICA. This important feature enables 89 interpretation of the resulting subgraph and time-dependent expression coefficients on the basis 90 of their positive distance from zero. Second, NMF does not enforce an orthogonality or 91 independence constraint and, therefore, allows subgraphs to overlap in their structure. This 92
property may more effectively model distinct subgraphs that may be jointly related via weak 93 connections and better account for the flexibility of neural systems, such that one connection 94 between regions can be involved in multiple systems or cognitive functions. Recently, NMF has 95 been used to identify network dynamics during rest and task states 25, 26 and to determine how 96 these dynamics vary across development 24 . Here we extend the use of this technique to examine 97 changes in network dynamics linked to task variables and individual differences. 98
Our primary hypothesis was that uncertainty and surprise, task variables that drive the 99 adjustment of learning, are related to the temporal expression of specific patterns of functional 100 connectivity (i.e., specific subgraphs). Given previous univariate and multivariate results on 101 learning in dynamic environments, and previous network results on learning in stable 102 environments, we expected these patterns of functional connectivity to prominently involve the 103 fronto-parietal network. We also expected that the dynamic modulation of these patterns of 104 functional connectivity (i.e., subgraph expression) are associated with individual differences in 105 learning. 106 107
Results 108
Belief updating is influenced by normative factors related to uncertainty and surprise 109
Participants performed a predictive-inference task during fMRI (Fig. 1a ). For this task, 110 participants positioned a bucket to catch a bag that dropped from an occluded helicopter. The 111 location of the bag was sampled from a Gaussian distribution with a mean value that 112
corresponded to the location of the helicopter and a standard deviation (noise level) that was set 113
to either high or low in each 120-trial run. The location of the helicopter usually remained stable 114 but occasionally changed suddenly and unpredictably (with an average probability of change of 115 0.1 across trials); the new location was sampled from a uniform distribution. Additionally, 116
whether the bag (if caught) was rewarded or neutral was assigned randomly on each trial and 117 indicated by color. This task challenged participants to form and update a belief about a latent 118 variable (the location of the helicopter) based on noisy evidence (the location of dropped bags). 119
In our previous reports 2, 7 , we described a theoretical model approximating the normative 120 solution for this task. This theoretical model takes the form of a delta-rule and approximates the 121 Bayesian ideal observer. Beliefs ( "#$ ) are updated based on past beliefs ( " ) and prediction 122 errors ( " − " ; the difference between the current outcome location and the predicted location), 123
with the extent of updating controlled by a learning rate ( " ; Fig. 1b ). Learning rates vary from 124 trial to trial and are determined by two factors: (i) change-point probability (CPP), which is the 125 probability that a change-point has happened and represents a form of belief surprise; and (ii) 126 relative uncertainty (RU), which is the reducible uncertainty regarding the current state relative 127
to the irreducible uncertainty that results from environmental noise and represents a form of 128 belief uncertainty ( Fig. 1c ). Learning rates are higher when either CPP or RU is higher:
We previously reported how participants' predictions were influenced by both normative 131 and non-normative factors and how these factors that influence learning are encoded in 132 univariate and multivariate activity 2, 7 . Participants updated their beliefs more when the value of 133 CPP or RU was higher, consistent with the normative model. Participants also updated their 134 beliefs more when the outcome was rewarded, however, which is not a feature of the normative 135 model. CPP, RU and reward, as well as residual updating (belief updating not captured by CPP, 136 RU or reward), were all encoded in univariate and multivariate brain activity in distinct regions 2, 137
7 . In the current study, we built on these previous findings and investigated how these factors, as 138 well as individual differences in how these factors influence belief updating, are related to the 139 dynamics of whole-brain functional connectivity. 140 141 NMF identified ten subgraphs, or patterns of whole-brain functional connectivity, that varied 142 over time 143
We used NMF to decompose whole-brain functional connectivity over time into specific 144 patterns of functional connectivity, called subgraphs, and quantified the expression of these 145 patterns over time. To perform NMF, we first defined regions of interest (ROIs) based on a 146 previously defined parcellation 27 ( Fig. 2a ) and extracted blood-oxygenation-level-dependent 147 (BOLD) time series for each ROI (Fig. 2b ). For every pair of ROIs, we calculated the Pearson 148 correlation coefficient between the BOLD time series in 10-TR (25 s) time windows, offset by 2 149
TRs for each time step (and thus 80% overlap between consecutive time windows). This 150 procedure thus yielded a matrix whose entries represented time-dependent changes in the 151 strengths of these pairwise correlations in the brain during the task. We unfolded each time 152 window from this correlation matrix ( Fig. 2c ) into a one-column vector, and then concatenated 153 these vectors from all time windows and all participants ( Fig. 2d ). As required for NMF, we 154 transformed the resulting matrix to have strictly non-negative values: we duplicated the full 155 matrix, set all negative values to zero in the first copy, and set all positive values to zero in the 156 second copy before multiplying all remaining values by negative one. Thus, we divided the final 157 full data matrix into two halves, with one half containing the positive correlation coefficients 158 (zero if the coefficient was negative) and one half containing the absolute values of the negative 159 correlation coefficients (zero if the coefficient was positive) 26 . This procedure ensured that our 160 approach did not give undue preference to either positive or negative functional connectivity, and 161 that subgraphs were identified based on both positive and negative functional connectivity. 162
We applied NMF to this matrix ( ) to identify functional subgraphs and their expression 163 over time. Specifically, we decomposed the full data matrix into a subgraph matrix W and an 164 expression matrix H (Fig. 2d ). the expression sparsity ( ) ( Supplementary Fig. 1 ). The final result of NMF is a set of subgraphs 172
(the number of which was determined by the parameter k), which reflected patterns of functional 173 connectivity strengths across every pair of regions in the brain, as well as the expression of these 174 subgraphs over time. 175
Using NMF, we identified ten subgraphs in our data . The full description of each  176  subgraph specifies the edge strength between every pair of ROIs, corresponding to a 247x247  177 matrix. We calculated a simpler summary description that specifies the edge strength between 178 every pair of functional systems in the previously defined parcellation, corresponding to a 13x13 179 matrix 27 . Edges between ROIs were categorized according to the functional system of each ROI. 180
To estimate the diagonal entries in the system-by-system matrix, we averaged the weights of all 181 edges connecting two ROIs within a given system ( Fig. 3a) . To estimate the off-diagonal entries 182 of the system-by-system matrix, we averaged the weights of all edges linking an ROI in one 183 system with an ROI in another system. In line with common parlance, we refer to the edges 184 within the same system as within-system edges, whereas we refer to the edges between two 185 different systems as between-system edges. For presentation, we ordered and numbered the ten 186 subgraphs according to the strength of within-system edges relative to that of between-system 187 edges ( Fig. 3b , Supplementary Fig. 2a-c ). Finally, we thresholded the system- The full data matrix on which we performed NMF was divided into two halves, with the 198 first half corresponding to positive functional connectivity and the second half corresponding to 199 negative functional connectivity. The expression matrix H was therefore also divided into two 200 halves, with the first half corresponding to positive expression over time and the second half 201 corresponding to negative expression over time. Positive and negative expression coefficients 202
were highly negatively correlated with each other across time for all the subgraphs (all r<-0.61, 203 all p<0.001). Given this result, for the analyses of subgraph expression below, we constructed a 204 measure of relative subgraph expression by subtracting the negative expression from the positive 205 expression at each time point 26 . Across subgraphs, the average relative expression across time 206 was strongly correlated with the relative strength of within-versus between-system edges 207
( Supplementary Fig. 2d-f ). That is, higher within-system strength was associated with greater 208 relative expression of the subgraph. This result implies that the subgraphs are also numbered 209 roughly in order of their average relative expression. 210
211
Normative factors that drive belief updating modulated the temporal expression of a learning-212 related subgraph 213
We next investigated how CPP, RU, reward, and residual updating influenced the 214 temporal expression of each subgraph. We identified a particularly strong relationship between 215 the normative factors (CPP, RU and the residuals that reflected the participants' subjective 216 estimates of those variables) and subgraph 4, whose strongest edges were in the fronto-parietal 217 task-control system, followed by the memory retrieval, salience and dorsal-attention systems 218 ( Fig. 4d ). Specifically, we used multiple regression to estimate the trial-by-trial relationship 219 between these four factors and the relative expression strength of each subgraph. Regression 220 coefficients were fitted separately for each participant and each subgraph. Then, the significance 221 of these coefficients was tested at the group level for each subgraph ( Supplementary Fig. 3 ). 222
Among the ten subgraphs, these four factors explained the most variance in the time-dependent 223 relative expression of subgraph 4 ( Supplementary Fig. 2g p<0.001; residual updating: 0.177±0.079, t 31 =2.23, p=0.033; Fig 4a) . We also evaluated the 226 influence of head motion by including motion, as indexed as the relative root-mean-square of the 227 six motion parameters, in the regression model. Motion was not significant (p=0.29) and the 228 effects of CPP, RU and residual updating remained significant and of similar effect size. 229
Although CPP or RU also modulated the relative expression of some other subgraphs 230 (e.g., subgraph 1, 3 and 7; Supplementary Fig. 3 ), below we focus on subgraph 4 for several 231
reasons. First, as stated above, the four factors we investigated (CPP, RU, reward and residual 232 updating) explained more variance in the time-dependent relative expression of subgraph 4 than 233 that of any other subgraph. Second, the effects of CPP and RU on subgraph 4 were strong 234 enough to survive correction for multiple comparisons across ten subgraphs, whereas the effects 235 of CPP and RU on other subgraphs were not. Third, as discussed below (see the section of 236 "Results are robust to the time window used to identify functional connectivity"), the effects of 237 CPP and RU on subgraph 4 were also robust across analyses that used differently sized time 238 windows, whereas the effects of CPP and RU on other subgraphs were not. 239 240
Expression of the learning-related subgraph varied across subjects with individual differences in 241
normative belief updating 242
The expression of subgraph 4 was not only modulated by task factors that drive 243 normative learning, but also varied across subjects in a manner that reflected individual 244 differences in normative learning. As an index of normative learning, we estimated the influence 245 of CPP and RU on trial-by-trial belief updates using multiple regression and took the sum of the 246 regression coefficients of CPP ( 3 in Equation 6) and RU ( 5 in Equation 6) for each 247 participant 2 . This sum reflected how much each individual updated their beliefs in response to 248 normative factors. We examined the relationship between individual differences in this 249 normative belief-updating metric and two aspects of subgraph expression. 250
First, we examined the relationship between normative belief updating and the dynamic 251 modulation of subgraph expression by normative factors ( Supplementary Fig. 4 ). As an index of 252 the dynamic modulation of subgraph expression by normative factors, we used the sum of the 253 regression coefficients of CPP and RU on relative subgraph expression from the analyses above 254
( Supplementary Fig. 3 ). We found a positive correlation between the dynamic modulation of 255 subgraph 4 expression by normative factors and normative belief updating across participants 256 (r=0.448, p=0.004; Fig. 4b ). Second, we examined the relationship between normative belief 257 updating and the average relative subgraph expression ( Supplementary Fig. 5 ). We also found a 258 positive correlation between the average relative expression of subgraph 4 and normative belief 259 updating across participants (r=0.332, p=0.029; Fig. 4c ). These effects were still significant 260 when we controlled for the influence of motion on dynamic modulation or average relative 261 expression, whereas the effects of motion itself were not significant (all p>0.31). 262
These two results show that participants with the highest average relative expression of 263 subgraph 4, and for whom the normative factors account for the most variance in the relative 264 expression of subgraph 4 across time, tended to update their beliefs in a manner more consistent 265 with the normative model than the other subjects. 266
267
Contribution of specific edges within the learning-related subgraph to its relationship with task 268 factors and individual differences 269 Subgraph 4 describes both within-and between-system functional connectivity for 270 multiple different functional systems (Figs. 3b and 4d-e, Supplementary Fig. 2a -c). We next 271 examined the contribution of specific edges (i.e., functional connectivity between specific pairs 272 of brain regions) within subgraph 4 to the task and individual difference effects we observed for 273 that subgraph. 274
The task-related modulations of subgraph 4 involved primarily between-system, not 275
within-system, functional connectivity. Specifically, we re-estimated the effects of CPP, RU, 276 reward, and residual updating on the relative expression of subgraph 4 using only within-system 277 edges (i.e., only the diagonal cells of the system-by-system matrix in Fig. 3b ; "Within") or only 278
between-system edges (i.e., only the off-diagonal cells of the system-by-system matrix in Fig.  279 3b; "Between"). We compared these effects to our previous estimates using all edges ( Fig. 5a ; 280 "All"). Removing the between-system edges (Within versus All) reduced the size of the 281 estimated effects of CPP (mean±SEM=-0.155±0.042, t 31 =-3.73, p<0.001), RU (-0.300±0.062, 282 t 31 =-4.82, p<0.001), and residual updating (-0.140±0.053, t 31 =-2.63, p=0.013). In contrast, 283
removing the within-system edges (Between versus All) led to no reliable changes in these 284 effects (all p>0.21). Further, in a direct comparison of the reduced subgraphs with only within-285 or between-system edges, the effects estimated with between-system edges only were stronger 286 for CPP (0.151±0.042, t 31 =3.63, p<0.001), RU (0.290±0.063, t 31 =4.63, p<0.001), and residual 287 updating (0.139±0.048, t 31 =2.91, p=0.007). 288
The contributions of within-and between-system functional connectivity to the individual 289 difference effects of subgraph 4 were less clear. For the relationship between individual 290 differences in normative learning and average relative expression, the pattern across comparisons 291 was similar to that observed for task effects (Fig. 5b) , which would indicate a greater 292 contribution of between-system edges, but none of the comparisons were statistically significant. 293
In contrast, for the relationship between individual differences in normative learning and the 294 dynamic modulation of subgraph 4, within-system edges appeared to be more important, as 295 removing the within-system edges (Between versus All) reduced this correlation (difference = 296 0.048, p=0.006; Fig. 5b ). 297
We also identified contributions of specific functional systems and of specific system-by-298 system edges to the task and individual difference effects on subgraph 4. Specifically, we 299 conducted similar analyses to the ones described above after removing all edges of one 300
functional system (i.e., one row/column from the system-by-system matrix in Figure 3b ; 301 Supplementary Fig. 6 ) or removing one system-by-system edge (i.e., one cell from the system-302
by-system matrix in Figure 3b ; Supplementary Fig. 7 ). Detailed results from these analyses are 303 provided in the supplementary materials, but generally the strongest functional systems or 304 individual edges in subgraph 4 ( Fig. 4d ) contributed the most to the task and individual 305 difference effects described above. 306
307
Results are robust to the time window used to identify functional connectivity 308 For the analyses above, we calculated functional connectivity within time windows of 25 309 seconds (10 TRs), with an overlap between adjacent windows of 20 seconds (8 TRs) . To 310 determine the sensitivity of our results to the size of this time window, we repeated the entire 311 procedure using shorter (8-TR/20 s window with 6-TR/15 s overlap; Supplementary Fig. 8 -11) or 312 longer (12-TR/30 s window with 10-TR/25 s overlap; Supplementary Fig. 12-15 ) time windows. 313
That is, we shorten or lengthen the time window by the interval of one trial (~5 s). With both 314
shorter and longer time windows, we identified ten subgraphs. As a measure of the similarity 315 between these subgraphs and the subgraphs identified in the main analysis, we calculated the 316
Pearson correlation coefficient between the edge strengths of the subgraphs, for both edges 317
between ROIs and edges between systems. There was a high degree of similarity between the ten 318 subgraphs identified in the main analysis and those identified using either shorter (edges between 319 nodes: all r>0.81; edges between systems: all r>0.80) or longer (edges between nodes: all 320 r>0.98; edges between systems: all r>0.98) time windows. With longer time windows, the 321 relative expression of subgraph 4 still showed the same relationship to task factors (CPP and RU) 322
and to individual differences in normative learning; with shorter time windows, these effects 323
were also present but weaker. 324 325
Relationship between the learning-related subgraph and univariate activity 326
In our previous report, we described how CPP, RU, reward, and residual updating 327 influenced univariate brain activity. In a final set of analyses, we examined the relationship 328 between these previously reported univariate effects and the changes in dynamic functional 329 connectivity we identified above. 330
The brain regions that were most strongly represented in subgraph 4 overlapped spatially 331
with the brain regions whose activity was modulated reliably by CPP and RU in our previous 332 report. As a measure of a region's involvement in subgraph 4, for each ROI, we calculated the 333 mean strength of every edge between that ROI and all other ROIs in subgraph 4, and normalized 334
these mean values between 0 and 1. We then related this metric to activation from our previous 335 study 2 , as measured by the z-statistic of the modulation effect of CPP or RU. This z-statistic 336 indicated the effect size of change of univariate activity in response to CPP or RU across 337 participants. Across all ROIs, there was a positive correlation between edge strength in subgraph 338 4 and activation for CPP (r=0.403, p<0.0001; Fig. 6a ) and activation for RU (r=0.704, p<0.0001; 339 Fig. 6b ). Figure 6c shows the map of normalized mean edge strengths for subgraph 4 alongside 340 the thresholded activation maps for CPP and RU. Regions with stronger edge strength in 341 subgraph 4, such as the insula, dorsomedial frontal cortex, dorsolateral prefrontal cortex, 342 posterior parietal cortex, and occipital cortex, also tended to show stronger increases in 343 activation with increases in CPP and RU. 344
In addition to these strong associations between univariate brain activation and edge 345 strength, effects beyond those captured by univariate task activity also contributed to our 346 dynamic functional connectivity results. To demonstrate this, we first fit a general linear model 347
to quantify effects of CPP, RU, reward, and residual updating on univariate brain activity. For 348 each ROI, we then constructed a time series of predicted BOLD activity from this GLM. This 349 predicted BOLD time series captured all fluctuations in activity in that ROI that could be 350 accounted for by the linear effects of CPP, RU, reward, and residual updating. Next, we 351 estimated the matrix of functional connectivity from this predicted task-modulated BOLD time 352
series. This matrix captures only the aspects of functional connectivity that can be fully 353 explained by task-modulated co-activation across brain regions. We then performed NMF on this 354 matrix and repeated all of our main analyses, including task effects and individual difference 355 effects ( Supplementary Fig. 16-19 ). This analysis again identified a subgraph 4 whose strongest 356 edges were in the fronto-parietal system, but it did not recapitulate all of the relationships 357 between subgraph 4 expression and task factors and individual differences seen in our main 358
analyses. Namely, with regard to task effects, only RU significantly modulated the temporal 359 expression of the subgraph, and with regard to individual-difference effects, only the relationship 360 between individual differences in normative learning and average relative expression was 361 significant. These results implied that the dynamic functional connectivity patterns identified in 362 our main analyses reflect a mixture of coordinated activity across regions (which can be captured 363 by univariate analyses) and other statistical dependencies across regions that require network-364 based analyses. 365 366 Discussion 367
We identified a pattern of dynamic functional brain connectivity in human subjects 368 performing a predictive-inference task. This pattern was expressed most strongly during times 369 that demanded faster belief updating and was enhanced in individuals who most effectively used 370 adaptive belief updating to perform the task. To identify this pattern, we used NMF, an 371
unsupervised machine-learning technique that decomposes the full matrix of time-dependent 372 functional connectivity into subgraphs (patterns of functional connectivity), and the time-373 dependent magnitude of these subgraphs. Among the subgraphs we identified in our data, the 374 expression of one subgraph in particular was modulated reliably by three trial-by-trial factors 375 that influenced the degree of behavioral belief updating: CPP (surprise), RU (uncertainty), and 376 residual updating (updating unaccounted for by surprise or uncertainty likely fluctuations in subjective estimates of those factors. In addition to being modulated by 383 these trial-by-trial task factors, expression of this subgraph also varied across individuals in a 384 manner associated with individual differences in belief updating. Participants who tended to 385 update their beliefs in a more normative manner -that is, with a stronger influence of surprise 386 (CPP) and uncertainty (RU) -showed stronger dynamic modulation of the expression of this 387 subgraph by normative factors and showed stronger average expression of this subgraph. 388 389
Relationship to previous results: neural activation during learning in dynamic environments 390
The brain-wide pattern of functional connectivity that we identified as connected to belief 391 updating included interactions between multiple functional systems, most prominently the 392 fronto-parietal task control, memory-retrieval, salience, and dorsal-attention systems (Fig. 3b & 393 Fig. 4d ). These systems include multiple regions in the anterior insula, dorsolateral and 394 dorsomedial frontal cortex, and lateral and medial parietal cortex ( Fig. 4e & Fig. 6c ). These 395 regions showed a large degree of overlap with areas that we have previously shown to have 396 increased univariate activation in response to both surprise and uncertainty (in this same dataset; 397 Figure 6 ) 2 . The current results show that the same regions also exhibit increased functional 398 connectivity in response to surprise and uncertainty. Our previous report also identified a subset 399 of these regions, including parts of the dorsomedial frontal cortex, anterior insula, inferior frontal 400 cortex, posterior cingulate cortex, and posterior parietal cortex, where activity was modulated by 401 both normative (surprise and uncertainty) and non-normative (reward) factors. This smaller 402 subset includes regions that participate in the fronto-parietal task-control, memory-retrieval, 403
salience, and dorsal-attention systems, which is where we identified learning-related increases in 404
functional connectivity in the current study. 405
Previously, we also reported regions whose univariate activity was modulated by either 406 surprise or uncertainty alone. Surprise was associated selectively with activation in occipital 407 cortex, and uncertainty was associated selectively with activation in anterior prefrontal and 408 parietal cortex 2 . We similarly have reported multivariate activation patterns that were associated 409 selectively with either surprise or uncertainty alone 7 . In the current study, we identified a key 410 pattern of functional connectivity that was modulated by both surprise and uncertainty, but we 411 did not identify any other pattern that was modulated reliably by either surprise or uncertainty 412 alone. One possible explanation for this lack of a positive result was our need to use relatively 413 long time windows (25 s, corresponding to 4-6 trials) in order to obtain reliable estimates of 414 functional connectivity. These time windows likely included both the surprise elicited by 415 change-points and the uncertainty that follows. Thus, functional connectivity related to surprise 416 and uncertainty may have been difficult to dissociate temporally in our task and analysis design. 417
Using a task that can temporally separate the tracking of surprise and uncertainty 28 might enable 418 the identification of distinct patterns of functional connectivity for each factor. 419
The pattern of whole-brain functional connectivity we identified here was also expressed 420 across individuals in a manner that varied with the degree to which they updated their beliefs 421 more in line with the normative model. Thus, individual differences in learning were also 422 reflected in features of individual functional connectomes. In our previous study, we noted a 423 relationship between individual differences in normative learning and the degree to which 424 activity in dorsomedial frontal cortex and anterior insula was modulated by normative factors 425 (surprise and uncertainty) 2 . Here we showed that normative learning was also associated with 426 how functional connectivity was modulated dynamically by the same normative factors. These 427 new findings add to previous work showing that brain network dynamics can reflect individual 428 differences in learning in various domains 12, 13, 15, 19, 22 . Potentially, these differences in individual 429 functional connectomes during learning could reflect individual differences in resting-state (task-430 independent) functional connectivity 29 , which merits further study. 431
Functional connectivity captures many different kinds of statistical dependencies between 432 brain regions, including those that result from task-driven co-activation. The strong association 433 between neural activation and functional connectivity during periods of surprise and uncertainty 434 in our results (Fig. 6 ), as well as previous studies in other domains 13, 15, 17, 19, 21, 22 , raises the 435 possibility that the increases in functional connectivity between brain regions might have arisen 436 because these regions became more tightly synchronized to external task events, without 437 necessarily any increase in communication between them. To refute this possibility, we repeated 438 our analyses on the predicted BOLD time series from univariate GLMs. These predicted time 439 series, which contain only task-driven statistical dependencies between brain regions, could not 440 recapitulate all of the effects that we observed in our actual BOLD time series. Specifically, we 441 found modulations by task (e.g., the modulation of subgraph expression by surprise and residual 442 updating) and individual differences (e.g., the relationship between individual differences in 443 normative learning and the dynamic modulation of subgraph expression by normative factors) 444
that were apparent only in the full, original functional connectivity matrices. Thus, these effects 445 appear to include neural communications that do not simply reflect task-driven co-activation. 446
Even though the changes in functional connectivity that we describe may reflect a mixture of 447 task-driven and endogenous dynamics, the network analysis provides an important higher-level, 448
reduced-dimensionality description of these changes. 449 450
Relationship to previous results: fronto-parietal integration 451
A key feature of the brain-wide pattern of functional connectivity that we identified was 452 connectivity involving the fronto-parietal task-control system. We characterized the complex 453 pattern of functional connectivity in the learning-related subgraph by summarizing the 454 connectivity according the putative functional system of each region 27 . Among all the functional 455 systems, the largest proportion of connectivity in the learning-related subgraph involved the 456 fronto-parietal system. Connectivity associated with the fronto-parietal system has been shown to 457 increase at the beginning of learning and decrease toward the later phases of learning 13, 19, 22 . Our 458 result extends this finding by showing that fronto-parietal functional connectivity is modulated 459 dynamically in a trial-by-trial manner according to the need for new learning. That is, the pattern 460 of functional connectivity captured by the learning-related subgraph increased after surprising 461 task changes and then decreased gradually as more information was gained about the current 462 state. The fronto-parietal system is thought of as a control system that is involved in flexible 463 adjustments of behavior 30, 31 . In particular, connectivity between the fronto-parietal network and 464 other systems has been shown to change in response to different task requirements 32 . This type of 465 flexible control is critical for learning in a dynamic environment, a context in which people 466
should adjust their degree of belief updating in a context-dependent manner 1, 4 . 467
Although the learning-related subgraph was also characterized by a balanced strength of 468
within-system connectivity and between-system connectivity, the critical features that changed in 469 response to task dynamics involved primarily between-system connectivity. This result implies 470 that faster learning was associated with a greater degree of integration between different 471 functional systems. Several previous studies have shown that complex cognitive tasks are 472 associated with more integration between systems 33, 34, 35, 36 . For example, brain networks tend to 473 be more segregated during sensory processing, and more integrated during complex cognitive 474 tasks such as the n-back or gambling. Other work has shown that as a task becomes more 475 practiced over time, the interaction between systems decreased while the connections within 476 systems remained strong 13 . Here we demonstrated changes in integration on a fast time scale, as 477 task demands varied from trial to trial. Integration between systems was greater during periods of 478 the task when surprise or uncertainty was high, and therefore there was a need to update one's 479
beliefs and base them more on the current evidence than on expectations developed from past 480 experience. 481 482
Relationship to previous results: arousal and network dynamics 483
The dynamics of functional connectivity that we identified may be linked to arousal. We 484 and others have shown previously that surprise and uncertainty induce changes in arousal, as 485 indexed by pupil responses 3, 6, 37 . The increases in integration between the fronto-parietal and 486
other systems that we observed in this study in response to surprise and uncertainty are 487 consistent with previous studies of the relationship between arousal, measured in terms of 488 wake/sleep, heart rate, and pupil-size metrics, and the dynamics of functional connectivity in 489 large-scale brain networks 36, 38, 39, 40, 41, 42 . Specifically, high arousal states are associated with 490 changes in connectivity in regions in the fronto-parietal, dorsal attention, ventral attention, 491 salience, and default mode systems 38, 41 , and particularly to increases in integration in the fronto-492 parietal and default-mode systems 36 . 493 Potential links between arousal and dynamic functional connectivity are particularly 494
interesting in light of theories about the functional role of arousal in changing neural gain, or the 495 sensitivity of neural communication 43 . Arousal is associated with changes in the activity of 496 noradrenergic neurons in the locus coeruleus 44, 45, 46 , which is hypothesized to modulate neural 497 gain in their cortical projection targets. As neural gain increases, neurons receiving excitatory 498 input become more active while neurons receiving inhibitory input become less active. These 499 kinds of effects are thought to underlie certain changes in network topology 47 . One previous 500 study used a simulated brain functional network to show that increased neural gain can lead to 501 stronger network integration, particularly in the fronto-parietal system 48 . Further support for 502 these ideas comes from studies using atomoxetine, a noradrenergic reuptake inhibitor, which 503 when given systemically can increase network integration during performance of certain tasks 49 504 and modulate learning in dynamic environments 50 . Future studies could incorporate direct 505
measures of arousal to test these proposed relationships between arousal, network 506 reconfiguration, and belief updating more directly. 507 508
Conclusion 509
In this study, we provided a network-based perspective on the neural substrates of 510 learning in dynamic and uncertain environments. In such environments, people should flexibly 511 adjust between slow and fast learning: beliefs should be updated more strongly when new 512 evidence is most informative, such as when the environment undergoes a surprising change or 513
beliefs are highly uncertain. Here we identified a specific brain-wide pattern of functional 514 connectivity (subgraph) that fluctuated dynamically with changes in surprise and uncertainty. 515
The dynamics and expression of this pattern of functional connectivity also varied across 516 individuals in a manner that reflected differences in learning. This pattern was expressed more 517 strongly and was more strongly modulated by surprise and uncertainty in people who updated 518 their beliefs in a more normative manner, with a stronger influence of surprise and uncertainty. 519
The most important aspect of this learning-related pattern of functional connectivity is functional 520 integration between the fronto-parietal and other functional systems. These results establish a 521 novel link between dynamics adjustments in learning and dynamic, whole-brain changes in 522 functional connectivity. 523
524
Methods 525
Participants 526
The dataset has been described in our previous reports 2 . Thirty-two individuals 527 participated in the fMRI experiment: 17 females, mean age = 22.4 years (SD = 3.0; range 18-30). 528
Human subject protocols were approved by the Internal Review Board in University of 529
Pennsylvania. All participants provided informed consent before the experiment. 530 531 Task 532
Each participant completed four 120-trial runs during functional magnetic resonance 533
imaging. In each run, participants performed a predictive-inference task (Fig. 1a) . On each trial, 534
participants made a prediction about where the next bag would be dropped from an occluded 535 helicopter by positioning a bucket along the horizontal axis (0-300) of the screen. The location of 536 the bag was sampled from a Gaussian distribution with a mean (the location of the helicopter) 537
and a standard deviation (noise). The standard deviation was high (SD = 25) or low (SD = 10) in 538 different runs. The location of the helicopter usually remained stable but it changed occasionally. 539
The probability of change was zero for the first three trials after a change and 0.125 for the 540 following trials. When the location changed, the new location was sampled from a uniform 541 distribution. Correctly predicting the location of the bag resulted in coins landing in the bucket. 542
These coins either had positive or neutral value depending on their color, which was randomly 543 assigned for each trial. 544 545
Behavior model 546
We applied the same normative model described in our previous study 2 . An 547 approximation to the ideal observer solution to this task updates beliefs according to a delta 548 learning rule ( Fig. 1b) : 549 550 " = " − "
(1) 551 "#$ = " + " × "
(2) 552 553 where " is the prediction error, which is the difference between the observed outcome (bag drop 554 location, " ) and the prediction (bucket location, " ). Beliefs are updated in proportion to the 555 prediction error, and this proportion is determined by " , the learning rate. The learning rate is 556 adjusted adaptively on each trial according to two normative factors ( Fig. 1c) : 557 558 " = Ω " + 1 − Ω " × "
(3) 559
560
where Ω " is the change-point probability (CPP) and " is the relative uncertainty (RU). CPP 561 reflects the likelihood that a change-point has happened: 562 Ω " = : " 0, 300 > : " 0, 300 >#? " " , " 3 $A> (4) 564 565 where " 0, 300 indicates the probability of " from a uniform distribution between 0 and 566 300, " " , " 3 indicates the probability of " from a Gaussian distribution with mean of " 567 and variance of " 3 , " 3 is the variance of predictive distribution of the bag location, and H is the 568 average probability of change (0.1) across trials. 569 RU reflects the uncertainty about the current location of the helicopter relative to the 570 amount of noise in the environment: 571
3 is the variance of outcome distribution used to generate the location of bag. There are 575 three terms present in both the numerator and denominator. The first term is the variance of the 576 helicopter distribution conditional on a change-point while the second term is the variance of the 577 helicopter distribution conditional on no change-point. The third term reflects the variance due to 578 the difference in mean between the two conditional distributions. The three terms together 579 capture the uncertainty about the location of the helicopter. 580 Figure 1c shows an example of the dynamics of CPP and RU. CPP increases when there 581
is an unexpectedly large prediction error. RU increases after CPP increases and decays slowly as 582 more precise estimates of the helicopter location are possible. 583
As in our previous study, a regression model was applied to investigate how the factors in 584 this normative model, as well as other aspects of the task, influenced participants' belief updates. 585 We regressed trial-by-trial updates ( "#$ − " ) against the prediction error ( " ), the interaction 586 between prediction error and the two factors from the normative model, CPP (Ω " ) and RU ( " ), 587
as well as the interaction between prediction error and whether the outcome was rewarded or 588 not 2 . Note that these interaction terms test whether learning rates vary as a function of CPP, RU 589 or reward; if these coefficients are zero, updates would be a constant fraction of prediction errors 590 (given by the $ term). The form of the regression model can be written as 591 592 " = Q + $ " + 3 " Ω " + 5 " " 1 − Ω " + R "
where Edge is regressor of no interest that captures the tendency to avoid updating toward the 595 edges of the screen ((150 − "#$ ) 150 − "#$ ). This regression model was fitted separately to 596 each participant's data to estimate the influence of each factor on each participant's behavior. 597 We used the residuals of this regression to examine the relationship between subgraph 598 expression and residual updating. To examine the relationship between individual differences in 599 normative learning and functional network dynamics, we used the sum of the regression 600 coefficients on the CPP term ( 3 ) and the RU term ( For each run and each participant, blood-oxygenation-level-dependent (BOLD) time 619 series were obtained from each of 264 regions of interest (ROIs; diameter = 9mm) based on the 620 previously defined parcellation 27 . ROIs that did not have valid BOLD time series for all runs and 621 all participants were removed, resulting in N = 247 ROIs. For each BOLD time series, a band-622 pass filter was applied with a cutoff of 0.01-0.08 Hz. This low-frequency band has been shown 623 to reflect neuronal activation and neural synchronization 56, 57, 58 . To remove the influence of head 624 motion, a confound regression was implemented to regress out nuisance factors from each 625 BOLD time series. This confound regression included 24 motion parameters (three translation 626 and three rotation motion parameters and their expansion ([ " " 3 "A$ "A$ 3 ])) 59 , as well as 627 average signals from WM and CSF 60 . 628
In order to construct dynamic functional networks, we defined sliding time windows and 629 calculated Pearson correlation coefficients between ROI time series in each sliding time window. 630
We assigned these coefficients to the first TR in the time windows. To ensure magnetization 631 equilibrium, the first 6 volumes of each run were removed from the analysis. For the rest of the 632 volumes in each run, a sliding window was defined with a 10-TR (25 seconds ×( × ) matrix. To ensure that our approach did not give undue 639 preference to either positively or negatively weighted functional edges, we separated this matrix 640 into two thresholded matrices: one composed of positively weighted edges, and one composed of 641 negatively weighted edges. That is, in the matrix of positive functional correlations between ROI 642 time series, the original negative correlations between ROI time series were set to 0; in the 643 matrix of negative functional correlations between ROI time series, all values were multiplied by 644 -1, and the original positive functional correlations between ROI time series were set to 0. After 645 concatenating the matrix composed of positively weighted edges and the matrix of negatively 646 weighted edges, we had a final ×( × ×2). The parameter k is the number of subgraphs, is a regularization of the 659 connectivity for subgraphs, and is a penalty that imposes sparsity on the temporal expression 660 coefficients 61 . For fast and efficient factorization to solve this equation, we used an alternative 661 non-negative least square with block-pivoting method with 100 iterations 62 . The matrices W and 662 H were initialized with randomized values from a uniform distribution between 0 and 1. 663 A random sampling procedure was used to find the optimal parameters k, , and 63 . In 664 this procedure, the NMF algorithm was re-run 1,000 times with parameter k drawn from U(2,15), 665 parameter drawn from U(0.01, 1), and parameter drawn from U(0.01, 1). The subgraph 666 learning performance was evaluated through 4-fold cross-validation. In each fold, twenty-four 667 participants were used for training; Eight participants were used for testing and calculating cross-668 validation error ( −   2   3 ). An optimal parameter set should minimize the cross-validation 669 error. We chose an optimal parameter set ( = 10, = 0.535, = 0.230) that ensured the 670 cross-validation error in the bottom 25% of the distribution of cross-validation error from our 671 random sampling scheme 25 . 672
Since the result of NMF is non-deterministic, we implemented consensus clustering to 673 obtain reliable subgraphs 64 . In this procedure, we (i) used the optimal parameters and ran the 674 NMF 100 times on A, ( 
Properties of subgraphs 679
Applying NMF yielded a set of subgraphs, or patterns of functional connectivity (W), and 680 the expression of these subgraphs over time (H). To understand the subgraphs, we first 681 rearranged W into k different × subgraphs. To understand the roles of cognitive systems in 682 each subgraph, we mapped each ROI to 13 putative cognitive systems from the previously 683 defined parcellation: uncertain, sensory, cingulo-opercular task control, auditory, default mode, 684 memory retrieval, visual, fronto-parietal task control, salience, subcortical, dorsal attention, 685 ventral attention, and cerebellar 24, 27 . This yielded a 13 x 13 representation of each subgraph. To 686
show which within-system and between-system edges in this representation were strongest, we 687 applied a permutation test. We permuted the system label for ROIs and formed a matrix with 688 system-by-system edges. This process was repeated 10,000 times to determine which strength of 689 system-by-system edges was above the 95% confidence interval threshold after correction for 690 multiple comparisons. 691
To characterize the connectivity pattern of each subgraph, we ordered them according to 692 the relative strength of within-system edges versus between-system edges. For each subgraph, 693
we calculated the average strength of within-system edges (edges that link two ROIs that both 694 belong to the same system), and the average strength of between-system edges (edges that link 695
an ROI in one system to an ROI in another system). Then, we subtracted the average strength of 696
between-system edges (E B ) from the average strength of within-system edges (E W ) and divided 697 this difference by the sum of them ( l m Al n l m #l n ). We estimated the 95% confidence interval of these 698 measures (average relative strength, average within-system strength or average between-system 699 strength) by implementing bootstrapping 10,000 times. 700
Next, we investigated the relationship between these connectivity patterns and the 701 temporal expression of each subgraph. As the matrix of functional connectivity was divided in 702 two, with the first half reflecting positive connectivity and the second half reflecting negative 703 connectivity, the temporal expression matrix also had two halves, with the first reflecting 704 positive expression over time and the second reflecting negative expression over time. As there 705 was a strong negative correlation between positive and negative expression, we did all of our 706 analyses on the relative expression (positive expression minus negative expression) of each 707 subgraph 26 . Across subgraphs, we calculated Pearson correlation coefficients between the 708 average relative expression and the average within-system strength, average between-system 709 strength, and average relative strength of each subgraph. To determine the significance of the 710 correlation coefficients, we implemented 10,000 permutations of the subgraph labels to form the 711 null distribution of correlation coefficients. 712 713
Modulation of subgraph expression by task factors 714
We investigated how fluctuations in the trial-by-trial relative expression of each subgraph 715
were related to four trial-by-trial task factors: CPP, RU, reward, and residual updating. CPP and 716 RU were estimated based on the normative learning model 1, 2, 3 . Residual updating was derived 717
as the residual of the behavioral regression model described above. We examined the effect of 718 these four trial-by-trial task factors together, including all four in a regression model predicting 719
trial-by-trial relative expression. Since NMF yielded values of temporal expression every 2 TRs 720 (5 seconds), we applied a linear interpolation on the temporal expression values to obtain an 721 expression value aligned with outcome onset on each trial. Regression models were implemented 722 for each participant separately. Regression coefficients were then tested at the group level using 723 two-tailed t-tests. 724
725
The relationship between subgraph expression and individual differences in normative 726 learning 727
Next, we examined the relationship between subgraph expression and individual 728 differences in the extent to which belief updating followed normative principles. As an index of 729 normative learning for each individual, we used the sum of the regression coefficients on the 730 CPP term ( 3 ) and the RU term ( 5 ) in the behavior model 2 . This normative learning index 731 reflected the extent to which a participant's trial-by-trial updates were influenced by the two 732 normative factors CPP and RU. We examined the relationship between this index and two 733 aspects of subgraph expression. First, across subjects, we calculated the Pearson correlation 734 coefficient between normative learning and the dynamic modulation of relative expression by 735 normative factors for each subgraph. This dynamic modulation was indexed as the sum of the 736 regression coefficients for CPP and RU from the regression model predicting trial-by-trial 737 relative expression. That is, dynamic modulation reflected how normative factors were 738 associated with the change in relative expression of the subgraph. Second, across subjects, we 739 calculated the Pearson correlation coefficient between normative learning and the average 740 relative expression of each subgraph. To determine the significance of these correlation 741 coefficients, we permuted the participant labels 10,000 times to form the null distribution. 742 743
The relationship between task and individual difference effects across subgraphs 744
To show the relative importance of each subgraph, we examined the variance explained 745
for task effects and individual differences effects for each subgraph. The variance explained for 746 task effects was the R 2 of the regression model that investigated the relationship between the four 747 task factors (CPP, RU, reward and residual updating) and trial-by-trial subgraph relative 748 expression. The variance explained for individual differences effects was the R 2 of a regression 749 model that investigated the relationship between individual differences in normative learning and 750 two individual-level measures of subgraph relative expression (dynamic modulation by 751 normative learning factors and average relative expression). We investigated the relationship 752 between variance explained for task and individual differences effects using Pearson correlation. 753
To determine the significance of this correlation coefficient, we permuted the subgraph labels 754 10,000 times to form the null distribution of correlation coefficients. 755 756
Contributions of different types of edges to task and individual differences effects 757
We evaluated the contributions of different types of edges to the task effects (influence of 758 CPP, RU, reward and residual updating on subgraph expression across time) and individual 759 differences effects (relationship between normative learning and subgraph expression across 760 subjects). We mainly focused on the contribution of within-system edges and between-system 761 edges. For this analysis, we implemented three types of comparison: Within versus All, Between 762 versus All, and Between versus Within. For Within versus All, we kept within-system edges only 763 and re-estimated task and individual differences effects; then, we compared these effects with the 764 effects estimated using all edges. This comparison showed the change of effects after between-765 system edges were removed, and thus, this comparison revealed the contribution of between-766 system edges. For Between versus All, we kept between-system edges only and re-estimated task 767 and individual differences effects. We then compared these effects with the effects estimated 768 using all edges. In this comparison, within-system edges were removed and thus, we examined 769 the contribution of within-system edges. Last, the comparison of Between versus Within is a 770 direct comparison between effects estimated with between-system edges only and effects 771 estimated with within-system edges only. Thus, this comparison examined the different 772 contributions of between-system and within-system edges. 773
Specifically, for task effects, we examined the change of coefficients in the regression 774 model that investigated the influence of four task factors-CPP, RU, reward and residual 775 updating-on subgraph relative expression. The change was calculated for each participant 776 separately, and the significance of change was then tested at the group level using two-tailed t-777
tests. For individual differences effects, we examined the change of correlation coefficients for 778 two types of relationship: the relationship between individual normative learning and dynamic 779 modulation of subgraph relative expression and the relationship between individual normative 780 learning and average subgraph relative expression. To determine the significance of the change 781 of correlation coefficients, we permuted the labels of participants for individual normative 782 learning 10,000 times to form the null distribution of the change of correlation coefficients. 783
We also investigated the contribution of different functional systems and the contribution 784 of different system-by-system edges. For the contribution of different functional systems, we 785 compared the effects after removing edges of one functional system with the effects estimated 786 with all edges. For the contribution of different system-by-system edges, we compared the 787 effects after removing one system-by-system edge with the effects estimated with all edges. 788
Statistical testing was conducted with the same procedures described in the previous paragraph. 789 790
Relationship between univariate activation and functional connectivity 791
To investigate the relationship between dynamic functional connectivity and univariate 792 activation, we fit a mass univariate GLM. In this GLM, the regressors were the outcome onset 793 and four modulators of outcome onset: CPP, RU, reward and residual updating. These regressors 794
were convolved with a gamma hemodynamic response function (HRF) as well as the temporal 795 derivative of this function. Six motion parameters were also included as regressors. 796
To examine what aspects of our functional connectivity results could be accounted for by 797 functional coactivation, we used the regression coefficients from the GLM above (including both  798 the main HRF and its temporal derivative for each regressor) to create a predicted BOLD time 799 series. We then repeated the same sequence of analyses described above on this predicted BOLD 800 time series. This predicted BOLD time series reflected the modulation of univariate activation by 801 CPP, RU, reward and residual updating. However, this predicted BOLD time series lacked any 802 statistical dependencies between regions that were present in the actual BOLD time series that 803 could not be explained by task-driven changes in univariate activation. Thus, any functional 804 connectivity results we observed with this predicted BOLD time series could be fully accounted 805
for by task-driven changes in univariate activation. 806 807
Data availability 808
The data for the current study are available from the corresponding author upon request. 809 810
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Regression fits sho learning rates as pre also deviating from t with previous work, p were surprising as ind interquartile range [IQ and when beliefs wer dian = 0.32, IQR 0.11 Nassar et al., 2012) . H neity across participa tional model (CPP and so (coefficients near ated from the model w rates (median fixed le 0.48, signed-rank p < on the irrelevant facto cient = 0.03, IQR 0 to The overall regression IQR 0.949 to 0.979). S of CPP and RU co Neuron 84, 870-881, N this distribution, representing the location of the helicopter, usually remained stable across trials but was occasionally resampled from a uniform distribution. In addition, each bag had either a high or a neutral reward value (sampled with equal probability independently on each trial), which was revealed only after the prediction had been made. Participants could maximize their overall earnings by inferring the location of the helicopter and placing their bucket directly beneath it. Successful inference required flexible belief updating in response to changes in the helicopter's location but stable belief maintenance across trials in which the helicopter remained stationary.
Multiple factors influenced belief-updating behavior. We measured belief updating as the adjustment in bucket position from one trial to the next. This update, when expressed as a fraction of the spatial prediction error-i.e., the difference between the previous, chosen bucket position and the subsequent bag position, or d-can be thought of as a direct measure of learning rate (cf. Nassar et al., 2010) . We analyzed behavior using linear regression models of belief updating. One explanatory variable was the trial-wise prediction error d, which could account for a tendency to update bucket position toward the most recent bag location as a fixed fraction of d (i.e., a fixed learning rate). Additional explanatory variables encoded trial-to-trial adjustments in learning rate based on both normative and incidental factors.
Two normative factors were computed by applying an approximately Bayesian learning model to the sequence of observations experienced by each participant (Figure 1B ; Nassar et al., 2012 Nassar et al., , 2010 . The first factor was change-point probability (CPP), which is elevated transiently upon observation of a surprising outcome and reflects the probability that the helicopter has moved ( Figure 1C ). The second factor was relative uncertainty (RU), which reflects the uncertainty in one's belief about the environment. RU depends inversely on the number of prior observations attributable to the current environmental state. It is maximal on the trial after a likely change point and decays gradually as a function of trials thereafter (see Figure 1C ). The regression also included a term for the current reward value. Reward value carried no predictive information and therefore played no role in our computational model, although reward information can, of course, be relevant in other situations.
Regression fits showed that participants flexibly adapted their learning rates as predicted by the computational model while also deviating from the model in systematic ways. Consistent with previous work, participants learned more when outcomes were surprising as indexed by CPP (median coefficient = 0.53, interquartile range [IQR] 0.40 to 0.76, signed-rank p < 0.001) and when beliefs were more uncertain as indexed by RU (median = 0.32, IQR 0.11 to 0.44, signed-rank p < 0.001; Figure 2C ; Nassar et al., 2012) . However, there was considerable heterogeneity across participants, with some behaving like the computational model (CPP and RU coefficients near one) and others less so (coefficients near zero). On average, participants also deviated from the model with a tendency to use less-flexible learning rates (median fixed learning-rate coefficient = 0.39, IQR 0.22 to 0.48, signed-rank p < 0.001) and to modulate learning based on the irrelevant factor of reward value (median reward coefficient = 0.03, IQR 0 to 0.05, signed-rank p < 0.001; Figure 2C ). The overall regression fit behavior very well (median r 2 = 0.967, IQR 0.949 to 0.979). Secondary analyses showed that (1) effects of CPP and RU could also be observed using single-trial Heavy dashed line marks the true generative mean, which had periods of stability with occasional change points. Cyan line marks the predictions of an approximate Bayesian model. Inset equation presents the model's beliefupdating rule (B t = belief, X t = observed outcome, a t = learning rate on trial t). Vertical dashed line marks the boundary between a high-noise condition (left) and low-noise condition (right), reflected in different levels of stochastic variance around the generative mean. (C) Two theoretical influences on learning rate across trials. Change-point probability (CPP) is elevated when an unexpectedly large prediction error occurs. Relative uncertainty (RU) is elevated subsequently and slowly decays as a more precise estimate of the current mean is reached. Inset equation shows how CPP and RU jointly determine the adaptive learning rate.
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