Abstract. A uniqueness theorem is proved for trigonometric series and another one is proved for multiple trigonometric series. A corollary of the second theorem asserts that there are two subsets of the d-dimensional torus, the first having a countable number of points and the second having 2 d points such that whenever a multiple trigonometric series "converges" to zero at each point of the former set and also converges absolutely at each point of the latter set, then that series must have every coefficient equal to zero. This result remains true if "converges" is interpreted as any of the usual modes of convergence, for example as "square converges" or as "spherically converges." For example, Cantor's classical uniqueness theorem asserts that the only trigonometric series everywhere convergent to zero is the series which has all coefficients identically zero, or, equivalently, it asserts that (T, ∅) is uniquely determining. On the other hand, Menshov's trigonometric series which converges to zero almost everywhere shows that there is a set E ⊂ T of full (Lebesgue) measure, |E| = 2π, such that (E, ∅) is not uniquely determining.
Results

One dimensional results.
Definition 1.1. Say that a trigonometric series a 0 2 + ∞ n=1 a n cos nx + b n sin nx (1.1) converges absolutely at a point x if ∞ n=0 |A n (x)| < ∞, where A 0 = a0 2 and for each positive integer n, A n (x) = a n cos nx + b n sin nx. Definition 1.2. Let H and D be subsets of the torus T = [0, 2π). Say that the pair (H, D) is uniquely determining for convergence if the only trigonometric series which converges to zero at each point of H and converges absolutely at each point of D is the series which has all coefficients identically zero.
For example, Cantor's classical uniqueness theorem asserts that the only trigonometric series everywhere convergent to zero is the series which has all coefficients identically zero, or, equivalently, it asserts that (T, ∅) is uniquely determining. On the other hand, Menshov's trigonometric series which converges to zero almost everywhere shows that there is a set E ⊂ T of full (Lebesgue) measure, |E| = 2π, such that (E, ∅) is not uniquely determining.
In 1937 Kozlov showed that a very small increase in the size of D allows a great decrease in the size of H when he proved the following very interesting theorem [K] .
Theorem 1.1. There is a countable set H and a set D with two elements such that (H, D) is uniquely determining.
Definition 1.3. Let H and D be subsets of T and let T be a linear method of summability. Say that the pair (H, D) is uniquely determining for the method T if the only trigonometric series which is T summable to zero at each point of H and converges absolutely at each point of D is the series which has all coefficients identically zero.
In order to extend Koslov's theorem to higher dimensions, we found it necessary to first establish the following one dimensional generalization. Proof. Set E = ∆ = T.
Higher dimensional results.
We begin by defining a general mode of convergence for multidimensional series which will include several standard modes of convergence as special cases. Let the ordinary one dimensional trigonometric system on T be denoted as
where t 0 (x) = 1 and t 2i−1 (x) = cos ix and t 2i (x) = sin ix for i = 1, 2, .... Then define the d-multiple trigonometric sys-
, and n ≥ 0 means that each n i ≥ 0. We will be discussing the d-multiple trigonometric series
where 1 = (1, ..., 1). Generically, the sum defining A k has 2 d terms, since each n j takes on each of the two values 2k j − 1 and 2k j . However, in case some k j = 0, we interpret the corresponding inequality, −1 ≤ n j ≤ 0, to mean that n j takes on only the value 0. In defining our modes of convergence, we will follow the general usage and will always keep the terms in an A k grouped together. Thus, we will be considering d-multiple trigonometric series of the form 
Let S N (x) be the following partial sum of the series (1.3): This theorem will be proved for the case d = 2 in Section 3 below. This is sufficient because the proof is purely inductive and no new ideas are required for the general case. Since the case of one way iterated convergence requires a short separate argument, we have placed the proof of this corollary at the end of this paper.
Corollary 1.2. There is a countable set H and a set D with 2 d elements such that (H, D) is uniquely determining for any
Remark 1.2. Both of our main theorems have two aspects. First, that a determining pair (H, D) exists with H countable and D of cardinality 2 d , and, second, that that pair can be selected subject to two constraints: that H be contained in a preassigned set of full measure and that D be contained in a (small) preassigned open set. Since the first aspect is probably the more interesting, the corollaries have been stated in a simpler (although technically weaker) way, with all mention of constraints removed. Simpler proofs of the corollaries could be given by omitting the parts of the proofs of the main theorems that deal with satisfying the two constraints.
Proof of the one dimensional theorem
Whenever a and b are real numbers selected from T, a + b will be interpreted to be addition modulo 2π. We will frequently make use of the fact that T is an abelian group under addition. Definition 2.1. If a ∈ T and E is a subset of T, then a + E = {a + e : e ∈ E}. Property 1. If E ⊂ T is any measurable set, then for any real number a the set a + E is also measurable and has the same measure.
Property 2. For any real number t and any nonzero rational number r, the set {t + kr : k ∈ Z} is dense in T. Proof. Let ∆ = (α, β) and let r be a rational number such that
By ∆ we denote the interval concentric with ∆ and having one-fourth its length. For any integer k we denote
Then for any integer k, there is a t k ∈ E such that t 0 = t k + kr, whence
Since t 0 ∈ ∆ , t 1 = (−r)+ t 0 also belongs to ∆ and we may choose {t 0 , t 1 } to be D.
It remains to prove that if the series (1.1) converges absolutely on D, then it also converges absolutely on H. We will use the following easily verified trigonometric identities:
cos nh for all t, h ∈ R and n ∈ N, and (2.6)
It follows from relations (2.6) and (2.7) that
This allows us to deduce the absolute convergence of the series (1.1) at the point t 2 from the postulated absolute convergence at the points t 0 and t 1 . The same argument extends the absolute convergence of A n one step at a time, up and down the entire arithmetic progression {t k } = H.
We now pass to the proof of Theorem 1.2. 
It follows from relations (2.9) and (2.11) that
Define a function f by the formula f (x) = ∞ n=0 A n (t 0 ) cos nx. From the absolute convergence of A n (t 0 ) follows the uniform convergence of the series defining f. Thus f is a continuous function. But summability is consistent with convergence, so from relation (2.13) and Lemma 2.1 it follows that f converges to 0 uniformly on H. By Property 2, H is dense in T, so f converges to 0 uniformly on all of T. Thus A n (t 0 ) = 0 for each n ≥ 0. A similar argument starting from t 1 instead of t 0 shows that A n (t 1 ) = 0 for each n ≥ 0. In other words, a 0 = 0 and for each n ≥ 1 the following system of equations holds: a n cos nt 0 + b n sin nt 0 = 0, a n cos nt 1 + b n sin nt 1 = 0.
But the associated determinants, cos nt 0 sin nt 0 cos nt 1 sin nt 1 = sin n(t 1 − t 0 ) = sin nr, are all nonzero, whence for each n ≥ 1, we have a n = b n = 0.
Proof of the two dimensional theorem
We will take d = 2 and ease notation by writing (x, y) for (x 1 , ..., x d ) and so on.
Lemma 3.1. Let E and E be subsets of T of full measure and let ∆ and ∆ be nonempty open subsets of T. Let
be the corresponding pairs of sets produced by Lemma 2.1 above. Thus there are rational numbers r and r so that H 1 (E, ∆) = {x j } j∈Z , where
where y j = −r j + y 0 ∈ E , for each integer j and
If the series (1.3) converges absolutely on the 4 point set
Proof. Our hypothesis is that 
For any x, y, and h we have
Just as in the proof of Lemma 2.1 above, setting h = r and using the first equation allows us to deduce the absolute convergence of A mn at each point (x i , y 0 ) from condition (3.1) and also at each point (x i , y 1 ) from condition (3.2). Similarly, for each fixed i, setting h = r and using the second equation, we can now deduce the absolute convergence at every (x i , y j ) from the just proved absolute convergence at the points (x i , y 0 ) and (x i , y 1 ). respectively, shows that we may assume that the sequences {α N } and {β N } are bounded. Now, without loss of generality, we may pass to a subsubsequence and assume that {α N } tends to a nonzero limit α. By extracting yet one more subsequence we may also assume that {β N } tends to a limit β. From condition (3.5) it follows that for each t ∈ H there holds the equation α cos pt + β sin pt = 0, where α = 0. This is a contradiction, since H is infinite, but a nontrivial trigonometric polynomial of degree 2p can have at most 2p zeros on T.
Lemma 3.2. Let p be any natural number and let H be any infinite subset of T. If
We now turn to the proof of Theorem 1.3.
Proof. We may assume that the given open set O is the open nonempty rectangle ∆ × ∆ . For each y ∈ T let E y = {x ∈ T : (x, y) ∈ E} denote the horizontal section of E at height y and let F = {y ∈ T : |E y | = 2π}. Apply Fubini's theorem to the integral of the characteristic function of E over T 2 to see that
Let (H 1 (F, ∆ ), D 1 (F, ∆ )) be the pair of sets from Lemma 2.1, so that
From the definition of F and the former inclusion it follows that E yj = 2π for every j. Again apply Lemma 2.1 to produce a pair of sets ( (F, ∆ ) ) is uniquely determining for every Ω 2 mode of convergence. So fix an Ω 2 mode of convergence ω 2 = {ω(N )} N ∈Z and assume that
A mn (x i , y j ) = 0 for every (i, j) (3.10) and that A k (x) is absolutely convergent at all 4 points of D 1 (E, ∆) × D 1 (F, ∆ ). By Lemma 3.1 we know that
Fix a pair of indices (ī,j). From the proof of Lemma 2.1 we know that there are two rational numbers r and r so that any point (x i , y j ) of H 1 (E, ∆) × H 1 (F, ∆ ) can be written as (−ir + x 0 , −jr + y 0 ). From this there follow the identities yj +k = −r k + yj and yj −k = r k + yj, k = 1, 2, ... . From conditions (3.13) and (3.14)
Q N (kr ) = 0 for every integer k, and so, taking Property 2, the density of {kr }, into account, we find that the continuous function f must be identically zero. In other words,
The uniformity of convergence of Q N to f justifies the following interchange of order of integration:
By definition we have where we define ω ι (N ) to be the section of ω(N ) at height ι. Since ι is fixed and ω 2 = {ω(N )} ∈ Ω 2 , it is easy to see that {ω ι (N )} N =0,1,... is a one dimensional regular linear method of summability which we will call T. Sinceī is arbitrary, the one dimensional trigonometric series
is summable T to zero at each point of H 1 (E, ∆) and, by relation (3.24), is also absolutely convergent on the same set. By Theorem 1.2 and definition (3.18), it follows that a m,2ι−1 = 0 for every m = 0, 1, 2, ....
In a similar way, replacing relation (3.24) with relation (3.25) and so on, we also have a m,2ι = 0 for every m = 0, 1, 2, ....
But ι was an arbitrary nonnegative integer, whence a mn = 0 for all nonnegative m and n, and our proof is complete.
It only remains to give the proof of Corollary 1.3.
Proof. See [AW] for definitions of the five modes of convergence that we have to consider. Spherical and square convergence can each be realized as an Ω d mode of convergence by making an obvious choice for the sequence ω d , so the corollary follows immediately in these cases. Since both unrestricted rectangular convergence at a point and restricted rectangular convergence at a point imply square convergence at that point, the corollary for these two methods also follows immediately. There remains the case of one way iterated convergence.
Let H and D be the pair of sets constructed in the proof of Theorem 1.3. Suppose that the one way at all 4 points of D. By Lemma 3.1, it also follows that relation (3.26) holds at all points of H as well. But it is easy to see that whenever a double numerical series is absolutely convergent, its one way iterated limit We thank the referee for a number of corrections and useful suggestions.
