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Chapter 1: Introduction
1.1 Historical motivation for quantum simulation algorithms
”Nature isn’t classical, dammit, and if you want to make a
simulation of nature, you’d better make it quantum
mechanical, and by golly it’s a wonderful problem, because
it doesn’t look so easy.”
Richard P. Feynman
In general to simulate a process or a system means to approximately imitate its
behavior over time. This often involves generating a history of a set of characteristics
of the system of interest. A simulation model is used to observe the constraints and
the dynamical interplay of these characteristics [Ban+10; Pau87].
Beginning by some of the pioneering Monte-Carlo simulations done in the
Manhattan project, computer simulation methods and its applications have evolved
over time and grown immensely. Figure 1.1 shows the rapid increase in the frequency
that the word simulation has appeared in written contexts over time. This rapid
growth is a natural result of the wide range of applications computer simulations
have found. In many cases computer simulations have become a cost saving part of
research. Some of the benefits of simulation as a low-cost and low-risk replacement
1
(from 1540 to 2008) (occurences of Simulation per million words per year )






Figure 1.1: (color online) The frequency that the word simulation has been used
over time. The plot is based on [Mic+11].
for experimentation are as follows [Ban+10]:
1. Simulations can enable the study of the internal interactions in a complex
system, which could be otherwise hard or in some cases impossible.
2. Simulations can be used to verify the theoretical model. Examples of these
simulations can be seen in [Abb+16; Sir+18].
3. Sometimes going through with an experiment would risk huge environmental
and ecological impacts. In these cases one needs to do a simulation to study
these impacts and prepare for the possible outcomes.
4. Computer simulations can be used in pedagogical contexts too. They can be
used to familiarize students with different potentially dangerous subjects or
train pupils for a task without the possible risks and costs associated with that
task.
Just to name a few, some applications where classical simulations are widely
used are: Weather forecasting [Mol+96], power system simulation [Jay16], reservoir
simulation [PHD05] and traffic engineering [Pur98].
2
No matter how successful classical simulation algorithms seem to be, they in-
herently lack the power to efficiently simulate some of the most underlying systems
in the nature. The problem is that the underlying systems in our universe are inher-
ently quantum rather than classical. The classical memory required to even store
a generic quantum state grows exponentially with the number of sites. This means
in order to accurately store the quantum state of the cheese one has for breakfast,
a classical memory with as many bits as the particles in the known universe would
not suffice. Just to put this fact into perspective, the particles in the known uni-
verse are dominated vastly by photons. If one hypothetically had access to all the
photons in the known universe and could use them to store classical data bits, they
would only be able to represent the state of 296 spin-1
2
particles [HMS18]. Many
molecules that are used in pharmacology have vastly more elementary particles than
that. There are some classical techniques to store and process some quantum states
more efficiently; which we will discuss briefly in Chapters 3 and 4. However, most
quantum states do not fall into those categories.
That is why in the 1980s, scientists like Richard Feynman and David Deutsch
started to think about alternative models of computation that do not suffer from the
same limitations, namely quantum computers [Fey82; Fey85; Deu85a; Deu89]. One
of the main motivations for pursuing quantum computation to simulate quantum
systems is the fact that any discrete quantum state can be efficiently represented
on it. The biggest concern at the time was whether it is possible to retain coherent
qubits in the presence of noise (For example see [Unr95]). These concerns were later
addressed in the years 1995 and 1996 by seminal works of Peter Shor and Andrew
3
Steane [Sho95; Sho96; DS96; Ste96b; Ste96a]. They showed the possibility of re-
taining coherent states by using error correction methods. Within a few years fully
fault-tolerant protocols were conceptualized and threshold theorems were proven
[Pre98; KLZ96; KLZ98; Got98].
In 1996 Seth Lloyd showed that the evolution of local Hamiltonians can be
simulated on a universal quantum computer with at most polynomial overhead
[Llo96]. It is safe to say that this important result sparked a lot of ideas for using
quantum devices to simulate quantum systems. We will discuss some of these results
in Secs. 1.2 and 1.3.
We would like to finish this section of the introduction by mentioning that
in the past decade there has been ongoing research for developing quantum sim-
ulation algorithms for classical systems too. Some of the noteworthy ones, with
super-polynomial speedups, are simulation problems that reduce to solving a linear
equation. For example see [CJO19; CPP13].
1.2 Quantum simulators
Quantum simulation devices can be grouped into two main categories, analog
simulators and digital simulators. We will discuss each of these in the following
Secs. 1.2.1 and 1.2.2.
4
1.2.1 Analog Quantum Simulation
A natural approach to the simulation problem is to start with a highly tunable
physical system and finely adjust its Hamiltonian until it approximates the Hamil-
tonian of the system we are interested in simulating. For instance, ultracold atoms
have been particularly successful in this regards [Mac12; Ban+12; Ric+18; Kas+17;
ZCR15; Haf+07; Ber+17]. The reasons why cold atoms are so successful are as
follows [BDN12]:
1. Atoms are fairly isolated from the environment.
2. Their interactions can be finely tuned using electromagnetic fields and Fesh-
bach resonances.
3. It is possible to make theoretical predictions starting from first principles.
4. Some of the coldest temperatures ever recorded are accessible in these systems
by using laser cooling.
Another successful approach for an analog quantum simulator would be to use
trapped ions [Zha+17; BR12]. Again, being able to finely engineer the interactions
and long decoherence times are the main selling points for these analog simulators.
Despite their proven success, analog quantum simulators have their fair share
of limitations as well. Just to name a few, often the simulation device has to be
engineered and tailored towards the very specific system it is intended to simulate.
Besides that the in most cases they are limited by their geometrical structure and can
5
only allow very few types of interactions. Another issue is that in the analog systems
there is no notion of error correction and fault tolerance. These are the reasons why
we believe after large scale universal quantum computers become available, they
would eventually replace the analog simulators.
1.2.2 Digital Quantum Simulation
As David Deutsch showed in 1985, an alternative approach to the analog
strategy is to build a quantum device that only needs to implement a universal yet
small number of quantum gates [Deu85a]. The notion of universality here means
that any unitary operator can be ε-approximated using only the finite gates in the
set [NC00]. An example of a universal set of quantum gates represented in the

















1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

. (1.3)
Although the above set of gates is universal, all of them cannot be implemented
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fault-tolerantly without some extra resources. However, there are techniques such as
magic state distillation which can be utilized to yield fault-tolerance and universality
simultaneously [Vei+14; Rei06; CAB12; Rei05; CTV17; CB09; MEK12; Haa+17].
The universal approach to quantum computation has plenty of benefits over
the analog equivalents. First of all, the experimentalists can focus on implementing
just a few gates instead of building a new Hamiltonian from scratch each time a
new problem arises. The other important feature of digital quantum computation
is that once the accuracies of the gates reach a threshold value, the overall outcome
error can be arbitrarily suppressed [KLZ96]. In Sec. 1.3 we will explain some of the
algorithms for Hamiltonian simulation using this latter notion.
1.3 Hamiltonian Simulation algorithms
The statement of the Hamiltonian simulation problem is that given a Hamil-
tonian H, find a quantum circuit that approximates the unitary operator U = e−iHt
with a maximum error, ε. Depending on the context of a specific algorithm, this
error can be defined using various distance measures such as trace distance. As it is
evident from Table 1.1 Hamiltonian simulation has been an active area of research in
the quantum computation community. I will explain some of the more pedagogically
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Table 1.1: In this table we show a number of Hamiltonian simulation algorithms
and their performances. The performances that have an * are the query complexity
of the algorithm rather than its gate count or circuit depth. In the table above
d represents sparsity of the Hamiltonian H, and the algorithms that depend on d
assume the Hamiltonian is sparse.
1.3.1 Early Results Using Lie-Trotter-Suzuki Formulae
One of the earliest results in the field of quantum computation was the dis-
covery that local Hamiltonians can be simulated efficiently on a quantum computer
[Llo96]. Historically speaking, it showed that the evolution of physical systems,
as long as their interactions are local, can be simulated efficiently on a quantum
computer, a task which is believed to be hard on a classical computer. The idea in
8
Seth Lloyd’s work comes from an earlier mathematical result [Suz76]: Suppose we
are given a Hamiltonian H =
∑N
j=1 hj, where each hj is gapped and acts only on a
local neighborhood of sites. Therefore we can assume each individual hj is efficiently




















Higher order term have progressively smaller error and they can be system-
atically produced [HS05; Suz91]. Using a sufficiently high order Lie-Suzuki-Trotter
formula and a more careful error analysis yields the results in [Ber+05].
1.3.2 Sparse Hamiltonian Simulation
Another approach that has been pursued to implement Hamiltonian simulation
algorithms is to utilize the fact that many physical systems have sparse Hamilto-
nians. Early results for sparse Hamiltonian simulation relied on a technique called
edge coloring Fig. 1.2. Effectively, one colors the edges of the Hamiltonian graph
of the system in such a way that edges meeting at same vertex have different col-
ors. Each sub-graph represents a 1-sparse Hamiltonian and can be simulated ef-
ficiently[Chi+03; AT03; Ber+05; Ber+14]. An early version of this technique is
9
Figure 1.2: (color online) Coloring a Hamiltonian graph into sub-graphs that each
can be simulated efficiently.
formally explained in Lemma 1.
Lemma 1 (Decomposition Lemma[AT03, p. 20]). Let H be a row-sparse Hamilto-
nian over n qubits with at most d non-zero elements in each row. There exists a
decomposition of H =
∑N
j=1 hj, where each hj is 1-sparse, such that N = (d+1)
2n6.
Proof. The proof is constructive: For (i, j) ∈ [2n] × [2n] and i < j (upper diagonal
entries) let the color of each entry (which are represented by edges in the Hamiltonian
graph) be labelled by:
ColorH(i, j) = (k, imodk, jmodk, row#(H, i, j), column#(H, i, j)) , (1.7)
where
• If i = j we set k = 1, otherwise it’s set as the smallest integer such that
i 6≡ j(modk). There is always such a k in the range [2 . . . n2].
• IfHi,j = 0, then row#(H, i, j) = 0. Otherwise row#(H, i, j) is defined as the in-
dex ofHi,j in the list of non-zero elements in the i’th row ofH. column#(H, i, j)
is defined similarly, except rows and columns are switched.
• The coloring is symmetric, so the lower diagonal entries, ColorH(i, j) = ColorH(j, i).
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Altogether, this method of coloring uses n6(d+ 1)2 colors.
After decomposing the Hamiltonian with regards to Lemma 1, or using more
sophisticated coloring schemes (e.g. [Ber+05; Ber+14]), we can use a Lie-Suzuki-
Trotter formula, as explained in Sec. 1.3.1 to simulate the Hamiltonian.
1.3.3 Linear Combination of Unitaries
In a seminal paper in 2012, Andrew Childs and Nathan Wiebe introduced
another method for simulating Hamiltonians [CW12]. Besides improving the per-
formance of the Hamiltonian simulation algorithm in some asymptotic limits, the
fact that it initiated a new paradigm of simulation algorithms is not negligible.
That’s why in this section we try to give an overview about the core ideas that are
involved in this algorithm and the following works that used a similar approach.
Perhaps at the heart of their paper is the observation that if two unitary op-
erators are close to each other, then a linear combination of them can be efficiently
implemented on a quantum computer. Although unitary operators are not closed
under addition, the linear combinations they end up using in the simulation algo-
rithm are very close to unitary. This means for all practical intents and purposes
they are indistinguishable from unitary operators. This observation is formally ex-
pressed in Lemma 2:
Lemma 2 (Linear combination of unitaries [CW12, p. 2]). Let Ua, Ub ∈ C2
n×2n be
unitary operators and let ∆ = ‖Ua − Ub‖. Then for any υ ≥ 0, there exists an
efficient quantum algorithm that can implement υUa + Ub (up to a normalization
11




















The quantum circuit for implementing the linear combination of Ua and Ub can be














(Ub − Ua) |ψ〉 . (1.9)
If the outcome of the measurement is 0, then up to normalization factors the circuit
has applied the desired linear combination, |ψ〉 7→ (υUa+Ub) |ψ〉. If the measurement
reads 1, then the protocol has failed. The failure probability is bounded by:
P+ ≤








By applying Lemma 2 recursively they prove the possibility of simulating a
general linear combination of unitaries [CW12, Thm. 3]. In order to have a high
success probability, there are two conditions required, υ  1 and ∆  1. These
conditions can be naturally satisfied in a quantum Hamiltonian simulation problem
[CW12].
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|0〉 Vυ • V †υ
|ψ〉 Ua Ub
Figure 1.3: The quantum circuit for performing an operator proportional to υUa+Ub
with probability 1− ∆2υ
(1+υ)2
given a measurement outcome of 0.
1.3.4 Modern Algorithm for Geometrically Local Hamiltonians
In this section I will discuss the core ideas in one of the more recent modern
algorithms for simulating geometrically local lattice Hamiltonians [Haa+18]. Before
we dive deeper, it is important to know that local Hamiltonians are a special case
of sparse Hamiltonians. I explained some of the early ideas for sparse Hamiltonian
simulation in Sec. 1.3.2. More recent results have saturated the theoretical lower
bounds in terms of asymptotic query complexity [LC16b].
Confusingly, the term local Hamiltonian is used to describe two distinct types
of Hamiltonians in the literature. In order to distinguish them, let us call them
geometrically local and non-geometrically local. A Hamiltonian H(t) is said to be
non-geometrically local or k-local if it can be written as a sum of polynomially
many terms H(t) =
∑poly(n)
j=1 hj(t), where each hj(t) acts non-trivially on at most k
qubits. A geometrically local Hamiltonian is a subset of k-local Hamiltonians with
the condition that each term hj(t) should act upon k adjacent qubits in some fixed
number of spatial Euclidean dimensions.
13
Figure 1.4: How to reconstruct a 1 dimensional local Hamiltonian.
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where the regions are sketched in Fig. 1.4. Putting this into words, it means that
if we divide our system into two regions, then after applying the unitary evolution
operator corresponding to one them, you need to evolve backwards in time around
the boundary of the two regions before applying the other unitary evolution operator.
The size of region near the boundary is given by a Lieb-Robinson bound [LR72;
HK06], which is a function of the so called Lieb-Robinson velocity and the time
of evolution. One can repeatedly divide the Hamiltonian into smaller regions until
each of the smaller regions becomes easily simulatable.
Theorem 1 states the final result of this approach.
Theorem 1 ([Haa+18, p. 354]). Let H(t) =
∑
X∈Λ hX(t) be a time-dependent
Hamiltonian on a lattice Λ of n qubits, embedded in the Euclidean metric space RD.
Let us assume that each unit ball contains O(1) qubits and hX = 0 if diam(X) > 1.
Let us also assume that each individual term hX(t) is efficiently computable and
piece-wise and slowly varying on the time domain we want to simulate and has
‖hX(t)‖ ≥ 1 for any value of X and t. Then there exists a quantum algorithm
that can approximate the time evolution of H for time t and precision goal ε using
O (tn polylog(tn/ε)) local 2-qubit gates and has depth O (t polylog (tn/ε)).
15
1.4 Simulating Quantum Field theory
Being able to efficiently simulate quantum field theory scattering problems on
a universal quantum computer has both theoretical and practical implications. First
of all simulating a generic QFT belongs to the BQP-complete complexity class of
problems [Jor+18]. If a machine can efficiently simulate generic QFTs, it means that
it can solve any problem a universal quantum computer is capable of solving. On
the other hand being able to simulate generic complicated QFTs, like the Standard
Model efficiently, would immediately help us better understand some aspects of high
energy physics. That is why in the past few years there has been a large theoretical
and experimental effort for utilizing present quantum devices, also known as noisy
intermediate-scale quantum (NISQ) era devices, to simulate simple QFT systems
[Klc+18; KS19a; Dav+19; Bañ+19; Sch+19; Cla+18; ANG18; Stu+15; Man+15;
Dal+11].
Simulation of a scattering problem in QFT, can be divided into four distinct
steps [JLP11; JLP12; JLP14]:
1. Discretize your system and map the remaining degrees of freedom of your
system to the degrees of freedom of your quantum computer. On a digital
quantum computer this means mapping the degrees of freedom to qubits.
This step usually only has to be done once for any type of Hamiltonian and
therefore as long as it is efficiently computable, it does not contribute to the
overall performance of the algorithm.
16
2. Initialize your quantum computer so its state represents the initial state of
the system you want to simulate. In scattering problems this often means to
prepare the vacuum of the theory and then prepare the desired excitations
(particles) that will later on interact and scatter.
3. Let the system evolve under the given Hamiltonian for a period of time. This
step can be done using an efficient Hamiltonian simulation algorithm, such as
the ones I mentioned in Sec. 1.3.
4. Measure the outcome. Reading the outcome of the scattering can be a non-
trivial task. In order to make sense of the outcome, one has to do some
post-processing on the state, such as adiabatically transforming it to the non-
interacting theory or measuring some useful quantum operators using phase
estimation.
These steps complete the simulation, however, depending on the type of results one
is interested in, some post-processing might be necessary.
1.4.1 Initial State Preparation
Prior to the results demonstrated in Chapters 3 and 4, state preparation
has been the slowest part of QFT simulation algorithms [JLP12; JLP14; Klc+18;
KS19a]. The reason this was the case is that, Hamiltonian simulation algorithms
are often used in the state preparation step of the algorithm as a subroutine, and
if one is not careful about their approach to the problems, extra factors would find
their way into the performance and make it worse.
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Another point that is worth mentioning is that ideally we would like to be
able to simulate complicated quantum field theories, such as QCD or the Standard
Model. These QFTs have a mixture of fermions and bosons. Keeping that goal in
mind, it is imperative to understand that we should start by studying simpler well-
understood models, such as the Gross-Neveu model [GN74], φ4-theory or Schwinger
model [Sch62], and gradually work our way towards our goal. Perhaps if we had to
choose between a fermionic model or a bosonic model to simulate, the easier one
would be the fermionic system. The reason for this being the case is that, although
fermionic excitations become non-local operators when mapped to qubits [JW28],
the non-localities often come in pairs and cancel out [HJ18]. On the other hand
Pauli’s exclusion principle prohibits fermions from occupying the same quantum
numbers. This means that we can very efficiently represent the fermionic operators
using qubits. Yet, in order to address bosons we may need a number of qubits per
site that is proportional to the cutoff of the theory. That is why in the rest of this
manuscript we focus mainly on fermionic systems and leave the bosonic systems for
future studies.
One of the most influential results for simulating fermionic quantum field the-
ories is Stephen Jordan, Keith Lee, and John Preskill’s paper from 2014, Quantum
Algorithms for Fermionic Quantum Field Theories [JLP14]. It showed for the first
time that the problem of simulating massive fermionic QFTs can be solved in a
time asymptotically proportional to a polynomial function of the parameters of the
problem. Specifically, they showcase their algorithm on the Gross-Neveu model, and
get total gate counts of Gtotal = O(ε
−8−o(1)) as ε → 0, where ε is the precision goal
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of the algorithm. Because of its importance, we will review the main ideas that are
used in the state preparation step of their paper in the following Sec. 1.4.1.1.
1.4.1.1 Jordan-Lee-Preskill
In this section we will discuss how [JLP14] does state preparation in their
algorithm. There are four main steps:
1. Start with the non-interacting free theory and prepare the ground state. This
means setting the interaction strength, g20, and the nearest-neighbor term to
be zero. The ground state of this system can be prepared efficiently because
it is a product state.
2. Adiabatically turn on the nearest-neighbor interactions. Originally they pro-
posed doing this step using a high order Lie-Suzuki-Trotter Hamiltonian sim-
ulation approach to simulate this step (see Sec. 1.3.1). (By introduction of
more efficient Hamiltonian simulation quantum algorithms, such as [CS19;
Haa+18] it makes sense to utilize those instead of the outdated Trotter based






where L is the system size, a is the lattice spacing, m the physical mass
and ε is the desired precision we want on the scattering amplitudes. Over-














3. Adiabatically increase the interaction strength while adjusting the m0 param-
eter as the physical mass is renormalized. This step require time and gate
19
count of the same order of the last step.
4. Excite particle wavepackets that have the desired energy and momentum, by
introducing a sinusoidal source term to the Hamiltonian. In order to avoid
exciting extra particles they needed the source term to be weak compared to
the other terms in Hamiltonian. This yielded Gexcite=O(ε−4−o(1)) in the high
precision asymptotic limit.
Overall, the slowest parts of the algorithm were the adiabatic steps for prepar-
ing the vacuum. In summary the total cost of performing fermionic state preparation












, as p→∞ .
(1.12)
This result is significant because it shows that simulating fermionic QFTs is
in the class of polynomially solvable problems on a quantum computer (also known
as BQP). Despite its theoretical relevance, because of these very large powers, it is
unlikely that this exact algorithm will be practically implemented. However, there
is a silver-lining here too; in many cases when the performance of an algorithm
is too slow compared to what people intuitively expect, there is some room for
improvement. And as we shall see in Chapters 3 and 4 it happens that there are
indeed more efficient ways of preparing initial states of a fermionic QFT.
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Chapter 2: Preliminary Tools
2.1 Overview
In this chapter we will discuss some of the tools that will be utilized in Chap-
ters 3 and 4. First in Sec. 2.2 we discuss the phase estimation algorithm. This is a
key sub-routine in many of the algorithms discussed in this manuscript. Then, in
Sec. 2.3 we will discuss the Gross-Neveu model, which is a fermionic QFT designed
to imitate some features of QCD.
2.2 Phase Estimation Algorithm
The phase estimation algorithm was introduced in 1995 by Alexei Kitaev
[Kit95]. Inspired by [NC00], we will fisrt state the problem and then give the
algorithm that solves it and analyze its performance. Then we will discuss a more
recent result with tight asymptotic dependencies based on [SHF14] and compare the
two algorithms.
21





|0〉 H · · · •
|0〉 H · · · •
|ψ〉 U2t · · · U2 U1
Figure 2.1: Quantum circuit for phase estimation.
2.2.1 Statement of the Problem
Given a unitary operator U that acts upon m qubits and an eigenstate |ψ〉,
such that U |ψ〉 = e2πiθ |ψ〉, find θ. The problem assumes having access to oracle
calls to Controlled−U2j unitary operators, where U2j are different powers of the
unitary matrix U .
2.2.2 Normal Phase Estimation
Let’s analyze the circuit in Fig. 2.1. The ancilla qubits start in the standard
|0〉 state. We then apply a Hadamard gate on each ancilla qubit. The state of the
system at the end of this stage is given by:
(|+〉)⊗t |ψ〉 (2.1)
The state in the second register is an eigenstate of all of the operators in the
circuit and remains uninterrupted throughout the entire algorithm. Therefore we
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omit the second register in the following equations and focus mainly on the state of
the qubits in the qubits in the first register. After applying the controleld unitaries































e2πikθ |k̄〉 , (2.4)
where the bar in |k̄〉 means that each digit in the binary representation of k has
been mapped to a qubit. After applying the inverse quantum Fourier transform the






















2t ) |j〉 (2.6)
= |2tθ〉 (2.7)
= |θ1〉 |θ2〉 . . . |θt〉 , (2.8)
where in Eq. (2.7), we assume the phase θ can be exactly represented with t binary
digits, θ̄ = 0.θ1θ2 . . . θt. This means that if we measure the first register of the system
in the standard basis, it precisely outputs the digits of the phase θ. If we cannot








extra qubits in the first register to be able to get the best
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n-digit approximation of θ with success probability 1− ε [NC00, Section 5.2.1].
The Inverse Fourier transformation at the end can be efficiently done with a






















= Õ (n log n) , (2.9)
plus the number of gates required to efficiently apply the controlled-U j gates.
2.2.3 Faster Phase Estimation
2.3 The Gross-Neveu Model
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Chapter 3: Faster quantum algorithm to simulate Fermionic quan-
tum field theory
3.1 abstract
In quantum algorithms discovered so far for simulating scattering processes in
quantum field theories, state preparation is the slowest step. We present an algo-
rithm for preparing particle states to use in simulation of Fermionic Quantum Field
Theory (QFT) on a quantum computer, which is based on the matrix product state
ansatz. We apply this to the massive Gross-Neveu model in one spatial dimension to
illustrate the algorithm, but we believe the same algorithm with slight modifications
can be used to simulate any one-dimensional massive fermionic QFT. In the case
where the number of particle species is 1, our algorithm can prepare particle states





. Furthermore, unlike previous methods which were based on adiabatic
state preparation, the method given here should be able to simulate quantum phases
unconnected to the free theory.
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3.2 Introduction
Here we analyze the simulation of fermionic quantum field theory (QFT) mod-
els on a quantum computer. We use massive Gross-Neveu model to illustrate the
procedure. However, the procedures are quite general and can be used to simulate
other fermionic systems too. The simulation consists of initializing the incoming
particle states on our quantum computer, simulating unitary time evolution accord-
ing to the lattice quantum field theory Hamiltonian, and then measuring appropriate
observables to extract scattering cross sections. Here we focus exclusively on the
state preparation step of the algorithm, because it has been the bottleneck of previ-
ous quantum algorithms for simulating scattering in quantum field theories [JLP12;
JLP14; JLP11].
The original Gross-Neveu model is a relativistic and renormalizable quantum
field theory of N species of fermions in (1 + 1) space-time dimensions. It is a rich
theory and shares many interesting features with quantum chromodynamics (QCD),
e.g., asymptotic freedom and dimensional transmutation [GN74].
Our algorithm simulates scattering of fermionic particles in the Gross-Neveu
quantum field theory with a mass term. The mass term ensures that the theory
is gapped, i.e., that there is a nonzero energy difference between the ground state
and first excited state in the infinite volume limit. This allows us to construct the
vacuum (ground state) efficiently by classically computing a Matrix Product State
(MPS) description of the vacuum state and then compiling that description directly
into a quantum circuit for preparing that state. We then use Rabi oscillations to
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efficiently excite single-particle wave packets. This completes the state preparation
phase of the simulation, after which the scattering of the particles off each other
can be simulated using high order Suzuki-Trotter formulas exactly as in [JLP14] or
using more recent results for lattice Hamiltonian simulation as in [Haa+18]. Relative
to the previous state of the art [JLP14] our state preparation method has better
asymptotic complexity in the limit of high precision and is able to simulate the
symmetry-broken phase of the Gross-Neveu model, which was inaccessible to prior
state preparation methods, which simulated an adiabatic process starting from the
free theory.
3.3 Overview
3.3.1 Gross Neveu Model
The original Gross-Neveu theory was a QFT describing fermions in (1 + 1)
space-time dimensions, introduced by Gross and Neveu in 1974 [GN74] as a toy
model for QCD. The theory has many interesting features; e.g., similar to QCD, it
has asymptotic freedom [GN74]. Here, as in [JLP14], we consider a variant of the















where each field ψj (x) is a two-component spinor, ∂/ =
∑
µ γ
µ∂µ where γµ are the
2D Dirac matrices, m0 is the bare mass of the model, g is the coupling constant,
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and ψ̄ = ψ†γ0. Outside of high energy physics, this model also has been used in
different branches of condensed matter physics, such as conducting polymers and
systems of strongly correlated electrons [LBF98; TU05a; TU05b].
One can verify that Eq. (3.1) is invariant under Lorentz transformations. As-
suming m0 > 0, the theory has a gap between vacuum and a single particle state.
Lorentz-invariance will guarantee the spectrum to be continuous above the first exci-
tation. However, this symmetry and therefore the continuous spectrum are violated
when the theory is discretized. Despite this, as discussed in [JLP14], one can achieve
any desired accuracy by using a sufficiently fine lattice spacing.
Another effect of discretizing the space-time and putting our system on a
lattice would be doubling of species of Dirac fermions, or the so-called “Fermion
doubling” problem [NN81b]. For theories with chiral symmetry, such as the massless
Gross-Neveu model, there is no way to keep the action real, local and free on a lattice
and preserve translational invariance without getting the extra fermions [NN81a].
However, the mass term breaks chiral symmetry and we can therefore safely solve the
fermion doubling problem in the massive case by adding a term to the Hamiltonian,
known as the Wilson term, which decouples the extra fermions by giving them large
mass [Wil74].
3.3.2 Performance
In order to simulate the scattering process on a digital quantum computer, we
first put our system on a spatial lattice of length L and lattice spacing a with periodic
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boundary conditions. We then start the algorithm by preparing the ground state
of the resulting lattice quantum field theory described by the discretized version of
Eq. (3.1). There are efficient classical algorithms for finding the ground state of one
dimensional gapped Hamiltonians as an MPS. There are rigorous upper bounds for
the performance of classical algorithms to find the MPS [Hua14; Ara+17], which
are not necessarily applicable to our case (because the norms of individual local
terms in the Hamiltonian grow indefinitely as you shrink the lattice spacing a).
For the purpose of this paper we use classical numerical heuristics such as Density
Matrix Renormalization Group (DMRG), that in practice run in linear time in the
number of sites. Specifically the runtime of DMRG in practice is O (nχ3); where χ
is the bond dimension of the matrix product state [Sch05; Sch11; Whi92]. Physical
arguments show [Swi13; OHA99] that it should suffice to take bond dimension
χ = keS1/2 , (3.2)
where S1/2 is the entanglement entropy between the two half-spaces of the state
being prepared, and errors decrease superpolynomially as we increase k beyond
unity. For the Gross-Neveu model we can first consider the non-interacting (g = 0)
case, in which the theory splits into N copies of a Dirac quantum field theory. We
thus have for the Gross-Neveu entropy SGN(g):




We are interested in asymptotically high precision. This is the limit where the
correlation length 1/m is much longer than the lattice spacing a. In this limit we
obtain the entropy from the conformal field theory describing the massless fermion










where c = 1 is the central charge. (In the possibly more familiar case of a line


















The analysis of [JLP14] shows that the discretization errors scale as ε ∼ a. Thus,
χ ∼ kε−N/6. (3.7)
The relationship between k and error can be understood using the results of [Swi13].
Consider Lorentz-invariant 1+1 dimensional quantum field theory discretized onto
a lattice of spacing a. Let λ1 ≥ λ2 ≥ λ3 . . . be the eigenvalues of the reduced
density matrix if we divide the vacuum into two halves. In other words, λ1, λ2, . . .
are the Schmidt coefficients in order of decreasing magnitude if we do a Schmidt
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for χ large (i.e. χ > eS1/2). The magnitude of the error, as measured by trace
distance, that we incur by truncating the Schmidt decomposition to some finite
bond dimension χ is captured by f(χ). From Eq. (3.8) one sees that f(χ) = ε is





























The classical pre-computation step using DMRG takes time of order nχ3,















where the last line follows from n = L/a and a ∼ ε. As shown in subsequent
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sections, the quantum state preparation circuit uses O(ε−3−o(1)) gates. Thus, the
classical preprocessing step is the dominant cost. In particular, for N = 1 the cost
is O(ε−3.23...).
An MPS can be compiled into a quantum algorithm for preparing it using
Singular Value Decomposition (SVD). The idea is to bring the MPS into a standard
form, where each matrix is an isometry that maps the left virtual index to the
right virtual index and the physical index. The corresponding quantum circuit
applies these isometries one by one on the qubits, until you have the full MPS state.
The overall classical subroutine for SVD on the matrices of our system runs in a
polynomial time less than nχ3. Applying these quantum isometries on our system
would need at most O (nχ2) gates, therefore, this step is not going to be the leading
term in the overall performance of the algorithm [Sch+07; Sch+05].
After preparing the vacuum, the next step is to excite particle states. By
introducing sinusoidal source terms in the Hamiltonian, we induce Rabi oscillations
to excite two particle wave packets with desired energy and momenta with success
probabilities close to 1. Specifically in Sec. 3.5, we show that we can prepare a













where λ indicates the strength of the source term, δ is the minimum detuning to
higher excited states, and ω is the energy of the particle compared to the vacuum.
According to Eq. (3.15), λ
δ
is proportional to 1−P , the chance of failure. We set this
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to ε, which is sufficient to achieve order ε relative error in estimates of scattering cross
sections, as defined below in Eq. (3.17). After the particles are prepared we turn
off the source term and let them interact under the Hamiltonian for a desired time.
The simulation of the Hamiltonians can be done using a high order Suzuki-Trotter
expansion.
Detailed analysis [Haa+18; JLP14] shows that by doing a high order Suzuki-










where T is the total time we want to simulate and ε represents the desired preci-
sion of the calculated scattering amplitude; i.e. if the discretized algorithm outputs
scattering amplitude σ′ while the actual cross section amplitude of the scattering is
σ, then:
(1− ε)σ ≤ σ′ ≤ (1 + ε)σ . (3.17)
So, if the time required to excite a particle is π
λ
, then the number of gates required









For high precision results we need a to be proportional to ε, so the overall cost of
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This is asymptotically smaller than the complexity of the classical DMRG prepro-
cessing step. Therefore, the overall performance of this algorithm is limited by the





. To simulate the interaction, we now turn off the source term
in the Hamiltonian and use a similar Suzuki-Trotter expansion to simulate it. The
performance of this part of the algorithm is also given by Eq. (3.16). After we simu-
late the scattering of the particles we can read the outcome by the phase estimation
algorithm, that is explained in [JLP14].
3.4 Preparing Matrix Product State of the Ground State of the In-
teracting Hamiltonian
We can use Jordan-Wigner transformation to map our fermionic system to
spins [JW28]. Then we can see if our spin Hamiltonian is local. We also know that
there exists a mass gap for the theory. If the (1 + 1)-dimensional Hamiltonian is
local and gapped, then we know the ground state obeys an area law[Has07; VMV13].
This in turn guarantees existence of a matrix product state representation with low
bond dimension [Vid04].
To simulate the system on a quantum computer we discretize space onto a one-
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dimensional lattice of spacing a. Including the Wilson term the resulting discretized
version of the massive Gross-Neveu model is given by the following Hamiltonian.















































Here, Hg is the interaction term, and HW is the Wilson term, 1 ≤ j ≤ N indicates
the Fermion species and 0 < r ≤ 1 is called the Wilson parameter. H is spatially
local in the sense that it consists only of single-site and nearest-neighbor terms on
the lattice.
All of these Hamiltonian terms consist of pairs of ψ̄ψ terms, and as shown
in Sec. 3.7, the Jordan-Wigner transformation yields local spin terms. Also, the
massive Gross-Neveu model is gapped, therefore the ground state of this theory
obeys area law [Has07]. Therefore, as discussed in Sec. 3.3.2 we can find an MPS
representation of the ground state in polynomial runtime. However, if we are will-
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ing to repeat the simulation to reduce the statistical uncertainty, finding the MPS
representation would be a one-time cost and we don’t have to repeat it every time
we run the quantum part of the simulation. On the other hand, if we change any of
the parameters, e.g. even the lattice spacing, we will have to repeat this procedure
[Hua14].
3.5 Exciting the state using Rabi oscillations
After preparing the vacuum state using matrix product states, the next step
is to prepare initial wave packets. We propose doing this by simulating the ap-
plication of an oscillating perturbation to the Hamiltonian which is on resonance
for the creation of a single particle. We do this in two widely separated locations
to prepare a pair of wave packets representing particles of high momentum on a
collision course. In broad terms, this is the same procedure proposed in the prior al-
gorithm of [JLP14]. However, our analysis here is nonperturbative and consequently
achieves tighter error bounds as a function of the strength of the driving term. We
can thus improve the complexity of the algorithm by driving the transition more
rapidly while maintaining good upper bounds on error.
In more detail, we propose simulating the dynamics induced by











and H0 is the unperturbed Gross-Neveu Hamiltonian. Here, i and α are chosen
according to the desired type of particle and f(x) is an envelope function that
selects the wave packet’s location and momentum. For example, f(x) could be
taken to be a Gaussian: f(x) ∝ eipx−x2/σ2 . As explained in [JLP14], choosing an
appropriate form of this envelope function f selects wave packet states with the
desired momentum.
The driving frequency ω is taken to be on-resonance with the desired transition.
If the wave packet is sufficiently broad spatially, and hence narrow in momentum
space, then it has a relatively sharply defined energy of
√
p2 +m2, which we use as
our driving frequency ω. Our choice of f(x) ensures that the matrix elements of W
coupling to momenta outside the momentum space support of the wave packet are
exponentially suppressed. Thus, the main source of error is the possibility of creating
the wrong number of particles. The operator W has zero matrix element to create
states with even numbers of particles. Thus, the nearest-to-resonance state that
can be excited by W is the state of three particles each with momentum p/3. The
energy of this state is 3
√
(p/3)2 +m2, which in the ultrarelativistic limit (p  m)
exceeds the energy of the desired state (
√
p2 +m2) by 4m2/p. The theory of Rabi
oscillations shows that if we choose the strength of our driving term λ sufficiently
small compared to the strength of this detuning δ = 4m2/p the probability of
exciting this three-particle state can be arbitrarily suppressed. In the following
37
subsections, Sec. 3.5.1 and Sec. 3.5.2, we make this quantitative. The end result is
that the success probability obeys
P = 1−O
(
λ/δ + λ2t/δ + λ2/ω2
)
. (3.26)
The Rabi rotation from the vacuum to the desired one-particle state takes time






To achieve success probability P = 1−ε by simulating this state preparation process
using high order Suzuki-Trotter formulae yields a total complexity of O(ε−3−o(1)) as
discussed in Sec. 3.3.2.
In the next two subsections, Sec. 3.5.1 and Sec. 3.5.2 we bound the error we
make when we prepare our particles with this algorithm, and show that we can
prepare particles with probabilities close to 1. There are two ingredients to this
proof, first in Sec. 3.5.1 we bound the error we make when we assume our system to
be a 2-level system. Then in subsection Sec. 3.5.2, we analyze the resulting 2-level
system using Floquet’s Theorem to calculate the probability of successfully exciting
one particle.
As explained in [JLP14], there are two type of failures for the state preparation
algorithm. If either or both of the incoming particles are not created, this can be
detected by the final measurements of the simulation. The probabilities of exciting
zero or more than one particles are suppressed and the following theorems put
38
bounds on them. The latter contributes to the overall precision of the algorithm, ε,
and it can be controlled by tuning λ.
We note that our analysis is not fully rigorous in the following sense. To
avoid extra technical complexity in Secs. 3.5.1 and 3.5.2 we make two simplifying
assumptions. First, we consider the creation of eigenstates rather than wave pack-
ets. This can be justified by choosing wave packets whose energy uncertainty is
small compared to the inverse duration of the excitation process. Second, in sec-
tion Sec. 3.5.2 we make the simplifying assumption that the energy levels that we
drive a transition between are each nondegenerate and furthermore that the driving
operator is purely off-diagonal. In actuality, the excited state we are targeting at
momentum p is degenerate with a momentum −p state. However, our choice of
envelope function f ensures that matrix elements of the perturbation which couple
to the momentum −p state can be exponentially suppressed. Thus, we believe the
additional complications associated with a fully realistic treatment do not change
the overall scaling. Granting the simplifying assumptions as given, our analysis of
the resulting simplified model is fully rigorous.
3.5.1 Few-level Approximation
In order to estimate and bound the probability to successfully excite a single
particle state, we use two approximations. First in this section we look into what
is known as the few-level or 2-level approximation and bound the error occurring
from this approximation. In the next subsection we look into the rotating wave
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approximation by using an analytical approximate solution to the 2-level driven
system. To avoid inconvenience associated with tracking irrelevant global phases
we work with density matrices rather than state vectors. However, the dynamics is
closed-system and all states remain pure.
Theorem 2. Assume we have a Hamiltonian H0 + λ cos (ωt)W with ‖W‖ = 1.
Let ρ(t) be the projector onto the state obtained at time t starting with the ground
state of H0 at t = 0. Let ρ
(−) be the projector onto the state at time t obtained
by projecting H0 + λ cos (ωt)W onto the span of the lowest ν eigenstates of H0 and
solving the resulting Schrodinger equation in this ν-dimensional Hilbert space. Then:
∣∣Tr [ρ(−) (t) ρ (t)]∣∣ ≥ 1− (2νλ+ 3νλ2t) 1
δ
, (3.28)
where δ is the minimum detuning from one of the other excited states ( i.e. minimum
energy distance between {E0 +ω, . . . , Eν−1 +ω} and the rest of the spectrum of H0).
From Eq. (3.28) it is evident that smaller values of ν and larger values of
δ mean a better approximation. For the purpose of this paper ν is degeneracy of
the ground state in the rotating frame, or in other words the number of states that
are on-resonance with it. For an anharmonic system with mirror symmetry between
right-going and left-going particles we would have ν = 3. However, with our choice of
the envelope function in Eq. (3.25), we can effectively break this reflection symmetry
of the Hamiltonian and get ν = 2. A proof for this theorem is given in Sec. 3.8.
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3.5.2 Floquet’s Theorem applied to Rabi Oscillations
In the last subsection we bounded the error incurred by treating the system as
a 2-level system. Within the 2-level approximation we analyze the dynamics using
Floquet theory, following the treatment of Deng et al. [Den+16]. We thus obtain
an upper bound on the probability of remaining in the ground state of the 2-level
system. By adding these two sources of error we obtain a bound on total error.
The main ingredient in Deng et al. analysis is Floquet’s Theorem, which states
that if you have a periodic Hamiltonian in time, there exists a simple change of
basis so the eigenstates have the same periodicity [Flo83]. Floquet’s theorem is well
studied and is used in a variety of contexts. For example see [BJL92; CL99; Mic+07]
and references therein. Using Floquet’s theorem we prove the following error bound.
Theorem 3. Assume we have a 2-level Hamiltonian:
H = −∆
2
Z + λ cos(ωt)X , (3.29)
where X and Z are Pauli matrices and ∆ > 0 is a real number. We initialize our

















A proof for this theorem is presented in Sec. 3.9.
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3.5.3 Total Error
Theorem 2 shows that the squared inner product between the exact state pro-
duced and the state calculated in the 2-level approximation is at least 1−2ε1, where
2ε1 = 4λ+6λ
2t/δ. Hence, up to higher order corrections, the inner product between
the exact state produced and the state calculated in the 2-level approximation is
1− ε1. Theorem 3 shows that the inner product between the state predicted within
the 2-level approximation and the desired final state is at least 1−ε2, where (neglect-
ing higher order corrections) ε2 =
1√
3
λ2/ω2. Therefore, the inner product between
the exact state produced and the desired state is at least 1−ε1−ε2−2
√
ε1ε2. We can
simplify this expression by noting that
√
ε1ε2 ≤ max{ε1, ε2}. So, the inner product
between the exact state obtained and the desired state is 1 − O(ε1 + ε2), and the
probability of success, which is the square of this inner product is also 1−O(ε1 +ε2).
This yields Eq. (3.26) and Eq. (3.15).
3.6 Energy and Momentum
After preparing the vacuum of the interacting theory using MPS, we follow a
procedure explained in [JLP14]; only a short summary of this procedure is included
here. By using sinusoidal source terms in the Hamiltonian, we drive our system
to excite a specific energy and momentum. Non-momentum preserving excitations
can be neglected because our choice of envelope function f ensures that they have
exponentially suppressed matrix elements [JLP14].
The renormalized mass m is no longer equal to the bare mass m0 in the in-
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teracting theory; it’s a nontrivial function of bare mass m0, interaction strength
g0 and lattice spacing a. To know what frequency, ω, to use to excite particles
it is necessary to know the renormalized mass m . Despite its nontrivial form, in
many instances it can be calculated using perturbation theory (as has been done in
[JLP11; JLP14]). The other approach would be to try and excite a single particle
using guess values of m in the same order of m0; then one can use phase estimation
algorithms to check whether they succeeded in exciting a particle and what is the
actual mass of it. For a specific setup of initial conditions and lattice spacing this
would be a one-time cost. In particular, if one intends to run the algorithm many
times for statistical precision, this cost is incurred only once.
3.7 Locality Of The Equivalent Spin Hamiltonian
Here we will use Jordan-Wigner transformation and derive the mapped Hamil-
tonian terms explicitly. Fermionic systems obey anti-commutation relations that
cause the states to be non-local.
{










= {ψj,α (x) , ψk,β (y)} = 0, (3.32)
where δm,n is the Kronecker Delta function, j and k represent different Fermion
species and α and β indicate matter and antimatter particles. The Jordan-Wigner
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 and a− =
 0 1
0 0
. As one can easily verify, the long tails
of Z tensor products cancel out and we are left with local Hamiltonian terms. The




















































































































And as we were expecting, all of these Hamiltonian terms are indeed local.
3.8 Bounds On The Error Incurred From Few-level Approximation
Here we present the proof of Theorem 2:
Proof. Starting with the same Hamiltonian as Eq. (3.24) we have:
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H = H0 + λ cos (ωt)W , (3.42)
H0|ψj〉 = Ej|ψj〉 . (3.43)
Let’s define ωij as:
ωij = Ei − Ej . (3.44)
Now, let’s go to the interaction picture. That is, for any operator O let OI =
eiH0tOe−iH0t. In particular, we will solve for the dynamics of
ρI = e
iH0tρe−iH0t. (3.45)
The interaction picture is convenient for treating the time-dependent perturbation




ρI = λ cos (ωt) [WI , ρI ] , (3.46)
where:
WI (t) = e
iH0tWe−iH0t . (3.47)
Note that our states are pure and we can switch between density matrix and
state representation for convenience. Now let’s decompose the Hilbert space into
H =H(+) ⊕H(−) where:
H(−) = span {|ψ0〉, |ψ1〉, · · · , |ψν−1〉} , (3.48)
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H(+) = span {|ψν〉, |ψν+1〉, · · · } . (3.49)
We are going to consider the more general few-level approximation; the few-level
approximation is more applicable than the 2-level approximation when one’s dealing
with a system which has degeneracies. In this section we are trying to bound the
error that incurs by limiting our Hilbert space to H(−).






The initial state is the ground state of the theory:
ρI (0) = |ψ0 〉〈ψ0| . (3.51)
The few-level approximation is defined as:
ρI (t) ' ρ(−)I (t) , (3.52)
where ρ
(−)
I (t) is defined by:
ρ
(−)










I ] . (3.54)
Note that ρ
(−)
I 6= P (−)ρIP (−). For simplicity, let’s restrict our attention to the case
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that W has no diagonal terms, i.e.
〈ψj |W |ψj〉 = 0 , ∀j ∈ N . (3.55)





I (t) ρI (t)
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ρI + λ cos (ωt) ρ
(−)
I [WI , ρI ]
]
















































Now, if we expand the cosine function as the sum of two exponentials, we can write:





























I (t) ρI (t)
]∣∣∣∣ . (3.60)




























































































































(−1)k ω + ωµη
]Wµη |ψµ〉 〈ψη | . (3.65)










∣∣∣−W (+−)I ρ(−)I Rk+ρ(−)I (Rk(W (++)I +W (+−)I )−W (−−)I Rk)∣∣∣ψI〉)∣∣∣ ,
(3.66)








(−1)k ω + ωµη
]Wµη |ψµ〉 〈ψη | . (3.67)
Hence, by the triangle inequality and submultiplicativity of the operator norm:





((∥∥∥W (++)I (τ) +W (+−)I (τ)∥∥∥
+
∥∥∥W (−+)I (τ)∥∥∥+ ∥∥∥W (−−)I (τ)∥∥∥) ‖Rk (τ)‖)
≤ λ
2
(‖Rk (t)‖+ ‖Rk (0)‖+ 3λtmax0≤τ≤t (‖WI (τ)‖ ‖Rk (τ)‖))
≤ λ
2
(‖Rk (t)‖+ ‖Rk (0)‖+ 3λt ‖W‖max0≤τ≤t (‖Rk (τ)‖)) .
(3.68)
Note that ‖WI (τ)‖ = ‖W‖ = 1 for all τ . We can decompose Rk (τ) as the sum over












(−1)k ω + ωµη
]Wµη |ψµ〉 〈ψη | µ = 0, 1, · · · , ν − 1 . (3.70)
So
‖Rk (τ)‖ ≤
∥∥R0k (τ)∥∥+ ∥∥R1k (τ)∥∥+ · · ·+ ∥∥Rν−1k (τ)∥∥ (3.71)
and




k (τ) , (3.72)
where










[(−1)kω+ωµη]iτ |ψη〉 〈ψη | .
(3.73)
One sees that Uµk (τ) is unitary. So
‖Rµk (τ)‖ ≤ ‖Pµ‖ · ‖W‖ · ‖D
µ
k‖ . (3.74)








∣∣∣(−1)k ω + ωµη∣∣∣ . (3.76)
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Hence Eq. (3.58) yields



















δ = min {δµk |µ ∈ {0, 1, · · · , ν − 1} , k ∈ {1, 2}} . (3.82)
In other words, δ is the detuning to the nearest off-resonant transition from the first
ν states. So the error caused by the ν-level approximation can be bounded:
∣∣∣Tr [ρ(−)I (t) ρI (t)]∣∣∣ = ∣∣Tr [ρ(−) (t) ρ (t)]∣∣ ≥ 1− (2νλ+ 3νλ2t) 1δ . (3.83)
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3.9 Bounds On The Error Incurred From Rabi Oscillations
Here we present a proof for Theorem 3:
Proof. After a π
2




X− λ cos(ωt)Z . (3.84)
As it is explained in [Den+16], an approximate solution to this Hamiltonian, which
is valid for both weak and strong coupling is given by:






































einωt|uj,n〉r for j = 0, 1 , (3.87)
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Because we start in the ground state of our non-rotated Hamiltonian, Eq. (3.29),












The time dependent state of the system is:












and using the Bessel function identity:
∞∑
n=−∞
Jn (x) = 1 , (3.94)









































































From the ordinary RWA, we expect the maximum transition to the excited state to
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happen around t ' π
λ
.




(2n)iφJ2n (x) = cos (x sin (φ))
∑∞
n=−∞ e
(2n−1)iφJ2n−1 (x) = i sin (x sin (φ))
. (3.97)
We can use these to take care of the summations in Eq. (3.96):
∣∣〈1|ψ (π
λ

















































. κ is highly sensitive to the ratio ω
λ
, but its value is bounded
between:
− 1 ≤ κ ≤ 1 (3.99)
















































Maximizing the r.h.s. expression over its valid range of arguments and ignoring the
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This is good enough for our purposes, but if one can do the experiment with high





λ, this can in




























By introducing our state preparation algorithm, we have significantly improved
the performance of quantum algorithms for simulation of Fermionic QFT. Further-
more, unlike adiabatic state preparation, MPS-based state preparation should be
applicable to the phases of the theory which are unconnected to the free theory.
In particular, starting from the free theory, as one increases the coupling constant
while keeping the bare mass fixed, the Gross-Neveu model exhibits a quantum phase
transition at which the eigenvalue gap (i.e. physical mass) vanishes. On the other
side of this transition the ψ → −ψ symmetry is spontaneously broken. Because of
the vanishing gap (at least in the infinite volume limit) adiabatic state preparation
may have problems producing the vacuum of the symmetry-broken phase. However,
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an MPS-based method should be able to access this phase directly without having
to cross a phase transition.
Although we only used Gross-Neveu to illustrate our new state preparation
method, it should be applicable to other Fermionic models in one spatial dimension.
Extending the techniques to two spatial dimensions, such as through the uses of
Projected Entangled Pair States (PEPS) [STV11; Sch+13] is an interesting avenue
for future research.
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Chapter 4: Site-by-site quantum state preparation algorithm for prepar-
ing vacua of fermionic lattice field theories
4.1 Abstract
Answering whether quantum computers can efficiently simulate quantum field
theories has both theoretical and practical motivation. From the theoretical point
of view, it answers the question of whether a hypothetical computer that utilizes
quantum field theory would be more powerful than other quantum computers. From
the practical point of view, when reliable quantum computers are eventually built,
these algorithms can help us better understand the underlying physics that govern
our world.
In the best known quantum algorithms for simulating quantum field theories,
the time scaling is dominated by initial state preparation. In this paper, we exclu-
sively focus on state preparation and present a heuristic algorithm that can prepare
the vacuum of fermionic systems in more general cases and more efficiently than
previous methods. With our method, state preparation is no longer the bottleneck,
as its runtime has the same asymptotic scaling with the desired precision as the re-
mainder of the simulation algorithm. We numerically demonstrate the effectiveness
59
of our proposed method for the 1+1 dimensional Gross-Neveu model.
4.2 Introduction
One of the main motivations for building quantum computers is to simulate
quantum systems efficiently [Fey82], something that is believed to be computation-
ally hard on classical computers [Fey85]. Some scattering problems in Quantum
Field Theories (QFTs) are BQP-complete [Jor+18], and are thus among the most
difficult problems that a quantum computer is able to solve. Thus, generic QFTs
cannot be simulated in polynomial time on a classical computer unless, of course,
quantum computers are actually no more powerful than classical computers (i.e.,
BQP=BPP in the language of computational complexity theory). Although Monte
Carlo simulations (e.g., for the lattice quantum chromodynamics) can yield static
measures like binding energy, doing real-time dynamics for quarks has proven to be
difficult [Chr10].
There are two main approaches to quantum simulation of quantum systems
[Pre18; DM16; CZ12]. One approach is to design a system with many quantum
degrees of freedom whose dynamics resemble a certain quantum system we want
to study. This is called Analog Quantum Simulation. Research in this area has
been vibrant in the past decade and a half, and possible quantum systems to em-
bed the simulations include but are not limited to ultra cold atoms [BDN12], ion
traps [BR12] and Rydberg atoms [Gla+14]. In particular, there are a number of
proposals for simulating lattice gauge theories using ultracold atoms in optical lat-
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tices [GZC17; Kas+17; Ban+12; Ric+18; ZB15]. Although some of these proposals
for analog quantum simulation are quite promising and have been implemented in
labs [Ber+17; Zha+17], they have to be handcrafted for each specific problem, and
error analysis poses a challenge. The other approach is to use a universal, general
purpose Digital Quantum Computer to simulate quantum systems. Starting with
the pioneering works of [Fey82; Deu85b; Llo96; AL97; Zal98], quantum algorithms
for simulating quantum systems using universal digital quantum simulation have
become a well-developed area of study.
The known digital quantum algorithms for calculating scattering amplitudes
in QFT consist of at least four distinct subroutines [JLP12; JLP14; HJ18; KS19a;
KS19b]. First, they prepare the vacuum state, either by directly preparing the
ground state of the interacting theory [HJ18], or by first preparing the ground
state of the noninteracting theory and then adiabatically turning on the interactions
[JLP14]. The next step is to prepare incoming particle states by adding oscillating
terms to the Hamiltonian that couple the vacuum to the desired excited states.
Reference [JLP12] actually does these two steps in a slightly different manner, by
exciting the particles in the noninteracting theory and then adiabatically turning
on the interactions. The third step is to let the particles interact and scatter.
This is achieved by using an efficient Hamiltonian simulation algorithm, like the
ones introduced in Refs. [LC16b; Haa+18; Ber+14]. The last step is to measure
properties of the outgoing particles, such as their locations or momenta. This can
be achieved by either adiabatically tuning back to the noninteracting theory or by
measuring some local charges with phase estimation [JLP14].
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The first two steps together can be thought as the initialization phase of al-
gorithm. In the previous results, initialization has been the bottleneck of the QFT
simulation algorithms. For this reason, here we only focus on improving this part of
the algorithm, specifically preparation of the vacuum of the interacting theory. The
performance of Refs. [JLP12; JLP14] is limited by slow adiabatic transitions in or-
der to avoid exciting extra particles. Reference [HJ18] improves upon the fermionic
result by using Matrix Product State properties of one dimensional systems and
a classical heuristic algorithm known as the density-matrix renormalization group
(DMRG); however, its applications are mostly limited to one dimensional systems
and the performance is limited by the classical part of the algorithm 1. In principle,
quantum computational power could be used to circumvent this classical bottleneck.
In this paper, we present an efficient method for initial state preparation that is
inherently quantum and generalizes to fermionic QFTs in any number of dimensions.
We numerically demonstrate its performance in a 1+1 dimensional fermionic QFT,
namely the Gross-Neveu model [GN74]. In this case in the asymptotic limit of
infinite precision for constant system size, the expected performance of this state
preparation method scales at least as well with the precision goal ε as the remaining
steps in the simulation algorithm. We expect similar performance gains would hold
more generally.
In spirit, our algorithm is related to Schwartz, Temme and Verstraete’s al-
1It is important to note that results like [SPC11] that imply gapped one dimensional systems
are in the same phase and therefore can be prepared in constant time, do not apply here. In
particular they assume that the ratio between correlation length of the system and lattice spacing
does not increase with adding more sites to the system. However, in these simulation algorithms
one typically assumes system size to be fixed and lattice step decreasing with more sites.
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gorithm for preparing injective Projected Entangled Pair States (PEPS) [STV11].
Their algorithm and ours both grow the system size by adding one site at a time.
The main difference is that in their case one needs to know an injective PEPS rep-
resentation for the state they are preparing, while our algorithm does not. Also, our
algorithm performs better with regards to the precision goal ε.
The structure of this manuscript is as follows: In Sec. 4.3 we lay out two lem-
mas and a theorem which are the theoretical foundations of the paper. These are
then utilized in Sec. 4.4, which is concerned with explaining our algorithm. Sec-
tion 4.5 introduces the fermionic Gross-Neveu model as a testbed for our algorithm.
Specifically, in Sec. 4.5.1 we review the model, and in Sec. 4.5.2 we provide numerical
evidence that our algorithm applies to it. Finally, we conclude in Sec. 4.6.
4.3 Preliminaries
Aharonov and Ta-Shma in a seminal paper showed that if two states have non-
negligible overlap, with some physically motivated assumptions, one can transition
between them in time polynomial in system size [AT07]. The current paper was in
part inspired by their Jagged Adiabatic Path Lemma; however, in the current paper
we are using another approach that relies on more modern techniques.
Lemma 3 (Phase estimation with O((n/m) log(1/ε)) gates). Given a simulatable
Hamiltonian, H, that acts on n qubits, and a state, |ψ〉, and a promised lower
bound on the spectral gap, ∆(H) > m, and an estimate for the ground energy,
Ẽ, with a promise that
∣∣∣Ẽ − E∣∣∣ < m2 , where E is the actual ground energy; we
63
can check whether |ψ〉 is the ground state of H or not in runtime proportional to
O((n/m) log(1/ε)), where ε is the probability of making a faulty decision.
Proof. An O( n
mε
) performance can be achieved using the standard phase estimation
algorithm [NC00]. To achieve the O( n
m
log(1/ε)) scaling, one can coherently write
the output of phase estimation to a number of qubits and then use majority vote
and Chernoff bounds to boost the precision [Che52; Che81; Nie11]. Specifically, the
phase estimation algorithm yields the energy of the state, which we can compare
to the given estimate to decide whether it is the ground state or not. In order to
achieve linear scaling with n, we need to implement a modern and efficient simulation
algorithm for local Hamiltonians such as the ones in Ref. [CS19] or Ref. [Haa+18].
Lemma 4 (Mapping overlapping ground states [YLC14]). Given two simulatable
Hamiltonians, H1 and H2, with known ground energies, E1 and E2, and a minimum
overlap between their ground states, |〈g1|g2〉| ≥ η, one can get from one ground state





oracle calls to the phase estimation algorithm on these
Hamiltonians, where ε is the precision goal of the algorithm.
Proof. This lemma is a direct result of Yoder et. al.’s Grover-esque fixed point
quantum search [YLC14], when one replaces the oracle in their paper with our
phase estimation from Lemma 3.
Theorem 4 (Modified Jagged Path Lemma). Let us assume {Hj}Nj=1 is a sequence
of explicit bounded-norm and geometrically local Hamiltonians in a fixed number of
dimensions that act on at most n qubits with nonvanishing spectral gaps, ∆ (Hj) ≥
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mj ≥ 0, where mj are real positive constants. This means that each Hamiltonian
Hj in the sequence is simulatable. Let us also assume we have a priori estimates
of the ground energies of these Hamiltonians within accuracy better than half their
spectral gap. Then, if the overlap between consecutive ground states, |gj〉 and |gj+1〉,
is nonvanishing, |〈gj|gj+1〉| ≥ η > 0, there exists an efficient quantum algorithm that







where ε is the maximum trace distance of the final state compared to the desired
eigenstate and m = min {mj}Nj=1.
Proof. We prove this theorem constructively.
• We use Lemma 4 to transform each ground state in the sequence, |gj〉 to |gj+1〉.
Each oracle call is given by the phase estimation from Lemma 3. Thus, each















4.4 Overview of the Algorithm
4.4.1 1+1 dimensions
There already exist efficient quantum algorithms for preparing the vacuum
state of a 1+1 dimensional quantum field theory [HJ18]. Nevertheless, we here use
a 1+1 dimensional quantum field theory as a test case for our algorithm, in order
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Figure 4.1: (color online) Adding an extra site to a 1D lattice. The crosses represent
the boundary (Dirichlet). With a limited correlation length we expect only sites
within that distance to be affected by adding an extra site to the system.
to numerically investigate the key unknown quantities determining its performance,
namely the state overlaps η. For now we assume Dirichlet boundary conditions
[CJO19], although it is easy to generalize the algorithm. The input of the algorithm
is a continuous gapped one-dimensional Hamiltonian H, system length L, maximum
error ε and an array of quantum registers initialized in the standard basis, Q. Each
register consists of qubits which together represent the state of a single site. The
output should be an approximation to the vacuum of H on the array Q that can
yield cross sections with precision better than ε.
If the system size is much larger than the correlation length of the system, χ,
then the inner products should reach a stable value, as the systems are basically
unaffected by adding an extra site (Fig. 4.1). If the asymptotic value of this inner
product is nonzero, it means that if the initial system is larger than a certain size,
we can build the vacuum by inductively adding more sites.
4.4.2 Higher dimensions
In higher spatial dimensions, the algorithm is similar to 1+1 dimensions, with
the difference that the discretization of the Hamiltonian is more involved and the
order of adding extra sites is not uniquely defined.
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Suppose the system volume is V = L1 × L2 × · · · × LD. Then, in the high
precision asymptotic limit, the lattice spacing should be a ∼ ε, where ε represents
the maximum relative error of the scattering amplitudes. However, in the high
energy limit, the wavelength of the particles would be the deciding factor and a ∼
p−1, where p represents the momentum of the incoming particles. Similar to the
1+1 dimensional case, one can take a ∼ ε/p to respect both asymptotic limits
simultaneously [JLP14].
As for the order of adding new sites, one reasonable method is to try to keep
it as close to a D-dimensional hypercube as possible. Figure 4.2 can be seen as an
example of how one can do this in two spatial dimensions, or the side of a three
dimensional cube.
4.4.3 The algorithm
In general, our proposal for this state preparation algorithm is as follows.
Let us assume our Hamiltonian lies in D spatial dimensions, and its volume is
V = L1 × L2 × · · · × LD. Also, let ε be the precision goal of the entire scattering
simulation. Then do the following:
• Set the lattice spacing, a, as a ∝ ε/p.
• Properly discretize the Hamiltonian. This means replacing derivatives with
finite differences and dealing with discretizing issues such as fermion doubling
[Wil74; JLP14].
• Given a boundary condition (e.g. Dirichlet), prepare the ground state, |gN0〉, of
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the discretized Hamiltonian with N0  N = VaD , i.e. a small constant number
of sites.
• Apply a unitary gate (e.g. Hadamard) on the rest of the qubits, |Qj〉∀j ∈
{N0 + 1, . . . , N}, which is hoped to provide a reasonable overlap between
states in the next phase of the algorithm (see Sec. 4.5.2.3).
As before, there is only one step in the iterative phase of the algorithm:
• For every j ∈ {N0, . . . , N − 1}, transform |gj〉 ⊗ |Qj+1〉 to |gj+1〉 by applying
Theorem 4.






. For the sake of clarity, we will
include a conjecture that captures the unproven physical intuition that goes into
this algorithm.
Conjecture 1 (Overlap of ground states). Assume a properly discretized mas-
sive fermionic QFT that obeys the Wightman axioms, in particular, the energy-
momentum spectral condition [Str04]. Let |gj〉 be the ground state of the system
with j sites and η be defined as limj→∞ |(〈gj| ⊗ 〈Q|) |gj+1〉|, where |Q〉 is an unen-
tangled state that is present to make the Hilbert spaces compatible. Then there exists
|Q〉 for which η > 0.
The value η is provably nonzero in many cases, for example if the ground states
are described as injective PEPS [STV11] or if they are topological PEPS [Sch+13].
Some quantum systems will admittedly have ground states that seem to counter
the conjecture above. For example, in the AKLT model [Aff+87], the overlap be-
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Figure 4.2: (color online) Adding an extra site to a 2D lattice. Because of limited
correlation length, only few sites are expected to be affected by the introduction of
a new site to the system.
tween consecutive ground states is provably zero. However, upon further investiga-
tion, one realizes that the AKLT model does not have a single site coarse continuum
limit and you need to keep two sites at a time [De +18]. By adding two sites at a
time, one can in fact get nonzero and constant overlap between the ground states.
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4.5 Gross-Neveu model
4.5.1 Overview of the model
In this section we will introduce the Gross-Neveu model and use it as a test
case for our proposal. The model was introduced in 1974 as a toy model for quan-
tum chromodynamics [GN74]. It is a fermionic QFT that lives in 1+1 spacetime
dimensions and exhibits different particle flavors as well as asymptotic freedom. It
was originally defined as a massless theory, which has chiral symmetry. We ex-
plicitly break this symmetry by introducing a mass term in the Hamiltonian. The














where g represents the interaction strength, γµ are two-dimensional representations
of the Dirac field, ψ̄ = ψ†γ0, and each field ψj has two components [JLP14]. We use










For simulation purposes it is more convenient to work with the equivalent
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Hamiltonian formalism. Additionally, to simulate the scattering process on a digital
quantum computer we need to discretize the model and put it on a lattice. Dis-
cretizing the model and putting it on a lattice introduces extra fermions; this is
known as the fermion doubling problem [NN81b; NN81a]. These extra fermions can
be handled via different methods such as Wilson fermions [Wil74], Kogut-Susskind
staggered fermions [KS75; BSK76; Sus77] or domain wall fermions [Kap92]. For
instance, if we had periodic boundary conditions and we had wanted to utilize Wil-
son fermions, we would have had to add an extra term to the Hamiltonian that
decouples the extra fermions from the ground state (Fig. 4.3). The full Hamiltonian
of the system after discretizing would then be [HJ18]:











































ψ̄j,α(x) (ψj,α(x+ a)− 2ψj,α(x) + ψj,α(x− a))
]
. (4.7)
Here, H0 represents the noninteracting term of the Hamiltonian, Hg represents
the interaction term, and HW is the Wilson term. The summation variable j ∈
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{1, 2, . . . ,N} indicates the fermion species, and 0 < r ≤ 1 is called the Wilson
parameter. H is spatially local in the sense that it consists only of single-site and
nearest-neighbor terms on the lattice.
If one wants to simulate the continuum limit of the Gross-Neveu model, they
should eliminate the doubled fermions through some mathematical procedure. How-
ever, in our minimal approach for a numerical example, it suffices to note that the
extra particles are not necessarily a problem. In our test example, the doubled
fermions can be thought as extra flavors of fermions.
The N = 1 case of the massive Gross-Neveu model, which we will be using
to check our proposal, is equivalent to the massive Thirring model, which in turn
can be solved analytically using Bethe ansatz [Hal82; Man75; Col75; Kor79; Okw83;
ZZ79]. Although Bethe ansatz is a powerful tool, it does not work for all systems,
and in this specific case the solutions are rather complicated. Instead, we focus here
on more general numerical approaches, which can in principle work for arbitrary
N . Specifically, we rely on a DMRG algorithm [Sch11] to classically calculate the
ground state as a Matrix Product State. The DMRG code we developed is written
in Julia [Bez+17] and is available online [Ham19].
4.5.2 Numerical analysis and diagrams
Ideally, if one had access to a sufficiently advanced quantum computer, one
might first choose the desired simulation parameters and then use them to determine
the system size that is necessary for accurate simulation at that point. However,
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Figure 4.3: (color online) The dispersion relation of the non-interacting theory for
different values of the Wilson parameter, r, compared to the continuum limit. In
this plot m0 is set to be m0 = 1 and the descretized system is set to have unit















sin2 (|p| a) .
with limited classical computational power, we can only verify our proposal for
reasonably small system sizes. Therefore, we aim to find a range of parameters,
m0, g0, that can be simulated accurately on a system with ∼ 50 sites. Specifically,
the parameter regimes we choose must yield ground states with correlation lengths
that are simultaneously much smaller than our simulation size and much larger than
the lattice spacing.
4.5.2.1 Mass renormalization
If the interaction strength is set to zero (i.e., we are working in the free theory),






























and b†(p) are creation and annihilation operators. Then the two-point correlation




























K0 (m0 |x− y|) , (4.11)
where K0 is the modified Bessel function of the second kind. We expect the two-
point correlation functions to keep such a form even in the discretized and interacting
case, i.e.,






where χ(m) ∝ 1/m is the correlation length, which is generally inversely propor-
tional to the renormalized mass. Asymptotically, K0(ζ) behaves like an exponen-



















Going forward, we use an exponentially decaying form to numerically calculate the
renormalized mass from the two-point correlation functions.
4.5.2.2 Bare mass and interaction strength
We investigate a range of values for bare mass, m0, and interaction strength,
g0, specifically looking for the sets of parameters that yield correlation lengths that
are much longer than our lattice spacing and at the same time much smaller than
the system size. Because we have set the length of the system to be 1 (in units of







about 7 lattice spacings. The goal of the rest of this subsection is not to pinpoint
the parameters that nail such a correlation length, but rather find values that yield
viable correlation lengths that ensure the calculations in the following subsections
are valid.
After some preliminary calculations it seems that a good range of parameters
that yield reasonable correlation lengths would be g20 ∈ [0, 2.0] and m0 ∈ [0.2, 0.4].

















{a, 2a, . . . , N
2
a}, of the system for a uniform distribution of parameters in that
range. (Some of these two-point correlation functions can be seen in Fig. 4.4.) Equa-
tion (4.12) should hold for distances much larger than the lattice spacing. Therefore,
ideally we are interested in the long range behavior of these correlation functions.
However, at very long distances because of boundary effects and limited machine
precision, our numerics deviate from Eq. (4.12). In order to avoid these issues, we
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Figure 4.4: (color online) A sample of two-point correlation functions calculated for
different set of m0 and g
2
0 parameters. In subplots a) and b) we can see the entirety
of the two correlation functions calculated over the span of distances. In subplots
c) and d) we have only kept a range of distances in the middle. Also, the curves in
these two subplots are the result of fitting bK0(
∆x
χ
) to the date points. The legend
on the right shows parameters m0 and g
2
0 for each set of data points as well as the




hand pick a range of distances that are much larger than the lattice spacing and at
the same time are far enough from the edge of the system. This range of distances
shows the least amount of deviations. We determine the correlation length, χ, by






Based on the results in Fig. 4.4, we deem parameters (m0 = 0.2, g
2
0 = 1.5)
and (m0 = 0.4, g
2
0 = 1.0) to have correlation lengths suitable for further numerical
calculations at the desired system size of N = 50.
4.5.2.3 Inner products
Now that we have found a set of reasonable parameters, let us look at the inner
product between the ground states of systems with different numbers of lattice sites.
In order to make the inner product well defined, we need to add unentangled extra
sites to the smaller system so the Hilbert spaces will be the same. The extra site we
add in our numerical analysis is a uniform superposition over the standard basis. In
the case of N = 1, we need two qubits per site after mapping the fermionic system
to qubits using a Jordan-Wigner [JW28; BO00] transformation (see Ref. [HJ18] for
a detailed explanation of this mapping for the Gross-Neveu model). The state of







where the bar in j̄, means it is written in base 2 2. Now that the inner product is
well defined, we increase the number of lattice sites, one at a time, and calculate
the inner product between these ground states. As can be seen in Fig. 4.5, the inner
products rapidly converge to a positive constant. This shows that our conjecture
works for these sets of parameters of the Gross-Neveu model. Therefore, assuming
we can classically estimate ground energies, our algorithm can be used to prepare
their ground states.
With a back of the envelope calculation we expect the asymptotic value of the
overlap, η = limj→∞ (〈gj| ⊗ 〈Qj+1|) |gj+1〉, to be η ∝ e−χ/a in one spatial dimension.





, as more sites are
affected by the introduction of a new site to the system.) However, what we observe
in Fig. 4.5 shows inner products of surprisingly large magnitude and mild dependence
on correlation length. We were surprised by this result, though it is good news for
our algorithm, and we hope in the future to investigate additional lattice models to
find out how generally it holds.
4.5.2.4 Predicting the energy
There is still one condition from Theorem 4 that needs to be satisfied before we
can prepare the vacuum of the Gross-Neveu model using that theorem: We should
2Note that in most cases, especially systems that have conserved quantum numbers, this would
not yield the maximum inner product. For example, in our case of the massive Gross-Neveu model,
by choosing the extra site to be in the (|01〉+ |10〉)/
√
2 state, one can improve the inner products
by a factor of
√
2. Choosing the best state for the extra site requires some knowledge about
the symmetries of the system, which in many cases can be difficult to know before doing deep
analysis of the system. Therefore, to be conservative, we decided to use the more generic uniform
superposition for the added site.
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Figure 4.5: (color online) Inner products between systems with different numbers
of lattice sites. The inner products are calculated for (m0 = 0.2, g
2
0 = 1.5) and




be able to predict the ground state energy with accuracy better than half of the gap.
The gap is equal to the renormalized mass. The ground state energy is expected
to grow almost linearly with the number of lattice sites with minute corrections
from the Casimir effect. Therefore, the ground state energy can be approximated
as [BMM01]:





















where L represents the size of the system or number of sites, K2 is the modified
Bessel function of the second kind, and cj and Cj are constant real numbers that
depend on the geometry of the system [Far06]. In Fig. 4.6 we use all of the previous
energy data points to predict the next ground state energy. As is evident from
Fig. 4.6, after some system size our prediction of the energy is well within half of
the gap size.
4.5.2.5 Error analysis for numerical calculations
For numerical calculations, the quantity we use to measure the precision of
the ground state is the following [Sch11]:
ε =




Lattice sites Lattice sites
Lattice sites Lattice sites
Figure 4.6: (color online) For each data point in this figure, we analyze the energies
from previous system sizes by fitting a curve to the values, predicting an energy
for the next system size. The top plots show the ground state energies next to
the predicted energies, and the bottom plots display the difference between our
predictions and the ground state energies. In the asymptotic limit of small systems,





K2 (C3hL), where L is the
system size and C2 and C3 are some geometrical constants [Far06]. As one can see,
this theoretical argument fits our numerical data too. The mustard dots represent a
linear fit, f(L) = c0 + c1L and the pink dots present the difference between the data





K2 (C3hL). The dashed teal lines represent the
minimum precision required, which is half of the spectral gap, i.e. the renormalized
mass. Clearly a linear fit with some estimation for energy density is well within the
gap bounds; the higher order fits show the consistency of our calculations.
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The DMRG algorithm stops whenever ε < εgoal or the bond dimension reaches a
maximum value, where εgoal is the predefined precision goal. We need to know,
given a value of ε, what the distance between the result of DMRG and the actual
ground state is. Let us assume, to the first nonzero order in δ:
|ψ〉 = |g〉+ δ|g⊥〉 , (4.18)
where H|g〉 = E0|g〉 represents the ground state, |g⊥〉 is a state orthogonal to the
ground state, and δ is a small value. We have:
|〈ψ|H|ψ〉| =
∣∣E0 + δ2 〈g⊥|H|g⊥〉∣∣ ≤ ∣∣E0 + δ2 〈H〉∣∣ , (4.19)∣∣〈ψ|H2|ψ〉∣∣ = ∣∣E20 + δ2 〈g⊥|H2|g⊥〉∣∣ ≤ ∣∣E20 + δ2 〈H2〉∣∣ . (4.20)
Substituting these values into Eq. (4.17), we get:
⇒ ε ≈ δ2





















where κ is the condition number of H. δ is upper bounded by
√
ε, and we use this
upper bound in our analysis throughout the paper and in Fig. 4.4 for the error bars.
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4.6 Conclusion and open problems
In this paper, we have introduced an algorithm that can help with ground
state preparation of fermionic QFTs. In particular, our algorithm performs better
than state of the art algorithms [HJ18], and it can be generalized to any number of
spatial dimensions. Specifically, initialization is no longer the bottleneck of fermionic
QFT simulation, as its runtime has the same asymptotic scaling as the rest of the
algorithm. Overall, it is a humble step towards answering whether the entirety of
the Standard Model can be simulated on a universal digital quantum computer.
It is important to note that although our conjecture about η can be rigorously
proven in a number of cases such as systems where the ground state of the theory
has a known topological PEPS representation [STV11], whether our algorithm will
work for every gapped fermionic system is an open problem.
Also, we believe that the bosonic case needs further investigation and a similar
algorithm might work in that case too. One difference one needs to be aware of in
that case is that bosonic statistics allow several bosons to occupy the same site and
this will necessitate the introduction of a cut-off.
Perhaps a harder open problem to consider is how to generalize these state
preparation algorithms to critical systems that lack a mass gap.
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Chapter 4: A Glimpse Into the Future
4.1 An Overview Of What We Have Accomplished
“You can’t connect the dots looking forward; you can only
connect them looking backwards. So you have to trust that
the dots will somehow connect in your future.”
Steve Jobs
In this thesis we started by reviewing some of the most influential papers about
quantum Hamiltonian simulation algorithms in Chapter 1. We then focused on the
specific problem of simulating quantum field theories, specifically the simulation of
fermionic quantum field theories. The bottleneck in the known algorithms prior to
the results reflected in this thesis, was the state preparation step of the algorithm.
That is why we mostly concentrated on that specific part of the algorithm, and in
Chapters 3 and 4 introduced new techniques for initial state preparation of fermionic
QFTs. By doing so, we improved the expected performance of the fermionic QFT
simulation algorithms significantly. In summary we no longer expect state prepara-
tion to be the slowest part of the fermionic QFT simulation algorithms.
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4.2 Open Problems to Investigate
“The significant problems we have cannot be solved at the
same level of thinking with which we created them.”
Albert Einstein
There are plently of problems to be addressed before we can claim that we are
ready to simulate a real world complicated quantum field theory simulation problem
such as the Standard model. I am going to list the ones that I think can be addressed
in near future.
1. Is Conjecture 1 true for all physical fermionic systems? If not what is the
criterion that distinguishes between the systems it is true for and the ones it
is not. In the meantime it would be helpful to validate it for several other
QFTs.
2. How can we apply these recent results from fermionic systems to gauge theories
in order to improve the simulation performances. What can we say about
hybrid systems that have both fermionic and bosonic fields.
3. In the past few decades there has been a huge effort developing classical nu-
merical tools for strongly interacting theories like Lattice QCD. For example,
see [Dav18] and the citation therein. An important question that is worth
investigation is that whether the results from these classical calculations can
be utilized to do some of the simulation steps more efficiently. E.g. could the
spatial two-point correlations be used to prepare the initial states more effi-
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ciently? Or could one use some of the LQCD techniques for post-processing
the results of the simulation algorithm.
4. Another approach would be to use some of the currently accessible NISQ-era
devices to speed up some of the subprocesses in the classical calculations. E.g.
can the algorithm for solving linear equations [HHL09] help with some of the
internal calculations of LQCD?
5. It might be worth investigating quantum simulation algorithms that live on
a dynamic mesh as their underlying discretized lattice. This could allow the
simulation algorithm to increase or decrease the lattice whenever it is neces-
sary, and by doing so one might be able to optimize the amount of resources
used in the simulation.







As one can observe, the performance is good enough to be a possible candidate
for NISQ era calculations. However, in order to be certain one must work out
all the constant factors that go into that equation. We will discuss this point
further in Sec. 4.3.
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Accumulated Number of papers
Moore's Law
Figure 4.1: (color online) Number of papers that include one of the terms:
{”computer”,”algorithm”,”programming”,”coding”} next to Moore’s law that pre-
dicts the number of transistors in the IC’s.
4.3 Predictions
“There is nothing like a dream to create the future.”
Victor Hugo
As it is customary, I am going to finish this thesis by making some predic-
tions. Figure 4.1 shows the number of paper related to classical computer’s as well
as Moore’s law for that predicts the number of transistors in integrated circuits
(IC), and Fig. 4.2 shows the cumulative number of papers related to quantum com-
putations and quantum algorithms over the years. The number of papers in a field
can be thought of as a quantitative figure that represents the amount of knowledge
accumulated in a field of study. Figures 4.2 and 4.1 show clear trends of exponential
growth.
What is striking is the resemblance between these two plots, the past 30 years
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Accumulated number of QC papers
Number of QC related papers
Figure 4.2: (color online) Cumulative number of papers that include at least one
of the terms:{”Quantum Computing”,”Quantum Computer”,”Quantum Computa-
tion”,”Quantum Algorithm”}. The data was collected via Google Scholar’s search
engine. The goal of this plot is to roughly represent the amount of knowledge that
has been accumulated throughout years in the field of quantum computation. The
data suggests that the number of papers is growing by an order of magnitude every
15 years or so.
of quantum computation and 1940’s until 1970’s for classical computers. One sees
that at the beginning of this 30 year period both fields had of the order of 1000
papers and by the end of this 30 year period it has basically grown 2 orders of
magnitude. This is good news for researchers that are currently in the field of
quantum computation, because if the similarity holds we expect to see continuous
growth for the next four or five decades.
Also, the number of qubits that are being reported nowadays (some of the
latest results ranging from 53 to 74), is in the same ballpark as the number of
transistor on ICs near the end of 1960s. It is easy to predict that the number of
addressable qubits will follow the same path as transistors on ICs. If this analogy
holds, it is very exciting news, as we should expect a doubling in the number of
qubits every two years. This means that within 8 to 10 years we should expect
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getting access to 1000 qubits. With 1000 qubits one should be able to simulate a
small 3+1 dimensional system that is well beyond the capabilities of any classical
computer ever built.
If the analogy holds even further, we can predict that within 20 to 30 years we
should expect to see the earliest versions of quantum personal computers. I could
push my luck even further and bet on hand-held devices with quantum precessors
within 40 years from now, however, because of the intinsic delicacy of quantum
systems, I restrain myself from doing so.
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118U. Schollwöck, “The density-matrix renormalization group in the age of matrix
product states”, Annals of Physics 326, 96–192 (2011).
119C. Schön, K. Hammerer, M. M. Wolf, J. I. Cirac, and E. Solano, “Sequential gen-
eration of matrix-product states in cavity QED”, Physical Review A 75, 032311
(2007).
120C. Schön, E. Solano, F. Verstraete, J. I. Cirac, and M. M. Wolf, “Sequential
Generation of Entangled Multiqubit States”, Physical Review Letters 95, 110503
(2005).
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