We construct molli cation operators in strongly Lipschitz domains that do not invoke non-trivial extensions, are L p stable for any real number p ∈ [ , ∞], and commute with the di erential operators ∇, ∇×, and ∇⋅. We also construct molli cation operators satisfying boundary conditions and use them to characterize the kernel of traces related to the tangential and normal trace of vector elds. We use the molli cation operators to build projection operators onto general H -, H(curl)and H(div)-conforming nite element spaces, with and without homogeneous boundary conditions. These operators commute with the di erential operators ∇, ∇×, and ∇⋅, are L p -stable, and have optimal approximation properties on smooth functions.
Introduction
Smoothing by molli cation is an important tool for the analysis and the approximation of partial di erential equations. This tool has been introduced by Leray [ , p.
], Sobole [ , p. ] , and Friedrichs [ , pp. -] . The mollifying operation commutes with di erential operators and converges optimally when the function to be smoothed is de ned over the entire space ℝ d . These properties may not be easy to achieve if the function in question is de ned only in a non-smooth domain D, say only Lipschitz, since molli cation by convolution as originally introduced in the above references requires to extend the function outside D, which is a non-trivial task in general unless the boundary and the function are reasonably smooth. The boundary di culty has been overcome by Blouza and Le Dret [ ] and Girault and Scott [ ] by rede ning molli cation using a convolution-translation technique so that molli cation does not require information outside of D. The question is, however, more subtle when dealing with vectors elds where normal or tangent boundary conditions are involved, and, to our knowledge, has not yet been fully addressed in the literature.
The rst objective of this paper is to revisit the theory of molli cation for scalar-and vector-valued elds in strongly Lipschitz domains with the following goals in mind: the molli cation operators must be compatible with the De Rham complex (i.e., they must commute with the standard di erential operators ∇, ∇×, and ∇⋅), be L p -stable for any real number p ∈ [ , ∞], and have strong convergence properties in the entire domain. Using a partition of unity subordinated to a covering of the boundary as done in [ , ] is (seemingly) incompatible with the rst constraint. The route that we propose instead is based on a shrinking technique of the domain using transversal vector elds. We also devise a second sequence of molli cation operators based on the extension by zero; the corresponding operators have the property that the molli ed functions are in the kernel of the canonical trace operators in H , H(curl), and H(div) (i.e., zero trace, zero tangential
Molli cation Without Extension
We introduce in this section a molli cation technique in strongly Lipschitz domains that does not require to invoke non-trivial extensions and that commutes with di erential operators. The mapping φ δ : D → D and r > are de ned in ( . ) and ( . ) . In what follows, δ (x) denotes the Jacobian matrix of φ δ at x ∈ D.
. Molli cation
Let us consider the kernel
where η is chosen so that To be generic, we introduce q ∈ ℕ, q ≥ , and a smooth ℝ q×q -valued eld δ : D → ℝ q×q (related to the Jacobian δ of φ δ , see ( . ) below) such that for all l ∈ ℕ, there is c such that
where is the identity matrix in ℝ q×q . Consider the following smoothing operators acting on f ∈ L (D; ℝ) and g = (g , . . . , g q ) T ∈ L (D; ℝ q ):
(K This means that the domains of K g δ and K δ are indeed L (D; ℝ) and L (D; ℝ q ), i.e., there is no need to invoke extensions outside D.
Lemma . (Smoothness) . K δ g is in C ∞ (D; ℝ q ) for all g ∈ L (D; ℝ q ), and K δ g as well as all its derivatives admit a continuous extension to D.
Proof. Owing to ( . ) and ( . b), and using the Leibniz product rule, it su ces to show that the statement holds for K g δ . Let f ∈ L (D). Let us prove rst that K g δ f is continuous. Let x and z be two points in D. Up to appropriate changes of variable we have
where we replaced φ δ (x) + (δr)B( , ) and φ δ (z) + (δr)B( , ) by D and used that ρ is zero outside the unit ball B( , ). The uniform Lipschitz continuity of ρ and φ δ implies that there is c such that
As a result, we infer that
which proves that K g δ f is Lipschitz continuous; hence K g δ f is uniformly continuous. This proves that K g δ f ∈ C (D; ℝ) and K g δ f admits a continuous extension to D. Let us now evaluate the gradient of K g δ f . Using the chain rule, we infer that
We can then conclude that ∇(K g δ f) is Lipschitz continuous by using the same argument as above and continue the argument by induction.
. Examples
Let f ∈ L (D; ℝ) and g ∈ L (D; ℝ d ).
Following [ ] and [ , § ], we de ne the following families of molli cation operators:
for all x ∈ D. The superscripts in ( . ) refer to the fact that these operators are used to build projections onto nite element spaces that are conforming in the graph space of the gradient, curl, or divergence operator, or onto a broken nite element space (with no conformity requirement), see Theorem . below. The transformations involving δ are related to the classical Piola transformations. Furthermore, the functions K c δ g,
Property (iii) from Lemma . implies that ( . ) holds true in the above three cases. Let p ∈ [ , ∞]. Assuming d = , we de ne
Lemma . (Commuting with di erential operators). The following holds:
That is, the following diagram commutes:
Proof. Upon setting T(x) = φ δ (x) + δry, these identities are simple consequences of the chain rule:
This completes the proof.
. Convergence
We now show that the smoothing operators de ned above have interesting approximation properties. Owing to Lemma . , δ and − δ converge uniformly to the identity, and det( δ ) converges uniformly to . As a result,
Proof. Owing to ( . ) and ( . b), it su ces to show that the statement holds for K g δ . ( ) We show rst that K g δ is uniformly bounded in L(L p ; L p ) by using the Riesz-Thorin interpolation theorem. The statement is evident for p = ∞ with constant c = . Now consider f ∈ L (D; ℝ), then
In conclusion, there is c = c max( , |D|) such that ‖K
( ) We conclude by using a density argument and the triangle inequality. Let f ∈ L p (D). The space of uniformly Lipschitz functions being dense in L p (D), there is a sequence of uniformly Lipschitz functions (f n ) n∈ℕ such that ‖f n − f‖ L p (D) → as n → ∞. Then
Let ϵ > and let n(ϵ) be large enough so that ‖f n (ϵ) 
In conclusion, for all ϵ > , there is
We now can state a result that shows that the above smoothing technique is superior to molli cation alone, i.e., contrary to the result originally stated by Friedrichs (see, e.g., [ , Theorem . ] ), strong convergence on the derivatives now occurs over the entire domain D.
Proof. Using Lemma . we infer that ∇K g δ f = K c δ ∇f , and Theorem . implies that K c δ ∇f → ∇f in L p (D) as δ → , which proves ( . a). A similar argument holds for ( . b) and ( . c).
. Convergence Rate
We now establish convergence rates.
Theorem . (Convergence rate).
There is c such that
Proof. Owing to ( . ) and ( . b), it su ces to show that the statement holds for K g δ . Assume rst that p < ∞.
Observe that the Jacobian of this transformation is bounded from above by δr and
Hence,
( ) Let f ∈ W ,p (D). By proceeding as above we infer that
Let us x y ∈ B( , ) and de ne the mapping ψ δ :
i.e., ψ δ satis es the assumptions of Lemma . below. Hence,
owing to Theorem . .
Proceed similarly for the two other estimates.
Lemma . (Approximation). Let λ > , and assume that ψ
Then, assuming that p < ∞, we infer that
The assumptions on ψ λ imply that the map µ λ,t is invertible and
. The case p = ∞ is treated similarly.
( ) If f is not smooth, we deduce from Corollary . that there exists a sequence of smooth functions converging to f in W ,p (D), i.e., for all ϵ > , there is a smooth function
The conclusion follows readily since ϵ is arbitrary.
Molli cation with Extension by Zero
Note that the function K δ f de ned in ( . b) does not satisfy any particular boundary condition. For instance, even if f is zero on ∂D, (K δ f) |∂D is not necessarily zero. Since preserving boundary conditions may be useful in some applications, we now construct a molli er that has this property. Let C ∞ (D; ℝ q ) denote the space of ℝ q -valued functions that are of class C ∞ and of compact support in D. Consider the mapping ϑ δ and the constant ζ de ned in ( . ) and ( . ). Let δ (x) denote the Jacobian matrix of ϑ δ at x ∈ D.
. Molli cation
For any g ∈ L (D; ℝ q ), q ∈ ℕ with q ≥ , we denote by g the extension by zero of g over ℝ d , i.e., g(x) = g(x) if x ∈ D and g(x) = otherwise. Taking inspiration from Bonito, Guermond and Luddens [ ], we introduce
for all x ∈ D, all f ∈ L (D; ℝ), and all g = (g , . . . , g q ) T ∈ L (D; ℝ q ), where δ is a smooth ℝ q×q -valued eld (related to the Jacobian δ of ϑ δ ) such that for all l ∈ ℕ, there is c such that
Lemma . (Smoothness and boundary condition
Proof. The smoothness has already been proved in Lemma . . Let κ be the Lipschitz constant of the eld k over D. ) . Hence, the support of K g δ, is compact in D. The same conclusion applies to K δ, .
. Examples
Let us proceed as in Section . . Let c
). Lemma . (ii) implies that ( . ) holds for these choices of δ . Let f ∈ L (D; ℝ) and g ∈ L (D; ℝ d ). We de ne the following families of molli cation operators:
Lemma . (Commuting extension and derivatives). The following holds:
Proof. Let f ∈ Z g,p (D) and let ψ ∈ C ∞ (ℝ d ) be a (vector-valued) smooth function compactly supported in int(ℝ d \ D). Then,
Since ψ is arbitrary, this proves that ∇ f is zero in
Since ψ is arbitrary, this proves that (∇ f ) |D = ∇f . We have thus proved that ∇ f = ∇f . The argument for the other two equalities is identical.
. That is, the following diagram commutes:
?
Proof. The proof is almost the same as that of Lemma . . For instance, using the chain rule together with Lemma . , we obtain
Note here that it is critical that ∇ f = ∇f . The argument for the other two equalities is identical.
. Convergence
Similarly to Section . , we can now state convergence results. Owing to Lemma . , δ and − δ converge uniformly to the identity and det( δ ) converges uniformly to . As a result, there isδ ∈ ( , ] such that
and all x ∈ D. We combine the counterparts of Theorem . and Corollary . into one statement.
and
Proof. The proof of ( . ) is the same as that of Theorem . . See the proof of Corollary . for the other three statements.
Let us denote by W s,p (D; ℝ q ) the space composed of the functions in W s,p (D; ℝ q ) whose extension by zero is in W s,p (ℝ d ; ℝ q ). We set
Theorem . (Convergence rate). There is c such that
Proof. The proof is identical to that of Theorem . .
To state a convergence result using norms on D, we recall (see, e.g., [ , Theorem . . . , Corollary . . . ]) that
(Recall also that the constants in the above norm equivalences depend on |sp − |.)
Lemma . (Convergence rate on derivatives). Let p ∈ [ , ∞) and s ∈ ( , p ). Then, there is c (depending on |sp − |) such that
Proof. The proof relies on the commuting properties from Lemma . , Theorem . , and ( . b). For instance,
owing to Theorem .
where c ὔ s,p depends on |sp − |. Proceed similarly for the two other estimates.
Remark . . The construction of K c δ, is similar in spirit to what has been proposed in [ ]. The curl estimates in Theorem . and Corollary . are identical to those in [ , Theorem . ] .
Remark . (sp > ). Convergence rates on derivatives can also be derived for sp > , namely
where c depends on |sp − |. Note that these estimates require boundary conditions on the derivatives.
. Traces of Vector Fields
In this section, we illustrate the use of the mollifying operator K δ, . Let p ∈ ( , ∞). Recall the spaces Z c,p (D) and Z d,p (D) from ( . b) and ( . c). Since the trace operator : W ,p ὔ (D) → W /p,p ὔ (∂D) is surjective (see [ , p. ] , [ , Theorems . . . , . . . ] and, for s ∈ ( , ), p = , [ , Theorem . ]), letting ⟨⋅, ⋅⟩ ∂D denote the duality pairing between W − /p,p (∂D) and W /p,p ὔ (∂D), we de ne the bounded linear map
as can be seen by replacing v by K c δ v and passing to the limit δ → . Passing to the limit n → ∞ yields
hence, ⟨ ×n (v), (w )⟩ ∂D = ⟨ ×n (v), (w )⟩ ∂D , which establishes the claim.
We also de ne ⋅n :
is such that (q(l)) = l, and ⟨⋅, ⋅⟩ ∂D now denotes the duality pairing between W − /p,p (∂D) and W /p,p ὔ (∂D). Reasoning as above, one can verify that this de nition is independent of the choice of q(l). Note also that ⋅n (v) = v |∂D ⋅ n when v is smooth.
Let us now introduce
.
Theorem . (Kernels of ×n and ⋅n ). Let p ∈ ( , ∞). Then,
Proof. Let us do the proof for ×n , the proof for ⋅n is similar. ( ) We rst show that Z c,p (D) ⊂ ker( ×n ), which is the easiest to establish. By de nition there is a sequence
Both integrals on the right-hand side converge; hence,
. This also implies that the equality holds for all w ∈ W ,p ὔ (D), since C ∞ (D) ∩ C (D) is dense in w ∈ W ,p ὔ (D), see Lemma . and Theorem . . In conclusion, v ∈ ker( ×n ) since is surjective. ( ) Let us now establish the converse, i.e., ker( ×n ) ⊂ Z c,p (D). Let v ∈ ker( ×n ).
Since
Using that v ∈ ker( ×n ), the above equality implies that 
Finite Element Setting
We introduce in this section the nite element setting that we are going to use in the rest of the paper. We henceforth assume that D is a bounded polyhedron in ℝ d .
. Meshes
Let (T h ) h> be a shape-regular sequence of a ne meshes. To avoid technical questions regarding hanging nodes, we also assume that the meshes cover D exactly and that they are matching, i.e., for all cells K, K ὔ ∈ T h such that K ̸ = K ὔ and K ∩ K ὔ ̸ = , the set K ∩ K ὔ is a common vertex, edge, or face of both K and K ὔ (with obvious extensions in higher space dimensions). Given a mesh T h , the elements in K ∈ T h are closed sets in ℝ d by convention. The sets
for all K ∈ T h , will be invoked in the following sections. The set T K is the union of all the cells that touch K, and D K is the interior of the collection of the points composing the cells in T K . We assume that there is a reference elementK such that for any mesh T h and any cell K ∈ T h , there is a bijective a ne mapping T K :K → K and an invertible matrix K ∈ ℝ d×d (not to be confused with δ ) such that
The shape-regularity assumption of the mesh sequence implies that there are uniform constants c ♯ , c ♭ such that
where h K is the diameter of K. It can be shown that c ♯ = ρK and c ♭ = h K ρ K hK for meshes composed of simplices, where ρ K is the diameter of the largest ball that can be inscribed in K, hK is the diameter ofK, and ρK is the diameter of the largest ball that can be inscribed inK.
. De nition of δ(x)
In the arguments to follow, we are going to invoke smoothing operators like those de ned in Section . To avoid having to assume that the mesh sequence is quasi-uniform, we construct a meshsize function h ∈ C , (D; ℝ) such that there are three uniform constants c, c ὔ , c ὔὔ > so that
for all K ∈ T h . The construction of this function is standard in the nite element literature. For instance, if the mesh is composed of simplices, consider the piecewise linear function whose value at any vertex of the mesh is the average of the mesh-sizes of the simplices sharing this vertex.
Following [ ], we introduce ϵ ∈ ( , ) and de ne
Then we can de ne φ δ and ϑ δ like in ( . ) and ( . ), and we can also de ne generic mollifying operators K δ and K δ, like in ( . b) and ( . ). Lemmas . and . hold for ℓ ∈ { , } only, and the smoothness statement in Lemmas . and . must be replaced by K δ (g) ∈ C (D; ℝ q ) and K δ, (g) ∈ C (D; ℝ q ) for all g ∈ L (D; ℝ q ), respectively, since δ is only Lipschitz. All the other statements in Sections and remain unchanged.
. Reference and Local Finite Elements
We are going to consider various approximation spaces based on the mesh sequence (T h ) h> and a xed reference nite element (K,P,Σ). We henceforth assume thatP is composed of ℝ q -valued functions for some integer q ≥ and thatP ⊂ W ,∞ (K; ℝ q ) (recall thatP is a space of polynomial functions in general). The reference degrees of freedom and the associated reference shape functions are denoted {σ , . . . ,σ n sh } and {θ , . . . ,θ n sh }, respectively. We denote N := { , . . . , n sh } to alleviate the notation. We assume that the linear forms {σ i } i∈N can be extended to L(V(K); ℝ), where V(K) is a Banach space such that V(K) ⊂ L (K; ℝ q ); see [ , p. ] . The interpolation operator IK : V(K) →P associated with the reference nite element (K,P,Σ) is de ned by
By construction, IK ∈ L(V(K);P), andP is point-wise invariant by IK.
Let K be a cell in the mesh T h . We introduce a q × q invertible matrix K and de ne the mapping ψ K ∈ L(L (K; ℝ q ); L (K; ℝ q )) by
It can be shown (see [ , Proposition . ] ) that upon setting
the triple (K, P K , Σ K ) is a nite element. Moreover, the interpolation operator
where we have set θ K,i := ψ − K (θ i ), is such that I K ∈ L(V(K); P K ) and P K is point-wise invariant by I K . De nition ( . a) implies that P K ⊂ W ,∞ (K; ℝ q ). More generally ψ K maps W l,p (K; ℝ q ) to W l,p (K; ℝ q ) for all l ∈ ℕ, all p ∈ [ , ∞] (with z ± /p = for all z > if p = ∞) and [ , Theorem . . ] or [ , Lemma . ] ).
. Structural Assumptions
We henceforth assume that there is a uniform constant c such that
so that, owing to ( . ), ‖ K ‖ ℓ ‖ − K ‖ ℓ is uniformly bounded with respect to K and h. We also assume that the degrees of freedom overK are either point values or integrals over edges, faces orK itself. This is formalized by assuming that
whereŜK ,i is either an edge, a face, orK itself. All these mesh-related geometric entities are assumed to be closed sets.
In the case of a point evaluation atâ i , we observe that since the cardinal number ofΣ is nite, there exists a distancel > such that only one of the following situations occurs: ( )â i is a vertex ofK; ( )â i is in the interior of an edge ofK and is at least at distancel from any vertex; ( )â i is in the interior of a face ofK and is at least at distancel from any edge; ( )â i is in the interior ofK and is at least at distancel from any face (with the obvious extension in higher space dimension).
Let K ∈ T h and denote by {a j } j∈M K the collection of points associated with the degrees of freedom in K de ned by point evaluation. Note that there existsâ i ∈K such that a j = T K (â i ) for all j ∈ M K . The shaperegularity of the mesh sequence implies that there is a constant c min (uniform with respect to j, K, and T h ) such that the open ball B(a j , c min h K ) has the following property: for all K ὔ such that K ὔ ∩ B(a j , c min h K ) ̸ = and every x ∈ K ὔ ∩ B(a j , c min h K ), the entire segment [x, a j ] is in K ὔ . An immediate consequence of this observation is that
for all v ∈ P K . Note that this implies that B(a j , c min h K ) ⊂ T K .
In the rest of the paper, we de ne ϵ max > such that
for all K ∈ T h , all h > , and all functions δ satisfying ( . ) for any ϵ ∈ ( , ϵ max ].
. Finite Element Spaces
We introduce the broken nite element space
We now introduce the notion of interfaces and jump across interfaces. We say that a subset F ⊂ D with a positive (d− )-dimensional measure is an interface if there are distinct mesh cells K l , K r ∈ T h such that F = ∂K l ∩ ∂K r . We say that a subset F ⊂ D with positive (d− )-dimensional measure is a boundary face if there is a mesh cell K ∈ T h such that F = ∂K ∩ ∂D. The unit normal vector n F on F is conventionally chosen to point from K l to K r for an interface and to point outward for a boundary face. The interfaces are collected in the set F ∘ h , the boundary faces are collected in the set F ∂ h , and we let F h = F ∘ h ∪ F ∂ h . Let F ∈ F ∘ h be a mesh interface, and let K l , K r be the two cells such that F = ∂K l ∩ ∂K r ; the jump of
Next we assume to have at hand a Banach space W ⊂ L (D; ℝ q ), with continuous embedding, where some notion of jump across interfaces makes sense. More precisely, we assume that there is a (bounded) linear trace operator K : W , (K; ℝ q ) → L (∂K; ℝ t ) for some t ≥ and for all K ∈ T h , and we de ne the notion of -jump across interfaces as follows:
We relate the notion of -jump to the space W by assuming that
and, conversely, that a function in W ,∞ (T h ; ℝ q ) with zero -jumps across interfaces is in W. With this setting, we de ne
The above assumptions imply that
Let F ∈ F ∂ h be a boundary face and denote by K F the unique cell such that F ⊂ ∂K F . We consider the global trace operator : W , (D; ℝ q ) → L (∂D; ℝ t ) such that
We assume that can be extended to W into a bounded linear operator : W → W ∂ where W ∂ is an appropriate Banach space, whose exact structure is not important for the time being. We de ne W = ker( ), i.e.,
Examples
The present theory covers a large class of scalar-and vector-valued nite elements like Lagrange, Nédélec, and Raviart-Thomas nite elements. To remain general, we denote the three reference elements corresponding to the above three classes as follows: (K,P g ,Σ g ), (K,P c ,Σ c ) and (K,P d ,Σ d ). The corresponding domains for the degrees of freedom are denoted V g (K), V c (K), V d (K). We think of (K,P g ,Σ g ) as a scalar-valued nite element (q = ) and some of its degrees of freedom require point evaluation, for instance (K,P g ,Σ g ) could be a Lagrange element. We assume that the nite element (K,P c ,Σ c ) is vector-valued (q = d) and some of its degrees of freedom require to evaluate integrals over edges. Typically, (K,P c ,Σ c ) is a Nédélec-type or edge element. Likewise, the nite element (K,P d ,Σ d ) is assumed to be vector-valued (q = d) and some of its degrees of freedom are assumed to require evaluation of integrals over faces. Typically, (K,P d ,Σ d ) is a Raviart-Thomas-type element. The arguments developed herein do not require to know the exact structure of the above elements.
The above assumptions imply that it is admissible to choose
(recall that denoting by M a smooth manifold of dimension d ὔ inK, the restriction operator to M is continuous from W s,p (K) to L p (M) provided s > d−d ὔ p ). Note that it is also legitimate to choose
since W d, (K) ⊂ C (K), functions in W , (K) have a trace in L (∂K), and functions in W d− , (K) have integrable traces on the one-dimensional edges ofK. Let ψ g K , ψ c K , ψ d K be the linear maps introduced in ( . ) for each of the reference nite elements de ned above. In practice ψ where we simpli ed the notation by using v h g F instead of v h g F , etc. Note the conformity properties P g (T h ) ⊂ Z g,p (D), P c (T h ) ⊂ Z c,p (D), and P d (T h ) ⊂ Z d,p (D). Likewise, introducing the spaces
etc., we de ne
We nally denote by I 
are stable provided s > d p , s > d− p (= p for d = ) and s > d−(d− ) p = p , respectively. We nally assume that the polynomial degrees in each of these spaces are compatible so that the following commuting properties hold with s > d p :
and I b h is an interpolation operator only involving integrals over mesh cells. Likewise, upon introducing
we assume that the following diagram commutes:
Stable, Commuting, Quasi-Interpolation Projection
We introduce in this section a family of nite-element-based quasi-interpolation operators (with and without boundary conditions) that are L p -stable, commute with the standard di erential operators ∇, ∇×, and ∇⋅, and preserve the above nite element spaces.
. Discrete Poincaré Inequalities
We illustrate the usefulness of the operators constructed above by proving discrete Poincaré inequalities for H(curl)-elements in dimension d = , ; we expose the material for d = . Assume also that D is partitioned into M connected, strongly Lipschitz subdomains D , . . . , D M . We consider two piecewise-smooth secondorder tensor elds and , i.e., we assume that these elds are in
where ∞ (E) := L ∞ (E; ℝ d×d ). We additionally assume that and are symmetric and the smallest eigenvalue of each of these two tensors is bounded away from zero from below uniformly over D. Consider the following Maxwell eigenvalue problems: Find E and ̸ = ω ∈ ℝ such that ∇×( − ∇×E) = ωE, ∇⋅(E) = , E × n |∂D = .
( . ) Solomyak [ ] assuming that the tensor is smooth over the entire domain. Let us consider the nite element approximation of the above eigenvalue problem using the setting described in the previous sections. The approximation theory of this problem is non-trivial, especially when using nite elements that do not t the De Rham diagram. We refer to the book of Monk [ ] and the review by Hiptmair [ ] for an overview on the topic.
Let P c (T h ), P c (T h ) be de ned as above. A key step for approximating ( . ) or ( . ) consists of establishing the following discrete Poincaré inequalities: There is c > , uniform with respect to h, such that There are many ways of proving ( . ) when is smooth, since in this case it can be proved that the Sobolev index s in ( . a) is larger than . The rst route described in [ , § . ] consists of invoking subtle regularity estimates by Amrouche et al. [ , Lemma . ] . The second one, which avoids invoking regularity estimates, is based on the so-called discrete compactness argument of Kikuchi [ ] and further developed by Monk and Demkowicz [ ] and Caorsi, Fernandes and Ra etto [ ]. The proof is not constructive and is based on an argument by contradiction. We now show that using the approximation operators described in the previous sections gives a direct answer to the above question without requiring any particular condition on the Sobolev index s in ( . a); see also the work of Arnold, Falk and Winther [ , Theorem . ] .
