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There exists wide ranging research interest in high-energy-density matter 
(HEDM) propellants as a potential replacement for existing industry standard fuels (LH2, 
RP-1, MMH, UDMH) for liquid rocket engines.  The U.S. Air Force Research 
Laboratory, the U.S. Army Research Lab, the NASA Marshall Space Flight Center, and 
the NASA Glenn Research Center each either recently concluded or currently has 
ongoing programs in the synthesis and development of these potential new propellants.   
In order to perform conceptual designs using these new propellants, most 
conceptual rocket engine powerhead design tools (e.g. NPSS, ROCETS, and REDTOP-2) 
require several thermophysical properties of a given propellant over a wide range of 
temperature and pressure.  These properties include enthalpy, entropy, density, viscosity, 
and thermal conductivity.  For most of these potential new HEDM propellants, this 
thermophysical data either does not exist or is incomplete over the range of temperature 
and pressure necessary for liquid rocket engine design and analysis.  Experimental testing 
of these properties is both expensive and time consuming and is impractical in a 
conceptual vehicle design environment where there is a limited amount of both time and 
resources.   
A new technique for determining these thermophysical properties of potential new 
rocket engine propellants is presented.  The technique uses a combination of three 
different computational methods to determine these properties.  Quantum mechanics and 
molecular dynamics are used to model new propellants at a molecular level in order to 
calculate density, enthalpy, and entropy.  Additivity methods are used to calculate the 
kinematic viscosity and thermal conductivity of new propellants. 
By modeling the motion and distribution of the simulated molecules, molecular 
dynamics is used to calculate the enthalpy, entropy, and density as a function of 
xv 
temperature and pressure.  Molecular dynamics simulations make use of force field 
equations to model the energy potential between atoms and molecules.  These force field 
equations model the bond length stretching, bond angle bending, and dihedral angle 
rotating energies within a molecule as well as the electrostatic and van der Waals 
energies between molecules.  A force field model developed by Sun in 1998, called the 
Condensed-phase Optimized Molecular Potentials for Atomistic Simulation Studies 
(COMPASS), is used as a starting point for molecular dynamics simulations of the 
HEDM molecules studied in this research work.  The COMPASS force field model has 
been shown to be useful in predicting energies and densities of a variety of simple 
hydrocarbon molecules, but does not model more complex strained-bond hydrocarbon 
molecules, such as HEDM molecules, to the level of accuracy necessary for input in 
liquid rocket engine powerhead design codes.  Modifications to the COMPASS force 
field model are made as part of this research work in order to improve its ability to 
accurately predict the required thermophysical properties over the range of pressures and 
temperatures experienced in a liquid rocket engine. 
The COMPASS force field model modifications are made by comparing 
thermophysical properties predicted from molecular dynamics simulations with 
experimental data.  The COMPASS force field model parameters are adjusted in order to 
minimize the difference between molecular dynamics predicted thermophysical 
properties and experimental data.  Due to the fact that little or no experimental data exists 
for the HEDM compounds of interest, model compounds are used to determine the best 
settings for the COMPASS force field parameters.  Model compounds are those 
compounds that have a similar molecular structure to the HEDM propellant of interest 
and have published thermophysical data available for use.   
The new technique developed in this thesis research is validated via a series of 
verification experiments of HEDM compounds.  Results are provided for two HEDM 
propellants: quadricyclane and 2-azido-N, N-dimethylethanamine (DMAZ).  In each 
xvi 
case, the new technique does a better job than the best current computational methods at 
accurately matching the experimental data of the HEDM compounds of interest. 
A case study is provided to help quantify the vehicle level impacts of using 
HEDM propellants.  The case study consists of the National Aeronautics and Space 
Administration’s (NASA) Exploration Systems Architecture Study (ESAS) Lunar 
Surface Access Module (LSAM).  The results of this study show that the use of HEDM 
propellants (either quadricyclane or DMAZ) instead of hypergolic propellants can lower 
the gross weight of the LSAM and may be an attractive alternative to the current baseline 




The primary objective of this research is the development and demonstration of a 
technique for predicting the thermophysical properties of new rocket propellants.  The 
calculated thermophysical properties can be used by rocket engine powerhead analysis 
and design tools to predict rocket engine performance, weight, and cost, among other 
factors.  Armed with the ability to perform powerhead designs of a rocket engine that 
uses the new propellants, one can then quantify the potential vehicle level impacts of the 
propellants. 
1.1 BACKGROUND 
HEDM propellants, as defined by the Air Force Office of Scientific Research, are 
propellants comprised of “advanced high energy compounds containing increased energy 
densities (energy to mass ratios) to produce greater specific impulses”.  Specific impulse, 




In the above equation, T is the total engine thrust, g0 is the acceleration due to 
gravity at Earth sea-level (9.81 m/s2), and pm&  is the total mass flow rate of propellant.  Isp 
is a measure of the fuel efficiency of an engine and is typically measured in units of 
seconds.  Isp is the number of seconds one pound weight of propellant can provide one 
pound force of thrust.   
HEDM propellant research programs by the U.S. Air Force [1,2], U.S. Army 
[3,4], and NASA [5,6,7] have developed several promising new potential rocket 
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propellants.  A few selected HEDM propellants are shown in Table 1.1 with RP-1, an 
existing industry standard hydrocarbon fuel, listed for reference.  The performance 
calculations are carried out at an optimal oxidizer-to-fuel, O/F, ratio to achieve the 
highest ideal vacuum Isp.  The O/F ratio is the ratio of the oxidizer mass flow rate to the 
fuel mass flow rate in an engine.  Liquid oxygen (LOX) is the oxidizer used in these 
performance calculations.  As can be seen in this table, each of the HEDM propellants 
listed has a higher density and higher ideal vacuum Isp than that of RP-1.  
Name Chemical Formula 
Density 
(g/cm3) O/F 
Ideal Vacuum Isp 
(sec)† 
RP-1 CH1.942 0.80 2.82 365.1 
Quadricyclane C7H8 0.99 2.28 372.5 
BCP C6H8 0.85 2.29 375.9 
DMAZ C4H10N4 0.93 1.50 367.9 
1-7 Octadiyne C8H10 0.82 2.32 373.8 
Cubane C8H8 1.29 2.04 383.1 
 
Although a great deal of research has been performed on HEDM propellants, 
knowledge about the thermophysical properties of these propellants over the range of 
temperature and pressure experienced in liquid rocket engines is limited.  As a result, one 
has three main options available for designing rocket engines that utilize these 
propellants.  The first is to perform a simple one-dimensional equilibrium analysis like 
the one used to compute the ideal vacuum Isp values found in Table 1.1.  This analysis 
typically only requires a propellant’s chemical formula, heat of formation, and density at 
the propellant’s storage temperature and pressure.  While this analysis method is 
considered a good preliminary step in conceptual rocket engine design, it does not 
provide an accurate enough prediction of engine performance (Isp) for most conceptual 
vehicle designs.  Also, one-dimensional equilibrium analysis codes cannot accurately 
Table 1.1: Potential HEDM Propellants 
† - Isp calculated with LOX as oxidizer, expansion ratio (ε) = 50, chamber pressure 
(Pc) = 3,000 psia, one-dimensional equilibrium analysis, equilibrium nozzle 
3 
predict engine weight due to the fact that the various engine components, including 
turbopumps, preburners, and propellant valves and feed lines, are not analyzed.   
The next two options can be used in conjunction with a full rocket engine 
powerhead analysis.  The thermophysical properties required for rocket engine 
powerhead analyses are enthalpy, entropy, density, viscosity, and thermal conductivity as 
a function of temperature and pressure.  The second option available is to perform 
laboratory measurements of all the required thermophysical properties over the range of 
temperature and pressure required.  While this option can provide very accurate results, it 
is very costly and time consuming.  The need for proper lab facilities, especially for 
extremely high temperatures and pressures, the need for expertise in using laboratory 
equipment, and the cost of significant amounts of experimental propellants which may be 
difficult to acquire and handle are all significant drawbacks to this option.   
The third option is to predict the thermophysical properties of these propellants 
through analytical or numerical means.  This option is the most appealing because one 
can perform the more accurate rocket engine powerhead analysis while not committing 
the substantial resources required to measure these properties in a laboratory.   
There are many different techniques that have been used to calculate 
thermodynamic and physical properties of materials.  Techniques ranging from new 
equations of state to quantum mechanics have been used to determine certain 
thermodynamic and physical properties.  An overview of some of the most common 
techniques is provided in Chapter 2.  A recent method developed by Sun [8] utilizes 
molecular dynamics simulations to calculate many thermophysical properties of alkanes 
and ringed hydrocarbons.  Molecular dynamics is a technique of modeling the positions 
and velocities of molecules as a function of time.  From this information, one can 
compute enthalpy, entropy, density, and many other thermodynamic and physical 
properties.   
4 
Sun developed a new molecular force field model called COMPASS, which 
stands for Condensed-phase Optimized Molecular Potentials for Atomistic Simulation 
Studies.  In molecular dynamics, the energy potential (force field) of an atom or molecule 
is used to model the effects of one particle on a neighboring particle.  The models include 
the bond length stretching, bond angle bending, and dihedral angle rotating energies 
within a molecule, as well as the electrostatic and van der Waals forces between 
molecules. 
The COMPASS model has been shown to be useful in predicting energies and 
densities of alkane and benzene compounds [8,9].  Although a variety of other force field 
models exist ranging from the very simple Lennard-Jones potential model [10, pp.11-12] 
to the more complex MM2 [11], AMBER [12,13,14,15], CHARMM [16,17], and CFF93 
[18,19] models, the COMPASS model is well suited for modeling hydrocarbons due to 
the fact that its parameters are optimized for the modeling of alkanes, alkenes, and 
alkynes [8].  As a result, it needs limited modifications in order to be applied to more 
complex strained-bond hydrocarbons.  These molecular potential models are all discussed 
in more detail in Section 2.2. 
The COMPASS force field model has not been used to model more complex 
strained-bond hydrocarbons (such as those being researched by the U.S. Air Force, U.S. 
Army, and NASA) to the level of accuracy necessary for input in liquid rocket engine 
powerhead design codes.  As a result, this research effort includes modifications to the 
COMPASS force field model in order to improve its ability to accurately predict the 
required thermophysical properties over the wide range of pressure and temperature 
experienced in a liquid rocket engine.  The COMPASS force field model is shown in 





















The functions in the COMPASS model can be divided into two general 
categories: the valence terms, which represent the internal coordinates of the atoms that 
make up the molecule, and the nonbond interaction terms, which represent those 
interactions between atoms separated by two or more atoms or those that belong to 
different molecules [8].  The first ten terms in the equation are the valence terms while 
the last two terms are the nonbond interaction terms.  The first four terms represent bond 
lengths (b), bond angles (θ), dihedral angles (φ), and out-of-plane angles (χ).  The out-of-
plane angle, as defined by Wilson [20, p.59], is the angle between a bond connecting a 
central atom and its bonded atom and a plane defined by the same central atom connected 
to two other bonded atoms.  The internal molecular motions are shown in Figure 1.1.  
( ) ( ) ( )[ ]
( ) ( ) ( )[ ]



























































































































































The next six terms are cross-coupling terms of two or more of the internal coordinates.  
In the development of related molecular force field models, it has been shown that the 
inclusion of these cross terms is important in improving model accuracy [21].  In the 
work of Maple et al. [21], the inclusion of cross terms improved the model accuracy in 
predicting the internal energy of a formate anion by nearly 20%.  A sensitivity study is 
performed in Section 1.2 to quantify the effect of changing the thermophysical property 











In equation (2), k2, k3, k4, h2, h3, h4, V1, V2, V3, Kχ, Kbθ, Kθθ’, Kbθ, G1, G2, G3, F1, 
F2, F3, and Kθθ’φ are all coefficients for the corresponding intramolecular deformations.  
The values of these coefficients are different for different molecules.  The parameters b0, 
θ0, φ0, and χ0 are the bond length, bond angle, dihedral angle, and out-of-plane angle 
values of the molecule in its minimum energy configuration.  The parameters b, θ, φ, and 
χ are the bond length, bond angle, dihedral angle, and out-of-plane angle values of the 
molecule in its current configuration.  In a molecular dynamics simulation, the values of 
b, θ, φ, and χ all change as a function of time.  The parameters qi and qj are the charges 









on atoms i and j respectively.  The terms εij and σij are the potential well depth and 
atomic diameter for the potential between atoms i and j (Figure 1.2).  The parameter rij is 












1.2 SENSITIVITY STUDY 
A sensitivity study was performed to demonstrate how errors in the predicted 
energy of a rocket fuel can affect both propulsion level and vehicle level outputs.  This 
study used the engine powerhead design code ROCETS [22] with a liquid oxygen, liquid 
hydrogen staged-combustion cycle rocket engine.  The thermophysical properties of 
liquid hydrogen were altered to study the effects of changing these properties on vacuum 
Isp.  The purpose of this sensitivity study is twofold: (1) to see which of the 
thermophysical properties need to be measured most accurately, and (2) to see how errors 
in the predicted energy of a rocket fuel affect the vehicle level prediction of launch 
vehicle gross weight.   
Figure 1.2: Intermolecular Potential 
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1.2.1 OVERVIEW OF CONCEPTUAL ROCKET ENGINE POWERHEAD DESIGN 
An overview of conceptual rocket engine powerhead design is first provided to 
describe a typical design code analysis, the engine components analyzed, and the 
thermophysical properties needed in each component analysis. 
 The main engine components designed are shown in the engine cycle diagram in 
Figure 1.3.  This figure is taken from the REDTOP-2 cycle diagrams [23].  The main 
rocket engine components analyzed by powerhead design codes are the propellant tank, 
turbopump, main combustion chamber, and nozzle.  Other key components are propellant 
feed lines and valves.  Other main components for certain types of engine cycles are gas 
generators and preburners.  The analysis of each of these components typically requires 
information about the thermodynamic and physical properties of the propellants moving 
through them.  Figure 1.3 provides a listing of the thermophysical propellant properties 
needed for each component analysis.   
Propellant density is used in sizing the fuel and oxidizer tanks.  Density and 
kinematic viscosity are used in designing and analyzing turbopumps, propellant feed 
lines, and valves.  Thermal conductivity is used in heat exchanger models to model the 
heat transfer from the main combustion chamber and nozzle into propellant flowing in 
the chamber and nozzle cooling jacket.  Enthalpy and entropy are used in the combustor 
model (for the main combustion chamber and any other combustion devices such as gas 
generators or preburners).  The combustor model is typically a one-dimensional chemical 
equilibrium model.  If the fuel and oxidizer are assumed to exist as both reactants and 
products, then entropy data for the fuel and oxidizer is needed.  If they are assumed to 
exist only as reactants, then only enthalpy data is needed. 
With the thermophysical properties required for rocket engine powerhead design 
defined, sensitivity studies of changes in these properties on engine and vehicle level 





















1.2.2 ENGINE LEVEL SENSITIVITY 
The property prediction approach should ideally be tailored to the accurate 
prediction of the particular thermophysical properties that have the greatest influence on 
the engine level metrics.  Those thermophysical properties that have less influence on 
engine level metrics can then be estimated using lower fidelity techniques to save time 
and resources.   













Fuel line and valve 
models 
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Figure 1.4 is a Pareto plot of engine vacuum Isp as a function of hydrogen fuel 
(both liquid and gaseous) enthalpy, entropy, density, kinematic viscosity, and thermal 
conductivity.  A Pareto plot is used to determine the sensitivity of the response (Isp) to the 
various factors (enthalpy, entropy, density, kinematic viscosity, and thermal 
conductivity).  The horizontal axis indicates the contribution of the variation of a 
particular factor to the total variation of the response.  Each factor was changed by 20% 

















The results shown in Figure 1.4 indicate that changes in enthalpy, entropy, and 
density have a much greater influence on Isp than do changes in kinematic viscosity and 
thermal conductivity.  This indicates that enthalpy, entropy, and density need to be 
Figure 1.4: Pareto Plot of Vacuum Isp 




















predicted with higher accuracy than do kinematic viscosity and thermal conductivity for 
conceptual liquid rocket engine design. 
To better understand the influence of kinematic viscosity and thermal 
conductivity on Isp, single variable sensitivity studies were performed.  A multiplication 
factor was applied to both kinematic viscosity and thermal conductivity.  This 
multiplication factor ranged from 0.2 to 5.  The results of this analysis are shown in 
Figure 1.5 for kinematic viscosity and Figure 1.6 for thermal conductivity.  The results 
indicate that Isp changes by approximately 0.13 seconds (0.029%) over the kinematic 
viscosity multiplier range and 0.14 seconds (0.031%) over the thermal conductivity 
multiplier range.  These results indicate that a lower fidelity technique can be used to 













The results shown in Figure 1.5 and Figure 1.6 are not smooth due, most likely, to 
the internal tolerances of ROCETS.  This is especially pronounced due to the insensitivity 
of Isp to changes in kinematic viscosity and thermal conductivity.   
 












Table 1.2 provides the results of the engine level multi-variable sensitivity study.  
As can be seen from the table, changing the enthalpy, entropy, or density by 20% has a 








A 20% increase in enthalpy multiplier (the enthalpy at a given temperature is 
multiplied by 1.2) results in a 6.8 second decrease in vacuum Isp.  This 6.8 second 
decrease in Isp has a significant impact on vehicle level metrics such as a launch vehicle’s 
gross weight.  The fact that vacuum Isp reduces as enthalpy multiplier increases is due to 
Figure 1.6: Vacuum Isp versus Thermal Conductivity 















1.0 1.0 1.0 1.0 1.0 448.337
1.2 1.0 1.0 1.0 1.0 441.538
1.0 1.2 1.0 1.0 1.0 441.537
1.0 1.0 1.2 1.0 1.0 452.436
1.0 1.0 1.0 1.2 1.0 448.336
1.0 1.0 1.0 1.0 1.2 448.342
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the fact that the enthalpy of liquid hydrogen is negative.  As a result, by increasing the 
enthalpy multiplier, we are actually reducing the energy available and thus the resulting 
Isp. 
1.2.3 VEHICLE LEVEL SENSITIVITY 
In order to quantify the impact on launch vehicle gross weight of changing the 
vacuum Isp by 6.8 seconds, a simple mass estimation analysis using the modified rocket 
equation was performed.  The modified rocket equation relates the change in mass of a 
space vehicle in a given mission to the energy or ∆V required to perform that mission.  




In the above equation, ∆V is the overall change in velocity required to perform a 
particular mission, spI  is the average specific impulse over the entire trajectory, MR is the 
ratio of the vehicle’s mass before firing the rocket engine to the vehicle’s mass after 
firing the rocket engine, ∆VDrag is the loss in velocity due to atmospheric drag, ∆VGravity is 
the loss in velocity to account for the energy required by the rocket’s engine to counteract 
the force of gravity, and ∆VTVC is the loss in velocity due to changing the direction of the 
velocity vector. 
Using equation (3) along with assumptions regarding the amount of losses 
incurred in a launch trajectory from the surface of the Earth into a 120 km circular orbit, 
an analysis was performed to determine the change in mass of a launch vehicle as a result 
of a 20% increase in the enthalpy multiplier.  An analysis was performed for both a 
single-stage and a two-stage launch vehicle.  The mass results for the 20% decrease in 
enthalpy are shown in Table 1.3.  We see that by increasing the enthalpy multiplier by 
TVCGravityDragsp VVVMRIgV ∆−∆−∆−=∆ ln0
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20%, the gross weight of a single-stage launch vehicle increases by 74.2% and the gross 
weight of a two-stage launch vehicle increases by 8.4%. 
 
  The significant changes in gross vehicle weight caused by simply changing the 
enthalpy of the rocket engine fuel by 20% clearly show the need to accurately predict 
these thermophysical properties for conceptual rocket engine design. 
1.3 UNRESOLVED ISSUES AND GAPS IN KNOWLEDGE 
The COMPASS force field model does a good job of predicting energies and 
densities of compounds that are similar to those upon which it is parameterized (alkanes, 
alkenes, and certain ring compounds) [8,9].  However, this force field model has 
problems when attempting to model the more complex, high energy hydrocarbons that 
are often referred to as HEDM.  HEDM propellants are more difficult to model using the 
COMPASS force field model because the strained bonds found in these HEDM 
propellants are not seen in the training set molecules used to create the original 
COMPASS force field. 
In order to improve the predictive capabilities of the COMPASS model for 
HEDM propellants, alterations to the force field model need to be made.  The coefficient 
values used in the COMPASS model need to be tailored to specific propellants in order to 
provide the most accurate prediction of the thermophysical properties of interest.   
Table 1.3: Sensitivity Study – Launch Vehicle Mass Impact 
 Single-Stage Vehicles Two-Stage Vehicles 
 Baseline Lower LH2 Enthalpy Baseline 
Lower LH2 
Enthalpy 
Vacuum Isp (sec) 448.337 441.538 448.337 441.538 
Non-Dimensional Gross Weight 1.000 1.742 1.000 1.084 
15 
1.4 RESEARCH GOALS AND OBJECTIVES 
The overall goal of this project is to develop a thermophysical property 
calculation method which can be used to calculate the properties necessary for the 
conceptual design of rocket engine powerheads.  This calculation method must be 
repeatable and implementable in a reasonable amount of time for use in conceptual 
design.  Listed below are the specific objectives required to achieve this goal: 
 
Objective 1: The process of predicting the thermophysical properties of 
potential new liquid rocket propellants should primarily be analytical / 
numerical.  It should require little or no new experimental work. 
 
This objective is necessary in order to allow this method to be incorporated into a 
conceptual design environment in which a limited amount of time and resources are 
available.  As a result, the prediction of the necessary thermophysical properties must be 
done relatively quickly without the need for expensive and time-consuming experimental 
work.   
 
Objective 2: Predict the density of HEDM molecules to within 10% of the 
experimentally measured value.  Predict the total enthalpy and total entropy to 
within 5% of the experimentally measured value.  Predict the specific heat at 
constant pressure to within 10% of the experimentally measured value.  Do this 
by improving the predictive capability of the COMPASS force field model. 
 
The COMPASS force field model is a general force field model that can be used 
on a wide range of hydrocarbon molecules to predict condensed-phase thermophysical 
properties [8,9], and as a result, it is a good initial model for predicting the 
thermophysical properties of hydrocarbon HEDM molecules.  However, due to the fact 
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that the COMPASS model was created with the goal of producing fairly accurate 
predictions of molecular properties for alkanes, alkenes, and alkynes [8], it is not 
specifically designed to model hydrocarbon HEDM molecules.  The research work 
described in this thesis addresses the COMPASS model predictive inaccuracy for HEDM 
molecules by tailoring the coefficients of the COMPASS force field model to HEDM-
type molecules. 
 
Objective 3: Predict the kinematic viscosity and thermal conductivity of 
HEDM molecules so that the predicted values fall within a multiplication range 
of 40% to 250% of the experimental values. 
 
As was shown by the sensitivity study analysis in section 1.2, Isp is less sensitive 
to changes in kinematic viscosity and thermal conductivity than it is to changes in 
enthalpy, entropy, and density.  A multiplication range of 20% to 500% was applied to 
the values of kinematic viscosity and thermal conductivity at a given temperature and 
pressure.  The sensitivity study results indicated that Isp changes by approximately 0.13 
seconds over the kinematic viscosity multiplier range and 0.14 seconds over the thermal 
conductivity multiplier range.  Due to the likelihood that changes in kinematic viscosity 
and thermal conductivity could have a larger impact on Isp for different engine cycles and 
for different powerhead design codes, the multiplication range decreased by a factor of 
two from both ends (40% instead of 20% on the lower end and 250% instead of 500% on 
the upper end). 
1.5 DISSERTATION OUTLINE 
The rest of this dissertation is broken down into five chapters.  Chapter 2 provides 
a background of propellant characterization techniques.  Chapter 3 presents the 
methodology implemented in this thesis research to predict the thermophysical properties 
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necessary for conceptual rocket engine powerhead design codes.  Chapter 4 provides the 
results from implementing this methodology on two HEDM propellants, quadricyclane 
and DMAZ, and their corresponding model compounds, norbornane and ethyl azide.  
Chapter 5 is a conceptual vehicle design case study utilizing the thermophysical property 
calculations from Chapter 4.  The vehicle designed is the Lunar Surface Access Module 
(LSAM) from the NASA Exploration Systems Architecture Study (ESAS).  Chapter 6 





An overview of the analytical and numerical methods available to predict the 
thermophysical properties used by conceptual rocket engine powerhead design codes is 
provided in this chapter.  The relative advantages and disadvantages of each method are 
discussed.  
2.1 EVOLUTION OF MODELING TECHNIQUES TO PREDICT PROPERTIES 
A review of the methods used to predict the thermophysical properties of 
molecules has shown that there are three main techniques that can be used.  The first is a 
technique of fitting equations of state to experimental data to relate thermodynamic 
properties to one another.  Examples of this method range from the simple ideal gas 
equation of state (equation (4)), to the more complex van der Waals (equation (5)) and 








In the above equations, P is the pressure of the system, ρ is the density, R is the 
gas constant for a particular substance, T is the temperature, and Vm is the molar volume.  
The parameters a and b in equation (5) and a, b, c, A0, B0, C0, γ, and α  in equation (6) are 
coefficients that are specific to a particular substance. 
























This method of making use of relatively simple equations that approximate the 
properties of real substances has been used extensively for centuries.  In 1662, Robert 
Boyle developed what is now known as Boyle’s Law.  Boyle’s law states that the product 
of volume and pressure is a constant for an ideal gas when temperature is held constant 
[25].    Over a century later in 1787, Jacques Charles developed what was later named 
Charles’s Law.  Charles’s law states that the ratio of volume to temperature of an ideal 
gas is constant when pressure is held constant [25].  These two laws together form the 
basis for the ideal gas equation of state shown in equation (4). 
Equations of state are typically valid for a single phase (gas, liquid, or solid) and 
make use of several empirical constants.  These equations relate a predicted physical 
property to other known properties.  Figure 2.1 [26] is an example of this type of 
relationship.  Figure 2.1 is a graph of the critical temperature versus normal boiling point 
for 535 chemicals.  The critical temperature of a substance is the maximum temperature 











Figure 2.1: Critical Temperature-Boiling Point Relationship [26] 
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A general trend can be seen from the graph that can be captured with a quadratic 
equation relating the critical temperature to the boiling point temperature.  The average 
absolute deviation of this regression, for these 535 chemicals, is less than 4%.  As can be 
seen from the graph, however, the deviation tends to increase as the normal boiling point 
increases.  Limits must be placed on the validity of these types of equations as they are 
typically only valid over some range of temperature and/or pressure.  As a result, when 
used outside their range of validity, these types of equations provide inaccurate results for 
new molecules such as the HEDM propellants mentioned previously. 
A second technique for predicting the thermophysical properties of substances 
makes use of the observation that a substance’s physical properties depend on that 
substance’s particular molecular structure [26,28, p.24].  Benson and Buss [29] in 1958 
showed that it was possible to make a system of “additivity rules” to determine certain 
thermodynamic and physical properties of substances based upon their atom, bond, and 
group makeup.  Individual contributions from atoms, bonds, and groups to the estimated 
values of thermophysical properties can be calculated by regressing empirical 
thermophysical data for known substances.  Table 2.1 [28, p.25] and Table 2.2 [28, 
p.273] show the results of such a regression for the bond and ring contributions to 
specific heat at constant pressure (Cpo), total entropy (So), and the heat of formation (∆hfo) 





Table 2.1: Bond Contributions for the Estimation of Cpo, So, and ∆hfo [28, p.25] 
Bond Cpo (cal/mole-K) So (cal/mole-K) ∆hfo (kcal/mole) 
C-H 1.74 12.90 -3.83 
C-C 1.98 -16.40 2.73 
C-F 3.34 16.90 -52.50 
C-Cl 4.64 19.70 -7.40 
C-O 2.70 -4.00 -12.00 
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If one wished to use these additivity rules to calculate Cpo of CHCl3 (Figure 2.2) 




The calculated value of Cpo(CHCl3) of 15.66 cal/mole-K is only 0.25% below the 
empirically measured value of 15.70 cal/mole-K [28, p.25].  This high level of accuracy 
is common for these types of small molecules that do not contain strained-rings and are 






While this technique of using additivity rules works well for relatively simple 
molecules, it does not fare as well when used with more complex molecules such as 
HEDM molecules.  This is because the values for the various bond (Table 2.1) and ring 
(Table 2.2) contributions are obtained from a regression of thermodynamic and physical 
data of relatively simple molecules.  Using these same additivity rules on a HEDM 
Table 2.2: Ring Corrections for the Estimation of Cpo, So, and ∆hfo [28, p.273] 
Ring Cpo (cal/mole-K) So (cal/mole-K) ∆hfo (kcal/mole) 
Cyclopropane -3.05 32.10 27.60 
Cyclobutane -4.61 29.80 26.20 
Cyclopentane -6.50 27.30 6.30 















































molecule, quadricyclane (Figure 2.3), we can see the inability of these additivity rules to 











The calculated value of ∆hfo(Quad) of 78.06 kcal/mole is 8.12% above the 
experimentally measured value of 72.2 kcal/mole [5,30].  The calculated value of 
Cp298K(Quad) of 23.01 cal/mole-K is 37.17% below the experimentally measured value of 
36.62 cal/mole-K [1]. These deviations are higher than desired for ∆hfo and Cp298K for use 
in conceptual rocket engine powerhead design.  Another disadvantage of using additivity 
rules is the limited range of temperatures and pressures in which the rules may be valid.  
The high temperatures and pressures found in a liquid rocket engine are outside the range 
of applicability of most additivity rules.  When predictions are made outside a particular 










Figure 2.3: Ball and Cylinder Rendering of Quadricyclane (C7H8) 
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With the advent of computer simulations, a third method for predicting the 
thermophysical properties of substances was developed.  This third method is molecular 
dynamics simulation [31, pp.1-3].  This is a method for modeling the behavior of solids, 
liquids, or gases by modeling the interactions of the individual particles that make up the 
solid, liquid, or gas.  In molecular dynamics, the classical many-body problem is 
typically solved with Newtonian mechanics governing the movement of particles [10, 
pp.1-2].  For a polyatomic molecule, the molecule can be either rigid or flexible.  A 
flexible analysis allows for internal motion, which results in changes in internal energy, 
but typically requires a smaller time step to capture high frequency internal vibrations.    
A potential force field function is prescribed to the particles to model their 
influence on one another.  This force field function is different for different molecules.  
With the correct force field model, the dynamics and interactions of the particles with one 
another can be accurately modeled.  By modeling these interactions accurately, one can 
predict all the necessary thermodynamic and physical properties of the fluid. 
2.2 CHRONOLOGY OF MOLECULAR DYNAMICS THEORY AND RESEARCH 
A variety of potential force field models exist for use in molecular dynamics.  The 
simplest, oldest, and most widely studied potential function is the Lennard-Jones 




In the above equation, uLJ (rij) is the energy potential for a pair of particles i and j; 
rij is the distance between particles i and j; εij is the Lennard-Jones potential well depth, 
which describes the strength of the interaction; and σij is the Lennard-Jones atomic 







































Jones in 1931 and was originally used in molecular dynamics simulations in the 1960’s 
for the modeling of liquid argon [10, pp.11-12].  This potential has two terms; the first 
provides a strong repulsion at close range and the second provides a weak attraction at 










These terms represent respectively the nonbonded overlap of electron clouds of 
two different atoms and the van der Waals interaction due to dispersion forces caused 
when the electrons are not uniformly distributed around an atom or molecule [32, pp.66-
67, 33]. 
Although the Lennard-Jones potential is only accurate for very simple molecules 
such as argon, a great deal can be learned about the qualitative behavior of simple fluids 
with regards to phase equilibria, melting, vaporization, particles in small clusters, and 
surface and transport properties [34] through its study.  
As computational power continued to increase, more accurate (and more 
computationally intensive) molecular potentials were developed in order to model more 
complex molecules.  In the late 1970’s and early 1980’s, force field models such as MM2 
[11], AMBER [12,13,14,15], and CHARMM [16,17] were developed for this purpose.  
Figure 2.4: Lennard-Jones Intermolecular Potential 
25 
These force field models all attempt to model not only the intermolecular forces between 
molecules, but also the molecular structure itself and the intramolecular forces that 
produce that structure.  These models differ in the way they handle cross terms and the 
anharmonic nature of the vibrating bonds [8].  A cross term in a potential function is a 
term that includes functions of two or more internal coordinates (bond length, bond 
angle, and dihedral angle) multiplied together.  It is typically incorporated into a potential 
function to attempt to capture the dependence of the internal coordinates upon one 
another [8].  It has been shown that the inclusion of the appropriate cross terms in a 
potential function is important in accurately predicting thermophysical properties [21]. 
In the early 1990’s, improved force field models were developed to predict the 
thermophysical properties of condensed-phase materials.  This is important for the 
prediction of liquid rocket propellant properties as these propellants exist typically in 
either liquid or supercritical form while in the various engine components such as the 
pump, turbine, feed lines, nozzle cooling jacket, and injector.  New versions of the 
AMBER [35] and CHARMM [36] force field models both aim at improving the 
prediction of condensed-phase properties, as does the OPLS/CHARMM force field 
model [37].   
The CFF93 force field model [18,19] was developed in 1993 to achieve a very 
accurate prediction of molecular properties with a broad coverage of different types of 
molecules.  The CFF93 model parameters were derived using quantum mechanical data 
for the intramolecular terms and molecular crystal data for the intermolecular terms.  An 
error with this method became apparent when simulations run at elevated temperatures 
and liquid densities found that the calculated physical parameters did not match the 
experimental data.   
As stated previously, molecular crystal data was used to determine the values for 
the intermolecular parameters (qi, qj, σij, and εij in the last two terms of equation (2)).  
This molecular crystal data was measured at non-zero temperatures.  However, the 
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calculations performed to match the molecular crystal data were run at 0 K [8].  As a 
result, the calculated data will not be equal to the measured data, because the calculations 
were performed at one temperature while the measurements were taken at a different 
temperature.  However, the values of the intermolecular parameters for the CFF93 model 
were set (using a least-squares fit) to force the calculated data equal to the measured 
molecular crystal data. 
In an attempt to resolve the problem of experimental data and corresponding 
calculations at two different temperatures, the COMPASS force field model [8,9] was 
developed in 1998.  Like CFF93, the COMPASS force field model parameters for the 
intramolecular terms were derived from curve fits of quantum mechanical data.  The 
major improvement of the COMPASS force field model over the CFF93 force field 
model is the way in which the intermolecular parameters are determined.  The 
intermolecular parameters for the COMPASS model are calculated by running molecular 
dynamics simulations at finite temperatures and fitting the simulated thermophysical 
results to experimental data by adjusting the intermolecular parameters (σij and εij).  In 
the COMPASS model development, unlike the development of the intermolecular 
parameter values for the CFF93 model, both the simulation and the corresponding 
experimental data are at the same temperature.  By determining the intermolecular 
parameters in this fashion, good agreement was reached between the calculated 
thermophysical properties and experimental data [8,9].   
Using the baseline COMPASS force field model, molecular dynamics simulations 
of liquid benzene and liquid DMAZ were performed as part of this thesis research work 
using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 
molecular dynamics software [38].  Benzene was chosen because it is an example of a 
compound that the baseline COMPASS model does a good job of predicting 
thermophysical properties.  This is due to the fact that benzene is one of the training set 
compounds used in determining the appropriate values for the COMPASS model 
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parameters.  DMAZ was chosen because it is an example of a HEDM compound that the 
baseline COMPASS model does a poor job of predicting thermophysical properties due 
to its high energy strained-bond structure.  The structure of DMAZ is significantly 
different from that of the COMPASS model training set compounds. 
A ball and cylinder rendering of a DMAZ molecule is shown in Figure 2.5.  
Figure 2.6 – Figure 2.9 show the density and enthalpy change results from these 
molecular dynamics simulations.  The predictions of density and enthalpy change of 
liquid benzene match experimental data very well due to the fact that benzene is one of 
the COMPASS model training set compounds.  However, the COMPASS model does a 
poor job of matching experimental data for liquid DMAZ, because the molecular 
structure of DMAZ is different from the alkanes, alkenes, and alkynes upon which the 









The average root mean square (RMS) deviation over the temperature range 
simulated for the density of liquid benzene is 0.4%.  The average molecular dynamics 
simulated value for Cp over the temperature range simulated is 28.4 cal/mol-K which is 
2.2% below the experimentally measured value of 29.0 cal/mol-K [39].  
 

























Figure 2.6: Benzene Experimental and MD Density vs. Temperature 
Figure 2.7: Benzene Experimental and MD Enthalpy Change vs. Temperature 
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The average RMS deviation over the temperature range simulated for the density 
of liquid DMAZ is 15.8%.  The average molecular dynamics simulated value for Cp over 
the temperature range simulated is 69.0 cal/mol-K which is 36.9% above the 





















Figure 2.8: DMAZ Experimental and MD Density vs. Temperature 
Figure 2.9: DMAZ Experimental and MD Enthalpy Change vs. Temperature 
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These poor results for DMAZ show a clear need to improve the COMPASS force 
field model in order to more closely match experimental data.  Property calculations and 
molecular dynamics modeling techniques used to produce these results are discussed in 




The method developed to calculate the necessary thermophysical properties for 
HEDM propellants consists of three main steps.  First is the use of quantum mechanical 
energy calculations to determine the kinetic energy and intramolecular potential energy 
of the compound of interest as a function of temperature.  Second is the application of 
molecular dynamics to determine the density, enthalpy change, and entropy change of the 
compound of interest at a range of temperatures and pressures.  Third is the use of 
additivity methods to determine the kinematic viscosity and thermal conductivity of the 
compound of interest over the same temperature and pressure ranges.  Together these 
three steps enable the accurate prediction of all the necessary thermophysical properties 
of rocket fuels for conceptual rocket engine powerhead design.  Figure 3.1 - Figure 3.4 
detail these steps in flow chart form, with Figure 3.1 providing an overview of the entire 
property calculation method.   
3.1 PROPERTY CALCULATION OVERVIEW 
The property calculation method starts with an initial molecular configuration of 
the HEDM compound and corresponding model compound.  These molecular 
configurations are provided either from published data or from quantum mechanical 
energy minimization.  A method developed by Lagache et al. [40] and Cadena et al. 
[41,42] is used to determine the enthalpy and specific heat of the liquid HEDM and 
model compounds as a function of temperature and pressure.  This method breaks down 
the calculation of enthalpy (and specific heat) into ideal gas and residual components.  
The ideal gas component is determined through the use of quantum mechanically 
CHAPTER 3                                              
THERMOPHYSICAL PROPERTY CALCULATION METHOD
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calculated normal mode vibrational frequencies (Figure 3.2).  The residual component is 
























Figure 3.1: Thermophysical Property Calculation Method Overview 
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The following equations describe how the specific heat at constant pressure (Cp) 










In equation (12), R is the universal gas constant, trVC , 
rot
VC , and 
vib
VC  are the 
translational, rotational, and vibrational components of the specific heat at constant 
volume respectively, N is the number of atoms in the molecule, and 
ivib
θ  is the 
characteristic vibrational temperature of the ith vibrational normal mode.  This equation is 
valid for non-linear molecules.  For linear molecules, rotVC  is equal to R and the 
summation for vibVC  goes from 1 to 3N-5.  A harmonic oscillator is assumed for the 
Figure 3.2: Part I: Quantum Mechanics 
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vibrational contribution to specific heat.  In equation (14), PEinter is the intermolecular 
potential energy calculated from molecular dynamics simulation, P is the input pressure 
for the molecular dynamics simulation, and ρ is the resulting density from the molecular 
dynamics simulation.  The intermolecular potential energy from molecular dynamics 
simulation is found by summing the last two terms of equation (2)  
Molecular dynamics simulations of the model compound are performed to 
determine the intermolecular coefficient values (σ and ε) necessary to accurately predict 
the density and enthalpy of the model compound (Figure 3.3).  Density predictions are 
performed solely with molecular dynamics simulations.  Enthalpy and entropy 
predictions are performed with a combination of molecular dynamics simulations and 















Figure 3.3: Part II: Molecular Dynamics 
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The updated intermolecular coefficient values from the model compound are used 
to perform molecular dynamics simulations of the HEDM compound at appropriate 
temperature and pressure combinations for rocket engine analysis.  Density, enthalpy, and 
entropy predictions are performed in the same manner as with the model compound.   
The HEDM compound density predictions and molecular configuration are used 














3.2 QUANTUM MECHANICAL ANALYSIS 
Quantum mechanical analyses of both the model compound and corresponding 
HEDM compound are performed in order to determine each compound’s ideal gas 
enthalpy and specific heat as a function of temperature.  As previously discussed, the 
method developed by Lagache et al. [40] and Cadena et al. [41,42] breaks down the 



































calculation of liquid specific heat and enthalpy into ideal gas and residual components.  
The calculation of the ideal gas component is discussed in this section. 
3.2.1 DETERMINING THE MINIMUM ENERGY MOLECULAR CONFIGURATION 
In order to perform both molecular dynamics simulations and normal mode 
vibrational frequency calculations, the optimized geometry (i.e., global minimum energy 
configuration) of the molecule of interest is needed.  This geometry is found through a 
two step process.  First, a molecular dynamics conformational search of the different 
dihedral angles found in the molecule is performed.  A conformational search is a 
technique for determining all the different dihedral angles that produce a local minimum.  
This search method typically uses some domain spanning technique (such as a grid 
search, simulated annealing, or genetic algorithm) to find the approximate global 
minimum energy configuration. 
Second, the approximate global minimum energy configuration found from this 
conformational search is used as an initial configuration (starting point) for a quantum 
mechanical energy minimization in order to find the global minimum energy 
configuration.  A gradient-based optimizer is used with a quantum mechanical energy 
calculation routine to adjust the molecular configuration in order to find the true global 
minimum energy configuration.  In this work, we employ an industry-standard, quantum 
chemistry package developed at Iowa State University called the General Atomic and 
Molecular Electronic Structure System (GAMESS) [43].  This program is chosen because 
it is freely available, able to perform all the necessary computations, and easy to use. 
A notional model of this process is shown in Figure 3.5.  The red x’s represent the 
approximate local minimum energy configurations found using the domain-spanning 
method.  The red circled x represents the approximate global minimum energy 
configuration.  The green plus represents the true global minimum energy configuration 












For this research work, GAMESS uses the density functional theory (DFT) energy 
calculation method with the B3LYP functional and the 6-31G* basis set [44].  DFT is a 
method used to calculate the ground-state electronic energy of a molecule [45, p.573].  A 
functional is a rule that takes functions as its argument [45, pp.573-574].  In DFT, a 
functional represents the link between a molecule’s electronic energy and the location of 
its electrons.  A basis set is a set of functions used in quantum chemistry calculations to 
represent the atomic and molecular orbitals [45].  The 6-31G* basis set has been shown 
to be effective for use in the creation of molecular dynamics force fields [46].  Upon the 
recommendation of Prof. David Sherrill in the Georgia Tech School of Chemistry & 
Biochemistry, the combination of DFT with the B3LYP functional and 6-31G* basis set 
was used for all quantum mechanical energy calculations [47]. 
3.2.2 CALCULATION OF IDEAL GAS ENTHALPY AND SPECIFIC HEAT 
With the global minimum energy configuration known, a quantum mechanical 
vibrational analysis can be performed in order to calculate the vibrational normal mode 
frequencies of the molecule of interest.  A harmonic vibrational analysis is performed 












using GAMESS with the resulting harmonic vibrational frequencies scaled to account for 
anharmonic effects [48].  Quantum mechanically calculated harmonic vibrational 
frequencies are generally larger than the vibrational frequencies observed experimentally 
[49].  As a result, a scale factor (or multiplication factor) is typically used to adjust the 
calculated vibrational frequencies to better match those observed experimentally.  This 
scale factor, which depends on the energy calculation method and basis set used, is 
generally between 0.89 and 1.00 [48].  For DFT with the B3LYP functional and 6-31G* 
basis set, this scale factor is recommended to be 0.9989 [48].   
With the set of normal mode vibrational frequencies calculated by a quantum 
mechanical vibrational analysis and scaled for anharmonic effects, we can calculate the 
vibrational contribution to the ideal gas specific heat.  The following equations are used 






In equation (16), h is Planck’s constant, kB is Boltzmann’s constant, and νi is the 
ith normal mode vibrational frequency found from quantum mechanical analysis.  The 
vibrational frequencies in equation (16), νi, are the scaled normal mode vibrational 
frequencies from quantum mechanical calculations.  Using equation (12), we can 
calculate the ideal gas specific heat as a function of temperature for our molecule of 
interest.  Ideal gas sensible enthalpy (less RT) is calculated by integrating the ideal gas 



















































A validation of this ideal gas calculation method was performed on benzene to 
verify that this method can accurately calculate the ideal gas specific heat of a molecule 
over a range of temperatures.  Figure 3.6 is a graph of benzene’s ideal gas specific heat at 
constant volume as a function of temperature.  The blue line is the experimental ideal gas 
CV taken from the NASA Thermobuild Database [50].  The red line is the quantum 










The average deviation of the quantum mechanically calculated ideal gas CV over 
the temperature range from 200-1000K is 1.88%.  This deviation is acceptable for 
application of this method to enthalpy and entropy predictions of rocket engine 
propellants.  If more precise predictions of the ideal gas CV are needed, improved 
predictions of the normal mode vibrational frequencies can be made using more complex 
basis sets and functionals [45, pp.588-589, 48]. 
3.3 MOLECULAR DYNAMICS ANALYSIS 
Molecular dynamics simulations are used for two purposes: 1) determination of 
the optimized values for the intermolecular parameters of the COMPASS force field 
Figure 3.6: Benzene Ideal Gas CV vs. Temperature 
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model (last two terms in equation (2)), and 2) calculation of the enthalpy, entropy, and 
density of the HEDM molecule of interest over the entire range of temperature and 
pressure experienced in a liquid rocket engine..  The COMPASS (Condensed-phase 
Optimized Molecular Potentials for Atomistic Simulation Studies) model, as the name 
implies, is a molecular force field model that is optimized for condensed-phases 
[8,51,52,53].  This model is particularly useful for predicting thermophysical properties 
for rocket propellants because the propellant is normally in a condensed phase for the 
majority of the time it flows through the different engine components.  Figure 3.7 shows 
a snapshot of a molecular dynamics simulation of one such potential rocket propellant 
and HEDM molecule, liquid DMAZ.  The blue atoms are nitrogen, the cyan atoms are 















Figure 3.7: Molecular Dynamics Snapshot of Liquid DMAZ 
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Molecular dynamics is used initially to determine the appropriate values for the 
parameters used in the intermolecular terms of the COMPASS model.  These terms 
describe the intermolecular potential (potential between two atoms in different molecules 
or two atoms in the same molecule not connected through a bond, angle, or dihedral).   
Molecular dynamics is used in conjunction with experimental data to determine 
these parameter values.  Due to the fact that little or no experimental data is known for 
the HEDM propellant of interest, a model compound is used in this step of the method.  
A model compound should be chosen based on the following rules: 
 
Rule 1: The model compound must have a “similar” molecular structure as 
the corresponding HEDM compound.   
 
In this rule, “similar” refers to a comparable molecular geometry and bond 
structure.  For quadricyclane, this means that the model compound must also be a 
hydrocarbon with a bicyclic structure.  For DMAZ, the model compound must have an 
azide chain (three nitrogen atoms bonded together). 
 
Rule 2: The model compound must have the same atom types as the HEDM 
compound.   
 
Atom types are defined in molecular dynamics as an element plus some 
distinguishing bonding characteristics [8].  For instance, quadricyclane (see Figure 3.8) is 
defined by three types: two carbon atom types and one hydrogen atom type.  The 
hydrogen atom type, denoted h1, is a nonpolar hydrogen.  The first carbon atom type, 
denoted c4, is a generic sp3 carbon.  The top carbon atom in Figure 3.8 is a c4 carbon.  
The second carbon atom type, denoted c43, is a sp3 carbon with three heavy atoms 









Rule 3: The model compound must have some density and enthalpy (or 
specific heat) experimental data in the liquid phase.   
 
This rule is necessary because the intermolecular parameters are optimized in 
order to match the experimentally measured density and specific heat in the liquid phase.   
Armed with a model compound chosen based upon these rules, molecular 
dynamics simulations of the model compound are compared with the corresponding 
experimental data.   
Once the intermolecular parameters have been optimized, they are used for 
molecular dynamics simulations of the HEDM compound at temperatures and pressures 
experienced in a liquid rocket engine.  Enthalpy change, entropy change, and density are 
computed at each temperature and pressure combination.  These results can be imported 
into liquid rocket engine powerhead design codes and then used to perform conceptual 
engine designs using these HEDM propellants. 
A potential drawback of this technique of using the optimized intermolecular 
parameters on a wide temperature and pressure range of molecular dynamics simulations 
of HEDM compounds is that the parameter optimization is based upon DOE runs at a 
single liquid temperature and pressure (typically 298 K and 1 atm).  An assumption is 
Figure 3.8: Ball and Cylinder Rendering of Quadricyclane (C7H8) 
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made that one can optimize the intermolecular parameters for a single temperature and 
pressure combination, and then use those optimized parameters for molecular dynamics 
simulations at significantly different temperature and pressure combinations.   
Molecular dynamics simulations of benzene using the baseline COMPASS model 
were performed over a wide range of pressures to examine the ability of the COMPASS 
parameters, optimized for the prediction of properties of liquid compounds at 298 K and 
1 atm., to accurately predict thermophysical properties at vastly different pressures.  The 
results of these simulations are provided in Figure 3.9 – Figure 3.11.  The results indicate 
that molecular dynamics can accurately predict the thermophysical properties of 
substances even when the simulated pressure is significantly different than the one used 
to optimize the intermolecular potential parameter values.  Adding the enthalpy and 
entropy of formation of liquid benzene to the sensible enthalpies and entropies calculated 
from the molecular dynamics simulations, the average RMS deviations for density, total 
enthalpy, and total entropy are provided in Table 3.1.  The enthalpy and entropy of 

































 COMPASS Average RMS Deviation 
Density 0.18% 
Total Enthalpy 0.13% 
Total Entropy 0.12% 
 
Figure 3.10: Benzene Sensible Enthalpy vs. Pressure (T = 298 K) 
Figure 3.11: Benzene Sensible Entropy vs. Pressure (T = 298 K) 
Table 3.1: Average RMS Deviations of MD Benzene Property Predictions 
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The results shown in Table 3.1 indicate that it is fair to assume that one can use 
the intermolecular force field parameters optimized at one temperature and pressure for 
molecular dynamics condensed phase simulations at significantly different pressures. 
3.3.1 DESCRIPTION OF KEY MOLECULAR DYNAMICS ISSUES 
There are several key issues that need to be understood when performing 
molecular dynamics calculations.  These include periodic boundary conditions, long-
range cutoffs and corrections terms, time-step sizes and number of time-steps, and the 
different types of molecular dynamics simulations. 
Periodic boundary conditions are a technique of surrounding the computational 
domain with exact replicas of the computational domain.  This technique is useful in 
simulating thermodynamic properties that are based upon a continuum fluid [31].  Figure 
3.12 is a schematic of this idea [10].  The central box is the computational domain and all 










Long-range cutoffs allow the simulations to avoid detailed calculations of the 
intermolecular potential between a pair of atoms that are far apart.  Long-range cutoffs 
are used in order to greatly speed up simulations, because all intermolecular potential 
calculations between two atoms outside the cutoff distance are ignored [54, pp.64-65].  
Cutoff distances can be used because the intermolecular potential rapidly approaches zero 
at large distances (see Figure 2.4).  Figure 3.13 is a schematic of the idea of a long-range 
Figure 3.12: Schematic of Periodic Boundary Conditions in Two Dimensions 
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cutoff.  The blue atom in the center has a long-range cutoff distance of rLRC for all 
intermolecular potential calculations.  The intermolecular potentials between the blue 
atom and the green atoms within the dotted circle are calculated.  The intermolecular 
potentials between the blue atom and the red atoms outside of the dotted circle are not 
calculated.  In this simple case, this reduces the number of intermolecular calculations 










Long-range energy and pressure corrections are used to account for the potential 
not modeled outside the long-range cutoff distance [31].  For the van der Waals 
intermolecular potential term (the last term in equation (2)), a simple analytically 
determined correction is applied to the overall energy and pressure of the system.  The 
equations below are the long-range energy and pressure corrections to the van der Waals 
















































In the above equations, n is the number of different intermolecular atom types 
(described earlier in section 3.3) interacting with an intermolecular pair potential Eij(r).  
Ni is the number of atoms of atom type i and ρi is the density of atom type i.  The variable 
r is the distance between the two atoms whose intermolecular pair potential is being 
calculated.    
The long range Coulomb interactions are modeled using the particle-particle, 
particle-mesh technique [10,55,38].  Coulomb interactions are a result of the charges 
associated with two atoms i and j (term 11 of equation (2)).  This technique for modeling 
Coulomb interactions is an efficient means of modeling these interactions without 
utilizing a cutoff distance.  A cutoff distance was not used for modeling Coulomb 
interactions due to the fact that these interactions extend a much larger distance than do 
van der Waals interactions.  As seen in term 11 of equation (2), the Coulomb potential is 
proportional to r -1 as opposed to r -6 for van der Waals interactions (term 12 of equation 
(2)).   
Two different types of molecular dynamics simulations are utilized for this 
research work.  The first type is a constant number of particles (N), constant volume (V), 
constant temperature (T) simulation.  This type of simulation is known as an NVT 
simulation [54, pp.40-41].  The second type is a constant number of particles, constant 
pressure (P), constant temperature (NPT) simulation [54, pp.41-42].   
For each molecular dynamics run performed for this research work, the following 
steps were used.   
 
1. An initial molecular configuration is input (typically a grid of 125 molecules 
lined up along the three Cartesian axes).   
 
A study of the prediction of density and intermolecular potential energy as a 
function of the number of molecules simulated was performed in order to determine the 
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appropriate simulation size.  The goal is to find the smallest simulation size that can 
provide accurate results.  Figure 3.14 is a graph of density and intermolecular potential 
energy of liquid benzene as a function of the number of molecules simulated.  As can be 
seen from the graph, the density and intermolecular energy vary significantly at 
simulation sizes below 125 molecules, but level off at simulation sizes above 125 
molecules.  From 125 to 343 molecules, density varies by 0.15% while intermolecular 
potential energy varies by 0.86%.  A smaller simulation size is desired in order to 
minimize the required computational time.  For this study, it is assumed that the 
simulation size of 125 molecules found for liquid benzene can be used for liquid HEDM 












2. An NVT simulation is then run at the desired temperature and input density 
using a very small time-step (~0.1 fs) to relieve any pressure gradients that 
may have been inadvertently introduced into the system with the initial 
configuration.   
 
Figure 3.14: Benzene Molecular Dynamics Scaling Issue: T=300 K, P = 1 atm 
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NVT simulations typically require 100,000 time-steps to relieve any initial 
pressure gradients. 
 
3. An NPT simulation is then used to gather energy and density data at the 
desired temperature and pressure.  The time-step used for NPT simulations 
is typically between 0.2 fs and 1.0 fs.   
 
Pressure is not controlled during NVT simulations and is, therefore, generally not 
the same pressure as that desired during NPT simulations.  As a result, at the start of NPT 
simulations the calculated pressure is substantially different from the desired pressure.  
Therefore NPT simulations typically require 600,000 to 1 million time-steps to converge 
to a stable pressure, temperature, and volume.  Once convergence has been reached, 
another 500,000 to 2 million time-steps are run in NPT mode and statistics are collected.  
Figure 3.15 and Figure 3.16 are graphs showing the convergence history of the calculated 
density and total enthalpy respectively of a liquid quadricyclane molecular dynamics 
simulation.     
As can be seen from these figures, approximately 600,000 time steps are required 
for the calculated density to converge to its final solution.  Total energy converges more 
quickly (~500,000 time steps).  Once convergence has been achieved, both high 
frequency and low frequency fluctuations still occur.  The average of over 1 million time 
steps is used to compute the density for a particular molecular dynamics simulation.  In 
the case of Figure 3.15, the average is taken from time step 600,000 to time step 2.2 
million.  The temperature and energy are also averaged over this simulation period and 





























Figure 3.15: Density vs. Time-Step for Quadricyclane 
Figure 3.16: Total Energy vs. Time-Step for Quadricyclane 
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3.3.2 FITTING INTERMOLECULAR PARAMETERS 
Molecular dynamics is used initially to fit the intermolecular parameters.  This is 
done by comparing the results of MD simulations with experimental data and adjusting 
the intermolecular parameters of the force field function in order to better match 
experimental data.  For this work, the experimental data of interest is the density and 
specific heat of the model compound as a function of temperature and pressure. 
The intermolecular potential parameters are initially set using a 6th order 
combination law for unlike atom pairs (two atoms of different atom types) shown in the 
equations below.  Parameter values for like atom pairs (two atoms of the same atom type) 
are known from published results [8,9,18,19,51,53].  Parameter values for unlike atom 







In the above equations, σi is the Lennard-Jones-9-6 parameter for atom i, σj is the 
Lennard-Jones-9-6 parameter for atom j, εi is the energy potential well depth for atom i, εj 
is the energy potential well depth for atom j, and σij and εij are combinations for a pair of 
atoms i and j.  The two combination parameters σij and εij are used in the last two terms 
of the COMPASS model shown in equation (2).  The term Lennard-Jones refers to the 
potential upon which these parameters are used.  The Lennard-Jones-9-6 potential, which 
is the last term of the COMPASS model, can and has been used by itself as a potential 
function.  It is effective in modeling simple molecules and was originally used in the 
1960’s for the modeling of liquid argon [10].  
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3.3.3 DESIGN OF EXPERIMENTS 
A design of experiments (DOE) is performed on the intermolecular parameters to 
determine the sensitivity of density to changes in these parameters.  DOE techniques are 
a structured approach for changing design variable settings (in the case of this work, the 
design variables are σij and εij) and observing the resulting response (in the case of this 
work, the response is density) [56, pp.549-550].  The DOE used in this work is the central 
composite design (CCD) [56, pp.645-650]. 
For a molecule with two atom types, there are four design variables (σ and ε for 
each atom type).  A four design variable CCD run list results in 27 runs (with three center 
points) and is shown in Table 3.2 below.  The ‘0’ settings in Table 3.2 represent the 
baseline value for the particular design variable.  The ‘+1’ settings represent the baseline 
value plus some perturbation.  In the case of this molecular dynamics work, this 
perturbation typically was 10% of the baseline σ or ε value.  The ‘-1’ settings represent 
the baseline value minus the same perturbation. 
The first 16 runs are a full factorial array.  The number of runs in a full factorial 
array is equal 2N where N equals the number of design variables.  Runs 17-24 are the star 
points.  Star points are designs within a CCD which have only a single variable altered 
from the baseline value.  Runs 25-27 are the center points.  The center points are designs 
with all design variable settings set at the baseline values.  Multiple center points are used 
in general when the process or program being run has some variability.  In the case of 
molecular dynamics, the initial velocity vectors of the molecules are computed using a 
random number generator with a random number seed.  The three center points each have 
a different random number seed and result in slightly different simulation results.  The 
JMP Statistical Discovery Software tool [57] was used to create all DOE run lists used 






















With the DOE run list created, molecular dynamics simulations of the model 
compound are performed using the appropriate intermolecular parameter input values.     
3.3.4 RESPONSE SURFACE EQUATION 
A response surface is created from the molecular dynamics simulation results of 
the runs created in section 3.3.3.  A response surface is a multidimensional curve-fit of 
some response variable of interest [56, p.643].  Two response surfaces are created to 
relate the predicted density and predicted specific heat at constant pressure (CP) from MD 
Table 3.2: Four Design Variable CCD Run List 
Run # σ1 ε1 σ2 ε2 
1 -1 -1 -1 -1 
2 -1 -1 -1 +1 
3 -1 -1 +1 -1 
4 -1 -1 +1 +1 
5 -1 +1 -1 -1 
6 -1 +1 -1 +1 
7 -1 +1 +1 -1 
8 -1 +1 +1 +1 
9 +1 -1 -1 -1 
10 +1 -1 -1 +1 
11 +1 -1 +1 -1 
12 +1 -1 +1 +1 
13 +1 +1 -1 -1 
14 +1 +1 -1 +1 
15 +1 +1 +1 -1 
16 +1 +1 +1 +1 
17 -1 0 0 0 
18 +1 0 0 0 
19 0 -1 0 0 
20 0 +1 0 0 
21 0 0 -1 0 
22 0 0 +1 0 
23 0 0 0 -1 
24 0 0 0 +1 
25 0 0 0 0 
26 0 0 0 0 
27 0 0 0 0 
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simulations to the settings for the intermolecular parameters.  The response surface 
equation (RSE) used is a second order response surface which includes all first order 
effects and all second order effects, including cross terms.  For the four design variable 






In equation (22), the σ and ε multipliers are normalized values based upon 
equation (23).  These values are normalized based upon the maximum and minimum 
settings for each multiplier.  In the example discussed in 3.3.3, the maximum and 
minimum values are +1 and -1.  This normalization is performed to help compensate for 
severe differences in the magnitude of each design variable in the RSE.  This enables the 
user to quickly see the relative importance of a particular term in the RSE by looking at 
the magnitude of the βi’s. 
A similar RSE is created for the predicted specific heat at constant pressure from 
MD simulation results.  In the above equation, the βρi values are coefficients calculated 
from the DOE simulation run results using a least squares fit.  These coefficient values 
are calculated using the JMP software.  In this example, 14 coefficients are created using 
a DOE with 27 runs.  JMP also calculates the goodness of fit, or R2 value, for the RSE.  
The R2 value is a measure of how well the RSE approximates the responses from the 







































In the above equation, SSerror is the sum of squares for error [58, p.542] and SStotal 
is the total sum of squares [58, p.543].  The closer R2 is to a value of 1, the better the RSE 
approximates the molecular dynamics results.  The RSEs created for this research work 
have R2 values between 0.90 and 0.99.   
3.3.5 OPTIMIZATION AND VALIDATION 
Once the RSEs for density and specific heat are created, the intermolecular 
variable values are optimized.  The goal of the optimization is to match the RSE 
predicted density and specific heat values with experimental results.  The objective 




In equation (25), xi is the current value for the multiplier for the ith intermolecular 
parameter and N is the number of intermolecular parameters.  When the intermolecular 
parameters are set to their baseline values, the xi’s are all equal to 1.  This optimization is 





In equation (26), M is the number of (T, P) combinations modeled, ρpredicted_i and 
CPpredicted_i are the RSE predicted values for density and specific heat at the ith (T, P) 
combination.  The variables ρactual_i and CPactual_i are the experimentally measured values 
for density and specific heat at the ith (T, P) combination.  Wρ_i and Wcp_i are the 
weighting factors for the density and specific heat terms respectively for the ith (T, P) 

























































density is predicted very accurately at the expense of a less accurate prediction of specific 
heat or optimize the intermolecular parameters so that a particular temperature and 
pressure combination is predicted more accurately than others.  For the first case, one 
would make the density weighting factor larger than the specific heat weighting factor.  
For the second case, one would make the weighting factors for the particular temperature 
and pressure combination of interest larger than for the other combinations.  Emax is the 
maximum allowable weighted error.  Typically, the smaller Emax is, the larger the 
deviation from the baseline intermolecular parameters is required. 
The optimized values for the intermolecular parameters are then used in 
molecular dynamics simulations to validate the new parameter values.  This is done to 
verify that the RSEs did an adequate job at approximating the molecular dynamics 
results.  If the validation runs produce results that do not match the RSE predicted results, 
additional terms may need to be added to the RSE to improve its approximation of the 
molecular dynamics results.  In this research work, additional terms were not needed to 
improve the RSE prediction, but may, in general, be needed in some propellant analyses. 
3.3.6 MOLECULAR DYNAMICS THERMOPHYSICAL PROPERTY CALCULATIONS 
Molecular dynamics is used to compute the equilibrium properties of both the 
model compound and the HEDM compound at a range of temperatures and pressures 
[31,10].  This is done by expressing these equilibrium properties as a function of the 
positions and momenta of the particles in the system. 
The first observable that we define is the kinetic energy per particle.  For a system 













In the above equation, N is the number of particles in the system and mi and iv
v  
are the respective mass and velocity of particle i.  In the case of polyatomic molecules, mi 
is the mass of the molecule and iv
v  is the velocity of the center of mass of the molecule.  
From this definition of kinetic energy the average translational temperature of the system 




where kB is Boltzmann’s constant.  With the translational temperature defined, the 




where V is the volume of the computational space, αβijf
v
 is the force vector of atom β of 
molecule j on atom α of molecule i, and αβijr
v  is the position vector from atom β of 
molecule j to atom α of molecule i.  The first term of equation (29) is the ideal gas term 
while the second term is the configurational or “virial” term that becomes prominent at 




With these fundamental properties defined as a function of the positions and 
momenta of the particles, more complex equilibrium properties can also be defined.  For 
example, the definition of enthalpy begins by dividing it into three components: enthalpy 
of formation and ideal gas sensible enthalpy and residual sensible enthalpy, 
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In equation (31), the enthalpy of formation, ∆hf0, is typically defined as the 
enthalpy of the substance at 298K and 1 atm. with respect to the arbitrary basis elements 
that make up that particle at the same temperature and pressure [24].  The second and 
third terms in equation (31) are defined using the method developed by Lagache [40] and 
Cadena et al. [41,42] for calculating the enthalpy of a liquid substance using quantum 
mechanics and molecular dynamics.   
The second term, igsensh , is the ideal gas sensible enthalpy defined previously in 
equation (17).  The ideal gas sensible enthalpy is based upon the normal mode vibrational 
frequencies found from quantum mechanical analysis.  The third term in equation (31), 
the residual sensible enthalpy, ressensh , represents the condensed phase influence on the 
sensible enthalpy.  This term, found from molecular dynamics simulations, is based upon 
the intermolecular energy (van der Waals and Coulombic) and the pressure divided by 
the density.  This method for calculating enthalpy is different from that suggested by 
others [10,54] that attempts to calculate enthalpy using solely molecular dynamics 
simulations.  In this research work, it was found that the method developed by Lagache 
and Cadena resulted in a more accurate prediction of specific heat, enthalpy, and entropy 
than the method using only molecular dynamics. 
Due to the fact that the intramolecular potential energy calculation (calculated 
from the quantum mechanical analysis) and the intermolecular potential energy 



























of one potential on the other is not captured using this method [40,41,42].  As a result, a 
study was performed in order to capture of the influence of the intermolecular potential 
energy on the intramolecular potential energy.   
A series of NVT (constant number of particles, constant volume or density, 
constant temperature) molecular dynamics simulations of benzene were performed and 
the computed intermolecular and intramolecular energies were studied.  The COMPASS 
potential model was used for both intermolecular and intramolecular energies.  Figure 
3.17 is a graph of van der Waals intermolecular energy and total intramolecular energy as 











The results indicate that the intermolecular potential has very little influence on 
the intramolecular potential (the intramolecular potential energy line is fairly flat over a 
wide range of densities while the intermolecular potential energy varies significantly).  
Over the range of densities studied the intramolecular potential energy changes by 1.56%.  
This insensitivity of intramolecular potential to changes in intermolecular potential 
indicates that the calculations of the two potentials can be performed separately with 
Figure 3.17: Benzene Potential Energy Interaction Issue 
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minimal error [59] and thus the method developed by Lagache et al. [40] and Cadena et 
al. [41,42] can be used in the prediction of enthalpy and specific heat.  
The second equilibrium property defined is entropy.  Entropy can be defined 
similar to enthalpy by breaking up entropy into its two major components: entropy of 




The entropy of formation, ∆sf1atm, is typically defined as the entropy of the 
substance at 298K and 1 atm.  The entropy of a substance is normally defined to be zero 
at 0K.  The second term, ssens, is known as the sensible entropy and is defined as the 
difference in entropy between any given state and the state at which the formation 
entropy is defined.  The entropy of formation of the molecule of interest is taken from the 
quantum mechanics energy calculation code GAMESS.  The sensible entropy for a 








Using the chain rule [61, p.944], ds can be broken up into temperature and pressure 





























































 Due to the fact that the definition of the change in entropy from one state 
(temperature and pressure point) to another is path independent [62, pp.33-36], we define 




where T0 and P0 are the temperature and pressure at which the entropy of formation is 
defined (298 K and 1 atm) and s(T0, P0) is the entropy of formation, ∆sf1atm.  Figure 3.18 
is a graphical representation of the process used for calculating sensible enthalpy.  With 
enthalpy defined at T0 and P0, the entropy change is first calculated for a constant 
pressure process from (T0, P0) to (T1, P0).  The entropy change is then calculated for a 












Using equation (37), the constant pressure process from (T0, P0) to (T1, P0) is 
defined as follows [63, p.534]: 
Figure 3.18: Process of Calculating Entropy Change 





















These equations can be numerically integrated to calculate the total entropy as a function 
of temperature and pressure in order to create property data tables for rocket engine 
design codes. 
3.3.7 ENTHALPY, ENTROPY, AND DENSITY DATA TABLE CREATION 
Molecular dynamics runs of the HEDM compounds are performed using the 
updated intermolecular parameters to populate the data tables needed for rocket engine 
design codes.  Molecular dynamics simulations are performed at appropriate temperature 
and pressure combinations for rocket engine analysis.  The temperature and pressure 
combinations are chosen to cover the entire range of temperatures and pressures that the 
HEDM propellant will experience while flowing through the different engine 
components.   
An example REDTOP-2 [64] propellant input file format is shown in Figure 3.19.  
For REDTOP-2, the top of the input file defines the molecule (number of atoms of each 
element and molecular weight).  Also included are some data specification options, the 
number of pressures and temperatures included in the data file, and whether or not 
REDTOP-2 should calculate the gaseous density using the perfect gas equation.  After 
this top part of the input file is defined, the rest of the input file is a table of 
thermophysical properties.  The thermophysical properties calculated by molecular 
dynamics simulations are placed in this part of the REDTOP-2 propellant input file.  























































Special attention must be paid to the units for each thermophysical property to avoid a 


















3.4 ADDITIVITY METHODS 
The third and final part of the thermophysical property calculation method is the 
use of additivity methods to determine the kinematic viscosity and thermal conductivity 
of the compounds of interest.  Additivity methods are used instead of molecular dynamics 
for these two properties based upon the results of the sensitivity study discussed in 
Chapter 1.  In this sensitivity study, it was shown that Isp is fairly insensitive to changes 
Figure 3.19: Sample REDTOP-2 Propellant Input File 
Species_Name  CH4 
Number_Atoms  2 
 
Atoms(1)  C 
Atoms_Value(1)  1 
 
Atoms(2)  H 











T(R)   P(psi) ρ(lbm/ft3)    h(BTU/lbm)  s(BTU/lbm-R)    k(BTU/ft-hr-R)   µ(lbm/ft-s) 
175 0 27.636 -2420.7 1.062 0.11752 0.00011301 
175 25 27.643 -2420.6 1.0618 0.1176 0.00011321 
175 50 27.651 -2420.5 1.0615 0.11769 0.00011345 
175 75 27.659 -2420.3 1.0612 0.11779 0.00011369 
175 100 27.666 -2420.2 1.0609 0.11788 0.00011393 
175 125 27.674 -2420.1 1.0606 0.11798 0.00011416 
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in kinematic viscosity and thermal conductivity.  As a result, the predictions of kinematic 
viscosity and thermal conductivity do not need to be as accurate as the predictions of 
enthalpy, entropy, and density. 
While not the only parameter affected by these properties, Isp is the most 
important.  Kinematic viscosity and thermal conductivity are important parameters in the 
calculation of pump efficiency and propellant feed line pressure losses [65].  These both 
contribute to the weight estimation of engine components.  However, these effects are 
small compared to the effect of Isp when examining vehicle level metrics like gross 
vehicle weight.   
As discussed in Chapter 2, additivity methods make use of the observation that a 
substance’s physical properties depend on that substance’s particular molecular structure 
[26,28, p.24].  The additivity methods used in this work were developed by Chung et al.  
[66].  Chung’s method is a general multiparameter correlation that can be used to predict 
the viscosity and thermal conductivity of a wide range of hydrocarbons in the liquid, 
supercritical, and gaseous states and are based upon an input temperature and density 
[66].  Chung found the average absolute deviation for condensed phase shear viscosity to 
be 4% and for condensed phase thermal conductivity to be 8.6% for the hydrocarbons 
upon which Chung’s correlations are based [66]. 
The temperature range in which the additivity methods are used in this work is the 
same temperature range used for the molecular dynamics simulations of the HEDM 
compound.  The densities used as input into the additivity method model come from the 
computed densities from the molecular dynamics simulations at the desired temperature 
and pressure.   
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3.4.1 DESCRIPTION AND IMPLEMENTATION OF CHUNG’S METHOD 
Chung’s additivity methods extend the additivity work performed by Chapman 
and Cowling [67] for dilute gas viscosity and thermal conductivity.  Chung lists the 




In equation (41), η0 is the dilute gas shear viscosity in P, M is the molecular 
weight in g/mol, T is the temperature in Kelvin, Vc is the critical volume in cm3/mol, Fc 






The empirical coefficients in the W* equation are defined by Neufield et al. [68] 
and equal defined as: A=1.16145, B=0.14874, C=0.52487, D=0.77320, E=2.16178, 
F=2.43787, G=-6.435*10-4, H=7.27371, S=18.0323, and W=-0.76830.  In the above 





where kB is Boltzmann’s constant and ε is the potential energy parameter, which is related 
to the critical temperature, Tc (Kelvin), with the following equation: 
 




























where Pvap is the vapor pressure at T = 0.7*Tc, the critical temperature (Kelvin) and Pc is 
the critical pressure.  The above list of equations is based upon the critical point of the 
substance of interest (critical density, temperature, and pressure).  For this research work, 
the critical point is taken from literature values if available.  If these values are not 
available in the literature, then the critical point is predicted using Joback’s group 
contributions [70].  The equations used by Joback for computing the boiling temperature 












In the above equations, Tb is the boiling point temperature in K, Tc is the critical 
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n is the number of atoms in the molecule of interest, and the summations are all group 
contributions of different atoms and groups in the molecule of interest.  Table 3.3 lists the 
group contributions developed by Joback [70]. 
 Tc Pc Vc Tb 
Nonring Increments     
-CH3 0.0141 -0.0012 65 23.58 
-CH2- 0.0189 0.0000 56 22.88 
>CH- 0.0164 0.0020 41 21.74 
>C< 0.0067 0.0043 27 18.25 
=CH2 0.0113 -0.0028 56 18.18 
=CH- 0.0129 -0.0006 46 24.96 
=C< 0.0117 0.0011 38 24.14 
=C= 0.0026 0.0028 36 26.15 
≡CH 0.0027 -0.0008 46 9.20 
≡C- 0.0020 0.0016 37 27.38 
Ring Increments     
-CH2- 0.0100 0.0025 48 27.15 
>CH- 0.0122 0.0004 38 21.78 
>C< 0.0042 0.0061 27 21.32 
=CH- 0.0082 0.0011 41 26.73 
=C< 0.0143 0.0008 32 31.01 
Nitrogen Increments     
-NH2 0.0248 0.0109 36 73.23 
>NH (nonring) 0.0295 0.0077 35 50.17 
>NH (ring) 0.0130 0.0114 29 52.82 
>N- (nonring) 0.0169 0.0074 9 11.74 
-N= (nonring) 0.0255 -0.0099 0 74.60 
-N= (ring) 0.0085 0.0076 34 57.55 
-CN 0.0496 -0.0101 91 125.66 
-NO2 0.0437 0.0064 91 152.54 
 
The dilute gas thermal conductivity is defined based upon the dilute gas shear 







Table 3.3: Joback Group Contributions [70] 



















In the above equations, λ0 is the dilute gas thermal conductivity in cal/cm-s-K, cv is the 
ideal gas heat capacity at constant volume in cal/mol-K, and R is the ideal gas constant 
(1.987 cal/mol-K).   
The dilute gas shear viscosity and thermal conductivity are then used to compute 
the condensed phase shear viscosity and thermal conductivity [66].  The following 














In the above equations, η0 is the dilute gas viscosity.  The constants A1 through A10 are 
defined with the following equation and Table 3.4 below: 
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i a0(i) a1(i) 
1 6.32402 50.4119 
2 1.21E-03 -1.15E-03 
3 5.28346 254.209 
4 6.62263 38.0957 
5 19.7454 7.63034 
6 -1.89992 -12.5367 
7 24.2745 3.44945 
8 0.79716 1.11764 
9 -0.23816 6.77E-02 
10 6.86E-02 0.34793 
 
The condensed phase thermal conductivity is defined in a similar manner as the 
condensed phase shear viscosity.  The following equations are used to define the 











In the above equations, λ0 is the dilute gas thermal conductivity.  The constants B1 
through B7 are defined with the following equation and Table 3.5 below: 
 
(67) 
Table 3.4: Constants Used for Condensed Phase Shear Viscosity Relation [66] 
ω)i(a)i(aAi 10 +=















































i b0(i) b1(i) 
1 2.41657 0.74824 
2 -0.50924 -1.50936 
3 6.61069 5.62073 
4 14.5425 -8.91387 
5 0.79274 0.82019 
6 -5.8634 12.8005 
7 81.171 114.158 
 
3.4.2 CREATING VISCOSITY AND THERMAL CONDUCTIVITY DATA TABLES 
With all the relations established for computing both the dilute and condensed 
phase shear viscosity and thermal conductivity, data tables can be created and imported 
into the appropriate rocket engine powerhead design code.  The same temperature and 
pressure ranges used for the enthalpy, entropy, and density calculations (the ranges that 
one expects the propellant to experience while flowing through the rocket engine) are 
used for shear viscosity and thermal conductivity. 
In the REDTOP-2 input file example shown in Figure 3.19, the two columns in 
the bottom right of the figure are the thermal conductivity and shear viscosity.  As with 
importing enthalpy, entropy, and density, care must be taken to ensure that the correct 
units are used in any propellant input file.   
An additional step in the additivity method process presented in this research 
work is needed to initially validate that this additivity method process can be used for the 
two HEDM compounds of interest: DMAZ and quadricyclane.  The additivity method 
predictions are compared with experimentally measured values to ensure that the 
predictions are sufficiently accurate.  The level of accuracy required is determined by the 
engine level sensitivity study provided in Section 1.2.  In this sensitivity study, it was 
found that a factor of five increase or decrease in kinematic viscosity resulted in a 0.13 
second change in vacuum Isp and a factor of five increase or decrease in thermal 
conductivity resulted in a 0.14 second change in vacuum Isp.  These vacuum Isp 
Table 3.5: Constants Used for Condensed Phase Thermal Conductivity Relation [66] 
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sensitivities are for a staged-combustion cycle rocket engine.  It is expected that vacuum 
Isp is more sensitive to changes in kinematic viscosity and thermal conductivity for 
expander cycle engines, but not a great deal more.   
As a result, in order to keep the error in vacuum Isp due to errors in kinematic 
viscosity and thermal conductivity under 0.25 seconds (an acceptable error in predicted 
vacuum Isp for conceptual vehicle design), a conservative error of  150% is deemed 
acceptable in the additivity method predictions of kinematic viscosity and thermal 
conductivity.   
3.5 EXPERIMENTAL METHODS 
In general application of the method developed in this thesis work, little or no 
experimental testing is needed.  This is because the method uses previously published 
experimental data from model compounds to determine the appropriate settings for the 
intermolecular potential parameters.   
For this thesis research, however, validation of the computational results from the 
quantum mechanical, molecular dynamics, and group additivity method analyses is 
necessary.  This validation is done by comparing the computational results with 
experimentally measured thermophysical properties.  Experimental data for 
quadricyclane was previously published by Wucherer et al. [1].  However, very little 
published experimental data exists for the other HEDM compound of interest, DMAZ.  
As a result, experimental testing of DMAZ was performed as part of this thesis work.  A 
sample of DMAZ was obtained from MACH I, Inc. [71], a 3M distributor.  The sample 
had a quoted purity of 99.5% DMAZ. 
Experimental data at relatively low temperatures (T<450 K) and pressures (P<20 
atm) was obtained in laboratories in the School of Chemical and Biomolecular 
Engineering and in the School of Materials Science and Engineering at Georgia Tech.  
Laboratory measurements of density, kinematic viscosity, and thermal conductivity of 
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DMAZ were performed with the help of Dr. Tongfan Sun and Professor Amyn Teja in 
the School of Chemical and Biomolecular Engineering at Georgia Tech.  Laboratory 
measurements of specific heat were performed with the help of Lex Nunnery, Jeremy 
Walker, and Professor Naresh Thadhani in the School of Materials Science and 
Engineering at Georgia Tech.  ASTM standard testing procedures were followed in all 
cases except for the measurement of thermal conductivity.  Thermal conductivity was 
measured using a testing procedure developed by Bleazard and Teja [72]. 
3.5.1 DENSITY 
Density was measured using a high pressure pycnometer such as the one shown in 
Figure 3.20.  The ASTM standard D 1481-02 [73] was followed to obtain density 
measurements.  A detailed description of the procedure used to measure density can be 
found in this ASTM standard.  An overview of this procedure is provided here: 
1. Measure the weight of a known volume of the sample fluid in the pycnometer (the 
pycnometer has a very fine line cut with a diamond pencil below which the 
volume is precisely known). 
2. Calculate density of sample fluid with measured weight and known volume. 
3. Repeat for each temperature – the temperature is set by submersing the 
pycnometer into a bath of liquid water at a controlled temperature and allowing 
the pycnometer to equilibrate its temperature with the bath. 
 
P (atm) T (K) ρ (kg/m3) 
1.00 293.25 933.5 
1.00 313.00 913.5 
1.00 333.10 892.6 
1.00 353.05 872.1 
1.00 368.05 857.5 
1.00 387.35 836.4 
8.00 404.55 816.5 
11.00 418.55 796.2 
19.00 435.95 776.6 











The shear viscosity was measured using a high pressure Cannon-Fenske 
viscometer such as the one shown in Figure 3.21. The ASTM standards D 445-04 [74] 
and D 446-04 [75] were followed to obtain viscosity measurements.  A detailed 
description of the procedure used to measure viscosity can be found in these ASTM 
standards.  An overview of this procedure is provided here: 
1. Fill the viscometer with the sample fluid. 
2. Draw the sample fluid through the working capillary and bulb (location C in 
Figure 3.21) so that the lower level of the fluid is above the timing mark (location 
E), place rubber stoppers into the tubes to hold the test portion in place. 
3. Insert the viscometer in the constant temperature bath. 
4. Allow the viscometer to reach the bath temperature and remove the stoppers. 
5. Measure how long the lower level of fluid takes to run from location E to location 
F. 
6. Calculate the kinematic viscosity based upon this measured time and the type of 
viscometer used. 
 
Figure 3.20: Cole-Farmer Pycnometer 
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P (atm) T (K) µ (cP) 
1.00 293.25 0.721 
1.00 313.00 0.564 
1.00 333.10 0.456 
1.00 353.05 0.379 
1.00 368.05 0.335 
1.00 387.35 0.284 
1.00 406.05 0.255 
8.00 406.35 0.249 
15.00 421.55 0.235 











3.5.3 THERMAL CONDUCTIVITY 
The thermal conductivity was measured using a relative transient hot-wire method 
with a Pyrex capillary filled with mercury (see Figure 3.22).  A detailed description of the 
procedure used to measure thermal conductivity can be found in reference 72.  An 
overview of this procedure is provided here: 
1. Fill the hot-wire cell with sample fluid. 
2. Close the control relay to apply a step voltage to the bridge. 
3. The wire in the hot-wire cell is subjected to this voltage and allowed to heat.  This 
results in an increase in its resistance. 
Table 3.7: Measured Shear Viscosity of DMAZ (µ) 






4. Adjust the decade resistor to balance the bridge and calculate the rise in the 
resistance. 
5. The thermal conductivity of the sample fluid is determined from this rise in 
resistance. 
P (atm) T (K) λ (W/m-K) 
1.00 297.40 0.133 
1.00 324.90 0.125 
1.00 349.30 0.118 
8.00 374.30 0.112 
11.00 398.50 0.107 










3.5.4 SPECIFIC HEAT 
The specific heat was measured using a TA Instruments differential scanning 
calorimeter (DSC) such as the one shown in Figure 3.23.  The samples were weighed 
using a TA Instruments thermogravimetric analyzer (TGA) such as the one shown in 
Figure 3.24.  The ASTM standard E 1269-04 [76] was followed to obtain specific heat 
measurements.  A detailed description of the procedure used to measure thermal 
Table 3.8: Measured Thermal Conductivity of DMAZ 
Figure 3.22: Transient Hot-Wire Cell 
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conductivity can be found in this ASTM standard.  An overview of this procedure is 
provided here: 
1. Weigh a specimen holder using TGA. 
2. Fill the specimen holder with a sample fluid. 
3. Use a crimper to seal sample fluid. 
4. Weigh specimen holder and sample fluid in TGA to measure weight of sample 
fluid. 
5. Place specimen holder with sample fluid into DSC and set DSC to desired starting 
temperature for test.   
6. Ramp up temperature and record the thermal response. 
7. The specific heat of the sample fluid can be calculated from the recorded thermal 
























P (atm) T (K) CP (J/g-K) 
1.00 320 1.782 
1.00 325 1.812 
1.00 330 1.817 
1.00 335 1.819 
1.00 340 1.820 
1.00 345 1.823 
1.00 350 1.823 
1.00 355 1.825 
1.00 360 1.825 
1.00 365 1.825 
1.00 370 1.830 







Figure 3.24: TA Instruments Thermogravimetric Analyzer 




An application of the thermophysical property calculation method described in 
this work was performed for two different HEDM compounds: Quadricyclane and 
DMAZ.  A model compound is identified for each HEDM compound and utilized in the 
thermophysical property calculation method to determine the appropriate values for the 
intermolecular parameters of the COMPASS model to be used for the corresponding 
HEDM compound.  This is done due to the fact that there is generally limited 
experimental data for HEDM compounds, but more extensive data for their 
corresponding model compounds.  Model compounds are chosen based upon their having 
a similar molecular structure to their corresponding HEDM compounds. 
4.1 MODEL COMPOUNDS: NORBORNANE AND ETHYL AZIDE 
The first step in calculating the thermophysical properties of DMAZ and 
quadricyclane is to select a model compound for each HEDM compound.  The rules 
defined in Section 3.3 are used to select the appropriate model compounds.  These rules 
are repeated here: 
 
Rule 1: The model compound must have a “similar” molecular structure as 
the corresponding HEDM compound.   
 
For DMAZ, this rule means that the model compound must have an azide chain 
(near linear chain of three nitrogen atoms).  For quadricyclane, this rule means that the 
model compound must be a bicyclic compound (a molecule with two fused rings). 




Rule 2: The model compound must have the same atom types as the HEDM 
compound.   
 
For DMAZ, this means that the molecule must have the three nitrogen atom types 
in the azide chain, a carbon atom type attached to the end of the azide chain, and a 
nonpolar hydrogen atom type.  For quadricyclane, this means that the molecule must have 
two carbon atom types: one with two heavy atoms attached and one with three heavy 
atoms attached.  The molecule must also have a nonpolar hydrogen atom type. 
 
Rule 3: The model compound must have some density and enthalpy (or 
specific heat) experimental data in the liquid phase.   
 
The model compound that meets the requirements of the first two rules must also 
have some density and enthalpy or specific heat experimental data.  Extensive 
experimental data is preferable, but will often times not exist due to the potentially strict 
requirements set forth in rules 1 and 2.   
Using these three rules, the model compounds chosen for DMAZ and 
quadricyclane are ethyl azide and norbornane respectively.  Figure 4.1 provides ball and 
cylinder renderings of ethyl azide and DMAZ.  As can be seen from the ball and cylinder 
renderings, ethyl azide has the same azide chain found in DMAZ.  Ethyl azide also has 
the same three nitrogen atom types and the same carbon atom type attached to the end of 
the azide chain.  Ethyl azide also has a nonpolar hydrogen atom type like DMAZ.  The 
standard carbons and nitrogen found on the right side of the DMAZ molecule in Figure 
4.1 were not required in the model compound, because their intermolecular parameters 
are well defined in the COMPASS model (the baseline COMPASS values for these atom 
types were used in the modeling of DMAZ) and they do not play a significant role in the 
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prediction of density.  The outer atoms of the molecule are most important in the 








Figure 4.2 provides ball and cylinder renderings for norbornane and 
quadricyclane.  Norbornane is a bicyclic compound with the top three carbon atoms in 
Figure 4.2a belonging to two different five-carbon rings.  Like quadricyclane, norbornane 
has two different carbon atom types: a carbon attached to two heavy atoms (the top 
carbon atom and bottom four carbon atoms in Figure 4.2a are this atom type) and a 
carbon atom attached to three heavy atoms (the middle two carbon atoms are this atom 








Figure 4.1: Ball and Cylinder Renderings of (a) Ethyl Azide and (b) DMAZ 




4.1.1 QUANTUM MECHANICS 
With the model compounds ethyl azide and norbornane chosen, quantum 
mechanical techniques are performed for two main purposes: 
1. Find the minimum energy configuration of each model compound in order 
to perform vibrational normal mode quantum mechanical analyses and 
molecular dynamics simulations. 
2. Calculate the normal mode vibrational frequencies in order to calculate the 
ideal gas sensible enthalpy. 
Determination of Minimum Energy Configuration 
The minimum energy configuration of each model compound is determined using 
the GAMESS quantum mechanical software.  An initial molecular configuration (initial 
guess) is needed as input to GAMESS to start the optimization process.  These initial 
molecular configurations are provided to GAMESS from a molecular dynamics 
conformational analysis performed using the LAMMPS molecular dynamics software 
[38].  Table 4.1 and Table 4.2 provide the results of the LAMMPS conformational search 
and GAMESS optimization for norbornane and ethyl azide respectively.  As can be seen 
in Table 4.1, the LAMMPS conformational search provides a very good starting point for 
the norbornane geometry and only a small refinement by GAMESS is required.  For ethyl 
azide (Table 4.2), the LAMMPS conformational provides a poorer starting point that 
requires more refinement from the GAMESS optimizer.   
The minimum energy configurations found by GAMESS are used for quantum 
mechanical vibrational analyses and for molecular dynamics simulations.  As discussed 
in section 3.2.1, a DFT energy calculation method with the B3LYP functional and the 6-
31G* basis set is used for all GAMESS energy calculations. 
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 Conformational Search Results GAMESS Results 
Atom X (Ǻ) Y (Ǻ) Z (Ǻ) X (Ǻ) Y (Ǻ) Z (Ǻ) 
C -0.194 0.078 2.109 -0.192 0.079 2.097 
C -0.064 -1.061 1.065 -0.063 -1.058 1.059 
C 0.081 1.208 1.083 0.084 1.205 1.075 
C -1.094 -0.619 0.006 -1.109 -0.630 0.001 
C 1.336 -0.780 0.486 1.351 -0.794 0.487 
C 1.433 0.758 0.492 1.450 0.769 0.493 
C -0.998 0.919 0.020 -1.012 0.933 0.016 
H 0.575 0.023 2.909 0.558 0.025 2.897 
H -1.206 0.140 2.561 -1.188 0.143 2.552 
H -0.208 -2.090 1.444 -0.205 -2.076 1.437 
H 0.073 2.241 1.479 0.075 2.227 1.468 
H -2.119 -0.958 0.290 -2.113 -0.968 0.285 
H -1.971 1.378 0.316 -1.965 1.382 0.319 
H -0.852 -1.037 -0.999 -0.893 -1.057 -0.986 
H -0.708 1.323 -0.977 -0.752 1.351 -0.963 
H 1.445 -1.195 -0.542 1.475 -1.220 -0.515 
H 2.125 -1.232 1.134 2.121 -1.240 1.128 
H 2.277 1.104 1.136 2.272 1.110 1.133 
H 1.585 1.164 -0.535 1.622 1.184 -0.506 
 
 
 Conformational Search Results GAMESS Results 
Atom X (Ǻ) Y (Ǻ) Z (Ǻ) X (Ǻ) Y (Ǻ) Z (Ǻ) 
N -1.603 0.630 -3.827 -1.229 0.511 -3.933 
N -1.258 -0.208 -3.156 -1.177 -0.275 -3.160 
N -1.092 -1.231 -2.436 -1.215 -1.160 -2.311 
C 0.199 -1.558 -1.811 0.112 -1.540 -1.797 
C 0.697 -0.530 -0.793 0.661 -0.541 -0.785 
H 0.987 -1.753 -2.577 0.813 -1.678 -2.616 
H -0.027 -2.518 -1.313 -0.035 -2.503 -1.331 
H 1.441 -1.014 -0.123 1.610 -0.889 -0.389 
H -0.127 -0.184 -0.136 -0.031 -0.416 0.039 
H 1.117 0.307 -1.35 0.826 0.432 -1.240 
 
 
Calculation of Ideal Gas Sensible Enthalpy 
With the minimum energy configurations of norbornane and ethyl azide 
determined, a normal mode vibrational analysis can be performed using GAMESS in 
order to calculate the normal mode vibrational frequencies.  These vibrational frequencies 
Table 4.1: Atomic Coordinates for Optimized Norbornane Geometry 
Table 4.2: Atomic Coordinates for Optimized Ethyl Azide Geometry 
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are needed in order to calculate the ideal gas component of sensible enthalpy.  Table 4.3 
and Table 4.4 provide the results of the GAMESS normal mode vibrational analysis of 
norbornane and ethyl azide respectively.  There are 3N-6 vibrational modes in a non-
linear molecule where N is the number of atoms in the molecule.  For norbornane this 
translates into 51 vibrational modes (3*19-6=51), and for ethyl azide this translates into 
24 vibrational modes (3*10-6=24).  The 6 degrees of freedom subtracted from the 3N are 
the 3 translational and 3 rotational (2 for a linear molecule) degrees of freedom.  The 
wave number (second column in both Table 4.3 and Table 4.4) is the value calculated and 
outputted by GAMESS.  The wave number is related to the vibrational frequency and 






In the above equations, ν is the vibrational frequency, c is the speed of light in a 
vacuum, k is the wave number, θvib is the characteristic vibrational temperature, h is 
Planck’s constant, and kB is Boltzmann’s constant.  The vibrational contribution to the 



































Mode Wave #, k (1/cm) θvib (K) CVvib – 298.15 K (J/mol-K) 
1 151 217 7.9562 
2 330 475 6.7600 
3 400 576 6.1473 
4 461 663 5.5927 
5 546 786 4.8051 
6 761 1095 3.0019 
7 764 1100 2.9752 
8 810 1165 2.6540 
9 822 1183 2.5718 
10 825 1187 2.5543 
11 887 1277 2.1647 
12 899 1294 2.0951 
13 930 1338 1.9244 
14 959 1380 1.7759 
15 967 1391 1.7356 
16 971 1397 1.7151 
17 975 1403 1.6941 
18 1008 1450 1.5417 
19 1048 1508 1.3704 
20 1102 1586 1.1639 
21 1135 1633 1.0521 
22 1148 1652 1.0103 
23 1173 1688 0.9333 
24 1195 1720 0.8696 
25 1245 1791 0.7415 
26 1248 1796 0.7338 
27 1282 1845 0.6564 
28 1294 1862 0.6322 
29 1302 1873 0.6163 
30 1316 1894 0.5867 
31 1341 1929 0.5403 
32 1354 1948 0.5173 
33 1363 1960 0.5026 
34 1367 1967 0.4953 
35 1508 2169 0.3051 
36 1522 2189 0.2905 
37 1528 2199 0.2839 
38 1530 2202 0.2818 
39 1556 2239 0.2571 
40 3041 4376 0.0008 
41 3047 4384 0.0007 
42 3054 4394 0.0007 
43 3057 4398 0.0007 
44 3068 4415 0.0007 
45 3081 4432 0.0006 
46 3086 4440 0.0006 
47 3092 4448 0.0006 
48 3096 4455 0.0006 
49 3105 4468 0.0006 
50 3110 4475 0.0006 
51 3113 4480 0.0006 
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Mode Wave #, k (1/cm) θvib (K) CVvib – 298.15 K (J/mol-K) 
1 67 96 8.2430 
2 196 283 7.7191 
3 287 414 7.1004 
4 400 576 6.1476 
5 574 826 4.5501 
6 662 952 3.7822 
7 809 1165 2.6576 
8 855 1230 2.3632 
9 1003 1442 1.5666 
10 1105 1591 1.1519 
11 1168 1681 0.9472 
12 1300 1870 0.6196 
13 1342 1931 0.5385 
14 1397 2011 0.4466 
15 1441 2073 0.3850 
16 1518 2184 0.2943 
17 1522 2189 0.2904 
18 1534 2207 0.2782 
19 2252 3240 0.0187 
20 3038 4371 0.0008 
21 3040 4374 0.0008 
22 3102 4463 0.0006 
23 3122 4491 0.0005 
24 3143 4522 0.0005 
 
 
The total specific heat at constant volume of a molecule is the sum of each of 
these vibrational contributions, the translational contribution, and the rotational 




Table 4.5 and Table 4.6 provide the results of this calculation of the ideal gas 
specific heat and sensible enthalpy as a function of temperature for norbornane and ethyl 
azide respectively.  The equation used to calculate the ideal gas sensible enthalpy (less 
RT) is provided below: 
(72) 































































RThigsens −  
(kJ/mol) 
298.15 12.4715 12.4715 73.5130 98.4563 0.0000 
360.00 12.4715 12.4715 102.7500 127.6934 6.9937 
365.00 12.4715 12.4715 105.1030 130.0463 7.6380 
370.00 12.4715 12.4715 107.4480 132.3913 8.2941 
375.00 12.4715 12.4715 109.7840 134.7274 8.9619 













RThigsens −  
(kJ/mol) 
273.15 12.4715 12.4715 44.5560 69.4987 -1.7942 
283.15 12.4715 12.4715 46.3670 71.3100 -1.0902 
293.15 12.4715 12.4715 48.1890 73.1321 -0.3679 
298.15 12.4715 12.4715 49.1030 74.0464 0.0000 
303.15 12.4715 12.4715 50.0190 74.9624 0.3725 
313.15 12.4715 12.4715 51.8550 76.7980 1.1313 
323.15 12.4715 12.4715 53.6930 78.6362 1.9085 
 
 
4.1.2 MOLECULAR DYNAMICS 
With the ideal gas sensible enthalpy calculated, molecular dynamics simulations 
of the model compounds can be performed to determine the optimal values for the 
intermolecular parameters of the COMPASS model (σ and ε in the last term of equation 
(2)) for each atom type to most closely match experimental density and enthalpy data. 
Design of Experiments 
The creation of a DOE of molecular dynamics runs is performed with the goal of 
creating a response surface equation to approximate the design space.  The design space 
being explored is of the density and specific heat as a function of the intermolecular 
parameter multipliers.  Table 4.11 and Table 4.12 are the DOE’s of molecular dynamics 
Table 4.5: Ideal Gas Sensible Enthalpy Results for Norbornane 
Table 4.6: Ideal Gas Sensible Enthalpy Results for Ethyl Azide 
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runs for norbornane and ethyl azide respectively in order to determine the sensitivity of 
density to changes in the intermolecular parameters.  The multiplier values in these tables 
are multipliers of the baseline COMPASS intermolecular parameter values for each atom 
type of interest.  These DOE run tables are created using the JMP Statistical Discovery 
software tool [57].  The baseline values are provided in Table 4.7 and Table 4.8 for 
norbornane and ethyl azide respectively. 
 
σc4 εc4 σc43 εc43 σh1 εh1 
3.854 0.062 3.854 0.040 2.878 0.023 
 
σn1z εn1z σn2t εn2t σn2z εn2z σc4z εc4z σh1 εh1 
3.520 0.085 3.300 0.050 3.400 0.120 3.650 0.080 2.878 0.023 
 
 
Table 4.9 and Table 4.10 provide the baseline COMPASS model charge bond 
increments for each bond type for norbornane and ethyl azide respectively.  The charge 
bond increments are used to compute the charge associated with each atom in a molecule.   
 
δc4-c43 δc4-c4 δc4-h1 δc43-h1 
0.0000 0.0000 -0.0530 -0.0530 
 
δn1z-n2t δn2t-n2z δn2z-c4z δc4z-c4 δc4z-h1 δc4-h1 
-0.3860 0.2470 -0.3110 0.0000 -0.0530 -0.0530 
 
Table 4.7: Norbornane Baseline COMPASS Intermolecular Parameter Values 
Table 4.8: Ethyl Azide Baseline COMPASS Intermolecular Parameter Values 
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Equation (73) describes how the charge associated with each atom is calculated 
from the charge bond increments.  In equation (73), the charge for the ith atom in the 
molecule is calculated by summing the charge bond increments for the n atoms bonded to 
atom i.  For this research work, the charge bond increments were not adjusted in the 
intermolecular parameter optimization process.  Discussion on the potential benefits of 




All runs in a particular DOE for density are performed at the same temperature 
and pressure: 360 K and 1 atm for norbornane and 298.15 K and 1 atm for ethyl azide.  
This is done because experimental density data exists for liquid norbornane and liquid 
























Run σc4 εc4 σc43 εc43 σh1 εh1 
Density 
(kg/m3) 
1 0.75 0.75 0.875 0.8 0.75 1.3 6.6 
2 0.75 0.75 0.875 0.8 1.25 0.8 8.7 
3 0.75 0.75 0.875 1.3 0.75 0.8 5.8 
4 0.75 0.75 0.875 1.3 1.25 1.3 510.2 
5 0.75 0.75 1.25 0.8 0.75 0.8 386.9 
6 0.75 0.75 1.25 0.8 1.25 1.3 615.1 
7 0.75 0.75 1.25 1.3 0.75 1.3 675.9 
8 0.75 0.75 1.25 1.3 1.25 0.8 646.2 
9 0.75 1.25 0.75 0.8 0.75 0.8 6.8 
10 0.75 1.25 0.75 0.8 1.25 1.3 9.0 
11 0.75 1.25 0.75 1.3 0.75 1.3 6.7 
12 0.75 1.25 0.75 1.3 1.25 0.8 9.0 
13 0.75 1.25 1.25 0.8 0.75 1.3 499.7 
14 0.75 1.25 1.25 0.8 1.25 0.8 553.9 
15 0.75 1.25 1.25 1.3 0.75 0.8 659.7 
16 0.75 1.25 1.25 1.3 1.25 1.3 646.7 
17 1.25 0.75 0.75 0.8 0.75 0.8 6.3 
18 1.25 0.75 0.75 0.8 1.25 1.3 381.3 
19 1.25 0.75 0.75 1.3 0.75 1.3 7.5 
20 1.25 0.75 0.75 1.3 1.25 0.8 7.9 
21 1.25 0.75 1.25 0.8 0.75 1.3 551.6 
22 1.25 0.75 1.25 0.8 1.25 0.8 586.8 
23 1.25 0.75 1.25 1.3 0.75 0.8 678.7 
24 1.25 0.75 1.25 1.3 1.25 1.3 656.3 
25 1.25 1.25 0.75 0.8 0.75 1.3 6.1 
26 1.25 1.25 0.75 0.8 1.25 0.8 7.2 
27 1.25 1.25 0.75 1.3 0.75 0.8 7.4 
28 1.25 1.25 0.75 1.3 1.25 1.3 476.8 
29 1.25 1.25 1.25 0.8 0.75 0.8 573.6 
30 1.25 1.25 1.25 0.8 1.25 1.3 642.0 
31 1.25 1.25 1.25 1.3 0.75 1.3 703.9 
32 1.25 1.25 1.25 1.3 1.25 0.8 668.2 
33 1.25 1 1 1 1 1 664.0 
34 0.75 1 1 1 1 1 630.9 
35 1 1.25 1 1 1 1 699.2 
36 1 0.75 1 1 1 1 658.3 
37 1 1 1.25 1 1 1 656.2 
38 1 1 0.875 1 1 1 6.5 
39 1 1 1 1.25 1 1 746.7 
40 1 1 1 0.75 1 1 584.4 
41 1 1 1 1 1.25 1 568.4 
42 1 1 1 1 0.75 1 626.2 
43 1 1 1 1 1 1.25 719.8 
44 1 1 1 1 1 0.75 633.0 
45 1 1 1 1 1 1 692.9 
46 1 1 1 1 1 1 689.5 
47 1 1 1 1 1 1 683.1 
48 1 1 1 1.25 0.75 1.25 802.3 
49 1 1 1 1.35 0.65 1.35 808.6 
50 1 1 1 1.45 0.55 1.45 811.4 
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Run σn1z εn1z σn2t εn2t σn2z εn2z σc4z εc4z σh1 εh1 
Density 
(kg/m3) 
1 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 1.2 1.2 762.3 
2 0.8 0.8 0.8 0.8 0.8 0.8 1.2 1.2 1.2 0.8 799.1 
3 0.8 0.8 0.8 0.8 0.8 1.2 0.8 1.2 0.8 1.2 1182.1 
4 0.8 0.8 0.8 0.8 0.8 1.2 1.2 0.8 0.8 0.8 915.2 
5 0.8 0.8 0.8 0.8 1.2 0.8 0.8 1.2 0.8 0.8 836.4 
6 0.8 0.8 0.8 0.8 1.2 0.8 1.2 0.8 0.8 1.2 852.3 
7 0.8 0.8 0.8 0.8 1.2 1.2 0.8 0.8 1.2 0.8 688.5 
8 0.8 0.8 0.8 0.8 1.2 1.2 1.2 1.2 1.2 1.2 821.8 
9 0.8 0.8 0.8 1.2 0.8 0.8 0.8 1.2 0.8 0.8 1127.8 
10 0.8 0.8 0.8 1.2 0.8 0.8 1.2 0.8 0.8 1.2 966.3 
11 0.8 0.8 0.8 1.2 0.8 1.2 0.8 0.8 1.2 0.8 713.8 
12 0.8 0.8 0.8 1.2 0.8 1.2 1.2 1.2 1.2 1.2 863.1 
13 0.8 0.8 0.8 1.2 1.2 0.8 0.8 0.8 1.2 1.2 720.0 
14 0.8 0.8 0.8 1.2 1.2 0.8 1.2 1.2 1.2 0.8 778.5 
15 0.8 0.8 0.8 1.2 1.2 1.2 0.8 1.2 0.8 1.2 909.9 
16 0.8 0.8 0.8 1.2 1.2 1.2 1.2 0.8 0.8 0.8 871.5 
17 0.8 0.8 1.2 0.8 0.8 0.8 0.8 1.2 0.8 0.8 870.5 
18 0.8 0.8 1.2 0.8 0.8 0.8 1.2 0.8 0.8 1.2 845.2 
19 0.8 0.8 1.2 0.8 0.8 1.2 0.8 0.8 1.2 0.8 661.5 
20 0.8 0.8 1.2 0.8 0.8 1.2 1.2 1.2 1.2 1.2 805.6 
21 0.8 0.8 1.2 0.8 1.2 0.8 0.8 0.8 1.2 1.2 714.6 
22 0.8 0.8 1.2 0.8 1.2 0.8 1.2 1.2 1.2 0.8 781.4 
23 0.8 0.8 1.2 0.8 1.2 1.2 0.8 1.2 0.8 1.2 885.0 
24 0.8 0.8 1.2 0.8 1.2 1.2 1.2 0.8 0.8 0.8 872.0 
25 0.8 0.8 1.2 1.2 0.8 0.8 0.8 0.8 1.2 1.2 704.7 
26 0.8 0.8 1.2 1.2 0.8 0.8 1.2 1.2 1.2 0.8 781.7 
27 0.8 0.8 1.2 1.2 0.8 1.2 0.8 1.2 0.8 1.2 958.4 
28 0.8 0.8 1.2 1.2 0.8 1.2 1.2 0.8 0.8 0.8 860.6 
29 0.8 0.8 1.2 1.2 1.2 0.8 0.8 1.2 0.8 0.8 856.8 
30 0.8 0.8 1.2 1.2 1.2 0.8 1.2 0.8 0.8 1.2 877.5 
31 0.8 0.8 1.2 1.2 1.2 1.2 0.8 0.8 1.2 0.8 728.3 
32 0.8 0.8 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 826.2 
33 0.8 1.2 0.8 0.8 0.8 0.8 0.8 1.2 0.8 0.8 1125.0 
34 0.8 1.2 0.8 0.8 0.8 0.8 1.2 0.8 0.8 1.2 988.4 
35 0.8 1.2 0.8 0.8 0.8 1.2 0.8 0.8 1.2 0.8 717.8 
36 0.8 1.2 0.8 0.8 0.8 1.2 1.2 1.2 1.2 1.2 869.9 
37 0.8 1.2 0.8 0.8 1.2 0.8 0.8 0.8 1.2 1.2 717.6 
38 0.8 1.2 0.8 0.8 1.2 0.8 1.2 1.2 1.2 0.8 790.6 
39 0.8 1.2 0.8 0.8 1.2 1.2 0.8 1.2 0.8 1.2 910.7 
40 0.8 1.2 0.8 0.8 1.2 1.2 1.2 0.8 0.8 0.8 863.0 
41 0.8 1.2 0.8 1.2 0.8 0.8 0.8 0.8 1.2 1.2 778.4 
42 0.8 1.2 0.8 1.2 0.8 0.8 1.2 1.2 1.2 0.8 836.2 
43 0.8 1.2 0.8 1.2 0.8 1.2 0.8 1.2 0.8 1.2 1186.4 
44 0.8 1.2 0.8 1.2 0.8 1.2 1.2 0.8 0.8 0.8 968.0 
45 0.8 1.2 0.8 1.2 1.2 0.8 0.8 1.2 0.8 0.8 850.6 
46 0.8 1.2 0.8 1.2 1.2 0.8 1.2 0.8 0.8 1.2 853.6 
47 0.8 1.2 0.8 1.2 1.2 1.2 0.8 0.8 1.2 0.8 704.7 
48 0.8 1.2 0.8 1.2 1.2 1.2 1.2 1.2 1.2 1.2 834.4 
49 0.8 1.2 1.2 0.8 0.8 0.8 0.8 0.8 1.2 1.2 703.5 
50 0.8 1.2 1.2 0.8 0.8 0.8 1.2 1.2 1.2 0.8 773.9 
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51 0.8 1.2 1.2 0.8 0.8 1.2 0.8 1.2 0.8 1.2 969.6 
52 0.8 1.2 1.2 0.8 0.8 1.2 1.2 0.8 0.8 0.8 851.7 
53 0.8 1.2 1.2 0.8 1.2 0.8 0.8 1.2 0.8 0.8 843.8 
54 0.8 1.2 1.2 0.8 1.2 0.8 1.2 0.8 0.8 1.2 839.8 
55 0.8 1.2 1.2 0.8 1.2 1.2 0.8 0.8 1.2 0.8 724.5 
56 0.8 1.2 1.2 0.8 1.2 1.2 1.2 1.2 1.2 1.2 821.9 
57 0.8 1.2 1.2 1.2 0.8 0.8 0.8 1.2 0.8 0.8 925.7 
58 0.8 1.2 1.2 1.2 0.8 0.8 1.2 0.8 0.8 1.2 881.0 
59 0.8 1.2 1.2 1.2 0.8 1.2 0.8 0.8 1.2 0.8 685.2 
60 0.8 1.2 1.2 1.2 0.8 1.2 1.2 1.2 1.2 1.2 824.2 
61 0.8 1.2 1.2 1.2 1.2 0.8 0.8 0.8 1.2 1.2 729.9 
62 0.8 1.2 1.2 1.2 1.2 0.8 1.2 1.2 1.2 0.8 798.8 
63 0.8 1.2 1.2 1.2 1.2 1.2 0.8 1.2 0.8 1.2 917.8 
64 0.8 1.2 1.2 1.2 1.2 1.2 1.2 0.8 0.8 0.8 894.3 
65 1.2 0.8 0.8 0.8 0.8 0.8 0.8 1.2 0.8 0.8 344.5 
66 1.2 0.8 0.8 0.8 0.8 0.8 1.2 0.8 0.8 1.2 589.2 
67 1.2 0.8 0.8 0.8 0.8 1.2 0.8 0.8 1.2 0.8 428.8 
68 1.2 0.8 0.8 0.8 0.8 1.2 1.2 1.2 1.2 1.2 660.2 
69 1.2 0.8 0.8 0.8 1.2 0.8 0.8 0.8 1.2 1.2 568.8 
70 1.2 0.8 0.8 0.8 1.2 0.8 1.2 1.2 1.2 0.8 643.7 
71 1.2 0.8 0.8 0.8 1.2 1.2 0.8 1.2 0.8 1.2 628.1 
72 1.2 0.8 0.8 0.8 1.2 1.2 1.2 0.8 0.8 0.8 667.4 
73 1.2 0.8 0.8 1.2 0.8 0.8 0.8 0.8 1.2 1.2 520.2 
74 1.2 0.8 0.8 1.2 0.8 0.8 1.2 1.2 1.2 0.8 622.3 
75 1.2 0.8 0.8 1.2 0.8 1.2 0.8 1.2 0.8 1.2 638.9 
76 1.2 0.8 0.8 1.2 0.8 1.2 1.2 0.8 0.8 0.8 552.7 
77 1.2 0.8 0.8 1.2 1.2 0.8 0.8 1.2 0.8 0.8 523.6 
78 1.2 0.8 0.8 1.2 1.2 0.8 1.2 0.8 0.8 1.2 635.6 
79 1.2 0.8 0.8 1.2 1.2 1.2 0.8 0.8 1.2 0.8 550.4 
80 1.2 0.8 0.8 1.2 1.2 1.2 1.2 1.2 1.2 1.2 688.1 
81 1.2 0.8 1.2 0.8 0.8 0.8 0.8 0.8 1.2 1.2 586.7 
82 1.2 0.8 1.2 0.8 0.8 0.8 1.2 1.2 1.2 0.8 656.9 
83 1.2 0.8 1.2 0.8 0.8 1.2 0.8 1.2 0.8 1.2 660.7 
84 1.2 0.8 1.2 0.8 0.8 1.2 1.2 0.8 0.8 0.8 660.0 
85 1.2 0.8 1.2 0.8 1.2 0.8 0.8 1.2 0.8 0.8 648.5 
86 1.2 0.8 1.2 0.8 1.2 0.8 1.2 0.8 0.8 1.2 711.8 
87 1.2 0.8 1.2 0.8 1.2 1.2 0.8 0.8 1.2 0.8 615.0 
88 1.2 0.8 1.2 0.8 1.2 1.2 1.2 1.2 1.2 1.2 717.2 
89 1.2 0.8 1.2 1.2 0.8 0.8 0.8 1.2 0.8 0.8 662.8 
90 1.2 0.8 1.2 1.2 0.8 0.8 1.2 0.8 0.8 1.2 685.4 
91 1.2 0.8 1.2 1.2 0.8 1.2 0.8 0.8 1.2 0.8 581.3 
92 1.2 0.8 1.2 1.2 0.8 1.2 1.2 1.2 1.2 1.2 693.7 
93 1.2 0.8 1.2 1.2 1.2 0.8 0.8 0.8 1.2 1.2 638.7 
94 1.2 0.8 1.2 1.2 1.2 0.8 1.2 1.2 1.2 0.8 697.7 
95 1.2 0.8 1.2 1.2 1.2 1.2 0.8 1.2 0.8 1.2 733.9 
96 1.2 0.8 1.2 1.2 1.2 1.2 1.2 0.8 0.8 0.8 745.9 
97 1.2 1.2 0.8 0.8 0.8 0.8 0.8 0.8 1.2 1.2 545.4 
98 1.2 1.2 0.8 0.8 0.8 0.8 1.2 1.2 1.2 0.8 632.1 
99 1.2 1.2 0.8 0.8 0.8 1.2 0.8 1.2 0.8 1.2 646.7 
100 1.2 1.2 0.8 0.8 0.8 1.2 1.2 0.8 0.8 0.8 611.0 
101 1.2 1.2 0.8 0.8 1.2 0.8 0.8 1.2 0.8 0.8 522.1 
102 1.2 1.2 0.8 0.8 1.2 0.8 1.2 0.8 0.8 1.2 647.0 
103 1.2 1.2 0.8 0.8 1.2 1.2 0.8 0.8 1.2 0.8 587.9 
104 1.2 1.2 0.8 0.8 1.2 1.2 1.2 1.2 1.2 1.2 688.6 
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105 1.2 1.2 0.8 1.2 0.8 0.8 0.8 1.2 0.8 0.8 572.2 
106 1.2 1.2 0.8 1.2 0.8 0.8 1.2 0.8 0.8 1.2 665.9 
107 1.2 1.2 0.8 1.2 0.8 1.2 0.8 0.8 1.2 0.8 517.0 
108 1.2 1.2 0.8 1.2 0.8 1.2 1.2 1.2 1.2 1.2 688.4 
109 1.2 1.2 0.8 1.2 1.2 0.8 0.8 0.8 1.2 1.2 582.3 
110 1.2 1.2 0.8 1.2 1.2 0.8 1.2 1.2 1.2 0.8 663.1 
111 1.2 1.2 0.8 1.2 1.2 1.2 0.8 1.2 0.8 1.2 647.5 
112 1.2 1.2 0.8 1.2 1.2 1.2 1.2 0.8 0.8 0.8 695.6 
113 1.2 1.2 1.2 0.8 0.8 0.8 0.8 1.2 0.8 0.8 657.6 
114 1.2 1.2 1.2 0.8 0.8 0.8 1.2 0.8 0.8 1.2 694.9 
115 1.2 1.2 1.2 0.8 0.8 1.2 0.8 0.8 1.2 0.8 581.3 
116 1.2 1.2 1.2 0.8 0.8 1.2 1.2 1.2 1.2 1.2 699.9 
117 1.2 1.2 1.2 0.8 1.2 0.8 0.8 0.8 1.2 1.2 622.8 
118 1.2 1.2 1.2 0.8 1.2 0.8 1.2 1.2 1.2 0.8 692.6 
119 1.2 1.2 1.2 0.8 1.2 1.2 0.8 1.2 0.8 1.2 726.4 
120 1.2 1.2 1.2 0.8 1.2 1.2 1.2 0.8 0.8 0.8 742.1 
121 1.2 1.2 1.2 1.2 0.8 0.8 0.8 0.8 1.2 1.2 608.0 
122 1.2 1.2 1.2 1.2 0.8 0.8 1.2 1.2 1.2 0.8 686.5 
123 1.2 1.2 1.2 1.2 0.8 1.2 0.8 1.2 0.8 1.2 736.9 
124 1.2 1.2 1.2 1.2 0.8 1.2 1.2 0.8 0.8 0.8 742.0 
125 1.2 1.2 1.2 1.2 1.2 0.8 0.8 1.2 0.8 0.8 703.5 
126 1.2 1.2 1.2 1.2 1.2 0.8 1.2 0.8 0.8 1.2 739.9 
127 1.2 1.2 1.2 1.2 1.2 1.2 0.8 0.8 1.2 0.8 643.5 
128 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 733.8 
129 0.8 1 1 1 1 1 1 1 1 1 988.0 
130 1.2 1 1 1 1 1 1 1 1 1 728.8 
131 1 0.8 1 1 1 1 1 1 1 1 875.8 
132 1 1.2 1 1 1 1 1 1 1 1 900.3 
133 1 1 0.8 1 1 1 1 1 1 1 874.6 
134 1 1 1.2 1 1 1 1 1 1 1 870.0 
135 1 1 1 0.8 1 1 1 1 1 1 882.1 
136 1 1 1 1.2 1 1 1 1 1 1 910.2 
137 1 1 1 1 0.8 1 1 1 1 1 891.0 
138 1 1 1 1 1.2 1 1 1 1 1 840.6 
139 1 1 1 1 1 0.8 1 1 1 1 883.5 
140 1 1 1 1 1 1.2 1 1 1 1 909.9 
141 1 1 1 1 1 1 0.8 1 1 1 845.5 
142 1 1 1 1 1 1 1.2 1 1 1 868.5 
143 1 1 1 1 1 1 1 0.8 1 1 871.7 
144 1 1 1 1 1 1 1 1.2 1 1 907.2 
145 1 1 1 1 1 1 1 1 0.8 1 929.2 
146 1 1 1 1 1 1 1 1 1.2 1 782.6 
147 1 1 1 1 1 1 1 1 1 0.8 886.1 
148 1 1 1 1 1 1 1 1 1 1.2 898.6 
149 1 1 1 1 1 1 1 1 1 1 891.7 
150 1 1 1 1 1 1 1 1 1 1 885.7 
151 1 1 1 1 1 1 1 1 1 1 901.4 
 
 
Table 4.12 (continued) 
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In addition to the above DOE’s used to determine the sensitivity of density to 
changes in intermolecular parameters, the DOE’s in Table 4.13 and Table 4.14 are used 
to determine the sensitivity of specific heat to changes in intermolecular parameters.  
These DOE’s are different from the density DOE’s because for a particular set of 
intermolecular parameter settings, two runs are performed at different temperatures in 
order to calculate the change in enthalpy as a function of temperature (to compute 
specific heat).  For norbornane, molecular dynamics runs are performed at 360 K and 380 
K, both at 1 atm.  For ethyl azide, molecular dynamics runs are performed at 273.15 K 
and 323.15 K, both at 1 atm.  These temperatures and pressures are chosen because there 
is experimental liquid data available. 
The combination of the density and specific heat DOE’s are used to create 
response surface equations to determine the optimal settings for the intermolecular 
parameters.  In Table 4.13 and Table 4.14, the specific heat is calculated using equations 

































































































Run Τ (Κ) σc4 εc4 σc43 εc43 σh1 εh1 
CP  
(cal/mol-K) 
1 360 1.1 1 1 1 1 1 
2 380 1.1 1 1 1 1 1 46.7537 
3 360 0.9 1 1 1 1 1 
4 380 0.9 1 1 1 1 1 48.6133 
5 360 1 1.1 1 1 1 1 
6 380 1 1.1 1 1 1 1 41.7002 
7 360 1 0.9 1 1 1 1 
8 380 1 0.9 1 1 1 1 48.9731 
9 360 1 1 1.1 1 1 1 
10 380 1 1 1.1 1 1 1 39.1577 
11 360 1 1 0.9 1 1 1 
12 380 1 1 0.9 1 1 1 50.6061 
13 360 1 1 1 1.1 1 1 
14 380 1 1 1 1.1 1 1 42.6354 
15 360 1 1 1 0.9 1 1 
16 380 1 1 1 0.9 1 1 51.7772 
17 360 1 1 1 1 1.1 1 
18 380 1 1 1 1 1.1 1 50.2793 
19 360 1 1 1 1 0.9 1 
20 380 1 1 1 1 0.9 1 40.2156 
21 360 1 1 1 1 1 1.1 
22 380 1 1 1 1 1 1.1 38.4435 
23 360 1 1 1 1 1 0.9 
24 380 1 1 1 1 1 0.9 48.0030 
25 360 1 1 1 1 1 1 













Table 4.13: Norbornane DOE – Intermolecular Parameter Multipliers and CP 
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Run Τ (Κ) σn1z εn1z σn2t εn2t σn2z εn2z σc4z εc4z σh1 εh1 
CP  
(cal/mol-K)
1 273.15 1.2 1 1 1 1 1 1 1 1 1 
2 323.15 1.2 1 1 1 1 1 1 1 1 1 32.5021 
3 273.15 0.8 1 1 1 1 1 1 1 1 1 
4 323.15 0.8 1 1 1 1 1 1 1 1 1 36.4428 
5 273.15 1 1.2 1 1 1 1 1 1 1 1 
6 323.15 1 1.2 1 1 1 1 1 1 1 1 35.8510 
7 273.15 1 0.8 1 1 1 1 1 1 1 1 
8 323.15 1 0.8 1 1 1 1 1 1 1 1 36.1449 
9 273.15 1 1 1.2 1 1 1 1 1 1 1 
10 323.15 1 1 1.2 1 1 1 1 1 1 1 34.9052 
11 273.15 1 1 0.8 1 1 1 1 1 1 1 
12 323.15 1 1 0.8 1 1 1 1 1 1 1 34.1106 
13 273.15 1 1 1 1.2 1 1 1 1 1 1 
14 323.15 1 1 1 1.2 1 1 1 1 1 1 36.4420 
15 273.15 1 1 1 0.8 1 1 1 1 1 1 
16 323.15 1 1 1 0.8 1 1 1 1 1 1 32.3643 
17 273.15 1 1 1 1 1.2 1 1 1 1 1 
18 323.15 1 1 1 1 1.2 1 1 1 1 1 30.4584 
19 273.15 1 1 1 1 0.8 1 1 1 1 1 
20 323.15 1 1 1 1 0.8 1 1 1 1 1 38.0530 
21 273.15 1 1 1 1 1 1.2 1 1 1 1 
22 323.15 1 1 1 1 1 1.2 1 1 1 1 33.5489 
23 273.15 1 1 1 1 1 0.8 1 1 1 1 
24 323.15 1 1 1 1 1 0.8 1 1 1 1 35.6740 
25 273.15 1 1 1 1 1 1 1.2 1 1 1 
26 323.15 1 1 1 1 1 1 1.2 1 1 1 33.9286 
27 273.15 1 1 1 1 1 1 0.8 1 1 1 
28 323.15 1 1 1 1 1 1 0.8 1 1 1 36.0946 
29 273.15 1 1 1 1 1 1 1 1.2 1 1 
30 323.15 1 1 1 1 1 1 1 1.2 1 1 36.2093 
31 273.15 1 1 1 1 1 1 1 0.8 1 1 
32 323.15 1 1 1 1 1 1 1 0.8 1 1 35.4663 
33 273.15 1 1 1 1 1 1 1 1 1.2 1 
34 323.15 1 1 1 1 1 1 1 1 1.2 1 32.5348 
35 273.15 1 1 1 1 1 1 1 1 0.8 1 
36 323.15 1 1 1 1 1 1 1 1 0.8 1 37.5660 
37 273.15 1 1 1 1 1 1 1 1 1 1.2 
38 323.15 1 1 1 1 1 1 1 1 1 1.2 35.0169 
39 273.15 1 1 1 1 1 1 1 1 1 0.8 
40 323.15 1 1 1 1 1 1 1 1 1 0.8 34.8177 
41 273.15 1 1 1 1 1 1 1 1 1 1 




Table 4.14: Ethyl Azide DOE – Intermolecular Parameter Multipliers and CP 
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Response Surface Equations 
With the DOE’s completed, a response surface equation (RSE) can be created for 
both density and specific heat for each model compound.  The RSE’s are simply 
multidimensional polynomial curve fits of the relationship between density and specific 
heat and the intermolecular parameter multiplier settings.  The RSE’s are approximations 
of the design space that are used by an optimizer to determine the most appropriate 
settings for the intermolecular parameters to best match experimental density and specific 
heat data for each model compound.  
In order to produce an accurate RSE for the density of norbornane, the low 
density gas phase DOE runs are first removed before fitting a RSE to the data.  These 
removed runs, whose common trait is a σc43 multiplier that is less than one, would 
adversely affect the accuracy of a RSE if left in the DOE.  This is because the RSE is a 
simple quadratic approximation of the design space and the phase change from liquid to 
gas would be approximated very poorly.  Leaving out these runs is acceptable as the goal 
of the RSE is to approximate the thermophysical properties in the condensed phase (the 
HEDM propellants will only exist in the condensed phase while flowing through the 
different engine components and break down into simpler hydrocarbons and other 
compounds before any potential phase change would occur). 
The JMP Statistical Discovery software tool [57] is used to fit a RSE to each of 
the DOE tables.  A separate RSE is fit for density and specific heat for each model 
compound (a total of four RSE’s).  Table 4.15 – Table 4.18 provide the RSE coefficients 
for each of the four RSE’s.  The form of each equation is slightly different as there are a 
different number of terms for each RSE and some of the coefficients use normalized 
values while others do not (specifically the σh1 and εh1 terms for ethyl azide do not use 
normalized values for σh1 and εh1 due to RSE limitations in JMP).  The exact form of 
each RSE is provided after each table.   
97 
It is important to note that the fitting of RSE’s is a bit of an art.  The choices made 
for the fitting of RSE’s in this research project could be changed and a slightly different 
RSE created.  The point of the creation of RSE’s in this project is to create the best 
possible approximation of the results from molecular dynamics simulations.  A slightly 
different RSE should not affect the overall process, other than possibly requiring a few 
more (or less) molecular dynamics DOE runs. 
  
i j xi xj βij 
0    689.85516 
1  σc4  34.061695 
2  εc4  26.173528 
3  σc43  31.771247 
4  εc43  82.790442 
5  σh1  -25.67215 
6  εh1  42.493777 
1 2 σc4 εc4 3.6072249 
1 3 σc4 σc43 -7.612901 
2 3 εc4 σc43 -14.38961 
1 4 σc4 εc43 -14.76551 
2 4 εc4 εc43 -5.904058 
3 4 σc43 εc43 -5.939189 
1 5 σc4 σh1 -10.60018 
2 5 εc4 σh1 -7.648735 
3 5 σc43 σh1 50.824863 
4 5 εc43 σh1 -39.13925 
1 6 σc4 εh1 -8.379117 
2 6 εc4 εh1 -10.81184 
3 6 σc43 εh1 -25.02224 
4 6 εc43 εh1 -17.70281 
5 6 σh1 εh1 -3.963299 
1 1 σc4 σc4 -23.65182 
2 2 εc4 εc4 7.7031104 
3 3 σc43 σc43 -45.9505 
4 4 εc43 εc43 -9.867059 
5 5 σh1 σh1 -67.95598 






















In equation (78), βi is the coefficient value found in the fifth column of Table 4.15 
and ix  is the normalized intermolecular multiplier value defined in equation (79).  The 
values ximax and ximin in equation (79) are the maximum and minimum settings for the ith 
intermolecular multiplier.  These maximum and minimum settings are the smallest and 
largest values for a particular intermolecular multiplier found in Table 4.13. 
 
i j xi xj βij 
0    42.238433 
1  σc4  -2.324575 
2  εc4  -9.091162 
3  σc43  -10.73292 
4  εc43  -13.71269 
5  σh1  12.579713 
6  εh1  -14.33476 
1 1 σc4 σc4 11.67144 






Equation (80) is similar in form to equation (78) except all but two of the second 
order terms are left out.  Only two of the second order terms are kept because they are the 
second order terms whose changes have the largest impact on CP-Norbornane (found from a 
Pareto analysis).   
 
   




















i j xi xj βij 
0    1229.5746 
1  σn1z  -99.70213 
2  εn1z  7.0746341 
3  σn2t  4.0069674 
4  εn2t  6.8752419 
5  σn2z  -7.847345 
6  εn2z  13.156627 
7  σc4z  11.578421 
8  εc4z  17.775449 
9  σh1  -368.9607 
10  εh1  31.484708 
1 2 σn1z εn1z 1.6563847 
1 3 σn1z σn2t 28.97636 
2 3 εn1z σn2t 0.3579746 
1 4 σn1z εn2t 0.4073676 
2 4 εn1z εn2t 0.7747843 
3 4 σn2t εn2t 3.2870754 
1 5 σn1z σn2z 20.290816 
2 5 εn1z σn2z -2.31504 
3 5 σn2t σn2z 15.873996 
4 5 εn2t σn2z -0.834524 
1 6 σn1z εn2z 1.6962967 
2 6 εn1z εn2z 0.866964 
3 6 σn2t εn2z -0.419556 
4 6 εn2t εn2z 0.5934893 
5 6 σn2z εn2z 4.6550237 
1 7 σn1z σc4z 13.856638 
2 7 εn1z σc4z 0.5957754 
3 7 σn2t σc4z 1.0337681 
4 7 εn2t σc4z 1.435135 
5 7 σn2z σc4z 8.1702146 
6 7 εn2z σc4z 0.2808496 
1 8 σn1z εc4z -12.72267 
2 8 εn1z εc4z -0.699664 
3 8 σn2t εc4z -4.961784 
4 8 εn2t εc4z -0.748892 
5 8 σn2z εc4z -12.77332 
6 8 εn2z εc4z 7.7261451 
7 8 σc4z εc4z 25.028974 
1 1 σn1z σn1z -33.56724 
2 2 εn1z εn1z -3.919436 
3 3 σn2t σn2t -19.6184 
4 4 εn2t εn2t 4.1803872 
5 5 σn2z σn2z -26.17988 
6 6 εn2z εn2z 4.7082149 
7 7 σc4z σc4z -34.9253 
8 8 εc4z εc4z -2.513984 
9 1 σh1 – 1.00135 σn1z 156.59829 
9 2 σh1 – 1.00135 εn1z -3.604505 
Table 4.17: Ethyl Azide Density RSE Coefficients 
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9 3 σh1 – 1.00135 σn2t 16.333168 
9 4 σh1 – 1.00135 εn2t -12.24265 
9 5 σh1 – 1.00135 σn2z 74.35384 
9 6 σh1 – 1.00135 εn2z -32.39317 
9 7 σh1 – 1.00135 σc4z 59.161797 
9 8 σh1 – 1.00135 εc4z 42.71738 
9 10 σh1 – 1.00135 εh1 – 1.00405 0 
10 1 εh1 – 1.00405 σn1z -10.02733 
10 2 εh1 – 1.00405 εn1z 0.0819719 
10 3 εh1 – 1.00405 σn2t -17.85526 
10 4 εh1 – 1.00405 εn2t -3.982509 
10 5 εh1 – 1.00405 σn2z -14.00624 
10 6 εh1 – 1.00405 εn2z 0 
10 7 εh1 – 1.00405 σc4z 0 
10 8 εh1 – 1.00405 εc4z -10.95187 
9 9 σh1 – 1.00135 σh1 – 1.00135 -900.4714 
10 10 εh1 – 1.00405 εh1 – 1.00405 10.100483 
 
 
The RSE for the density (and specific heat) of ethyl azide differs from that for 
norbornane because of a limitation in the software used to create the RSE (JMP).  JMP 
limits the number of design variables that can be used in a response surface analysis to 8 
[57].  In order to get around this limitation, any additional design variables (in this case, 







In equation (81), ix  is the normalized intermolecular multiplier value defined in 
equation (79) while xi is non-normalized intermolecular multiplier value.  The terms xi0 
and xj0 are the values shown subtracted from the σh1 and εh1 intermolecular multiplier 
values in the second order terms found in the third and fourth columns of Table 4.17.  
Table 4.17 (continued) 






































The summations in equation (81) are broken up into normalized (1-8) and non-
normalized (9-10) terms. 
i j xi xj βij 
0    47.361169 
1  σn1z  -1.97035 
2  εn1z  -0.14695 
3  σn2t  0.3973 
4  εn2t  2.03885 
5  σn2z  -3.7973 
6  εn2z  -1.06255 
7  σc4z  -1.083 
8  εc4z  0.3715 
9  σh1  -12.578 
10  εh1  0.498 
1 1 σn1z σn1z -0.808719 
4 4 εn2t εn2t -0.878019 
5 5 σn2z σn2z -1.025469 






Equation (82) has a similar structure to equation (81) except only the most 
influential second order terms (based upon a Pareto analysis) are kept in the RSE.  This is 
due to the same reasoning described previously for norbornane: it is believed the specific 
heat design space is smoother (there are no large jumps in specific heat from run to run 
like there are with density). 
Table 4.19 provides the fit statistics for the four RSE’s created.  Each RSE 
predicts the molecular dynamics results fairly accurately with the largest RMS error 
being 2.48%.   
 
 
Table 4.18: Ethyl Azide Specific Heat RSE Coefficients 


















 R2 RMS Error 
Norbornane Density 0.9885 1.19% 
Norbornane Specific Heat 0.9688 1.34% 
Ethyl Azide Density 0.9625 2.48% 
Ethyl Azide Specific Heat 0.9078 1.12% 
 
Optimization and Validation 
With the RSE’s created, the settings for the intermolecular parameters can be 
optimized in order to best predict the experimental values for density and specific heat at 
the temperature and pressure used in the DOE runs.  The goal of the optimization is to 
minimize the change in the intermolecular parameters from the baseline COMPASS 
values subject to the constraint that the optimized solutions (predicted weighted 
normalized density and specific heat) have a specified maximum error with respect to the 
molecular dynamics predictions for these values.  This optimization form is used in order 
to avoid large changes to the baseline COMPASS model values while still satisfying the 
constraint that the predicted values from the RSE must reasonably match the molecular 
dynamics results.   
Equations (25) and (26), repeated in equations (83) and (84) for convenience, 

































































The goal of the optimization is to minimize the objective function S, subject to the 
constraint g less than or equal to zero.  The value xi in equation (83) is the intermolecular 
parameter multiplier for atom type i.  The summation in equation (83) is over the number 
of atom type intermolecular parameters changed for a given compound.  The parameters 
ρactual_i and CPactual_i in equation (84) are the experimental values for density and specific 
heat respectively at the ith temperature and pressure.  The parameters ρpredicted_i and 
CPpredicted_i are the density and specific heat predicted by the RSE’s at the same 
temperature and pressure.  The parameters Wρ_i and Wcp_i in equation (84) are the 
weighting values for density and specific heat respectively at the same temperature and 
pressure.  Only one temperature and pressure point is used for both norbornane and ethyl 
azide due to a limited amount of experimental data for these model compounds.  The 
weighting values were each set to 0.5 based upon the results from the engine level 
sensitivity study provided in section 1.2.2.  These results showed a nearly equal 
sensitivity of specific impulse to changes in density, enthalpy, or entropy.  Emax, the 
maximum allowable weighted error, is set to 0.01.  This means that the sum of the two 
weighted deviations between the RSE predicted value and the experimental value must be 
less than 1.0%.  This value was chosen in order to obtain a fairly close approximation of 
experimental results at the temperature and pressure of interest.  Table 4.20 and Table 





Value Optimized Value 
σc4 1.0899 3.85400 Å 4.20031 Å 
εc4 1.4685 0.06200 kcal/mol 0.09105 kcal/mol 
σc43 0.9448 3.85400 Å 3.64123 Å 
εc43 1.4332 0.04000 kcal/mol 0.05733 kcal/mol 
σh1 0.7974 2.87800 Å 2.29484 Å 
εh1 1.1797 0.02300 kcal/mol 0.02713 kcal/mol 
 





Value Optimized Value 
σn1z 0.9822 3.52000 Å 3.45717 Å 
εn1z 1.0125 0.08500 kcal/mol 0.08606 kcal/mol 
σn2t 1.0008 3.30000 Å 3.30264 Å 
εn2t 0.8542 0.05000 kcal/mol 0.04271 kcal/mol 
σn2z 1.1757 3.40000 Å 3.99723 Å 
εn2z 1.0753 0.12000 kcal/mol 0.12903 kcal/mol 
σc4z 1.0497 3.65000 Å 3.83136 Å 
εc4z 1.0087 0.08000 kcal/mol 0.08070 kcal/mol 
σh1 1.0184 2.87800 Å 2.93090 Å 
εh1 1.0019 0.02300 kcal/mol 0.02304 kcal/mol 
 
 
Molecular dynamics validation simulations were performed using these optimized 
intermolecular parameters to verify that the RSE predicted values for density and specific 
heat matched the molecular dynamics results (Table 4.22).   
 
 RSE Prediction MD Validation Experimental
Norbornane – 360.00 K, 1 atm 
Density (kg/m3) 895.72 851.45 914.00 
CP (cal/mol-K) 36.07 39.59 36.07 
Ethyl Azide – 298.15 K, 1 atm 
Density (kg/m3) 876.47 864.56 876.50 
CP (cal/mol-K) 29.25 30.96 28.00 
 
 
The norbornane RSE prediction of density is 5.2% higher than the molecular 
dynamics validation.  The norbornane RSE prediction of specific heat is 8.9% lower than 
the molecular dynamics validation.  The ethyl azide RSE prediction of density is 1.1% 
higher than the molecular dynamics validation.  The ethyl azide RSE prediction of 
specific heat is 8.0% lower than the molecular dynamics validation.  These RSE property 
Table 4.21: Ethyl Azide Optimized Intermolecular Parameters 
Table 4.22: Molecular Dynamics Validation Results 
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predictions are sufficiently accurate with the density prediction errors under 5.2% and the 
specific heat prediction errors under 9%.   
The acceptable maximum error in specific heat prediction is higher than that for 
density, because specific heat is used in only one of two components of the calculation of 
the total enthalpy and total entropy (the other being the formation enthalpy and entropy 
found from either literature or quantum mechanical calculations).  The calculation for 
total enthalpy is provided again in equation (85).  The specific heat is used in the 




The heat of formation of liquid norbornane at 298.15 K and 1 atm is -22.0 
kcal/mol [77].  Assuming a constant CP, the sensible enthalpy of norbornane from 298.15 
K to 380 K (both at 1 atm) is predicted to be 2.95 kcal/mol from the RSE prediction and 
3.24 kcal/mol from the molecular dynamics simulations.  This results in a total enthalpy 
at 380 K of -19.05 kcal/mol from the RSE prediction and -18.76 kcal/mol from the 
molecular dynamics simulations.  This error in total enthalpy prediction by the RSE is 
only 1.54%, significantly lower than the errors found in the prediction of specific heat.  It 
is this total enthalpy that is needed by rocket engine powerhead design codes. 
4.2 HEDM COMPOUNDS: QUADRICYCLANE AND DMAZ 
With the optimized values for the intermolecular parameters validated, these 
values can then be used in the prediction of the thermophysical properties of each model 
compound’s corresponding HEDM compound.   




4.2.1 QUANTUM MECHANICS 
Like the model compounds, a quantum mechanical analysis must first be 
completed.  This quantum mechanical analysis is performed to optimize the molecular 
configuration of the HEDM compound and determine the vibrational normal mode 
frequencies to predict the ideal gas sensible enthalpy. 
Using the same process described for the model compounds in section 4.1.1, the 
following tables provide molecular geometries (Table 4.23 and Table 4.24), normal mode 
frequencies (Table 4.25 and Table 4.26), and ideal gas sensible enthalpies (Table 4.27 



















 Conformational Search Results GAMESS Results 
Atom X (Ǻ) Y (Ǻ) Z (Ǻ) X (Ǻ) Y (Ǻ) Z (Ǻ) 
C 0.080 0.060 2.350 0.078 0.060 2.370 
C 0.044 -1.103 1.370 0.046 -1.086 1.373 
C 0.191 1.232 1.387 0.188 1.215 1.390 
C -0.648 -0.654 0.086 -0.635 -0.654 0.085 
C 0.888 -0.751 0.147 0.875 -0.752 0.145 
C 0.986 0.795 0.159 0.973 0.796 0.157 
C -0.551 0.893 0.097 -0.537 0.893 0.096 
H 0.962 -0.001 3.030 0.943 0.003 3.044 
H -0.853 0.114 2.960 -0.835 0.110 2.977 
H -0.036 -2.124 1.756 -0.034 -2.122 1.694 
H 0.239 2.249 1.788 0.242 2.247 1.727 
H -1.381 -1.211 -0.488 -1.347 -1.259 -0.467 
H 1.589 -1.399 -0.368 1.547 -1.443 -0.353 
H 1.763 1.357 -0.347 1.726 1.405 -0.330 
H -1.208 1.545 -0.466 -1.167 1.589 -0.448 
 
 Conformational Search Results GAMESS Results 
Atom X (Ǻ) Y (Ǻ) Z (Ǻ) X (Ǻ) Y (Ǻ) Z (Ǻ) 
N -1.706 0.481 -3.595 -1.753 0.567 -3.574 
N -1.480 -0.240 -2.794 -1.459 -0.240 -2.820 
N -1.355 -1.058 -1.886 -1.326 -1.152 -1.996 
C 0.012 -1.562 -1.708 0.053 -1.595 -1.713 
H 0.485 -1.751 -2.667 0.596 -1.791 -2.648 
H -0.094 -2.515 -1.206 -0.053 -2.550 -1.191 
C 0.855 -0.631 -0.842 0.819 -0.612 -0.820 
H 1.782 -1.138 -0.558 1.749 -1.100 -0.465 
N 1.107 0.642 -1.494 1.078 0.660 -1.489 
C 2.241 0.604 -2.393 2.203 0.594 -2.413 
H 2.130 -0.196 -3.115 2.046 -0.193 -3.157 
H 3.191 0.456 -1.871 3.168 0.395 -1.906 
H 2.301 1.535 -2.944 2.289 1.544 -2.952 
C 1.198 1.750 -0.566 1.226 1.765 -0.550 
H 0.286 1.821 0.014 0.327 1.848 0.069 
H 1.314 2.676 -1.117 1.342 2.703 -1.105 
H 2.040 1.663 0.127 2.101 1.659 0.122 






Table 4.23: Atomic Coordinates for Optimized Quadricyclane Geometry 
Table 4.24: Atomic Coordinates for Optimized DMAZ Geometry 
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Mode Wave #, k (1/cm) θvib (K) 
CVvib – 298.15 K 
(J/mol-K) 
1 321 462 6.8328 
2 458 659 5.6193 
3 590 848 4.4085 
4 638 917 3.9874 
5 642 923 3.9535 
6 660 949 3.7998 
7 689 991 3.5607 
8 713 1026 3.3627 
9 751 1080 3.0753 
10 765 1101 2.9704 
11 818 1177 2.5981 
12 821 1181 2.5832 
13 831 1195 2.5176 
14 862 1241 2.3148 
15 883 1271 2.1888 
16 897 1291 2.1096 
17 900 1294 2.0946 
18 905 1302 2.0641 
19 933 1342 1.9116 
20 950 1367 1.8211 
21 954 1373 1.8002 
22 1003 1444 1.5625 
23 1052 1514 1.3542 
24 1075 1547 1.2621 
25 1107 1592 1.1474 
26 1137 1636 1.0456 
27 1150 1655 1.0034 
28 1163 1673 0.9648 
29 1243 1789 0.7458 
30 1272 1830 0.6787 
31 1352 1945 0.5205 
32 2799 4026 0.0021 
33 2842 4088 0.0017 
34 2915 4194 0.0013 
35 2939 4228 0.0012 
36 2945 4238 0.0011 
37 2951 4246 0.0011 
38 2952 4247 0.0011 





Table 4.25: Normal Mode Vibrational Frequencies of Quadricyclane 
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Mode Wave #, k (1/cm) θvib (K) 
CVvib – 298.15 K 
(J/mol-K) 
1 48 69 8.2772 
2 62 89 8.2526 
3 99 142 8.1579 
4 217 312 7.5944 
5 233 335 7.4911 
6 251 361 7.3682 
7 288 414 7.0960 
8 342 492 6.6588 
9 407 586 6.0876 
10 428 616 5.8963 
11 522 751 5.0260 
12 557 801 4.7043 
13 651 937 3.8737 
14 782 1125 2.8487 
15 849 1222 2.3989 
16 962 1384 1.7602 
17 985 1417 1.6482 
18 1057 1521 1.3340 
19 1067 1535 1.2946 
20 1073 1544 1.2714 
21 1116 1606 1.1153 
22 1171 1685 0.9396 
23 1206 1735 0.8408 
24 1272 1830 0.6791 
25 1304 1876 0.6112 
26 1315 1892 0.5893 
27 1342 1931 0.5386 
28 1384 1991 0.4675 
29 1405 2021 0.4352 
30 1443 2076 0.3820 
31 1466 2109 0.3528 
32 1485 2137 0.3302 
33 1486 2138 0.3291 
34 1497 2154 0.3167 
35 1500 2158 0.3134 
36 1501 2160 0.3123 
37 1512 2175 0.3005 
38 2236 3217 0.0199 
39 2896 4167 0.0014 
40 2910 4187 0.0013 
41 2920 4201 0.0013 
42 3025 4352 0.0008 
43 3059 4401 0.0007 
44 3065 4410 0.0007 
45 3073 4421 0.0007 
46 3101 4462 0.0006 
47 3103 4465 0.0006 
48 3105 4467 0.0006 
 












RThigsens −  
(kJ/mol) 
283.00 12.4715 12.4715 68.5056 93.4485 -1.4716 
293.00 12.4715 12.4715 73.3760 98.3189 -0.5128 
298.15 12.4715 12.4715 75.8699 100.8128 0.0000 
303.00 12.4715 12.4715 78.2070 103.1499 0.4946 
313.00 12.4715 12.4715 82.9839 107.9268 1.5500 
323.00 12.4715 12.4715 87.6941 112.6370 2.6528 
333.00 12.4715 12.4715 92.3272 117.2701 3.8023 












RThigsens −  
(kJ/mol) 
293.25 12.4715 12.4715 106.1922 131.1351 -0.6468 
298.15 12.4715 12.4715 107.9224 132.8653 0.0000 
313.00 12.4715 12.4715 113.1925 138.1354 2.0122 
333.10 12.4715 12.4715 120.3644 145.3073 4.8608 
353.05 12.4715 12.4715 127.4865 152.4294 7.8307 
368.05 12.4715 12.4715 132.8183 157.7612 10.1571 
387.35 12.4715 12.4715 139.6201 164.5630 13.2676 
404.55 12.4715 12.4715 145.6038 170.5467 16.1495 
418.55 12.4715 12.4715 150.4070 175.3499 18.5708 
435.95 12.4715 12.4715 156.2798 181.2227 21.6730 
 
4.2.2 MOLECULAR DYNAMICS 
Using the validated optimized intermolecular parameters from the model 
compounds and the calculated ideal gas sensible enthalpy for the HEDM compounds, 
density, enthalpy, and entropy predictions can be made for the HEDM compounds. 
Comparison with Experimental Data 
Molecular dynamics simulations of the HEDM compounds are first performed at 
temperature and pressure combinations for which experimental data exists.  These runs 
are performed to verify the accuracy of the molecular dynamics predictions of density, 
Table 4.27: Ideal Gas Sensible Enthalpy Results for Quadricyclane 
Table 4.28: Ideal Gas Sensible Enthalpy Results for DMAZ 
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enthalpy, and entropy using the optimized intermolecular parameters obtained from 
analysis of each HEDM compound’s corresponding model compound.  The results of 
these molecular dynamics simulations are provided in Figure 4.3 – Figure 4.8.   Both the 
baseline COMPASS model simulations (those using the published baseline COMPASS 
intermolecular parameter values) and the optimized intermolecular parameter simulations 
(using the optimized intermolecular parameters as a result of this thesis research) are 
provided.  As a result of this thesis research, significant improvements in the predictive 
accuracy of molecular dynamics simulations are achieved.   
The experimental measurements and corresponding molecular dynamics 
simulations for DMAZ are performed at a range of pressures.  The experimental 
measurements of DMAZ at the three highest temperatures were performed at elevated 
pressures in order to suppress boiling.  Minimum and maximum bars are provided for the 
DMAZ experimental measurements.  A published data point [3] for the density of DMAZ 





































Figure 4.4: Quadricyclane Sensible Enthalpy vs. Temperature (P = 1 atm) 

























Figure 4.6: DMAZ Density vs. Temperature 











The average RMS deviations of both the baseline COMPASS simulations and 
optimized intermolecular parameter simulations are provided in Table 4.29.  The 
deviations in total enthalpy and total entropy provided in Table 4.29 are calculated by 
adding the sensible components shown in the above figures to the enthalpy and entropy 
of formation of each compound.  The enthalpy and entropy of formation of each HEDM 









Density 18.20% 1.12% 
Total Enthalpy 0.08% 0.08% 
Total Entropy 0.43% 0.46% 
Specific Heat (Cp) 11.39% 9.00% 
DMAZ 
Density 15.95% 10.95% 
Total Enthalpy 1.80% 1.51% 
Total Entropy 6.73% 5.67% 
Specific Heat (Cp) 36.86% 32.45% 
Figure 4.8: DMAZ Sensible Entropy vs. Temperature 
Table 4.29: Average RMS Deviations of Molecular Dynamics Property Predictions 
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HEDM Compound 0fh∆  (kcal/mol) 
atm
fs
1∆  (cal/mol-K) 
Quadricyclane 72.2 [78] 39.9 [78] 
DMAZ 66.9 [79] 36.8 [79] 
 
As can be seen from Table 4.29, the average RMS deviations in density for both 
quadricyclane and DMAZ are reduced through the optimization of the molecular 
dynamics intermolecular potential function parameters.  A greater improvement is shown 
with quadricyclane than with DMAZ.  This is most likely due to three causes: (1) the lack 
of changes made to the charge bond parameters (the charge bond parameters for the 
nitrogen bonds in DMAZ are much larger than those for the carbon bonds in 
quadricyclane), (2) choice of model compound, and (3) quality of model compound 
density RSE.  These causes are further discussed in section 6.2 with recommendations 
made for improvement. 
The average RMS deviations in total enthalpy and total entropy for quadricyclane 
are very small for both the baseline COMPASS and optimized intermolecular 
simulations.  The deviations in specific heat for quadricyclane are reduced through the 
optimization method developed in this research.   
Specific heat is listed in addition to enthalpy and entropy, because it is a good 
indication of the accuracy in predicting the changes in these thermodynamic properties as 
a function of temperature and pressure.  In rocket engine powerhead design, the total 
enthalpy is used in the combustion analysis, but only the change in entropy is used.  This 
change in entropy is needed if one assumes that the propellant can exist as a product of 
the reaction as well as a reactant.  If one assumes that the propellant can only exist as a 
reactant and not as a product, then entropy is not used in the combustion analysis. 
  The deviations for DMAZ are higher than those for quadricyclane.  As a result, 
there is greater room for improvement in the predictive accuracy of the molecular 
Table 4.30: HEDM Compound Enthalpy and Entropy of Formation 
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dynamics simulations for DMAZ than for quadricyclane.  Although improved accuracy is 
achieved for DMAZ, there is still room for further improvement and the causes outlined 
previously (charge bond parameters, choice of model compound, and quality of model 
compound RSEs) should be studied for future work.  Additionally, a study of the phase 
change of compounds would be useful for future work, especially for applications other 
than conceptual rocket engine powerhead design such as avoiding pump cavitation when 
designing turbopumps.   
Data Table Simulations 
With the new intermolecular parameters validated for the two HEDM compounds, 
molecular dynamics simulations are performed in order to populate propellant property 
data tables to be used by rocket engine powerhead design codes.  Table 4.31 and Table 


































298.15 14.7 1001.0 0.0000 0.0000 72.2000 39.9327 
280 14.7 1020.3 -0.5422 -1.9363 71.6578 37.9964 
280 500 1022.4 -0.4843 -1.9869 71.7157 37.9458 
280 1000 1028.7 -0.4532 -2.1378 71.7468 37.7949 
280 1500 1029.8 -0.3863 -2.1615 71.8137 37.7712 
280 2000 1031.9 -0.3218 -2.1921 71.8782 37.7406 
280 3000 1037.0 -0.2096 -2.3092 71.9904 37.6235 
280 5000 1050.0 -0.0129 -2.6199 72.1871 37.3128 
280 10000 1084.3 0.4267 -3.4685 72.6267 36.4642 
300 14.7 996.8 0.0748 0.2493 72.2748 40.1820 
300 500 999.5 0.1302 0.1883 72.3302 40.1210 
300 1000 1007.0 0.1489 0.0012 72.3489 39.9339 
300 1500 1009.9 0.2103 -0.0431 72.4103 39.8896 
300 2000 1019.3 0.2047 -0.3030 72.4047 39.6297 
300 3000 1028.0 0.2889 -0.5063 72.4889 39.4264 
300 5000 1035.8 0.5434 -0.6239 72.7434 39.3088 
300 10000 1065.8 1.0320 -1.3002 73.2320 38.6324 
350 14.7 930.0 1.8520 5.2915 74.0520 45.2242 
350 500 935.8 1.9032 5.2129 74.1032 45.1455 
350 1000 939.4 1.9525 5.1237 74.1525 45.0564 
350 1500 943.3 2.0171 5.0801 74.2171 45.0128 
350 2000 948.0 2.0610 4.9805 74.2610 44.9132 
350 3000 954.0 2.1812 4.8749 74.3812 44.8076 
350 5000 973.5 2.3550 4.5075 74.5550 44.4402 
350 10000 1008.2 2.8589 3.8728 75.0589 43.8054 
400 14.7 850.4 3.9660 9.9149 76.1660 49.8476 
400 500 857.1 4.0059 9.7998 76.2059 49.7325 
400 1000 861.3 4.0765 9.7572 76.2765 49.6899 
400 1500 863.3 4.1562 9.7375 76.3562 49.6702 
400 2000 870.3 4.1865 9.6005 76.3865 49.5332 
400 3000 889.1 4.2261 9.2911 76.4261 49.2238 
400 5000 915.9 4.3650 8.8471 76.5650 48.7798 




























298.15 14.7 1013.9 0.0000 0.0000 66.9000 36.8284 
290 14.7 1025.2 -0.6516 -2.2469 66.2484 34.5816 
290 500 1027.0 -0.6095 -2.4080 66.2905 34.4205 
290 1000 1030.3 -0.5741 -2.5995 66.3259 34.2290 
290 1500 1033.0 -0.5336 -2.7719 66.3664 34.0565 
290 2000 1034.9 -0.4513 -2.7997 66.4487 34.0288 
290 3000 1038.0 -0.3284 -2.9967 66.5716 33.8318 
290 5000 1042.8 0.0054 -3.0801 66.9054 33.7483 
290 10000 1059.0 0.6495 -3.8725 67.5495 32.9559 
340 14.7 974.5 2.7839 8.1880 69.6839 45.0165 
340 500 977.4 2.7869 7.9222 69.6869 44.7506 
340 1000 981.7 2.8173 7.7313 69.7173 44.5597 
340 1500 986.5 2.7792 7.3416 69.6792 44.1700 
340 2000 989.4 2.8024 7.1329 69.7024 43.9614 
340 3000 992.1 2.9140 6.9068 69.8140 43.7352 
340 5000 996.8 3.3561 7.1058 70.2561 43.9343 
340 10000 1014.5 3.9543 6.1886 70.8543 43.0170 
390 14.7 929.0 6.1075 15.6602 73.0075 52.4886 
390 500 935.2 6.1553 15.5328 73.0553 52.3612 
390 1000 936.4 6.1541 15.2726 73.0541 52.1011 
390 1500 940.0 6.2517 15.2684 73.1517 52.0968 
390 2000 944.7 6.2457 15.0017 73.1457 51.8302 
390 3000 948.8 6.3814 14.8459 73.2814 51.6743 
390 5000 952.2 6.7489 14.7814 73.6489 51.6098 
390 10000 975.1 7.3588 13.9325 74.2588 50.7610 
435 14.7 886.9 9.3077 21.3970 76.2077 58.2255 
435 500 888.6 9.4200 21.4192 76.3200 58.2476 
435 1000 891.5 9.4813 21.3186 76.3813 58.1470 
435 1500 894.4 9.5386 21.2102 76.4386 58.0386 
435 2000 899.4 9.5539 21.0091 76.4539 57.8376 
435 3000 907.1 9.6767 20.8232 76.5767 57.6516 
435 5000 916.0 9.9696 20.5667 76.8696 57.3952 
435 10000 940.2 10.5278 19.6124 77.4278 56.4408 
 
4.2.3 ADDITIVITY METHODS 
Using the density predictions for the HEDM compounds and the definition of the 
molecule (atoms, bonds, groups), additivity methods are used to predict the kinematic 
viscosity and thermal conductivity of each HEDM compound as a function of 
temperature and pressure. 
 
Table 4.32: DMAZ Property Data Table Run Results 
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Comparison with Experimental Data 
Additivity method calculations are first performed at the temperature and pressure 
combinations at which experimental data exists.  Similarly to the molecular dynamics 
predictions of density, enthalpy, and entropy, these additivity method calculations are 



















Figure 4.9: Quadricyclane Kinematic Viscosity vs. Temperature (P=1atm) 





















Similarly to the DMAZ results for density, enthalpy, and entropy, experimental 
measurements and corresponding additivity method calculations are performed at a range 
of pressures.  The experimental measurements of DMAZ at the three highest 
Figure 4.11: DMAZ Kinematic Viscosity vs. Temperature 
Figure 4.12: DMAZ Thermal Conductivity vs. Temperature 
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temperatures were performed at elevated pressures in order to suppress boiling.  
Minimum and maximum bars are provided for the DMAZ experimental measurements. 
The average RMS deviations of the additivity method calculations are provided in 
Table 4.33.  The average RMS deviations for these properties are much larger than for 
density, enthalpy, and entropy.  These higher RMS deviations for kinematic viscosity and 
thermal conductivity are fine for the application of rocket engine powerhead design 
because the sensitivity of Isp to changes/errors in these parameters is very small (as was 
shown in section 1.3).  Even an error of over 100%, like that seen in the thermal 
conductivity of quadricyclane, has a minimal impact on Isp, as shown in Figure 1.6.  If 
greater accuracy is needed in the prediction of these properties, other calculation 
techniques could potentially be employed.  Potential improvements in calculating these 
properties are discussed in Section 6.2. 
 
 Additivity Method Average RMS Deviation 
Quadricyclane 
Kinematic Viscosity 45.64% 
Thermal Conductivity 129.73% 
DMAZ 
Kinematic Viscosity 10.81% 
Thermal Conductivity 14.59% 
 
Data Table Calculations 
With the additivity method calculations validated for quadricyclane and DMAZ, 
data tables are populated at the same temperature and pressure combinations used in the 
data table population from molecular dynamics simulations.  With the addition of 
kinematic viscosity and thermal conductivity additivity method predictions to the density, 
enthalpy, and entropy predictions from molecular dynamics simulations, all the necessary 
Table 4.33: Additivity Method Average RMS Deviation 
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thermophysical properties will be predicted for use in rocket engine powerhead design 












298.15 14.7 1.7262 0.3632 
280 14.7 2.3055 0.3830 
280 500 2.3659 0.3866 
280 1000 2.5580 0.3975 
280 1500 2.5932 0.3994 
280 2000 2.6626 0.4031 
280 3000 2.8401 0.4123 
280 5000 3.3705 0.4371 
280 10000 5.4483 0.5109 
300 14.7 1.6377 0.3578 
300 500 1.6885 0.3621 
300 1000 1.8393 0.3741 
300 1500 1.9041 0.3789 
300 2000 2.1304 0.3949 
300 3000 2.3712 0.4103 
300 5000 2.6171 0.4247 
300 10000 3.9178 0.4861 
350 14.7 0.7609 0.2914 
350 500 0.7981 0.2984 
350 1000 0.8238 0.3031 
350 1500 0.8516 0.3080 
350 2000 0.8887 0.3143 
350 3000 0.9381 0.3222 
350 5000 1.1344 0.3501 
350 10000 1.6586 0.4067 
400 14.7 0.4083 0.2253 
400 500 0.4241 0.2314 
400 1000 0.4346 0.2354 
400 1500 0.4398 0.2373 
400 2000 0.4587 0.2442 
400 3000 0.5174 0.2635 
400 5000 0.6282 0.2943 


















298.15 14.7 0.60794 0.14252 
290 14.7 0.66705 0.14522 
290 500 0.67043 0.14598 
290 1000 0.67669 0.14740 
290 1500 0.68189 0.14858 
290 2000 0.68559 0.14941 
290 3000 0.69171 0.15077 
290 5000 0.70136 0.15292 
290 10000 0.73579 0.16037 
340 14.7 0.42713 0.13603 
340 500 0.43032 0.13719 
340 1000 0.43512 0.13892 
340 1500 0.44058 0.14088 
340 2000 0.44394 0.14208 
340 3000 0.44710 0.14320 
340 5000 0.45269 0.14518 
340 10000 0.47486 0.15288 
390 14.7 0.31306 0.12810 
390 500 0.31774 0.13043 
390 1000 0.31866 0.13088 
390 1500 0.32144 0.13226 
390 2000 0.32513 0.13408 
390 3000 0.32841 0.13569 
390 5000 0.33117 0.13704 
390 10000 0.35078 0.14647 
435 14.7 0.25110 0.12017 
435 500 0.25205 0.12076 
435 1000 0.25369 0.12178 
435 1500 0.25535 0.12281 
435 2000 0.25826 0.12461 
435 3000 0.26283 0.12742 
435 5000 0.26830 0.13076 








A conceptual vehicle design case study is performed using the resulting 
thermophysical property values calculated from Chapter 4.  The vehicle chosen for this 
case study is the Lunar Surface Access Module (LSAM) used in the NASA Exploration 
Systems Architecture Study (ESAS) [80].  This vehicle is chosen for study because the 
propellant choice for the ascent stage of the LSAM is still undetermined.  The current 
baseline propellant combination for the ascent stage is NTO-MMH.  A propellant trade 
study is performed to compare the NTO-MMH baseline propellant combination with a 
currently proposed alternative of LOX-Methane and two HEDM propellant 
combinations: LOX-DMAZ and LOX-Quadricyclane.  A rendering of this vehicle, taken 













CHAPTER 5                                    
CONCEPTUAL VEHICLE DESIGN CASE STUDY
Figure 5.1: ESAS Baseline LSAM [80] 
 (a) Ascent stage  
 (b) Ascent + Descent Stages 
(a) (b) 
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The ESAS report details the mission requirements for a crew plus cargo lunar 
mission [80].  An overview of the mission requirements is provided in Table 5.1.  An 
important item in this mission parameter list is the requirement that the LSAM be able to 
orbit the Earth for up to 120 days before beginning the mission.  This requirement is in 
place in order to allow several opportunities for the crew launch vehicle to launch and 
rendezvous with the previously launched orbiting cargo (including the LSAM).   
Parameter Value 
Number of Crew 4 
Payload to Lunar Surface 2395 kg 
Mission Time 7 days 
On-orbit Time 120 days 
Dry Weight Margin 20% 
 
This requirement makes the LSAM propellant choices that much more important, 
because cryogenic propellant boiloff can be significant over such an extended period of 
time.  Cryogenic propellants will boil off during long duration storage because of the 
environmental heating of the propellant tanks.  As a result, extra propellant is needed to 
accommodate these losses.  This extra propellant also requires larger propellant tanks 
[81].   
Two typical methods of minimizing propellant boiloff are insulation and 
cryocoolers.  Typical cryogenic propellant tank insulation is a multilayer insulation 
(MLI) consisting of alternating layers of aluminized Mylar and Nomex [82, p.438, 83, 
p.273].  This method is advantageous as it is a passive system requiring no power to 
operate.  However, this type of system typically only reduces propellant boiloff; it does 
not completely eliminate it.  Crycoolers are some sort of refrigeration system, often based 
on a Stirling or Brayton cycle, used to reach cryogenic temperatures [82, p.442].  This 
method of propellant cooling is advantageous because it has the ability to be a zero-
Table 5.1: ESAS Mission Parameters 
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boiloff system when used in combination with insulation.  The main disadvantage of this 
system is that it requires power to operate and can be fairly heavy.  In this case study, 
both methods of propellant boiloff minimization are examined for the different propellant 
combinations. 
5.1 DISCIPLINES 
In a general conceptual space vehicle design, a variety of discipline analyses are 
needed.  These disciplines include configuration & CAD, aerodynamics, propulsion, 
trajectory, weights & sizing, safety & reliability, operations, and cost & economics.  For 
this case study, only the propulsion, trajectory, and weights & sizing disciplines were 
analyzed.  The economics loop (safety & reliability, operations, and cost & economics) 
was ignored as the goal of this case study is to show the performance benefits of a new 
propellant combination.  Configuration & CAD is ignored as the configuration is already 
set and only small perturbations to the baseline are made.  Aerodynamics is ignored as 
there are no aerodynamic forces on the lunar lander. 
Figure 5.2 is a design structure matrix (DSM) of the disciplines considered.  A 
DSM is useful in graphically displaying both the disciplines being analyzed and the 
information that must be passed between disciplines.  The black dots in Figure 5.2 
represent data that must be transferred from one discipline to another.  For instance, the 
propulsion discipline transfers the specific impulse (Isp) determined through a powerhead 
design analysis to the trajectory discipline.  The trajectory discipline uses the Isp to 
determine the propellant mass flow rate needed for a particular thrust level.  The dots in 
the upper-right represent feed-forward links of data while the dots in the lower-left 
represent feedback links of data, which require iteration to converge to a solution. 
The propulsion analysis is performed using REDTOP-2 [64], a powerhead design 
and analysis code.  This code uses a propellant data table text file for all thermophysical 
propellant properties used by the code.  In order to incorporate the propellant data for 
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quadricyclane and DMAZ, new data table text files were created for use in REDTOP-2.  
The trajectory analysis is performed using the Program to Optimize Simulated 
Trajectories – 3D (POST-3D) [84].  POST-3D is an industry-standard three degree-of-
freedom trajectory optimization code.  The weights & sizing analysis is performed using 





The results of the four different propellant combinations (1 – NTO-MMH, 2 – 
LOX-Methane, 3 – LOX-DMAZ, and 4 – LOX-Quadricyclane) indicate that, from a 
performance point of view, the three alternatives to the current NTO-MMH design all 
hold potential for overall LSAM gross mass savings.     
Table 5.2 provides a comparison of the design and performance characteristics of 
the four different ascent stage engine alternatives.  The same cycle type (Expander), 
expansion ratio (84), and chamber pressure (610 psi) are used for each engine [86].  
These choices are based upon the RL-10A-4 liquid rocket engine design.  This engine is 











Wgross, Treq Treq 
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chosen as a high performance alternative to pressure-fed engines in order to produce a 
lighter weight LSAM vehicle allowing for a smaller cargo launch vehicle to be used to 









Oxidizer NTO LOX LOX LOX 
Fuel MMH Methane Quadricyclane DMAZ 
Mixture Ratio - O/F 1.6 3.1 2.0 1.4 
Cycle Type Expander Expander Expander Expander 
Expansion Ratio (ε) 84 84 84 84 
PChamber (psi) 610 610 610 610 
ρOxidizer (kg/m3) 1450 1141 1141 1141 
ρFuel (kg/m3) 880 420 1025 1030 
ρBulk (kg/m3) 1231 965 1102 1095 
TOxidizer (R) 536.67 163 163 163 
TFuel (R) 536.67 250 536.67 536.67 
Engine T/W 48.3 44.9 49.6 49.7 
Isp (sec) 330.35 365.97 357.43 354.77 
 
As can be seen from the last row in Table 5.2, the three alternative propellant 
combinations all have a higher Isp than the NTO-MMH baseline.  The mixture ratios 
chosen for the three alternatives are the peak Isp mixture ratios for this engine 
configuration.   
Table 5.3 and Table 5.4 are the mass results for the baseline propellant 
combination and the three possible propellant alternatives for the two propellant boiloff 
minimization methods.  In both cases (MLI and MLI + cryocooler), the alternative 
propellant combinations have a lower overall LSAM gross mass than the NTO-MMH 
baseline.  In the case where only MLI is used, the two HEDM alternatives provide more 
mass savings than the LOX-Methane alternative.  When MLI + cryocoolers are used (a 
more aggressive propellant boiloff minimization method), then the LOX-Methane 
Table 5.2: Ascent Stage Engine Comparison 
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alternative becomes more attractive.  This is because the LOX-Methane alternative has 
both cryogenic fuel and oxidizer where as the two HEDM alternatives have only 
cryogenic oxidizers.  As a result, the LOX-Methane alternative is more sensitive to the 








Ascent Dry Mass (kg) 4,660 4,810 4,690 4,690 
Ascent Takeoff Mass (kg) 9,580 9,460 9,330 9,350 
Descent Dry Mass (kg) 5,690 5,670 5,630 5,630 
Descent Gross Mass (kg) 27,920 27,700 27,430 27,470 
Ascent Stage Takeoff Mass 







Ascent Dry Mass (kg) 4,730 4,650 4,650 
Ascent Takeoff Mass (kg) 9,160 9,140 9,180 
Descent Dry Mass (kg) 5,590 5,580 5,590 
Descent Gross Mass (kg) 27,120 27,070 27,140 
Ascent Stage Takeoff Mass 
Savings Compared to Baseline 4.38% 4.58% 4.17% 
 
 
The LOX-Quadricyclane alternative has the lowest LSAM gross weight for both 
boiloff minimization methods.  This is due to a combination of high Isp and high bulk 
density.  Bulk density is defined using the following equation: 
 
(86) 
Table 5.3: LSAM Mass Results Comparison – MLI 















In the above equation, ρOxidizer is the oxidizer density, ρFuel is the fuel density, and O/F is 
the oxidizer-to-fuel mixture ratio (by mass).   
The LOX-Quadricyclane Isp and bulk density are both higher than that of LOX-
DMAZ.  The LOX-Quadricyclane Isp is lower than that of LOX-Methane, but the 
significantly higher bulk density more than makes up for the slightly lower Isp.  These 
results indicate that the use of HEDM propellants may be an attractive option for the 
LSAM ascent stage engine.  Further analysis including cost, operations, reliability, and 
safety should be done to further flush out the relative advantages and disadvantages of 
HEDM propellant combinations over NTO-MMH and LOX-Methane. 
5.3 COMPARISON WITH EXISTING METHODS 
A comparison of the results from the previous section can be made with those 
found using the current method of conceptual vehicle design using new propellants with 
very little thermophysical data.  To use the current method, the enthalpy of formation and 
storage density for the new propellant must be known.  This data is typically found from 
published results.   
With this information, a one-dimensional chemical equilibrium analysis code can 
be used to get a prediction of the Isp.  Analysis codes such as CEA [87] and REDTOP 
[88] are examples of this type of analysis code.  One-dimensional chemical equilibrium 
analysis codes typically only calculate the ideal Isp with no losses.  REDTOP is the rare 
exception in which an efficiency multiplier can be applied to the ideal Isp to attempt to 
account for these losses.  This multiplier is based upon regressed existing engine 
performance data and not on any engine component analysis.  As a result of being 
regressed from existing engine performance data, these efficiency multipliers, which 
depend upon the propellant type among other factors, are not generally applicable to new 
propellant combinations. 
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Another drawback of this type of analysis code is the inability to calculate the 
engine weight directly by estimating individual component weights.  The engine thrust-
to-weight is typically either an input or calculated from a technique developed by Way et 










In the above equations, (Tvac/WEng) is the vacuum thrust-to-weight; Tvac is the vacuum 
thrust in units of lbf; propm&  is the propellant mass flow rate through the nozzle in units of 
lbm/s; hc and he are the combustor and exhaust plane enthalpies respectively in units of 
BTU/lbm; k is a multiplication factor based upon regressed existing engine data used to 
predict engine thrust-to-weight in units of BTU/lbf-s. 
 The LSAM was designed using this engine analysis technique, using REDTOP as 
the chemical equilibrium analysis code in place of a rocket engine powerhead design 
code.  A comparison of engine results is provided for both the REDTOP and REDTOP-2 
results in Table 5.5.  As can be seen from Table 5.5, the estimations for engine thrust-to-
weight are significantly different between the two engine analysis codes.  It is assumed 
that the engine thrust-to-weights from REDTOP-2 are more accurate as the analysis is 
based on an estimation of engine weight at the component level (turbopump, combustor, 
valves, propellant feed lines, etc.).  The Isp results from REDTOP are fairly close 











Quadricyclane, and LOX-DMAZ engines.  However, the Isp results are significantly 
different for the NTO-MMH engine (15.5 second difference).  This is likely due to the 
fact that there is no expander cycle NTO-MMH data in the REDTOP database used to 
calculate engine efficiencies.  Assuming the results from REDTOP-2 are more accurate 
as the engine losses are estimated at the component level instead of the REDTOP method 
of simply applying an engine efficiency multiplier, then the REDTOP results indicate an 
inaccurately large performance difference between the baseline NTO-MMH engine and 










REDTOP-2 Powerhead Design Code 
Engine T/W 48.3 44.9 49.6 49.7 
Isp (sec) 330.35 365.97 357.43 354.77 
REDTOP Chemical Equilibrium Code 
Engine T/W 76.6 67.9 68.8 69.5 
Isp (sec) 314.81 361.38 355.51 353.74 
 
 
Table 5.6 and Table 5.7 provide a comparison of the vehicle weight predictions 
using each engine analysis method.  As expected from the previous analysis of engine Isp, 
the baseline NTO-MMH combination has a larger weight difference compared with the 
alternative propellant combinations for the REDTOP analysis case.  This is interpreted as 
an artificial penalization of the NTO-MMH combination due to a lower fidelity engine 
analysis model.  If one were making funding choices based upon a conceptual vehicle 
design analysis, one may be more inclined to fund research into alternative propellant 
combinations for the LSAM ascent stage engine based upon the REDTOP results than 
upon the REDTOP-2 results. 









REDTOP-2 Powerhead Design Code 
Ascent Takeoff Mass (kg) 9,580 9,460 9,330 9,350 
Descent Gross Mass (kg) 27,920 27,700 27,430 27,470 
Ascent Stage Takeoff Mass 
Savings Compared to 
Baseline 
0.00% 1.27% 2.67% 2.41% 
REDTOP Chemical Equilibrium Code 
Ascent Takeoff Mass (kg) 9,800 9,440 9,290 9,300 
Descent Gross Mass (kg) 28,350 27,670 27,350 27,380 
Ascent Stage Takeoff Mass 
Savings Compared to 
Baseline 








REDTOP-2 Powerhead Design Code 
Ascent Takeoff Mass (kg) 9,160 9,140 9,180 
Descent Gross Mass (kg) 27,120 27,070 27,140 
Ascent Stage Takeoff Mass 
Savings Compared to 
Baseline 
4.38% 4.58% 4.17% 
REDTOP Chemical Equilibrium Code 
Ascent Takeoff Mass (kg) 9,130 9,100 9,130 
Descent Gross Mass (kg) 27,060 26,980 27,040 
Ascent Stage Takeoff Mass 
Savings Compared to 
Baseline 
6.81% 7.14% 6.81% 
 
 
Table 5.6: Comparison of Vehicle Results – MLI 




The goal of this research project was to develop a thermophysical property 
calculation method which can be used to calculate the properties necessary for the 
conceptual design of rocket engine powerheads.  This goal was achieved through the use 
of a variety of property prediction methods including quantum mechanical energy 
calculations, molecular dynamics simulations, and group additivity calculation methods. 
6.1 CONCLUSIONS 
This goal had associated with it three specific objectives listed in section 1.5.  
These objectives are repeated below along with a summary of how and to what degree 
each one was achieved. 
 
Objective 1: The process of predicting the thermophysical properties of 
potential new liquid rocket propellants should primarily be analytical / 
numerical.  It should require little or no new experimental work. 
 
This objective was included because this property calculation method must be 
able to be incorporated into a conceptual design environment in which a limited amount 
of time and resources are available.  In conceptual design, where a turn around time on a 
design is typically measured in days, experimental measurements are very difficult to 
perform.  As was the case with this research work, even simply obtaining a sample of 
HEDM propellant can be quite time consuming.  As a result, the property prediction 
process requires no new experimental work.  Model compounds with existing published 
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experimental data are used to determine the most appropriate values for the 
intermolecular potential parameters used in molecular dynamics simulations.  In this 
thesis research work, experimental data for the two HEDM compounds was used to 
validate the process and quantify its accuracy.  However, in general application of this 
property prediction process, no new experimental data is needed. 
 
Objective 2: Predict the density of HEDM molecules to within 10% of the 
experimentally measured value.  Predict the total enthalpy and total entropy to 
within 5% of the experimentally measured value.  Predict the specific heat at 
constant pressure to within 10% of the experimentally measured value.  Do this 
by improving the predictive capability of the COMPASS force field model. 
 
A combination of quantum mechanical energy calculations and molecular 
dynamics simulations was used to predict the density, enthalpy, and entropy of HEDM 
molecules.  Quantum mechanics was used to determine the minimum energy molecular 
configuration and the normal mode vibrational frequencies of both a model compound 
and its corresponding HEDM compound.  The normal mode vibrational frequencies were 
used to calculate the ideal gas component of the specific heat.  Molecular dynamics was 
used to predict the density and residual contribution (non-ideal gas or liquid contribution) 
to specific heat.   
Model compounds were used in this process in order to have some experimental 
data against which to compare molecular dynamics simulation results, because in general 
very little experimental data exists for HEDM compounds.  A set of rules was developed 
for choosing a particular model compound.  These compounds have a similar molecular 
structure to their corresponding HEDM compounds and some experimental density and 
specific heat data. 
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Molecular dynamics was used initially to determine the appropriate values for the 
parameters used in the intermolecular terms of the COMPASS model.  These values were 
determined by comparing the results of molecular dynamics simulations of the model 
compounds with experimental data.   
Response surface equations were created describing the relationship between 
these intermolecular parameter values and both density and specific heat of the model 
compounds.  The intermolecular parameter values were then optimized using a gradient-
based optimizer in order to minimize the difference between the molecular dynamics 
predicted values and experimental values. 
Once validated, these updated intermolecular parameter values were then used in 
molecular dynamics simulations of each model compound’s corresponding HEDM 
compound.  Predictions of density, enthalpy, and entropy were made over a range of 
temperatures and pressures experienced in liquid rocket engines.  The results were 
compared against experimentally measured data for both quadricyclane and DMAZ.  The 
data for quadricyclane was found in the literature while the data for DMAZ was obtained 
through experimental measurements performed as part of this research work.   
Table 6.1 provides a summary of the average deviations in the prediction of 
density, total enthalpy, and total entropy for the two HEDM compounds analyzed.  
Results are provided for the baseline COMPASS model and for the optimized 
intermolecular parameter model.  As can be seen, the average deviations from the 
optimized intermolecular parameter simulations are lower for quadricyclane than for 
DMAZ.  The average deviations for quadricyclane for all four thermophysical properties 
are lower than the objective.  However, for DMAZ, only the objective for total enthalpy 
is met.  The average deviation for the density and total entropy of DMAZ is slightly 
above the objective in both cases.  The average deviation for specific heat is significantly 









Parameters Average RMS 
Deviation† 
Objective 
Quadricyclane    
Density 18.20% 1.12% <10% 
Total Enthalpy 0.08% 0.08% <5% 
Total Entropy 0.43% 0.46% <5% 
Specific Heat (Cp) 11.39% 9.00% <10% 
DMAZ    
Density 15.95% 10.95% <10% 
Total Enthalpy 1.80% 1.51% <5% 
Total Entropy 6.73% 5.67% <5% 
Specific Heat (Cp) 36.86% 32.45% <10% 
 
These results indicate that the process developed in this thesis research worked 
very well for quadricyclane but not as well for DMAZ.  While some improvements are 
made in the prediction of density, total enthalpy, and total entropy of DMAZ, there is still 
significant room for further improvement. 
Some possible reasons for the lack of accuracy in the prediction of the 
thermophysical properties of DMAZ are the choice of model compound and the fit of the 
density and specific heat RSEs.  These points are further discussed in the following 
section along with suggestions for improvement. 
Another interesting result is that the baseline COMPASS model performed fairly 
well at predicting the total enthalpy and total entropy of both quadricyclane and DMAZ.  
In the case of quadricyclane, the baseline COMPASS model satisfied the objectives 
without any need for parameter optimization.  This result is due to the fact that the values 
for the formation enthalpy and formation entropy (obtained either from literature or from 
Table 6.1: Molecular Dynamics Average Deviations 
† - Calculations of total enthalpy use experimentally measured values for enthalpy 
of formation.  Calculations for total entropy use a combination of quantum 
mechanically predicted values for gaseous entropy of formation and 
experimentally measured values for the enthalpy of vaporization to determine 
the liquid entropy of formation [78, 79]. 
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quantum mechanical energy analysis), which play a significant role in the calculation of 
total enthalpy and total entropy respectively, are the same for both the COMPASS-
predicted and optimized intermolecular parameter-predicted enthalpy and entropy.     
 
Objective 3: Predict the kinematic viscosity and thermal conductivity of 
HEDM molecules so that the predicted values fall within a multiplication range 
of 40% to 250% of the experimental values. 
 
This objective is much less stringent than the previous objective due to the fact 
that Isp is much less sensitive to changes in kinematic viscosity and thermal conductivity 
than it is to changes in density, enthalpy, and entropy.  Despite this fact, a certain level of 
accuracy is still needed in the prediction of these properties; we do not want to be off by 
orders of magnitude, because errors of that magnitude can have an impact on the 
prediction of Isp.   
Group additivity method calculations are used to predict the values of kinematic 
viscosity and thermal conductivity over a range of temperatures and pressures.  
Additivity methods make use of the observation that a substance’s physical properties 
depend on that substance’s particular molecular structure.  As a result, experimental data 
for a variety of compounds can be regressed in order to quantify the contributions to 
certain thermodynamic and physical properties from individual bonds, atoms, and atom 
groups.  Table 6.2 provides a summary of the average deviations in the prediction of 
kinematic viscosity and thermal conductivity of the two HEDM compounds analyzed.  
This table also provides the multiplier required to go from the experimental value to the 






 Additivity Method Average RMS Deviation Multiplier 
Multiplier 
Objective 
Quadricyclane    
Kinematic Viscosity 45.64% 145.64% 40%-250% 
Thermal Conductivity 129.73% 229.73% 40%-250% 
DMAZ    
Kinematic Viscosity 10.81% 89.19% 40%-250% 
Thermal Conductivity 14.59% 114.59% 40%-250% 
 
As can be seen from Table 6.2, additivity methods do an adequate job of 
predicting these physical properties for HEDM compounds and meet the objectives in all 
cases.  For liquid rocket engine applications, these deviations are sufficiently small.  
However, for other applications in which the prediction of kinematic viscosity and 
thermal conductivity require more accuracy, different prediction techniques would need 
to be employed.  A discussion of alternative prediction techniques is provided in section 
6.2.   
6.2 RECOMMENDATIONS FOR FUTURE WORK 
Opportunities exist for future work to apply, modify, and improve the property 
calculation method.  The following is a list of seven potential opportunities for future 
work (listed in order of importance). 
 
1. Analyze other potential new rocket propellants.   
 
While quadricyclane and DMAZ were examined as part of this thesis work, many 
other potential new rocket propellants exist.  Propellants with azide chains similar to 
DMAZ, such as CPAZ (C5H10N4) and MMAZ (C3H8N4) [3], are two potential new 
propellants that could provide improved performance over DMAZ.  The Army Research 
Table 6.2: Additivity Method Average Deviations 
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Laboratory has developed techniques for synthesizing these propellants and has interest 
in determining their performance characteristics when burned with inhibited red fuming 
nitric acid (IRFNA) [3].  As a result, these are the first two new propellants that should be 
examined using the methods developed in this thesis work.  Ball and cylinder renderings 








Cubane (C8H8) is a molecule that has been widely studied theoretically as a 
potential new propellant (Figure 6.2) [30].  Quantum calculations of cubane indicate that 
it has an extremely high energy content and may yield a potentially high Isp when used as 
a rocket fuel.  Difficulties synthesizing this compound [30] make it a more long-term 
potential rocket fuel than fuels such as DMAZ, CPAZ, and MMAZ that have received 






Figure 6.1: Ball and Cylinder Rendering of (a) CPAZ and (b) MMAZ 
Figure 6.2: Ball and Cylinder Rendering of Cubane 
(a) (b)
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A class of compounds called silanes, are another potential set of new rocket 
propellants [90].  These compounds are quasi-stable silicon hydrides with high heats of 
formation.  Preliminary equilibrium combustion calculations indicate a potentially high 
Isp when burned with hydrogen peroxide [90].  An example silane, tetrapropynyl silane 











2. Do not use model compounds in the process of adjusting the intermolecular 
potential parameters.  Use quantum mechanics to determine these values. 
 
As computing power increases, quantum mechanical calculations become a more 
and more attractive alternative for determining the proper values for the intermolecular 
potential parameters.  Currently, quantum mechanical calculations are typically 
performed on a single molecule.  While a great deal of information can be gained from 
these calculations (minimum energy molecular configurations, vibrational normal mode 
frequencies, intramolecular potential energies), one cannot determine the values for the 
intermolecular parameters as there is only one molecule.  A quantum mechanical 
Figure 6.3: Ball and Cylinder Rendering of Tetrapropynyl Silane 
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simulation with several molecules would be able to model the energy surface of the entire 
system.  An analysis of this energy surface could potentially yield predictions for the 
intermolecular potential parameters used in molecular dynamics simulations.   
Using quantum mechanics would eliminate the need to use model compounds to 
determine the appropriate values for these intermolecular potential parameters.  This 
would remove many of the problems which occur when using model compounds 
(choosing the correct model compound, performing time-consuming DOE runs, and 
creating accurate RSEs of the DOE results).  
 
3. Incorporate the adjustment of charge bond parameters into the 
intermolecular parameter optimization.   
 
In this research work, only the Lennard-Jones σ and ε potential parameters were 
adjusted in order to improve the predictive accuracy of molecular dynamics simulations.  
An additional set of parameters describing the electrostatic forces between atoms, the 
charge bond increments, could also be adjusted in an attempt to improve the ability of 
molecular dynamics simulations to accurately match experimental results.  The 
inaccuracy in the results for DMAZ may be due to poorly parameterized charge bond 
increments for the nitrogen-containing bonds.  As can be seen in Table 4.9 and Table 
4.10, the charge bond increments for these nitrogen-containing bonds are much larger 
than those for the carbon-containing bonds.  These larger charge bond increments result 
in a larger electrostatic force associated with the nitrogen atoms and a larger influence on 
the simulated density and energy. 
 
4. Provide additional guidelines for selecting model compounds.   
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While the previous future work suggestion is a long-term solution to improving 
the calculation method, this suggestion and the next are more appropriate short-term 
solutions.  The predictions of density, enthalpy, and entropy for DMAZ could potentially 
improve with a better choice of model compound.  While ethyl azide, the model 
compound of DMAZ used in this research work, satisfies the three rules listed in Chapter 
3 for selecting a model compound, other potential model compounds exist (i.e. methyl 
azide) and may prove to be more suitable in this property prediction process.   
Perhaps a requirement that the size of the model compound (either determined by 
molecular weight, number of atoms, or some length scale) be comparable to the 
corresponding HEDM compound would help to better define the most appropriate model 
compound.  The reasoning behind using size as a factor is that in the liquid phase, the 
volume taken up by the structure of each molecule (space between atoms in a given 
molecule) is on the same scale as the volume between the molecules.  The intermolecular 
potential mainly affects the spacing between molecules, not the spacing between atoms 
within a molecule.  The space between atoms within a molecule is determined more by 
the intramolecular potential. 
 
5. Wrap an optimizer around the molecular dynamics simulation of the model 
compounds instead of performing DOE runs, creating density and specific 
heat RSE’s, and optimizing the intermolecular potential parameters from 
the RSE’s.   
 
Instead of creating RSE’s, the optimizer would adjust the intermolecular potential 
parameter values directly in the molecular dynamics runs.  This improvement would 
eliminate problems with creating an accurate RSE of a potentially complex design space.  
This new technique for determining the optimal settings of the intermolecular potential 
parameters would become more appealing as computational power increases, because the 
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new technique would likely require more molecular dynamics simulations than the 
current method. 
 
6. Look into the problems molecular dynamics has with computing 
intramolecular potential energies.   
 
In this research work, quantum mechanical energy calculations were used to 
compute this energy.  This energy was then added to the intermolecular potential energy 
results from molecular dynamics simulations in order to calculate the enthalpy and 
entropy of the compound of interest at a given temperature and pressure.  If molecular 
dynamics could be used to accurately calculate the intramolecular potential energy, then 
one would be able to get both the intramolecular and intermolecular potential energies 
from the same simulation method.  As discussed in section 3.3.6, this would allow one to 
capture the influence of the intermolecular potential on the intramolecular potential and 
vice versa.  This influence, while shown to be small for benzene in section 3.3.6, could 
potentially be more significant for other molecules and at other temperatures and 
pressures. 
 
7. Improve the accuracy in calculating kinematic viscosity and thermal 
conductivity by using molecular dynamics to predict these values.   
 
Improved accuracy may be needed for applications other than rocket engine 
powerhead design.  Using molecular dynamics to calculate these parameters will become 
more practical as computing power increases due to the fact that simulations used to 
predict kinematic viscosity and thermal conductivity generally require more iterations 
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