The theory of asymptotic speeds of spread and monotone traveling waves for monotone semiflows is applied to a multi-type SIS epidemic model to obtain the spreading speed c * , and the nonexistence of traveling waves with wave speed c < c * . Then the method of upper and lower solutions is used to establish the existence of monotone traveling waves connecting the disease-free and endemic equilibria for c c * . This shows that the spreading speed coincides with the minimum wave speed for monotone traveling waves. We also give an affirmative answer to an open problem presented by
Introduction
The spatial spread of epidemics is an important subject in mathematical epidemiology. In order to consider the spreading speed of a deterministic epidemic in multi-types of populations, Rass and Radcliffe [11] presented the following spatial epidemic model where y i (x, t) is the proportion of individuals for the ith population at position x who were infectious at time t, μ i 0 is the combined death/emigration/recovery rate for infectious individuals, σ i 0 is the population size of the ith population, λ ij 0 is the infection rate of a type i susceptible by a type j infectious individual, and p ij (u) is the corresponding contact distribution. Since an epidemic often starts with a small amount of infection in a bounded region amongst the n types of populations at time t = 0, it is reasonable to assume that each y i (x, 0) has compact support. Note that model (1.1) is of SIS type, that is, the infectious individuals in ith population could return to the susceptible state (i.e., recover) at some rate β i (1 i n) . If μ i = β i (1 i n), then (1.1) is a closed system in the sense that the populations have no deaths or emigrations. If μ i > β i for some i ∈ {1, 2, . . . , n}, then (1.1) is an open system in the sense that the ith population has the combined death/emigration rate μ i − β i . The saddle point method for linear approximations was used in [10, 11] to obtain the speed of first spread of infection. However, as remarked by Rass and Radcliffe in recent monograph [11, p. 205] , there are at present no exact results for the asymptotic speed of propagation of infection in SIS epidemic models such as (1.1). Moreover, it seems that there is no rigorous analysis of the existence and nonexistence of traveling wave solutions to system (1.1). Our purpose in the current paper is to study the asymptotic speed of spread (or propagation) and monotone traveling waves for system (1.1), and to address Rass and Radcliffe's open problem.
There have been extensive investigations on traveling waves and the asymptotic (long-time) behavior in terms of asymptotic speeds of spread for various evolution systems, see, e.g., [1-12, 14-26,30] and references therein. The concept of asymptotic speeds of spread (in short, spreading speeds) was first introduced by Aronson and Weinberger [1] for reaction-diffusion equations. There is an intuitive interpretation for the spreading speed c * in a spatial epidemic model: if one runs at a speed c > c * , then one will leave the epidemic behind; whereas if one runs at a speed c < c * , then one will eventually be surrounded by the epidemic. Recently, the theory of asymptotic speeds of spread and monotone traveling waves for monotone semiflows has been developed by Liang and Zhao [6] in such a way that it can be applied to various evolution equations admitting the comparison principle. In order to apply this theory to a specific autonomous evolution system, one should show that the system generates a continuous semiflow with respect to the compact open topology and choose appropriate linear operators to obtain an explicit expression of the spreading speed c * . Clearly, such an application is nontrivial (see, e.g., [6, Section 5] ). More recently, Zhang and Zhao [27] have applied this theory to a spatially discrete version of model (1.1). We should also point out that a certain compactness of the solution map with respect to the compact open topology is needed in the abstract results on the existence of traveling waves (see, e.g., [5, 6] ) in the case of the continuous spatial habitat. Since there are no diffusion terms in system (1.1), we are not able to prove the compactness of the associated solution maps. To circumvent this difficulty, we will use the elementary iteration method to prove the existence of traveling waves for (1.1). This method was used much earlier by Diekmann [3] for an epidemic model, and has been nontrivially developed by Wu and Zou [24, 25] for time-delayed lattice equations and reaction-diffusion systems, and by Thieme and Zhao [17] for a large class of scalar integral equations, see also [23, 30] and references therein. The traditional construction of an ordered pair of upper and lower solutions is based on a complete analysis of the eigenvalue problem associated with the linearization of wave profile equations at the trivial solution. However, the study of such an eigenvalue problem becomes very difficult, if not impossible, in the case of high-dimensional and nonlocal systems of wave profiles. We will use the properties of a scalar function, introduced in [6, Section 3] for the estimate of spreading speeds, to construct vector-valued upper and lower solutions and then to prove the existence of traveling wave solutions to system (1.1). This technique seems to be new and is of its own interest.
The organization of this paper is as follows. In Section 2, we prove the existence and uniqueness of solutions, the comparison principle, and the strong positivity for system (1.1). In Section 3, we establish the existence of the asymptotic speed of spread c * by appealing to the general results in [6] . In Section 4, we obtain the existence of monotone traveling waves with wave speed c c * by the method of upper and lower solutions and a limiting argument, and the nonexistence of traveling waves with wave speed c ∈ (0, c * ) by a result in [6] . Section 5 is devoted to the comparison of our results for nonlinear system (1.1) with those obtained in [10, 11] for the linear system associated with (1.1). It turns out that the asymptotic speed of spread coincides with the speed of first spread.
Existence and comparison principle
Let R + = [0, +∞) and C be the set of all bounded and continuous functions from R to R n . Clearly, any vector in R n can be regarded as a function in C.
n, x ∈ R; and u > v provided u v but u = v. For any two vectors a, b in R n , we can define a (>, ) b similarly. For any r ∈ R n with r 0, we define C r := {u ∈ C: r u 0}.
Throughout this paper, we make the following assumptions. 
First, we consider the spatially homogeneous system associated with (1.1) Then we have a threshold type result on the global dynamics of system (2.1). For convenience, we always use the notation
The following result shows that the set C(R, W ) is positively invariant for solutions of system (1.1).
Theorem 2.1. For any ϕ ∈ C(R, W ), system (1.1) has a unique solution y(x, t; ϕ) satisfying y(·, 0; ϕ) = ϕ, and y(·; ϕ) ∈ C(R × R + , W ).
Proof. Define the operator
It is easy to verify that for sufficiently large δ > 0, each Q [·] i is a nondecreasing map from C(R × R + , W ) to C(R × R + , R + ) with respect to the pointwise ordering. Thus, system (1.1) can be written as
which, together with the initial condition y(x, 0) = ϕ(x), is equivalent to the integral equation
where 1 i n, δ i := δ + μ i . Define the set
and an operator
where (x, t) ∈ R × R + , 1 i n. For any y ∈ S, we have
and hence, G(S) ⊂ S. For y ∈ S, we define
where λ > 0 is a constant. Then S is a Banach space with norm · λ . For any y,ȳ ∈ S, we have
and hence
It then follows that
which implies that
Choose λ > 0 large enough such that
Then G is a contracting mapping. By the Banach contracting mapping theorem, we see that G has a fixed point in S, which is a solution of (1.1)
In order to establish the comparison principle for system (1.1), we introduce the concept of upper and lower solutions.
is called a lower solution of (1.1) if we have the reverse inequality
In view of assumption (H1), there exist real numbers r 0 > 0, a ij 0, 1 i, j n, such that p ij (u) > 0 for almost every u ∈ J ij := (a ij , a ij + r 0 ). We need the following observation to obtain the strong positivity of solutions of system (1.1).
Lemma 2.2. Assume σ j λ ij > 0 for some integers i and j in
be a solution of (1.1), and let a, b and c be three real numbers such that a < b and c > 0. Then the following statements are valid:
Proof. Let δ and δ i be defined as in the proof of Theorem 2.1. It then follows that
(2.5)
Note that P ij (u) > 0 for almost every u ∈ J ij := (a ij , a ij + r 0 ). It is easy to see that
Thus, the following inequality
it follows from (2.6) that conclusion (ii) holds. Conclusion (iii) is a straightforward consequence of (2.6). 2
Theorem 2.2. Letȳ(x, t) and y(x, t) be upper and lower solutions of
It then follows that v(t) is a continuous function. Fix a sufficiently large number δ > 0 such that
We further show that v(t) 0, ∀t 0. Assume, by contradiction, that the assertion is not true. Then there is t 0 > 0 such that v(t 0 ) < 0 and
It easily follows that there exist an index i ∈ {1, . . . , n} and a sequence of points
In view of (2.7), we have
Thus, there exists an integer k such that for all k k ,
we have
Letting k → ∞ in the above inequality, we obtain lim
Note that
It then follows from (2.9) that for all sufficiently large k,
This proves the first conclusion of the theorem.
Next we prove the second conclusion of the theorem. Let ϕ ∈ C(R, W ) with ϕ ≡ 0 be given. Without loss of generality, we assume that ϕ n (x) > 0, ∀x ∈ [−r, r] for some r > 0. Let y(x, t) := y(x, t; ϕ). It follows from the continuity of y n (x, t) that there is an > 0 such that
By the irreducibility of Λ, there is an integer j 1 = n such that σ j 1 λ nj 1 We claim that
Clearly, (2.11) holds for m = 0. Assume, by induction, that (2.11) holds for m. Applying Lemma 2.2(i) with i = j s and j = j s+1 for s = q − 1, . . . , 1, and with i = n and j = j 1 , successively, to y(x, t), we see that y n (x, t) > 0 for all x in the interval
and t ∈ (0, ], that is, (2.11) holds for m + 1. Thus, (2.11) holds for all m 0. A straightforward induction argument shows that
Then there exists an integer m * > 0 such that
Using the induction argument and applying Lemma 2.2(ii) with i = j s and j = j s+1 for s = q − 1, . . . , 1, and with i = n and j = j 1 , successively, to y(x, t), we have that y n (x, t) > 0,
. By the existence and uniqueness of solutions of (1.1), it follows that y x, t 2 ; y(x, t 1 ; ϕ) = y(x, t 1 + t 2 ; ϕ), ∀ϕ ∈ C(R, W ), t 1 , t 2 0.
Consequently, y(x, t) is strongly positive for all (x, t) ∈ R × (0, ∞). 2
Asymptotic speed of spread
Recall that a family of operators {Φ t } ∞ t=0 is said to be a semiflow on a metric space (X, ρ) with metric ρ provided Φ t has the following properties:
It is easy to see that the property (iii) holds if Φ(·, v) is continuous on [0, +∞) for each v ∈ X, and Φ(t, ·) is uniformly continuous for t in bounded intervals in the sense that for any v 0 ∈ X, bounded interval I and > 0, there exists
Now we define a family of operators Q t on C(R, W ) by
Then we have the following result.
Lemma 3.1. Q t is a monotone and subhomogeneous semiflow on C(R, W ).
Proof. Clearly, Q t satisfies property (i). The semigroup property (ii) follows from the existence and uniqueness of solutions to (1.1). Given ϕ ∈ C(R, W ). We see from system (1.1) that
∂y(x,t;ϕ) ∂t
is bounded for all (x, t) ∈ R × R + , and hence, there exists L = L(ϕ) > 0 such that
It then follows that Q t (ϕ) = y(·, t; ϕ) is continuous in t ∈ R + with respect to the compact open topology. We further prove the following claim.
Claim. For any > 0 and t
By the spatial translation invariance of system (1.1), it suffices to prove the claim for the case where z = 0. Let w(x, t) := y(x, t; ϕ 1 ) − y(x, t; ϕ 2 ). Then w(x, t) satisfies
We first consider the case where ϕ 1 ϕ 2 . Thus, Theorem 2.2 implies that y(·; ϕ 1 ) y(·; ϕ 2 ), and hence
We write the linear system
as a system of integral equations
By induction, we then have
where
Since Λ is cooperative and irreducible, r := s(Λ) is a simple eigenvalue of Λ with a strongly positive eigenvector v * (see, e.g., [13, Corollary 4.3.2] ). For any φ ∈ C with φ 0, there exists a number α = α(φ) > 0 such that 0 φ(x) αv * , ∀x ∈ R. Since R P (u) du = Λ, a straightforward induction argument shows that
It then follows that for any t 0 > 0, the sequence of vector-valued functions v m (x, t) converges to a function v(x, t) uniformly for (x, t) ∈ R × [0, t 0 ], and hence
Letting m → ∞ in (3.4), we see that v(x, t) satisfies (3.3), and hence v(x, t) is a solution of (3.2). It is easy to see that the solution of (3.2) satisfying v(
Note that for any φ ∈ C b , x ∈ R, and M > 0, there holds
It then follows that L : C b → C is continuous at φ = 0 with respect to the compact open topology. Let t 0 > 0 be given. For any > 0, there exists an integer N = N(t 0 , ) > 0 such that 
. By the comparison principle, it then follows that
Thus, (3.6) implies that
In the case where ϕ 1 ϕ 2 , we definê
Then we haveφ 1 
It follows that y(x, t; ϕ
Thus, the claim holds for this case.
By the claim above, it easily follows that Q t (ϕ) = y(·, t; ϕ) is continuous in ϕ, with respect to the compact open topology, uniformly for t in any bounded interval. Thus, Q t (ϕ) is continuous in (t, ϕ) ∈ R + × C(R, W ), i.e., Q t satisfies (iii). Consequently, Q t is a continuous semiflow on C(R, W ).
Clearly, Theorem 2.
implies that Q t is monotone on C(R, W ). It remains to prove that Q t is subhomogeneous C(R, W ) in the sense that Q t [ρϕ] ρQ t [ϕ] for all ρ ∈ [0, 1] and ϕ ∈ C(R, W ). Let y i (x, t) = y i (x, t; ϕ),ȳ i (x, t) = y i (x, t; ρϕ). Then we have
∂y i (x, t) ∂t = 1 − y i (x, t) n j =1 σ j λ ij R y j (x − u, t)p ij (u) du − μ i y i (x, t), ∂ȳ i (x, t) ∂t = 1 −ȳ i (x, t) n j =1 σ j λ ij Rȳ j (x − u, t)p ij (u) du − μ iȳi (x, t).
Furthermore,

∂(ρy i (x, t))
∂t = 1 − y i (x, t) n j =1 σ j λ ij R ρy j (x − u, t)p ij (u) du − μ i ρy i (x, t) 1 − ρy i (x, t) n j =1 σ j λ ij R ρy j (x − u,
t)p ij (u) du − μ i ρy i (x, t).
This implies that ρy(x, t) is a lower solution of (1.1) with initial condition ρy(x, 0) = ρϕ. In view of Theorem 2.2, we haveȳ(x, t) ρy(x, t), ∀(x, t) ∈ R × R + . 2
Define the reflection operator R by R[u](x) = u(−x). Given y ∈ R, define the translation operator T y by T y [u](x) = u(x − y).
Let β ∈ R n with β 0, [0, β] := {z ∈ R n : 0 z β}, and Q = (Q 1 , . . . , Q n ) : C β → C β . In order to use the theory developed in [6] , we need the following assumptions. In the rest of this paper, we always assume that (H3) Either μ i = 0 for some i, or μ 0 and ρ(Γ ) > 1.
By Lemma 2.1 and Remark 2.1, system (1.1) has exactly two spatially homogeneous equilibria 0 and y * . 
Proof. By Lemma 3.1, it is easy to see that Q t satisfies (A1)-(A4). Let Q t be the restriction of
is the solution semiflow generated by the ordinary differential system (2.1). By Lemma 2.1, y * is a globally asymptotically stable equilibrium of Q t in [0, β] \ {0}. Note that (2.1) is a cooperative and irreducible system. Thus, Q t is a strongly monotone semiflow on [0, β] (see, e.g., [13, Theorem 4.1.1]). By the Dancer-Hess connecting orbit lemma (see, e.g., [28] ), it follows that for each t > 0, the map Q t admits a strongly monotone full orbit connecting 0 and y * , and hence, Q t satisfies (A5). 2
For a function u ∈ C(R × R + , R n ) and a vector a ∈ R n , we write lim t→∞,|x| tc u(x, t) = a provided that for any > 0, there is a real number T = T ( ) > 0 such that |u(x, t) − a| < for all t T and |x| tc. The limit lim t→∞,|x| tc u(x, t) = a can be defined in a similar way. By Lemma 3.2 and [6, Theorems 2.11 and 2.15], it then follows that the map Q 1 has a asymptotic speed of spread c * > 0. The following result shows that c * is also the spreading speed for solutions of (1.1). In order to compute c * , we consider the linearized system of (1.1) at the zero solution
For any α ∈ R + , let y i (
x, t) = e −αx η i (t). Then η(t) = (η 1 (t), . . . , η n (t)) satisfies
dη i (t) dt = n j =1 σ j λ ij R e αu p ij (u) du η j (t) − μ i η i (t), 1 i n. (3.8)
Define a matrix A(α) = (A ij (α)) n×n , where
A ij (α) = σ j λ ij R e αu p ij (u) du − μ i , i = j, σ j λ ij R e αu p ij (u) du , i = j.
Then (3.8) is equivalent to dη(t) dt = A(α)η(t).
Since A(α) is cooperative and irreducible, λ(α) := s(A(α)) is a simple eigenvalue of A(α) with a strongly positive eigenvector u(α) = (u 1 (α) , . . . , u n (α)) (see, e.g., [13, Corollary 4.3 
.2]). If η(t)
is a solution of (3.8), then y(x, t) = e −αx η(t) is a solution of (3.7). Note that the fundamental solution matrix of (3.8) is exp(A(α)t). Define
where M t is the linear solution map defined by (3.7), and η(t; η 0 ) is the solution of (3.8) with η(0) = η 0 . Therefore, B t α is the solution map associated with (3.8) on R n , and hence, B t α is a strongly positive matrix for each t > 0 (see, e.g., [13, Theorem 4.
1.1]). Since η(t; u(α))
which implies that exp(λ(α)t) is the principal eigenvalue of B t α , and u(α) is the associated strongly positive eigenvector. Let t = 1. Then γ (α) := exp(λ(α)) is the principal eigenvalue of B 1 α =: B α . Define the function
By [6, Lemma 3.8], we then have the following result.
Lemma 3.3.
The following statements are valid: 
Proof. Let u = u(α) be the strongly positive eigenvector of A(α) associated with the eigenvalue λ(α) such that u(α) = 1, ∀α 0. Then
and hence In order to use [6, Theorem 3.10], we first prove that Φ(∞) = ∞. Given i, j ∈ {1, . . . , n}. 
Letting k → ∞ in the above equality and using the property (3.12), we must have v j = 0. Since j is arbitrary, we obtain v = (v 1 , . . . , v n ) = 0, a contradiction. This proves that L = ∞, i.e., Φ(∞) = ∞. Note that M 1 and B α satisfies (C1)-(C7) in [6] and the infimum of Φ(α) is attained at some finite value α * . Since For any ∈ (0, 1), there is a δ = (δ, . . . , δ) 0 in R n such that for any ϕ ∈ C δ , we have
Thus, y(x, t) = y(x, t; ϕ)satisfies
Let M t , t 0, be the solution maps associated with the following linear system 
Then the comparison principle implies that
Letting → 0, we obtain c * = inf α>0 Φ(α). 2
Traveling waves
A traveling wave solution of (1.1) is a solution with the form
where c > 0 is the wave speed, s = x + ct, and φ = (φ 1 , . . . , φ n ) is called the wave profile. Substituting (4.1) into (1.1) yields
is called an upper solution of (4.2) if it is differentiable almost everywhere and satisfies the inequality
A lower solution ρ = (ρ 1 , . . . , ρ n ) of (4.2) is defined by reversing the inequality. Now consider the function Φ(α) defined by (3.10). As we discussed in Section 3, there is .8), then y(x, t) = e −αx η(t; η 0 ) is a solution of (3.7). Note that y(−x, t) = e αx η(t; η 0 ) is also a solution of (3.7). Taking
Note that φ(s) is a solution of the linearized equation of (4.2) at zero solution
Thus, α 1 is the positive root of the equation
where P (u) = (P ij (u)) n×n . For > 0, let α = α 1 + . As discussed above, we obtain
For sufficiently small > 0, we have c * < c < c. Assume that the strongly positive eigenvector associated with λ is
is also a solution of (3. 
Thus, we conclude thatρ(s) is a upper solution of (4.2). Next we verify that ρ(s) is a lower solution of (4.2). If s τ i , then we have
If s < τ i , then we have from (4.4) and (4.5) that
Thus, ρ(s) is a lower solution of (4.2). 2
Note that (4.2) is equivalent to the following system Thus, (4.6) reduces to
It is easy to verify that
The subsequent lemma is straightforward.
Lemma 4.2. The operator T has the following properties:
If φ is an upper (lower) solution of (4.2), then T φ is also an upper (lower) solution of (4.2). Now we are ready to prove the existence of monotone traveling waves. It follows from above Theorems 4.1 and 4.2 that the asymptotic speed of spread is exactly the minimum wave speed for monotone traveling waves.
Discussions
In this section, we discuss the relationship between the asymptotic speed of spread and the speed of first spread. We compare our results for nonlinear system (1.1) with those obtained in [11] for the linear system associated with (1.1) via saddle point method. It turns out that the asymptotic speed of spread (or propagation) coincides with the speed of first spread.
Let x ∈ R N , ξ = (ξ 1 , . . . , ξ N ) be a specified direction with If the value of s = s(t) can be determined for each t, then the speed of first spread in the specified direction for a specific type j is defined asc = lim t→∞ s(t) t . It is proved in [11] thatc is the same for all types j when the infection matrix Λ is irreducible. In the case where N = 1, Eq. (5.1) reduces to For linear epidemic models, Radcliffe and Rass [10, 11] presented the saddle point method to determine the value ofc under the assumption thatc exists and is positive. The main idea is to solve the linear system by the method of the Laplace transformation and its inverse, and then to estimate the value ofc via some analytic techniques. Now we consider the linear system Let ρ(θ) := ρ(K(θ)) be the Perron-Frobenius root of K(θ) when θ is real. Suppose that P ij (θ ) = R e θu p ij (u) du is analytic in some region of the right half of the complex plane, and > 0 is the minimum of the corresponding abscissae of convergence. By the saddle point method, as applied to system (5.2), we have the following result (see [10] and [11, Theorem 7 .1]). 
