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Abstract
Monte Carlo sampling techniques have broad applications in machine learning,
Bayesian posterior inference, and parameter estimation. Typically the target distri-
bution takes the form of a product distribution over a dataset with a large number
of entries. For sampling schemes utilizing gradient information it is cheaper for
the derivative to be approximated using a random small subset of the data, intro-
ducing extra noise into the system. We present a new discretization scheme for
underdamped Langevin dynamics when utilizing a stochastic (noisy) gradient. This
scheme is shown to bias computed averages to second order in the stepsize while
giving exact results in the special case of sampling a Gaussian distribution with a
normally distributed stochastic gradient.
1 Introduction
A commonly encountered problem in data science and machine learning applications is the sampling
of parameters θ ∈ RD from a target probability distribution pi(θ). Typically the target distribution is
a product distribution over a dataset y containing N observations yi, along with some prior pi0(θ)
incorporating knowledge of the overall distribution that acts as a regularizer
pi(θ) := pi0(θ)
N∏
i=1
pi(θ |yi). (1)
Such a formulation is commonplace in Bayesian inverse applications, where pi is referred to as a
posterior distribution. Markov Chain Monte Carlo (MCMC) schemes are an effective method for
sampling from such distributions [19, 4], however conventional schemes (see e.g. [15, 17]) require
an evaluation of log pi(θ) or its gradient to propose new points. Because each evaluation can be
prohibitively expensive for large N , there is considerable interest in MCMC schemes that sample
the target distribution but do not require access to the entirety of y.
In this article we are interested in sampling pi using stochastic approximations to the gradient. For a
distribution as in (1), the gradient vector (or the force) is a sum over the data
F (θ) :=∇ log pi0(θ) +
N∑
i=1
∇ log pi(θ |yi). (2)
This is used to drive proposals for an MCMC scheme in efficient directions in the D dimensional
space. We will refer to F as the exact or ‘true’ force vector, using all N datapoints to compute the
derivative. By contrast we may use a random subset of datapoints to stochastically approximating the
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Algorithm 1 NOGIN : Noisy Gradient Integrator
Input: θ0, h > 0, γ > 0, T > 0
1: Initialize: p ∼ N(0, I), θ ← θ0, λ←
√
(1− e−γh)/(1 + e−γh)
2: for t = 1 to T do
3: θ ← θ + hp/2
4: F˜ ← F˜ (θ), Σ← Cov(F˜ (θ)), R ∼ N(0, I)
5: p← p+ hF˜ /2 + λR
6: p←
(
(1− λ2)I − h24 Σ
)(
(1 + λ2)I + h
2
4 Σ
)−1
p
7: p← p+ hF˜ /2 + λR
8: θ ← θ + hp/2
9: θt ← θ
10: end for
O(N) expensive true gradient. This idea is widely applicable and a number of schemes have recently
been proposed to capitalize on the potential increased efficiency that it offers [7, 6, 24, 14].
The noisy gradient estimator F˜ (θ) is a random vector estimate with
E
[
F˜ (θ)
]
= F (θ), Cov
[
F˜ (θ)
]
= Σ(θ) (3)
for positive semidefinite Σ. There are many such choices of estimator, with much recent work
undertaken to increase the available accuracy (quantified by the size of Σ) and storage requirements
(see e.g. [3, 8]). Usually the primary cost of the estimator comes from an evaluation of force terms
over some mini-batch y˜ ⊆ y where |y˜| = n for some fixed n ≤ N . The mini-batch is redrawn
uniformly from y at every estimation of F˜ , with Σ→ 0 as n→ N . The simplest choice is using a
scaled sum over the mini-batch [18] :
F˜ (θ) :=∇ log pi0(θ) + N
n
n∑
i=1
∇ log pi(θ | y˜i), Σ(θ) := N(N − n)
n
Cov [{fi(θ)}] (4)
where fi(θ) := ∇ log pi(θ |yi). In practice Σ is estimated using a covariance taken over the
mini-batch of n-many fi terms.
The additional stochastic term introduced into the MCMC proposals can lead to a large bias if not
accounted for. The size of this bias and the rate of decorrelation of samples largely differentiates
noisy gradient methods, and is the subject of the present article. Given some estimator F˜ and an
estimate for its covariance Σ, we present a new sampling scheme, referred to as the Noisy Gradient
Integrator (or NOGIN ), in Algorithm 1. The structure of the article is as follows. In Section 2
we set notation for the noisy schemes and place our method in a proper context. Section 3 derives
our proposed NOGIN scheme from established Langevin dynamics methods. Section 4 gives some
analytical results for the expected error from the NOGIN scheme. In Section 5 we compare the
proposed method against others on some classic machine learning applications. A discussion of
outlook and ramifications concludes in Section 6.
2 Noisy Gradient Integration
An effective way to utilize gradient information in MCMC schemes is by proposing points from
solution trajectories of ergodic dynamics that sample the target distribution pi [4]. For appropriate
test functions f , ergodicity implies that for a solution trajectory θ(t)
lim
T→∞
1
T
T∑
t=1
f(θ(t)) =
∫
f(θ)pi(θ) dθ =: 〈f〉.
However exact solutions for dynamics involving gradients of complicated, nonlinear pi are seldom
known, so a discretization scheme is usually employed to advance the state through time, computing
a sequence of θk ≈ θ(kh) for a discretization timestep h > 0. The discretization introduces
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error into the computed trajectory at both finite and infinite time (see e.g. [12]). The infinite-time
(sometimes called asymptotic or perfect) sampling bias introduced by the schemes is the difference
in the respective averages of f ,
Bias = |〈f〉h − 〈f〉| , 〈f〉h := lim
T→∞
1
T
T∑
k=1
f(θk),
where 〈f〉h is the infinite-time observed average evaluated from numerical computation. The size of
this bias can be tuned by decreasing the stepsize h, at the cost of sacrificing the rate of exploration
for the scheme (see Section 4.3). Alternatively schemes such as MALA [20] employ an additional
Metropolis-Hastings (MH) step to correct for any bias introduced from the discretization, at the cost
of rejecting some moves.
In the case of a target distribution in the form of (1), the O(N) cost of the force F or log-likelihood
log pi(θ |y) may be prohibitively expensive in terms of memory or computation. Naïvely exchanging
F for a stochastic estimate F˜ in an MCMC algorithm usually leads to a large bias introduced due to
the additional unchecked noise.
Our aim in this article is to give a numerical scheme that introduces a bias of order h2 when using a
fixed stepsize with a noisy gradient. Our strategy is to treat the stochasticity of the noisy gradient as
an additional random noise term that acts to ‘heat’ the resulting dynamics. We can appropriately damp
the resulting dynamics, assuming we have some knowledge of the estimator being used, specifically
the covariance of the noise Σ(θ). We shall not consider correcting for the effects from moments
higher than the covariance, as higher moments introduce bias at orders of h beyond the usual order of
our integrators, and hence will be ‘invisible’ in error analysis.
3 The NOGIN Scheme
The NOGIN scheme given in Algorithm 1 discretizes an underdamped Langevin dynamics SDE
dθ = pdt, dp = F (θ) dt− µ(θ)pdt+
√
2µ(θ) dW (5)
to second order, where µ(θ) is a particular symmetric positive definite matrix andW is a standard
Wiener process. We include details for including a temperature parameter (used for example in
tempering strategies) or a rescaling matrix (used to precondition the dynamics such as in [13]) in the
Appendix. The dynamics uniquely preserve the augmented distribution [21]
pi(θ,p) := pi(θ)N(p |0, I), (6)
whose marginal in θ yields the required target distribution. We consider integration schemes built
by additively decomposing the vector field of (17) into three pieces, following the procedure in [11].
The pieces, labeled A, B, and O, are defined as
d
[
θ
p
]
=
[
pdt
0
]
︸ ︷︷ ︸
A
+
[
0
F (θ) dt
]
︸ ︷︷ ︸
B
+
[
0
−µ(θ)p dt+√2µ(θ) dW
]
︸ ︷︷ ︸
O
. (7)
The A and B parts are referred to as the ‘drift’ and ‘kick’ pieces respectively, while the O ‘fluctuation’
piece corresponds to an Ornstein-Uhlenbeck (OU) linear SDE process. Note that each of the pieces,
when taken individually, can be solved exactly in expectation. If we define propagation functions
ΦAh(θ,p) := (θ + hp,p), Φ
B
h(θ,p) := (θ,p+ hF (θ)), (8)
ΦOΓh,R(θ,p) :=
(
θ,Γhp+
√
I − Γ2hR
)
(9)
then for suitable test function f , denoting the backward Kolmogorov operator corresponding to piece
X in (7) as LX ,(
ehLAf
)
(θ,p) = E
[
f
(
ΦAh(θ,p)
)]
,
(
ehLBf
)
(θ,p) = E
[
f
(
ΦBh(θ,p)
)]
, (10)(
ehLOf
)
(θ,p) = E
[
f
(
ΦOΓh,R(θ,p)
)]
if R ∼ N(0, I) and Γh = exp(−µ(θ)h). (11)
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Numerical schemes for (17) can then be proposed by composing these three mappings in a prescribed
sequence, using the A-B-O alphabet. For example, a step of the BAOAB scheme in [11] with stepsize
h > 0 and using µ(θ) = γI (for friction constant γ > 0) can be written as
(θk+1,pk+1) = Φ
B
h/2 ◦ ΦAh/2 ◦ ΦOe−γhI ,Rk ◦ ΦAh/2 ◦ ΦBh/2(θk,pk).
This labeling convention provides a family of methods that integrate the dynamics (17) robustly, with
a particular method encoded by its string of characters. By the Jacobi identity [9, 12], a method
encoded by a symmetric string will give a second order O(h2) bias in observed averages.
When using a noisy gradient in the same setting, some consideration is required as the B ‘kick’ step
is replaced by a noisy update B˜ where the force term is correct only in expectation. Our strategy
is to use this noise term in place of the noise usually appearing in the O step, and so we inject an
additional random term R ∼ N(0, I) scaled by a constant λh > 0 to properly approximate the
stochastic driving term in (17). We can write the update function for this step as
ΦB˜
h,Z˜h(θ)
(θ,p) = (θ,p+ hF (θ) + Z˜h(θ)) = (θ,p+ hF˜ (θ) + λhR)
where Z˜h(θ) is a random vector with E[Z˜h(θ)] = 0 and symmetric positive definite covariance
Cov(Z˜h(θ)) = Σh(θ) = λ2hI + h
2Σ(θ). We may encode methods using the same convention as in
(7), e.g. the B˜AOAB˜ method, however we no longer recover second-order sampling due to the noise
term in the force update. As the B˜ step is atomic (i.e. we cannot decouple the true force term from
the noise term Z˜h(θ)) we are not able to directly manipulate this nuisance term and recover higher
order sampling.
For methods containing a ‘B˜OB˜’ string, we may move the noise term using the relation
ΦB˜
h/2,Z˜h/2
◦ ΦO
Γ˜h,0
◦ ΦB˜
h/2,Z˜h/2
(θ,p) =
(
θ, Γ˜hp+ (I + Γ˜h)(
h
2F (θ) + Z˜h/2(θ))
)
,
=
(
θ,Γhp+
h
2 (I + Γ˜h)F (θ) +
√
I − Γ˜2hY˜ (θ)
)
,
= ΦBh/2 ◦ ΦOΓ˜h,Y˜ ◦ Φ
B
h/2(θ,p) (12)
where Y˜ (θ) := (
√
Σh/2(θ))
−1Z˜h/2(θ), with E[Y˜ ] = 0 and Cov(Y˜ ) = I and for the unique
nontrivial, symmetric matrix
Γ˜h=
(
I −Σh/2(θ)
) (
I + Σh/2(θ)
)−1
=
(
I − λ2h/2I −
h2
4
Σ(θ)
)(
I + λ2h/2I +
h2
4
Σ(θ)
)−1
.
(13)
The resulting O update appears in step 6 in Algorithm 1, where the positive-definite inverse term does
not need to be explicitly evaluated to compute the resulting product, and a low rank approximation of
Σ could be used in the case where this step is computationally expensive. For the choice of λ2h =
(1− exp(−2hγ))/(1 + exp(−2hγ)) the damping has the desirable property that Γ˜h → exp(−hγI)
as Σ(θ)→ 0.
As we require a ‘B˜OB˜’ string to use (12), we propose an integrator coded AB˜OB˜A, which we refer
to as the NOGIN (NOisy Gradient INtegrator) scheme given explicitly in Algorithm 1. The proposed
scheme fundamentally differs from decreasing stepsize schemes such as SGLD [24], which reduce
the bias at the cost of decreased computational efficiency as T gets large [16].Many similar strategies
involve either decreasing h only up to a given value (e.g. [6]) or running with a fixed stepsize
and accepting the error introduced in exchange for faster convergence (see [23, 16]). The SGNHT
scheme [7] corrects for the gradient noise without specific evaluation of Σ, however this requires
the covariance to be independent of θ which is too stringent an assumption for our considerations.
The CCADL scheme [22] builds upon the thermostatting framework of the SGNHT scheme [7] to
reduce the bias in systems with stochastic gradients with non-constant covariance, though offers only
a first-order scheme. A modified version of the SGLD scheme (mSGLD) using fixed stepsize was
introduced in [23] and varies the strength of the introduced white noise term to balance against the
nuisance noise from the noisy gradient. Similarly SGHMC in [6] balances the injected noise term
with the noisy gradient term, but uses a formulation including momentum. While alternatives to
stochastic gradient methods exist for reducing the computational cost of the gradient over the data
(see e.g. [5, 10, 14]) we shall keep our focus on a noisy gradient formulation.
4
4 Error Analysis
4.1 Weak Convergence Analysis
Given some initial conditions (θ,p), the expected value of a test function f at time t is
uf ((θ,p), t) := E [f(θ(t),p(t)) | (θ(0),p(0)) = (θ,p)] ,
where the expectation is over all dynamical paths of length t. If the state evolves with respect to the
underdamped Langevin dynamics (17), then u solves the backward Kolmogorov equation
∂uf
∂t
= (LA + LB + LO)uf , uf ((θ,p), 0) = f(θ,p). (14)
If a numerical scheme integrating (17) has update Ψh then define the single-step expectation vf as
(θk,pk) = Ψh((θk−1,pk−1)), vf ((θ,p), h) := E [f(Ψh((θ,p)))] .
for timestep h. A scheme is weakly consistent to order p if vf and uf match to order p+ 1:
uf ((θ,p), h)− vf ((θ,p), h) = hp+1(Af)(θ,p) +O(hp+1+s) (15)
for some s > 0, and a nonzero linear differential operator A depending smoothly on log pi and its
derivatives. We now give the main result of this article.
Theorem 4.1. For sufficiently smooth pi the NOGIN scheme is second-order weakly consistent with
the dynamics (17) with µ(θ) = γI + hΣ(θ)/2.
This can be shown directly from the definition by plugging the expectations into (15), but a cleaner
and more insightful proof is given in the Appendix by composing the maps in (10)-(11) using (12).
We expect, but do not prove, that a second-order weak scheme gives an O(h2) infinite-time bias (see
[1]).
4.2 Exactness For Gaussian Distributions
In the case of normally distributed gradient noise we recover an exactness result for NOGIN in terms
of introduced bias into the target distribution. This comes from a stronger result giving the perturbed
invariant distribution preserved by the numerical scheme.
Lemma 4.2. If the target distribution is of the form pi(θ,p) = N(θ |η,Ω)× N(p |0, I) then for
h2 < 4ρ(Ω) and gradient noise Z˜h(θ) ∼ N(0,Σh(θ)) with positive definite Σh and Ω, the NOGIN
scheme uniquely preserves the perturbed distribution
pih(θ,p) = N(θ |η,Ω)× N
(
p
∣∣∣∣∣0,
(
I − h
2
4
Ω−1
)−1)
.
This is demonstrated directly in the Appendix using the update maps in (8-9). Taking the marginal of
pih over θ, we can see that the correct Gaussian target distribution N(θ |η,Ω) is recovered without
discretization bias. Given ergodicity (which can be proven rigorously using the machinery from e.g.
[12]), this gives the unique long-time distribution for trajectories generated using the NOGIN scheme.
4.3 Diminishing returns on reducing n
Intuitively we may expect that Lemma 4.2 suggests that we suffer no consequences sampling using
gradient noise with a large covariance (equivalently n as small as we wish), as the bias does not
increase as a result. However this proves to be untrue as the rate-of-exploration suffers as the gradient
noise increases. This is easy to see from the definition of NOGIN in step 6 in Algorithm 1. The
scheme will appropriately damp the momentum to preserve the correct distribution, with a large
gradient noise requiring a large damping that quashes exploration.
We can quantify the exploration rate using the integrated autocorrelation time (IAT) denoted τ . In
most cases, for a suitable test function f we have that the observed error behaves like
lim
T→∞
T E
[(
f¯T − 〈f〉
)2]
= σ2fτf , f¯T :=
1
T
T∑
t=1
f(θ(t))
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Figure 1: The left panels show the resulting long-time error in the computed variance as a function of
changing the stepsize h in the algorithms. The right panels demonstrate how this error changes as
the total number of iterations increases when run at h = 0.25. The inset on the right panels plots the
final long-time distributions for each method, with the exact distribution given as a black dashed line.
where f¯T is the observed average after T steps and σ2f is the variance of f(θ) under pi, and not related
to the numerical method. The IAT τf can be thought of as the marginal number of timesteps required
to generate an additional independent sample. In the Appendix we show that for a one-dimensional
Gaussian distribution pi(θ) = N(θ | 0, 1), using NOGIN with F˜ (θ) ∼ N(F (θ), C2) for constant C,
the IAT for f(θ, p) = v1θ + v2p (with v1, v2 given in the Appendix) is
τf =
4
h2
+ C2 − 1 +O(C−2)
when h2 < 4 and C is sufficiency large. If C2 = O(1/n) as in (4), then for sufficiently small n we
do not gain an efficiency boost by reducing n further as we correspondingly increase the IAT, keeping
the observed error constant for a fixed amount of computation Tn.
5 Experiments
We compare the sampling bias and efficiency between our proposed NOGIN method, the modified-
SGLD method (mSGLD) [23] and the CC-ADL scheme [22]. Algorithms are implemented in a
python code and run on a single Intel E5-2670 node.
5.1 One-Dimensional Toy Models
We consider sampling θ ∈ R distributed according to pi(θ) ∝ exp(−V (θ)). We run two experiments
using different potential energy functions V :
1. V (θ) = θ2/2, giving normally distributed θ with unit variance and zero mean,
2. V (θ) = (θ2 − 1)2/4, a double-well potential for bimodally distributed θ.
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Figure 2: The error as a function of dataset passes in the Gaussian mixture model, using either the
O(N) exact or the O(n) estimated covariance used in the schemes. The error is shown by color,
with white indicating instability. It is clear that the additional bias in NOGIN comes from the poor
estimation of the covariance, and not from the integrator itself.
In both experiments we use a noisy force F˜ (θ) ∼ N (F (θ) , σ2(θ)) where F (θ) = −∇V (θ) and
standard deviation is chosen to be σ(θ) = 1− cos(1 + 5θ) for both examples. In all of the algorithms
we evaluate σ exactly for the required variance correction.
The computed infinite-time biases for the two experiments, estimated over several long runs where
Th is constant for each algorithm, are shown in the left panels of Figure 1. The average error as a
function of total force evaluations is shown in the right panels at h = 0.25. As expected, in long-time
limit the CC-ADL gives a first-order error with respect to h while the mSGLD scheme gives a second
order error. From Lemma 4.2 we expect the NOGIN scheme to be exact for Gaussian distributions,
while Theorem 4.1 suggests that it should be second-order otherwise. This is demonstrated in Figure
1 where the error is agnostic to h in the case of quadratic V and second-order in the double-well
example.
While the first column in Figure 1 shows the superiority of NOGIN in the infinite-time limit, the second
column shows that even in the finite time regime NOGIN still provides more efficient convergence
compared to the other methods. Qualitatively the distributions produced by NOGIN in the inset show
an improvement with a smaller bias and with minimal breaking of symmetry.
5.2 Gaussian Mixture Model
We fit N = 1024 one-dimensional data points to a Gaussian mixture model using three equally
weighted component Gaussian distributions. The component centers µi and component precisions
λi are inferred, and thus pi(θ|yj) =
∑3
i=1 N(yj |µi, λ−1i )/3. The problem’s fungability (symmetry
under label permutation) is overcome by enforcing an ordering µi < µi+1 in the prior distribution.
We use a normal prior on the µi and gamma distributed prior on λi, to give
pi0(θ) ∝ H(µ2 − µ1)H(µ3 − µ2)
3∏
i=1
N(µi | 0, 100) Gamma(λi | 2, 1),
where H(x) is the Heaviside function. We generate a synthetic dataset for the experiment, drawing
points from a mixture with λ = (10, 1, 2) and µ = (−0.8,−0.2, 1). We compare results for the three
schemes used in Section 5.1, using the estimator (4) and mini-batch size n.
In Figure (2) we plot the convergence in the variance over all components of θ as a function of the
number of passes through the data, at a stepsize of h = 0.02. Each horizontal slice represents the
results from one experiment using the prescribed mini-batch size n. We show the results for using
two different choices of Σ: either the estimate Σ˜ taken from the covariance of the n mini-batch terms,
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Figure 3: Results for the BLR model using the MNIST 7 and 9 dataset of 12214 data points.
or the true value of Σ computed from the N force terms. In the latter case we continue to use n force
terms for F˜ making it a hypothetical case allowing us to pinpoint the source of error in the schemes.
It is clear in the Figure that the NOGIN scheme vastly outperforms the other methods, even when
using the covariance estimated from only the mini-batch terms, both in stability and in the size of the
introduced bias. For example, the NOGIN scheme requires around a factor 50 fewer passes through
the data to produce a 1% error than the CC-ADL scheme. Additionally, a more accurate estimate for
the covariance matrix significantly improves the accuracy of NOGIN , whereas the other two schemes
yield no differences in the overall behavior. This suggests that the main source of bias in NOGIN
comes from a poor estimate of Σ, while the discretization method itself is of high-quality. While we
may improve our estimate of the covariance cheaply (e.g. an online moving-average approach [2])
this will only reduce bias if the integrator is sufficiently accurate.
5.3 Bayesian Logistic Regression
We use Bayesian Logistic Regression (BLR) for classification by fitting feature parameters θ ∈ RD
to the dataset y = {yi} containing N records yi = {xi, yi} where xi ∈ RD is a feature vector
and yi ∈ {0, 1} is a binary label indicating item i’s classification. We then use the standard BLR
likelihood
pi(θ |yi) =
(
1
1 + e−θ·xi
)yi (
1− 1
1 + e−θ·xi
)(1−yi)
,
with a prior pi0(θ) = N(θ |0, σ2I) and σ2 = 100. We run a BLR experiment for classifying the
number 7 or 9 in the MNIST dataset. Using principal component analysis on the dataset, we project
the data x onto the top 128 produced eigenvectors. Including the constant term this gives D = 129,
with a total dataset size of N = 12214. We use the estimator (4) to compute a noisy force.
The relative error in the the variance as a function of total passes through the dataset is plotted in
Figure 3 for a fixed h = 0.005 for the three different methods. It is clear that the NOGIN scheme
provides superior sampling efficiency compared to the other schemes, giving around a 1% error from
using one hundred passes through the dataset. Additionally, the method remains stable (though with
some bias) when using only n = 6 samples per evaluation of F˜ , which the other schemes cannot
deliver at the chosen stepsize.
The NOGIN scheme plateaus in efficiency for n < 300 in this problem. The vertical contour suggests
that though n decreases the rate of sampling slows to match it. This matches the analysis in Section
4.3, where the damping increases to slow the dynamics and balances against the increase in efficiency.
Using a more accurate estimator, reducing the size of the required damping, would prevent this effect.
Although there may be other benefits for using a smaller n beyond computational efficiency, for
example memory restrictions, that make the enhanced stability of NOGIN in this regime beneficial.
6 Discussion and Conclusion
In this paper we have presented a novel MCMC sampling algorithm for using noisy gradient infor-
mation to sample from a prescribed target distribution. We demonstrate that the NOGIN scheme
biases averages to second-order in the stepsize h in the general case, while remaining stable even
when using a small mini-batch size. If the gradient noise is normally distributed, then the scheme
8
preserves the exact distribution when sampling from a quadratic log-posterior with sufficiently small
timestep. In numerical tests the scheme provides significant improvements over other stochastic
gradient schemes, both in stability and in accuracy.
We give analysis demonstrating that efficiency plateaus when the gradient noise is large, due to a
correspondingly large damping required to balance the fluctuation-dissipation relation, which slows
exploration. Surprisingly this slowdown is exactly countered by the reduced cost of the force and
so sampling efficiency remains constant in this regime. Applying NOGIN with a more accurate
estimator than (4) would reduce the variance of the gradient and alleviate this issue, which we leave
to further work.
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Appendix
A Extending NOGIN to include mass and temperature information
For enhanced sampling schemes such as tempering it is highly desirable to include information about
temperature into the distribution. Similarly we may wish to rescale the momentum by a symmetric
positive definite mass matrixM to precondition the dynamics to aid exploration in certain directions.
Define a new target distribution
piβ(θ,p) ∝ pi(θ)βN(p |0,M/β), (16)
for inverse temperature parameter β > 0. Choosing β = 1 andM = I recovers the NOGIN scheme
given in the main article. The dynamics to be integrated are
dθ = pdt, dp = F (θ) dt− µ(θ)pdt+
√
(2/β)µ(θ)M dW , (17)
with µ(θ) = γI + hΣ(θ)/2 as before. The algorithm is given in Algorithm 2.
B Proof of second-order
We assume that the target distribution pi is a normalized probability distribution such that∇ log pi is
C∞ with bounded derivatives at all orders, and the gradient noise has bounded moments at all orders
for all θ.
Algorithm 2 NOGIN : Noisy Gradient Integrator
Input: θ0, h > 0, γ > 0, T > 0,M , β > 0
1: Initialize: p ∼ N(0,M/β), θ ← θ0, λ←
√
(1− e−γh)/(1 + e−γh)
2: for t = 1 to T do
3: θ ← θ + hM−1p/2
4: F˜ ← F˜ (θ), Σ← Cov(F˜ (θ)), R ∼ N(0,M/β)
5: p← p+ hF˜ /2 + λR
6: p←
(
(1− λ2)I − h24βMΣ
)(
(1 + λ2)I + h
2
4βMΣ
)−1
p
7: p← p+ hF˜ /2 + λR
8: θ ← θ + hM−1p/2
9: θt ← θ
10: end for
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In the case of the NOGIN scheme we have a single-step update as the composition of maps
Ψh((θ,p) | Z˜) = ΦAh/2 ◦ ΦB˜h/2,Z˜ ◦ ΦOΓ˜h,0 ◦ Φ
B˜
h/2,Z˜
◦ ΦAh/2(θ,p)
where Z˜ represents the injected and gradient noise and where Γ˜h is chosen as in (13) . We can
extricate the force updates using (12) to rewrite the step as
Ψh((θ,p) | Z˜) = ΦAh/2 ◦ ΦBh/2 ◦ ΦOΓ˜h,Y˜ ◦ Φ
B
h/2 ◦ ΦAh/2(θ,p)
where Y˜ (θ) = Cov(Z˜(θ))−1Z˜(θ) so that E[Y˜ ] = 0 and Cov[Y˜ ] = I . Comparing to the exact
update for the O piece in (9) and taking expectations we obtain
E
[
f
(
ΦO
Γ˜h,Y˜
(θ,p)
)]
= E
[
f
(
ΦOΓh,R(θ,p)
)]
+O(h3)
=
(
ehLOf
)
(θ,p) + h3(Af)(θ,p) +O(h7/2)
for operatorA depending upon log pi and its derivatives, with Γh = exp(−hµ(θ)) andR ∼ N(0, I).
Thus the single-step expectation is
vf ((θ,p), h) =
(
ehLA/2ehLB/2ehLOehLB/2ehLA/2f
)
(θ,p) +O(h3).
This can be written as
vf ((θ,p), h) =
(
eh(L+h
2X )f
)
(θ,p) +O(h3) = uf ((θ,p), h) +O(h
3)
through the Jacobi identity, where the operator X is explicitly given through the Baker-Campbell-
Hausdorff (BCH) formula [9].
C Exactness for Gaussian distributions
This can be demonstrated directly using the update maps in (8-9). Defining
pih(θ,p) = N(θ |η,Ω)× N
(
p
∣∣∣∣∣0,
(
I − h
2
4
Ω−1
)−1)
we have
ΦBh/2 ◦ ΦAh/2 (θ,p) ∼ pi′h(θ,p) if (θ,p) ∼ pih(θ,p)
ΦAh/2 ◦ ΦBh/2 (θ,p) ∼ pih(θ,p) if (θ,p) ∼ pi′h(θ,p)
and
ΦO
Γ˜h,Y˜
(θ,p) ∼ pi′h(θ,p) if (θ,p) ∼ pi′h(θ,p)
for the distribution
pi′h(θ,p) := N
(
θ
∣∣∣∣∣η,Ω
(
I − h
2
4
Ω−1
)−1)
× N (p |0, I) .
Thus we have
ΦAh/2 ◦ ΦBh/2 ◦ ΦOh,Y˜ ◦ ΦBh/2 ◦ ΦAh/2(θ,p) ∼ pih(θ,p) if (θ,p) ∼ pih(θ,p)
as required.
D Computing the integrated autocorrelation time
We consider applying the NOGIN scheme to a one-dimensional standard normal distribution pi(θ) =
N(θ | 0, 1) with constant gradient noise variance Σ(θ) ≡ C2, for constant C2. We may write an
update of the NOGIN scheme as[
θk+1
pk+1
]
= A
[
θk
pk
]
+
1
2
(1 + Γ˜)hCRk
[
h/2
1
]
,
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for Rk ∼ N(0, 1) and
A =
1
8
[
8− 2h2(1 + Γ˜) (4h− h3)(1 + Γ˜)
−4(1 + Γ˜)h 8Γ˜− 2h2(1− Γ˜)
]
.
We shall examine the rate of exploration of the state zk = [θk, pk]T in a direction v = [v1, v2]T by
looking at the integrated autocorrelation time of f(z) = z · v. If we assume that C is large enough
so that all the eigenvalues of A are real, then choosing v to be the eigenvector of AT with largest
associated eigenvalue λ, the autocorrelation function for f is
acff (k) :=
E[(z0 · v)(zk · v)]
E[(z0 · v)(z0 · v)] =
E
[
(z0 · v)(z0 · (AT)kv)
]
E[(z0 · v)(z0 · v)] = λ
k,
where the expectation is over all initial conditions weighted according to the known invariant
distribution given. The IAT τf , is
τf := 1 + 2
∞∑
k=1
acff (k) = 1 +
2λ
1− λ.
Plugging in the value of Γ˜ = (1− C2h2/2)/(1 + C2h2/2) with the explicit eigenvalue λ we obtain
τf =
8 + (C2 − 2)h2 + h√h2(C4 − 4)− 16
(C2 + 2)h2 − h√h2(C4 − 4)− 16 .
For a fixed h and sufficiently large C, we have
τf ≈ 4
h2
+ C2 − 1
and hence we expect that the autocorrelation time increases like C2, with changing the stepsize h
having a negligible impact on τf when C is large.
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