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Abstract Analyses of satellite-derived chlorophyll data indicate that the phase of rapid phytoplankton
population growth in the North Atlantic (the ‘‘spring bloom’’) is actually initiated in the winter rather than
the spring, contradicting Sverdrup’s critical depth hypothesis. An alternative disturbance-recovery hypothe-
sis (DRH) has been proposed to explain this discrepancy, in which the rapid deepening of the mixed layer
reduces zooplankton grazing rates sufficiently to initiate the bloom. We use Bayesian parameter inference
on a simple Nutrient-Phytoplankton-Zooplankton (NPZ) model to investigate the DRH and also investigate
how well the model can capture the multiyear and spatial dynamics of phytoplankton concentrations and
population growth rates. Every parameter in our NPZ model was inferred as a probability distribution given
empirical constraints, which provides a more objective method to identify a model parameterization given
available empirical evidence, rather than fixing or tuning individual parameter values. Our model explains
around 75% of variation in the seasonal dynamics of phytoplankton concentrations, 30% of variation in their
population rates of change, and correctly predicts the phases of population growth and decline. Our
parameter-inferred model supports the DRH, revealing the sustained reduction of grazing due to mixed-
layer deepening as the driving mechanism behind bloom initiation, with the relaxation of nutrient limitation
being another contributory mechanism. Our results also show that the continuation of the bloom is caused
in part by the maintenance of phytoplankton concentrations below a level that can support positive zoo-
plankton population growth. Our approach could be employed to formally assess alternative hypotheses
for bloom formation.
1. Introduction
Phytoplankton blooms are commonly characterized as periods of anomalously high concentrations of phy-
toplankton over a period of time (usually days to weeks) [Smayda, 1997]. While there are different precise
definitions for phytoplankton blooms [Smayda, 1997], our study here focuses on the sustained period
(sometimes up to months) of positive population growth rates that leads to high phytoplankton concentra-
tions. Phytoplankton blooms have been the subject of scientific research for decades, following the study of
Sverdrup [1953]. The annual spring bloom event in the North Atlantic represents one of the most important
examples, occurring over a large geographical area and with significant consequences for the dynamics of
higher tropic levels, commercial fisheries, and the marine carbon cycle [Beaugrand et al., 2003; Koeller et al.,
2009; Behrenfeld and Boss, 2014; Siegel et al., 2014]. This bloom is most noticeable in the mid to late spring
when phytoplankton concentrations reach their peak. Attempting to dissect the ecological and climatic fac-
tors responsible has been a matter of significant scientific interest [Lindemann and St. John, 2014; Behrenfeld
and Boss, 2014].
For decades, the Critical Depth Hypothesis (CDH), as published by Sverdrup [1953], has been the leading
hypothesis for the spring bloom. The principal mechanism behind the CDH is the change in the depth of
the mixed layer. In the winter, the mixed layer is relatively deep and phytoplankton spend a large fraction
of their time in waters that have insufficient light to support photosynthesis. The CDH predicts that during
the winter the losses due to mortality exceed the gains due to cell division (phytoplankton growth) and the
population growth rate is negative. However, at the beginning of spring, the mixed layer progressively shal-
lows such that phytoplankton spend an increasing fraction of their time in water suitable for photosynthe-
sis. The ‘‘critical depth’’ is the depth of the mixed layer above which gains from photosynthesis exceed
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losses, allowing for positive population growth rates. The CDH postulates that phytoplankton blooms are
triggered when the mixed layer becomes shallower than the critical depth.
A large body of research has aimed to test the CDH and alternative hypotheses [Behrenfeld and Boss, 2014;
Franks, 2014; Taylor and Ferrari, 2011]. One major challenge has been a lack of empirical data; however,
advances in monitoring the oceans, such as through Lagrangian floats, satellites, and ship-towed plankton
recorders, have generated a wealth of new data, leading to new insights [Mahadevan et al., 2012; Barton
et al., 2015; Brody and Lozier, 2014; Chiswell, 2011; Taylor and Ferrari, 2011; Platt et al., 2009; Behrenfeld, 2010;
Boss and Behrenfeld, 2010; Brody et al., 2013]. Some of these studies have suggested that phytoplankton
population growth rates become positive prior to midwinter, well before the mixed layer has shallowed to a
hypothetical critical depth and indeed even while the mixed layer is deepening [Behrenfeld, 2010; Boss and
Behrenfeld, 2010]. This is not a straightforward phenomenon to detect: phytoplankton concentrations are
decreasing at this time because of dilution through addition of phytoplankton-free waters from below as
the mixed layer deepens.
The most prominent alternative hypotheses to the CDH are the critical turbulence hypothesis (CTH)
[Huisman et al., 1999; Taylor and Ferrari, 2011], the eddy stratification hypothesis (ESH) [Mahadevan et al.,
2012], and the disturbance-recovery hypothesis (DRH) [Behrenfeld, 2010]. Under the CTH, a critical reduc-
tion in turbulence causes phytoplankton in the upper fraction of the mixed layer to spend more time in
environmental conditions favoring photosynthesis, leading to positive population growth rates. A similar
mechanism is proposed under the ESH except it is the development of eddies in the mixed layer that
stratify the upper ocean that causes the phytoplankton to experience more favorable conditions. How-
ever, both the ESH and the CTH have been criticized because the conditions that lead to positive phyto-
plankton population growth rates occur during or after the time of the maximum depth of the mixed
layer, and analyses of satellite chlorophyll data suggest that plankton blooms can start prior to this
event [Behrenfeld and Boss, 2014]. Neither the ESH nor the CTH are the focus of our study and so we do
not describe them further here, but do return to them in section 4. The DRH postulates that bloom ini-
tiation is caused by a physical or ecological disturbance to factors acting to reduce phytoplankton popu-
lation growth rates (which may be different in different circumstances) that causes the phytoplankton
population growth rates to become positive for a sustained period of time, allowing for the accumula-
tion of mass and the formation of a bloom [Behrenfeld et al., 2013]. For the North Atlantic, this disturb-
ance is hypothesized to be the deepening of the mixed layer in the autumn and winter which causes
entrainment of water with low phytoplankton concentrations and higher nutrient concentrations from
below. This dilution causes the phytoplankton concentrations to decrease, which is hypothesized to
reduce the grazing rate by zooplankton, with the consequence of positive phytoplankton population
growth rates, even when their concentration is declining. The hypothesis therefore predicts that bloom
initiation begins in the late autumn/early winter, while the mixed layer is deepening and prior to the
winter solstice, consistent with empirical data [Behrenfeld, 2010; Boss and Behrenfeld, 2010].
A few studies have sought to investigate whether the mechanisms responsible for bloom formation pro-
posed by the DRH can be reproduced by mathematical models [Behrenfeld et al., 2013; Kuhn et al., 2015;
Levy, 2015]. Several of these have shown that bloom initiation in the North Atlantic can occur in the late
autumn/early winter, associated with the reduction of grazing pressure via mixed-layer deepening. Behren-
feld et al. [2013] found support for the DRH by analyzing predictions of the relatively complex Biogeochemi-
cal Element Cycling-Community Climate System Model (BEC-CCSM) [Behrenfeld et al., 2013]; however, a
complication is that the BEC-CCSM has so many parameters and degrees of freedom that uncertainty
remains about the extent to which the results are a function of the specific model configuration (parameters
values and functional forms) [Franks, 2002, 2009; Anderson, 2005]. Levy [2015] found support for the DRH
using a set of much simpler models but also found that mechanisms postulated under the critical turbu-
lence hypothesis could play an important role in bloom formation. Kuhn et al. [2015] used optimization
techniques to parameterize a simple a nutrient-phytoplankton-zooplankton-detritus (NPZD) model, which
they then used to investigate North Atlantic bloom formation. Their model predicted that positive popula-
tion growth rates in early winter were associated with mixed-layer deepening, consistent with the DRH, but
also found that physical disruption of grazing by mixed-layer deepening was not necessary for bloom for-
mation and that changes in zooplankton biomass caused by mixed-layer deepening may not in fact have a
major effect on the timing of onset of the blooms.
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The study of Kuhn et al. [2015] showed that a simple model with inferred parameters could both accurately
reproduce average seasonal phytoplankton dynamics and be used to investigate the mechanisms of bloom
formation. Inferring parameters and state variables based on the match between model predictions and
empirical data is an increasingly used technique in ecological applications [Matear, 1995; Friedrichs et al.,
2007; Jones et al., 2010; Dowd, 2011; Liu and Scavia, 2010; Hahn-Woernle et al., 2014; Kuhn et al., 2015]. A
common term for this approach is inverse modeling, in which rather than aiming to predict the system
dynamics from a model, the aim is to predict the model parameters based on the match between the
model predictions and the data. In an early example, Matear [1995] inferred parameters for three models to
investigate the extent to which they could capture the plankton dynamics observed at a North Atlantic site.
In that study, all models could capture the quantitative dynamics well but the number of poorly constrained
parameters increased with model complexity. Such poorly constrained parameters imply that multiple alter-
native parameter values are equally likely. Poorly constrained parameters can also generate highly uncertain
predictions, if their full possible range is translated into a range of predictions [Denman, 2003; Anderson,
2005; Franks, 2009]. However, recent increases in data availability enable most of the parameters of simple
models to be well constrained, as illustrated by Kuhn et al. [2015]. Even with well-constrained parameters
and good predictions, incorrect conclusions about the underpinning mechanisms can still occur because
the assumed model formulation (the equations and functional forms in the model) is inapplicable. This
could especially be a problem with simple models, where often grossly simplifying assumptions are made.
This problem will be alleviated over time as more comparisons are done with models with differing com-
plexities, alternative assumptions, and improvements in their parameterizations.
Our study here contributes to this ongoing process of increasing our understanding of phytoplankton
bloom formation through the use of data-constrained models. In a previous study, Behrenfeld and Boss
[2014] showed that the simple nutrient-phytoplankton-zooplankton (NPZ) model of Evans and Parslow
[1985] can generate plankton blooms in a way that is consistent with the DRH. However, they did not show
that the model predictions could actually match observational data. Given that dynamics consistent with
multiple alternative hypotheses could be obtained with a model depending on its parameterization, it is
appropriate to evaluate whether there exists a parameterization of the Evans and Parslow [1985] model that
matches the observations, in terms of the spatial and temporal dynamics of phytoplankton and their popu-
lation growth rates, and whether it is consistent with the DRH. In this study, we had two aims: (i) to assess
how well the NPZ model of Evans and Parslow [1985], fitted to the data using Bayesian parameter estima-
tion, could quantitatively capture the dynamics of phytoplankton in the North Atlantic, and (ii) to use such a
model to assess whether it provides support for the DRH for the North Atlantic phytoplankton blooms.
Our approach resembles that of Kuhn et al. [2015] in terms of using a simple data-constrained model to
investigate mechanisms underpinning North Atlantic phytoplankton blooms, but it differs in a number of
important details. First, we use Bayesian parameter inference rather than parameter optimization. This ena-
bles us to infer the model parameters as a joint probability distribution given uncertainty in the observatio-
nal data sets, rather than individual best estimates. One advantage of this is that we can directly assess how
well the inferred parameter values are constrained and whether they are correlated in their probability dis-
tributions (this latter analysis does not turn out to be insightful in our study). However, the key advantage
Bayesian parameter inference brings is that it naturally enables us to evaluate of how the resulting parame-
ter uncertainty propagates through predictions of the final models and affects conclusions.
Another departure from Kuhn et al. [2015] is that we do not average our time series data on phytoplankton
concentrations into seasonal averages because we want to assess the predictive ability of our model even
when the data includes year to year variability. A resulting benefit is that we can assess the model predic-
tive ability against data using years omitted from the parameter inference process, which is good practice
to help avoid including mechanisms that only help the model explain the data it is being trained to (known
as overfitting). Using multiyear data also enables us to use time series data with gaps: as is frequent, the sat-
ellite data we use contain gaps for some sites due to a lack of sunlight in the winter. Kuhn et al. [2015] had
to omit the more northerly sites from their analysis because of this difficulty. Another difference to Kuhn
et al. [2015] is that we data constrain a different model formulation, in particular ours is not vertically
resolved (it also does not contain a detritus component). While it was tempting to include this detail
because it could potentially have made simulations of vertical dynamics more realistic, we chose to keep
our model matching the Evans and Parslow [1985] formulation to address our aims.
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2. Methods
We will first describe the model and data sets we used in our study, and the numerical technique we used
to drive the model with time series data on the physical environment (such as mixed-layer depth). We will
then describe our Bayesian parameter inference technique in some detail because while it is increasingly
commonly used [Jones et al., 2010; Dowd, 2011; Liu and Scavia, 2010], it will still be unfamiliar to many.
2.1. Models
We used two models both based on Evans and Parslow [1985, hereon denoted EP85]. The first model (Model
1) is almost identical to EP85, while the second (Model 2) has a subtle but important modification to the
effects mixed layer depth changes on phytoplankton and zooplankton concentrations.
Both models have the classic three pool nutrient-phytoplankton-zooplankton structure (nitrate being the
only nutrient we consider here), with changes in their concentrations given as:
dN
dt
5xP1 gZ1
12 fð ÞcP2Z
K1 P2
2
a Ld;Md; Pð ÞPN
j1N
2 N2Ndð ÞfN Mdð Þ=Md; (1a)
dP
dt
5
a Ld;Md; Pð ÞPN
j1N
2xP2
cP2Z
K1 P2
2 PfP Mdð Þ=Md; (1b)
and
dZ
dt
5
fcP2Z
K1 P2
2 gZ2 ZfZ Mdð Þ=Md; (1c)
where N, P; and Z are the concentrations of nitrate, phytoplankton, and zooplankton respectively (all with
units mM N m23); a a function that predicts the phytoplankton growth rate (day21) in nitrate unlimited
conditions as a function of light throughout the mixed layer (identical to EP85; see supporting information
Text S1 of this paper for the equations); Ld and Md are, respectively, the light intensity reaching the water
surface (W m22) and the mixed-layer depth (m); both of these varied over time according to driver data
(see driver data below); fN , fP; and fZ determine the effects of mixed-layer depth and its rate of change on
nitrate, phytoplankton, and zooplankton concentrations within the mixed layer; and the other parameter
definitions are given in Table 1.
Models 1 and 2 differ only in how the properties of the mixed layer affect nitrate, phytoplankton, and zoo-
plankton concentrations. For Model 1 we make the same assumptions as EP85, with
fN Mdð Þ5mN1max 0:0; dMd=dtð Þ; (2a)
Table 1. Parameter Definitions and Values for the Models Used in This Study
Textual Definition Symbol Units Prior Range Justification for Value
Nitrate uptake half saturation j mM m23 0.25–2 0.25–400% value in EP85
Phytoplankton background mortality rate x d21 0.0175–0.28 0.25–400% value in EP85
Grazing half saturation K mM m23 0.25–4 0.25–400% value in EP85
Maximum grazing rate c day21 0.25–4 0.25–400% value in EP85
Grazing efficiency f 0.125–1 0.25–200% value in EP85; f > 1
does not make biological sense
Zooplankton background mortality rate g day21 0.0175–0.28 0.25–400% value in EP85
Maximum photosynthetic rate
(supporting information Text S1)
Q day21 0.5–8 0.25–400% value in EP85
Lowlight photosynthetic slope
(supporting information Text S1)
s (W m22)21 420–6700 0.25–400% value in EP85
Light attenuation by water
(supporting information Text S1)
k m21 0.025–0.4 0.25–400% value in EP85
Light attenuation by phytoplankton
(supporting information Text S1)
l mM m21 0.03–0.48 0.25–400% value in EP85
Nitrate diffusion rate mN m d
21 0.75–12 0.25–400% value in EP85
Phytoplankton diffusion rate out of mixed layer mP m d
21 0.75–12 0.25–400% value in EP85
Nitrate conc. below the mixed layer Nd mM m
23 2.5–40 0.25–400% value in EP85
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fP Mdð Þ5mP1max 0:0; dMd=dtð Þ; (2b)
and
fz Mdð Þ5 dMd=dt: (2c)
According to this model, nitrate in the mixed layer changes as a result of diffusion across the mixed layer
(with rate proportional to mN), the difference in nitrate concentrations between the mixed layer and the
rest of the water column, and due to the entrainment of water below the mixed layer as it deepens. Phyto-
plankton are also assumed to diffuse out of the system and are also diluted when phytoplankton-free water
is entrained as the mixed layer deepens. Importantly, it is assumed that the phytoplankton and zooplankton
concentrations below the mixed layer are zero. Zooplankton are assumed to actively avoid leaving the
mixed layer and so their concentrations increase in response to mixed-layer shallowing and decrease in
response to mixed-layer deepening (all else being equal). Phytoplankton are assumed to be entirely passive
and are thus lost from the mixed layer as it shallows (their concentrations in the mixed layer are unaffected)
and are diluted as the mixed layer deepens.
Since EP85, studies have shown that some autotrophic organisms can employ active mechanisms to main-
tain their presence within the mixed layer [Cullen, 2015]. In addition, studies have shown that phytoplank-
ton concentrations can remain relatively high down to the depth at which light has been reduced to 1% of
surface light, the euphotic zone depth, Meu , beyond which their concentrations are much reduced [Cullen,
2015; Westberry et al., 2008]; this depth can sometimes be greater than the mixed-layer depth. We therefore
created Model 2 to reflect these empirical observations. For nitrate and phytoplankton, we modeled the
effects of mixed-layer deepening as
fNP Mdð Þ5 0; when 0 < Md < Meu; (3a)
but
fNP Mdð Þ5 F dMd=dtð Þ1max 0:0; dMd=dtð Þð Þ; when Md > Meu; (3b)
where NP5N for nitrate and NP5 P for phytoplankton, F5mNP when dMd=dt < 0 and F50 when
dMd=dt > 0. Thus, we assume that nitrate and phytoplankton concentrations are not affected by mixed-
layer deepening down to Meu (equation (3a)). However, beyond that they are diluted when the mixed layer
is deepening (dMd=dt > 0 in equation (3b)) and can diffuse out of the mixed layer when it is shallowing
(F5mP , in equation (3b)). Our formulation of F dMd=dtð Þ reflects a simplifying assumption that diffusion out
of the mixed layer is insignificant as it is deepening because anything that sinks out of the mixed layer is
soon incorporated back into the mixed layer. Experiments with the alternative assumption that F5mNP
when dMd=dt > 0 led to trivial quantitative effects on our results.
We model the effects of mixed-layer deepening on zooplankton as
fZ Mdð Þ5 0; when 0 < Md < Meu; (4a)
but
fZ Mdð Þ5 dMd=dt; when Md > Meu: (4b)
Thus, for the second model, we assume that their concentrations are not affected by mixed-layer deepening
down to Meu but beyond that the zooplankton swim to maintain their presence within the mixed layer.
2.2. Study Area, Driver, and Comparison Data
We chose a slightly smaller but similar region of the North Atlantic to that of Behrenfeld [2010], focusing on
the rectangular region between 458W and 158W and between 408N and 558N (Figure 1). This region includes
the three northern bins NA-7, NA-8, and NA-9 that were excluded by Kuhn et al. [2015] because they con-
tained gaps in their time series in the midwinter. Our time period of interest was the 10 years from the
beginning of 1998 to the end of 2007. For this period, it is possible to obtain remotely sensed time series
data representative of phytoplankton concentrations in the mixed layer as well as the environmental varia-
bles necessary to drive our model (such as mixed layer depth). Data were aggregated to 12.58 latitude 3
108 longitude ‘‘bins,’’ resulting in the 3 3 3 bin lattice labeled regions NA-1 to NA-9 by Behrenfeld [2010], a
naming we adopt here (Figure 1). This spatial resolution is coarser than the original resolution of the
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phytoplankton and environmental data sets to reduce the effects of lateral advection on the measured tem-
poral dynamics of phytoplankton; however, the benefit of studying multiple regions is that we can observe
how our results vary spatially.
We used three different but nonindependent time series data sets as constraints in our parameter estima-
tion routine: phytoplankton carbon concentrations (in mg m23; the only type of time series data used as a
parameter constraint by Kuhn et al. [2015]), the rates of change of phytoplankton carbon concentrations,
and euphotic zone depths (in m). The original source data are satellite products derived from applying algo-
rithms to measurements of water leaving radiances by the Sea-viewing Wide Field-of-view Sensor (SeaWiFS)
remote sensing instrument, as described in more detail by Behrenfeld [2010]. The data were downloaded
from the Ocean productivity web portal (http://www.science.oregonstate.edu/ocean.productivity/) with a
temporal resolution of 8 days and a spatial resolution of one sixth of a decimal degree. We coarsened these
data sets to the 12.58 latitude 3 108 longitude bins by taking the mean and standard deviation across the
log transformed time series for each grid cell.
The satellite product on phytoplankton concentrations reports them in mg carbon m23 [Behrenfeld, 2010]
but our model predicts concentrations in mM nitrogen m23. Therefore, to convert the model predictions to
compare with data, we assumed the Redfield ratio of 106 C atoms to 16 N atoms [Redfield, 1934].
The data on the rates of change of phytoplankton carbon concentrations were computed as
gr5ln P tð Þ=P t2Dtð Þð Þ=Dt, where gr is the rate of change of phytoplankton concentration, P tð Þ, at time t,
and Dt is the time window. Note that the rate of change of phytoplankton concentrations includes dilution
and, thus, is different from the rate of change of phytoplankton populations which discounts the effects of
dilution (detailed below).
The data on euphotic zone depths were computed by applying the formulae of Morel and Berthon [1989]
Meu5 568:2 chl½ 20:746; when Meu < 102 m; (5a)
and
Meu5 200 chl½ 20:293 ; when Meu > 102 m; (5b)
where chl½  is the total pigment content in the euphotic layer (mg m22). This circular relationship occurs
because the formulae were derived from a nonlinear empirical relationship between chlorophyll concentra-
tions and euphotic zone depths. The data on chl½  used to compute Meu via. equation (5) were downloaded
from http://www.science.oregonstate.edu/ocean.productivity/).
Computing model predicted euphotic zone depth to compare with that derived from empirical data was
straightforward: our photosynthesis model assumes light intensity decays through the water column
Figure 1. The nine North Atlantic bins (rectangular geographical regions) that are the focus of our study here are cells of a 33 3 rectangular
grid from245 to215 longitude in steps of 108 and from 40 to 55 latitude in steps of 58. The identities of these grid cells (NA-1 to NA-9) are
identical to those used by Behrenfeld [2010].
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according to exp2 k1lPð Þh, where k and l are inferred light decay coefficients, P is the phytoplankton con-
centration, and h is the distance from the water surface (supporting information Text 1) [Evans and Parslow,
1985]. This can be used to calculate the predicted Meu, the distance from the water surface at which light
intensity is 1% of that at the surface.
We used two data sets as drivers for our model simulations: mixed-layer depths and sea surface light inten-
sities (Kuhn et al. [2015] used an astronomical formula rather than estimated actual light intensities). As in
Behrenfeld [2010], we used mixed-layer depth (MLD) data derived from data-constrained ocean circulation
models: the Fleet Numerical Meteorology and Oceanography Centre (FNMOC) model [Clancy and Sadler,
1992] for the years 1998 to 2004, the Simple Ocean Data Assimilation (SODA) model from day 169 in year
2005 until 2008, and the Thermal Ocean Prediction Model (TOPS) for the first 168 days in year 2005. Outputs
from these three different models were used because they cover different time periods. These were all
downloaded from the Ocean productivity web portal (http://www.science.oregonstate.edu/ocean.produc-
tivity/) with a temporal resolution of 8 days and a spatial resolution of one sixth of a decimal degree.
Data on light reaching the sea surface were obtained from NCEP Reanalysis Daily Averages Surface Flux
data, downloaded from http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.surfaceflux.html.
These had a temporal resolution of 1 day and a spatial resolution of 1.92 decimal degrees latitude 3 1.875
decimal degrees longitude.
2.3. Calculation of the Rate of Change of Phytoplankton Populations and Other Key Metrics
We were particularly interested in the rates of change of phytoplankton populations as a metric; that is, the
component of the rate of change of phytoplankton concentrations that occurs separately from dilution
effects. For the model simulations, these were calculated using equation (1b) with the effects of mixed-layer
deepening removed (i.e., setting dMd=dt50). For the satellite data, we calculated the rate of change of the
phytoplankton population using the method defined by Behrenfeld [2010]. That is,
r5
ln
P
P tð ÞP
P t2Dtð Þ
 
Dt
; when Md tð Þ > Md t2Dtð Þ and Md tð Þ > Meu; (6a)
and
r5
ln P tð ÞP t2Dtð Þ
 
Dt
; when Md tð Þ < Md t2Dtð Þ or Md tð Þ < Meu; (6b)
where r is the rate of change of the phytoplankton population at time t, Dt is the length of time between
consecutive datapoints (mostly 8 days and we exclude larger gaps in the calculation of r), P is the satellite-
derived concentration of phytoplankton carbon,
P
P5PMd is the depth-integrated estimate of phytoplank-
ton carbon content, and Meu is the euphotic depth, which was calculated according to equation (5) above.
Behrenfeld [2014] hypothesized that the sustained acceleration in phytoplankton growth (cell division) rates
after bloom initiation could be the mechanism driving the prolonged period of growth in phytoplankton
populations throughout the late winter and early spring. To assess this hypothesis, we computed the accel-
eration in growth rates using the same formulation as Behrenfeld [2014]
Dlrel5
l12l0
l11l0ð Þ=2
; (7)
where l1 is the phytoplankton growth rate at a time point and l0 is the growth rate 8 days earlier.
In our analyses, we also calculated a threshold concentration of phytoplankton above which the zooplankton feed-
ing rate is sufficient to offset losses and the zooplankton concentration increases, and below which it decreases.
This is derived by assuming the rate of change of zooplankton in equation (1c) is zero and rearranging to give
~P5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g1 fZ Mdð Þð ÞK
fc2 g1 fZ Mdð Þð Þ
s
: (8)
This expression has no solutions under two circumstances for realistic parameter values (see Table 1 for
parameter definitions): the first is when the maximum zooplankton growth rate is less than the loss rate
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due to dilution and mortality (when fc < g1fZ Mdð Þð ) and the other is when mixed-layer shallowing is so
rapid (when fZ Mdð Þ < 0 and abs fZ Mdð Þð Þ > g) that the zooplankton concentration inevitably increases, irre-
spective of the phytoplankton concentration.
In our analyses below, we also calculated the strength of nitrate limitation on growth rates as
Nlim5 12
N
j1N
;
which is the quantity that maximum photosynthesis rates are reduced by nitrate limitation, where j is the
inferred nitrate uptake half saturation coefficient.
2.4. Numerical Solution and Knock-Out Experiments
A basic forward Euler method was used to simulate our models, adopting a daily time step; early experi-
mentation with adaptive time step solvers revealed that the time step chosen was always approximately
daily and we obtained trivial numerical differences between the two schemes. Environmental driver data
were used each time step, adopting linear interpolation to obtain values for time steps without data (our
coarsest temporal resolution for driver data was 8 days). Simulations also required specification of initial
conditions for nitrate, phytoplankton, and zooplankton concentrations. Early experimentation with inferring
these as model parameters indicated that values were being selected that were biased toward obtaining a
good fit in the first year because the effects of variations in the initial conditions were largely lost after the
first year of simulation. To prevent this bias, we assumed that the multiyear dynamics followed a constant
average trajectory (did not increase or decrease) and simulated the model twice, the first time with arbitrary
initial conditions and the second time with the initial conditions determined by the average concentrations
over the end of the final 4 years of the first simulation. This procedure was used to obtain initial conditions
for both the training and evaluation simulations (each simulating 5 years) detailed below.
We performed a series of simple knock-out experiments to explore the relative importance of different
mechanisms, by removing variation in particular mechanisms on the seasonal dynamics of the rate of
change of phytoplankton populations. These were performed using the mean parameter values derived
from the joint posterior distribution of the inferred parameters. All of the knock-out experiments were first
spun-up under identical conditions to the standard simulation for each bin, simulating from 1998 to 2002.
The final values of nutrients, phytoplankton, and zooplankton from that simulation were then used as initial
conditions in the knock-out experiments. Then the knock-out was applied by altering one or more of the
mechanisms and repeating the simulation from 1998 to 2002 ten times, each time feeding the final states
into the initial states of the next simulation. This was sufficient to remove transient dynamics. The final 5
years of simulation were used in the analysis. The knock-outs we explored were LightMean in which light
intensity was set to the mean light level from the data for that bin, NoZ—zooplankton was fixed to zero,
MLDMean—mixed-layer depth (MLD) was set to the mean MLD from the data for that bin, NUnlim—in
which nitrate levels were set to be a constant value, sufficiently high to be unlimiting to phytoplankton
growth rates, LightOnly—zooplankton was set to zero and MLD was set to the mean MLD, MLDOnly—zoo-
plankton was set to zero and light was set to the mean light level, MLDOnlyNUnlim—as in MLDOnly but
nitrate was also set to be unlimiting to phytoplankton growth rates, and ZOnly—MLD and Light were set to
their mean levels.
2.5. Bayesian Parameter Estimation Method and Comparing Model Predictions to Data
Our goal with parameter estimation was to estimate the probability distributions of the model’s parameter
values given the empirical data and accounting for uncertainty in the data. Bayes’s theorem [Gilks et al.,
1996] enables calculation of the probability of a model’s parameters given empirical data. Translated into
our parameter estimation problem it is
P hjXð Þ5 P Xjhð ÞP hð ÞÐ P Xjhð ÞP hð Þdh ; (9)
where we use P to denote a probability, X to denote our data (phytoplankton carbon concentrations, their
rates of change and euphotic zone depths), and h to denote our vector of model parameters (those in
Table 1) [Gilks et al., 1996]. Equation (9) states that we can calculate the probability distributions for our
model parameters (the posterior distribution) by calculating the three terms on the right-hand side,
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although for the purposes of this study we only need to compute two terms in the numerator, with the
denominator acting as a normalizing constant (which we assume equal to 1) [Gilks et al., 1996]. The term for
the probability of the parameters P hð Þ represents our prior belief about the true distribution of the model
parameters. We chose to define broad yet biologically or physically reasonable prior ranges, with their prob-
ability uniformly distributed between maxima and minima, because of a general lack of adequate empirical
data. As a consequence, our problem reduced to calculating
P hjXð Þ / L Xjhð Þ; (10)
where L is typically referred to as the likelihood of the data given the model parameters.
To calculate L Xjhð Þ, we need to formulate an expression for the probability of the data given the predic-
tions of our model. We take advantage of the fact that the data are itself uncertain to express this as
log L Xjhð Þð Þ5
XB
b50
log N Xb;U5Yb hð Þ;S5Vbð Þð Þ; (11)
where N is a normal distribution with mean U and variance S, Yb hð Þ is the deterministic model prediction
associated with data item b, B is the total number of data items, and Vb is the variance associated with data
item b. In words, this states that the log likelihood of the observations given the model parameters is given
by the probability that each observation was drawn from a normal distribution, centered on the model pre-
dictions for that data item, with standard deviation given by the standard deviation across observations
within each bin. Thus, we were assessing the probability that the model produced the data given that the
only source of error was spatial heterogeneity within each bin (this issue is addressed in section 4). We used
three different observational data sets (detailed above) and thus roughly every 8 days of simulation the
probability of those observations was calculated and their logarithms summed. Spatial variation about
mean phytoplankton concentrations within each bin was lognormally distributed and so these data were
logged before computing the variance Vb and these log-transformed data were compared with the log of
phytoplankton concentrations in the likelihood function.
Calculating the likelihood exactly is practically impossible for complex nonlinear models with more than
just a few parameters and so we used the Markov Chain Monte Carlo (MCMC) algorithm combined with the
Metropolis-Hastings algorithm [Gilks et al., 1996] to solve equation (11). We omit full details of how this algo-
rithm works for brevity (detailed in Gilks et al. [1996] and Jones et al. [2010]) but ultimately the successful
application of this technique leads to a list of log likelihoods that has a frequency distribution that approxi-
mates log L Xjhð Þð Þ: This list of log likelihoods also has a list of associated parameters that have a frequency
distribution that approximates the posterior joint probability distribution of the parameters Post hð Þ.
We used the Filzbach software library (http://research.microsoft.com/en-us/um/cambridge/groups/science/
tools/filzbach/filzbach.htm) to carry out Bayesian parameter inference using the MCMC technique described
above. A potential problem with MCMC parameter estimation is that it can become stuck in local maxima
of L Xjhð Þ. Multiple chains were therefore run to check (and confirm in our case) that they always con-
verged to the same L Xjhð Þ. We used a burn in-phase length of 50,000 iterations (used to configure internal
parameters to the algorithm) and a sampling phase of 100,000 iterations (used to estimate Post hð Þ). A com-
plication in interpreting the individual parameter values within Post hð Þ is that they might be strongly corre-
lated with each other. However, the majority of our parameters had very low degrees of correlation with
each other (correlation coefficients between 20.4 and 10.4). Those few pairs that were exceptions were
more tightly correlated for understandable reasons from inspecting our model equations, e.g., the maxi-
mum photosynthetic rate and the phytoplankton mortality rate tended to be positively correlated.
As part of our analysis, we wished to assess evidence for spatial variation in inferred parameter values across
the bins in our model (Figure 1), to understand the extent to which bloom formation mechanisms might
vary spatially, as well as the extent to which spatial variation in inferred parameter values improved the
model predictions. We therefore performed Bayesian parameter estimation with our two models assuming
either that the values of the estimated parameters could vary between North Atlantic bins or were common
to all bins. In the first case, each bin had an independent set of parameters and the model was constrained
against the data for each bin independently, we refer to these models as having bin-specific parameters. In
the second case, the bins shared the same parameters and so the model was constrained against all of the
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data for all of the bins together (the log likelihoods for each bin were summed at each MCMC step to calcu-
late the overall log likelihood), we refer to these models as having bin-shared parameters. We also parti-
tioned all of our time series data into training and evaluation sets, selecting the years 1998–2002 as the
training years and 2003–2008 as the testing years. This was important to assess how well the results gener-
alized to data that the model had not been trained to and to guard against overfitting our models.
2.6. Definition of Parameter Ranges
Our parameter definitions (to equations (1)–(5) and defined in Table 1) were, where possible, the same as in
the original EP85 model formulation, though with some being made redundant by having environmental
data (e.g., sea surface irradiance), and some new parameters being added (such as separate nitrate and phy-
toplankton diffusion rates). EP85 gave a list of parameter values and their justifications for deciding those
values. We inferred the most likely parameter values given the observed data, with the limitation that they
must fall within biologically realistic ranges. A literature survey indicated that it would be difficult to specify
meaningful prior parameter ranges for most parameters and so we chose to base our prior ranges on the
values adopted by EP85, setting the ranges between 0.25% and 400% of those used in EP85 (this choice is
addressed in section 4).
3. Results
3.1. How Well Do the Models Predict the Data?
After parameter estimation, the predictions of both models closely followed variation in the mean of the
time series data on phytoplankton concentrations and euphotic zone depths, when assessed against both
the training data (1998–2002) and the evaluation data (2003–2007; see Figures 2 and 3 for the simulated
trajectories for three bins and supporting information Figures S1 and S2 for trajectories for all bins). Around
40% of the variation in the data on phytoplankton concentrations was explained by Model 1 and around
50% by Model 2 although these performance metrics overlap in their standard deviations; these numbers
calculated by averaging across the training and test data performance metrics, (based on the correlation
coefficients between predictions and observations for [P] in Table 2 and supporting information Table S1;
Figure 2. Simulated and observed phytoplankton concentrations for three North Atlantic bins and for both model training (1998-end of 2002) and test (2003-end of 2007) data. Simu-
lated trajectories are distributions resulting from 1000 simulations, each using draws from the joint posterior parameter distribution from the data-constrained models. Training and test
data simulations were run independently. The data 95% ranges are the 95% confidence intervals computed from spatial variation in the data within each of the nine North Atlantic bins
identified in Figure 1.
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Table 2 shows results for the test data, training data results are given in supporting information Table S1).
Predictions of euphotic zone depths explained around 37% of the variation in the empirical mean data for
Model 1 and around 41% for Model 2 (based on correlation coefficients for Md in Table 2 and supporting
information Table S1; again, overlapping standard deviations). In contrast, neither model predictions corre-
lated with the mean time series of the rate of change of phytoplankton concentrations (d[P]/dt; Table 2 and
supporting information Table S1 and Figure S3). The large uncertainty relative to the mean empirical data
trajectory indicated that there was particularly low confidence in the high-frequency fluctuations in mean
population growth rate. However, Model 2 tended to explain over twice as much variation in the rate of
Figure 3. Simulated and observed euphotic zone depths for three North Atlantic bins and for both model training (1998-end of 2002) and test (2003-end of 2007) data. Simulated trajec-
tories are distributions resulting from 1000 simulations, each using draws from the joint posterior parameter distribution from the data-constrained models. Training and test data simu-
lations were run independently. The data 95% ranges are the 95% confidence intervals computed from spatial variation in the data within each of the nine North Atlantic bins identified
in Figure 1.
Table 2. Model Predictive Performance for Test Data (Years 2003–2008) After Parameter Estimation Had Been Performed Using the
Training Data (Years 1998–2002)a
Model 1 Model 2
Model
Parameter Setup
Bin-Specific
Parameters
Bin-Shared
Parameters
Bin-Specific
Parameters
Bin-Shared
Parameters
Correlation coefficient (R2)
between predictions and
observations for. . .
[P] 0.40 (0.18) 0.42 (0.09) 0.45 (0.16) 0.54 (0.04)
d[P]/dt 0.01 (0.01) 0.01 (0.1) 0.01 (0.01) 0.01 (0.01)
Md 0.39 (0.21) 0.33 (0.17) 0.43 (0.17) 0.37 (0.16)
Phyt. pop. growth rate 0.03 (0.03) 0.03 (0.02) 0.09 (0.05) 0.10 (0.04)
Avg. annual [P] 0.58 (0.20) 0.64 (0.08) 0.66 (0.19) 0.77 (0.03)
Avg. annual phyt. pop.
growth rate
0.08 (0.06) 0.07 (0.04) 0.29 (0.13) 0.35 (0.14)
Mean relative likelihood
for. . .(larger5better)
All data 2145 2219 2135 2195
[P] 254 265 240 244
d[P]/dt 231 231 231 231
Md 263 2126 267 2124
aParameter estimation was either performed fitting the models to data from individual bins or all bins together. Mean relative likeli-
hoods are the average differences in log likelihoods across individual bins relative to the model that had the highest likelihood for each
bin (Model 2 with bin-specific parameters for the training data). Correlation coefficients were either calculated by comparing predicted
versus observed time series (n5 230 for each bin) or predicted versus observed for the mean annual time series for each bin (n5 48 for
each bin). See supporting information Table S1 for model performance assessed against the training data, including information criteria
scores.
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change of phytoplankton populations (around 10% for phytoplankton population growth rate in Table 2
and supporting information Table S1) compared to Model 1 (around 4%), with little overlap in their stand-
ard deviations.
In terms of average annual phytoplankton dynamics, Model 2 explains around 70% of the variation in phy-
toplankton concentration dynamics compared to around 60% for Model 1, with overlapping standard devi-
ations (average annual [P] in Table 2 and supporting information Table S1). However, Model 2 explained
around 30% of the variation in the rate of change of phytoplankton populations compared to 8% for Model
1 (average annual phytoplankton population growth rate in Table 2 and supporting information Table S1),
with no overlapping standard deviations. Therefore, Model 2 tended to perform better than Model 1 in
terms of capturing the dynamics of phytoplankton concentrations and euphotic zone depths and also in
terms of predicting the rates of change of phytoplankton populations. We conclude that from the perspec-
tive of making predictions that best fit the data, Model 2 is better than Model 1. Analysis of the model likeli-
hoods and information criteria supports this conclusion (Table 2 and supporting information Table S1).
Comparing the predictions of the model with bin-specific and bin-shared parameters shows that the mod-
els with bin-shared parameters predict the data with much lower uncertainty (evident from comparing the
standard deviations in Table 2). This is an expected consequence of using more data; the data from all bins
rather than from just one bin, to infer the parameters of the bin-shared model. In terms of predictive per-
formance, the models with bin-shared parameters and bin-specific parameters predict a similar amount of
variation in all of the data sets (Table 2), with overlapping standard deviations. However, comparison of the
model likelihoods shows that the fit of the data is better for the models with bin-specific parameters
(Table 2).
3.2. What Do the Models Predict for the Seasonal Dynamics of Phytoplankton Population
Growth Rates?
The model performance analysis above highlights that Model 2 particularly outperforms Model 1 in predict-
ing the seasonal dynamics of the phytoplankton population growth rates. Graphical comparison of the aver-
age seasonal dynamics of these highlights how Model 2 captures the data better than Model 1 (Figure 4;
Figure 4. Predicted and observed mean annual dynamics for the rates of change of phytoplankton populations for North Atlantic bins 2, 5, and 8 for the years 1998–2002, (training data,
although the same results were observed for the testing data). Solid lines for Models 1 and 2 indicate mean values while the shading indicates the 95% confidence range arising from
1000 simulations, each using draws from the joint posterior parameter distribution from the data-constrained models either with bin-specific or bin-shared parameters. The main differ-
ences between Models 1 and 2 are the rates of change predicted in the autumn (August–October).
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results for all bins with bin-specific parameters are shown in supporting information Figure S4 and with bin-
shared parameters in supporting information Figure S5). As shown by Behrenfeld [2010], empirical data
(black lines in Figure 4) indicate that the switch from negative to positive population growth rates associ-
ated with the blooms begins in the late autumn (approx. November) and tends to stay positive until the
end of the bloom (approx. May). However, Model 1 predicted a positive but varying population growth rate
throughout the year, while Model 2 tended to capture the observed seasonal timing correctly. This is also
true when bin-shared parameters are used for both models (Figure 4).
Our model predictions also imply latitudinal variations in the patterns of phytoplankton population growth
rates (Figure 4). In the most northern bins, the models indicate that the rates of change of phytoplankton
populations tended to decline toward zero after becoming positive in the autumn, approaching zero in the
winter. Unfortunately, satellite data for the northern bins with which to test this prediction do not exist,
although it makes logical sense given that there is almost no light to support photosynthesis in the midwin-
ter in the most northern bins. Further south, the midwinter decline in population growth rates is less promi-
nent for both the empirical data and model predictions.
3.3. How Do the Inferred Parameters Differ Between Models and Between Bins?
Analysis of the inferred parameters for different bins and for different models aids in understanding why
the different models make different predictions, and why their predictions vary spatially. However, the only
inferred parameter that clearly differed between Models 1 and 2 was the rate of phytoplankton diffusion
out of the mixed layer (mP), which tended to be higher for Model 2 than for Model 1 (Figure 5). This is con-
sistent with the fact that the major structural difference between the two models was in how mixed-layer
deepening influenced dilution and diffusion rates, where diffusion occurred all the time in Model 1 but only
applied in Model 2 when the mixed layer was shallowing and below the euphotic zone depth. This implies
that the prevention of diffusion and dilution while the mixed layer was shallower than the euphotic zone
depth enabled Model 2 to capture the increase in phytoplankton population growth rates in the late
autumn.
The parameters controlling grazing rates; grazing efficiency (f ), half saturation of grazing rate (K), and the
maximum grazing rate (c), all had quite large posterior ranges for both models, but also showed evidence
of varying with latitude. It is difficult to interpret the consequences of that variation for grazing rates from
Figure 5. Posterior parameter distributions, showing means (dots), 2.5th and 97.5th percentile (whiskers). Bins labeled ‘‘NA-ALL’’ show the posterior distributions when assuming all bins
shared the same parameters, the others being the distributions assuming bin-specific parameters. See Table 1 for parameter definitions and Figure 1 for the bin locations. The horizontal
axis extents define the allowable range for parameter variation during parameter inference (the prior range).
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Figure 5 alone and so we used the joint posterior of the parameters to reconstruct the resulting functional
relationships between phytoplankton concentrations and grazing rate, fP2= K1P2ð Þ. These showed that
grazing rates tended to be slightly higher for Model 1 than for Model 2, with overlapping uncertainty distri-
butions, but did not show clear variation with latitude for the estimates with bin-specific parameters (sup-
porting information Figure S6).
The half saturation constant controlling nitrogen limitation on phytoplankton division rates j was lower for
the most southerly bins than the northerly bins in both models. This is connected to our finding reported
below that nitrate limitation is particularly strong in the most southerly bins (at least for Model 2) and so we
defer further interpretation of this pattern until then.
The parameters controlling light decay through the water column (parameters k and l in Figure 5), the maxi-
mum photosynthetic rate (Q), and the background mortality rates of phytoplankton and zooplankton (x
and g) were all constrained to similar values for both models. This is also true for the inferred nitrate con-
centration below the mixed layer (Nd) and the nitrate diffusion rate out of the mixed layer (mN).
3.4. How Do the Mechanisms Controlling Phytoplankton Population Growth Rates Vary Seasonally?
We now analyze the relative importance of changes in the rates of phytoplankton growth, grazing, dilution,
and diffusion out of the mixed layer, the only components contributing to changes in phytoplankton popu-
lation growth rates in our model, to investigate what causes the dynamics of the rate of change of phyto-
plankton populations. In light of the fact that our structural modification clearly improves the model
performance (Table 2), we omit further analysis of Model 1 and report only on what Model 2 implies about
the mechanisms underpinning the phytoplankton blooms.
Phytoplankton concentrations, in both predictions and empirical data, tend to decline throughout the latter
half of the year and begin to increase again between January and February (Figures 6a–6c). The compo-
nents contributing to changes in the population growth rates of phytoplankton also vary seasonally (Figures
6d–6f), driven by the seasonal variation in the mixed-layer depth and light intensity (Figures 6g–6i). Phyto-
plankton growth and grazing rates track each other closely for most of the year but diverge toward late
winter and spring (Figures 6d–6f), associated with the period in which the mixed layer deepens below the
euphotic zone depth (Figures 6g–6i) and positive dilution rates (Figures 6d–6f). Losses due to diffusion out
of the mixed layer only occur from approximately January through May (Figures 6d–6f) as the mixed layer
shallows while it is deeper than the euphotic zone depth (Figures 6g–6i).
To analyze the relative magnitudes of the factors controlling the phytoplankton population growth rates,
we normalize them relative to the maximum possible phytoplankton growth rate given the light intensity a
(Figures 6j–6l; i.e., if nitrate is not limiting). These show for all bins that grazing rates closely track phyto-
plankton growth rates from May to around October but then diverge, initially declining then increasing
between October and May. These periods of positive difference between phytoplankton growth and graz-
ing rates are associated with the period in which the rate of change of the phytoplankton population is pos-
itive (Figures 6m–6o). Therefore, it appears as though the initiation of the bloom is attributable to the
decoupling of the dynamics of phytoplankton growth rates and grazing rates. These findings are also true if
we analyze the predictions of the model with bin-shared parameters (supporting information Figure S7).
However, nitrate limitation on phytoplankton growth rates also decreases during the early spring as more
nitrate is entrained from deep water (Figures 6j–6l), which will also contribute to the increase in phytoplank-
ton population growth rates.
Our model predicts differing strengths of nitrate limitation in different bins when the parameters have been
inferred specifically for those bins, increasing from north to south (Figures 6j–6l). In the northernmost bins,
the strength of nitrate limitation is relatively low throughout the year and does not decline substantially
when the mixed layer deepens (Figure 6j). However, nitrate limitation does decline substantially in the
more southerly bins (Figures 6k and 6l), which will inevitably contribute to the increase in the phytoplank-
ton rate of change. It therefore appears as though the initiation of the plankton blooms in our model is
associated with both a decrease in grazing rates and a relaxation of nitrate limitation, the latter being appli-
cable in the more southerly bins. Diffusion through the mixed layer is predicted to decrease spring phyto-
plankton population growth rates similarly for all bins, but not to an extent that causes the phytoplankton
population growth rates to go negative (Figures 6j–6l).
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The blooms appear to be initiated by the same mechanisms when the model parameters have been
inferred for all bins, with the exception that the dynamics of the different factors contributing to the rate of
change of phytoplankton populations do not differ substantially with latitude (supporting information Fig-
ure S7). This latter finding implies that the differences in relative strengths of the rate controlling factors
observed with our model with bin-specific parameters are due to inferred parameter differences. The lower
Figure 6. Mean annual variation in properties of the NPZ dynamics for three different bins. Dynamics shown are the median prediction from Model 2 with bin-specific parameters. (a–c)
Dynamics of nitrate (N), phytoplankton (P), and zooplankton (Z), as well as the nullcline (~P ): the phytoplankton concentration at which the rate of change of zooplankton is zero (defined
in equation (8)). (d–f) Components contributing to the rate of change of phytoplankton. (g–i) Mean seasonal dynamics of mixed-layer depth (Md ), euphotic zone depth Meu; and light
intensity. (j–l) Rate components normalized by nutrient unlimited phytoplankton growth rate, where Nlim represents the reduction of maximum growth rate by nitrate limitation. (m–o)
Rates of change of phytoplankton populations. (p–r) Relative change in the phytoplankton growth rates over each 8 day time window as defined in equation (7). Gray vertical line in all
plots indicates the winter solstice.
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saturation constants j inferred for the most southerly bins (Figure 5), as reported above, are probably related
to the fact that nitrate limitation is predicted to be relatively high in those bins. Lower values of j would
allow higher growth rates at low nitrate concentrations and the nitrate concentrations in the most southerly
bins are predicted to get lower than for the more northerly bins (Figures 6j–6l). This is likely because of the
relatively low replenishment from mixed-layer deepening; dilution rates are lower in the most southerly
bins (Figure 6l) and nitrate concentrations are not replenished as much as for the more northerly bins
(Figures 6a–6c). Thus, it appears as though lower values of j are inferred to enable predicted phytoplankton
concentrations to match the data when nitrate concentrations are predicted to be limiting in the most
southerly bins.
3.5. Does Temporal Variation in Mixed-Layer Deepening Cause Temporal Variation in Bloom
Initiation?
The analysis above implies that dilution-induced reductions of grazing pressure and nutrient limitation on
phytoplankton growth rates are associated with the initiation of the bloom in the late autumn/winter. This
leads to the prediction that the timing of bloom initiation should be related to the timing of mixed-layer
deepening below the euphotic zone depth. We found a significant positive relationship between the timing
of bloom initiation (defined as the time at which the growth rate of the phytoplankton population goes
positive) and the time at which the mixed-layer depth exceeds the euphotic zone depth in both the data
and in our model predictions (Figure 7; significant at p< 0.05), although these relationships have low pre-
dictive power (r25 0.07 for the data, r25 0.13 for the model). In addition, the deepening of the mixed layer
below the euphotic zone depth always precedes bloom initiation (Figure 7). Difficulties in obtaining a
smooth time series of population growth rates for the northernmost bins owing to the gaps in the data
meant that we had to omit that data from this analysis. In addition, predicted population growth rates do
not consistently change from negative to positive at the onset of dilution in northernmost bins implying
that a more sensitive method is required to detect the bloom onset.
Figure 7. Relationship between days in the year that mixed-layer depth exceeds euphotic zone depth and days in the year that phyto-
plankton population growth rates go positive, marking the initiation of the phytoplankton bloom, for both empirical data and model pre-
dictions. We applied a 120 day moving average to smooth the time series of phytoplankton population growth rate to enable detection of
when it switched from negative to positive. The linear regressions are significant with p< 0.05 and both exclude the data from the north-
ernmost bins.
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3.6. What Sustains the Blooms?
Analysis of the rates contributing to the population growth rate indicates that while phytoplankton growth
rates increase after midwinter due to increasing light intensity, grazing rates continue to decline before
increasing again in the early spring (Figures 6d–6l). The increases in phytoplankton growth rates are shortly
followed by increases in phytoplankton concentrations in the mixed layer, corresponding to when the
mixed-layer depth stops deepening and begins to shallow. However, the zooplankton concentrations do
not begin to recover until 1–2 months after this time. This implies that there is a period of time in which the
phytoplankton concentrations are too low to sustain positive growth in zooplankton populations, con-
firmed by analysis of the dynamics of the nullcline, as defined by equation (8) (Figures 6a–6c). Analysis of
the nullcline changes over time in different bins indicates that zooplankton are actually predicted to
experience positive population growth rates for a short time period in the year; typically around 4 months
(Figures 6a–6c).
Behrenfeld [2014] hypothesized that a sustained acceleration in phytoplankton growth rates after the winter
solstice could be the mechanism that could underpin a prolonged period of growth for the phytoplankton
population throughout the spring. Computing this acceleration according to equation (7) highlights that
our model indeed predicts that growth rates accelerate during this period (Figures 6p–6r). However, the
fact that that the phytoplankton concentrations are insufficient to support the population growth of zoo-
plankton in late winter and early spring means that zooplankton concentrations could not ‘‘catch up’’ with
phytoplankton in the early spring even if the acceleration of phytoplankton growth rates was zero. There-
fore, a period of acceleration of phytoplankton growth rates does not appear necessary to explain the
period of sustained phytoplankton population growth. Moreover, the period of rapid decrease in the phyto-
plankton population growth rate at the end of the bloom in May to July is associated with a rapid increase
in the grazing rate while the phytoplankton growth rate is still accelerating, highlighting that an accelerat-
ing growth rate alone is insufficient to prevent zooplankton from ending the bloom (Figure 6).
3.7. Are Zooplankton, Nitrate Limitation, and Seasonal Mixed Layers Necessary for the Timing
of the Blooms?
Our analysis above has revealed how time-varying processes contribute to bloom formation in our model. It
is natural to then ask about which of these processes might be necessary or sufficient to generate phyto-
plankton blooms more generally. We address that question here by sequentially removing rate controlling
processes and observing the impact on predicted bloom dynamics. We performed the knock-out experi-
ments for Model 2 for various bins, and with model parameters inferred specifically for each bin or shared
between bins, and our qualitative conclusions were the same. However, in Figure 8 we only show the results
for Bin NA-5 with bin-specific parameters for brevity.
Only two of the model manipulations in which we changed single factors had a similar seasonal trend in
the rate of change of phytoplankton populations to the original model. These were setting light to be con-
stant and setting nitrate concentration such that it did not limit phytoplankton growth (Figures 8c and 8f
compared to Figure 8b). These imply that seasonal light and nutrient limitation are not necessary conditions
for the observed bloom dynamics (in terms of the rates of population change). Setting light to be constant
had a more noticeable effect on the seasonal dynamics of phytoplankton concentrations, compared to the
original model (Figure 8a, green versus black), in particular allowing increases in the average phytoplankton
concentration even while the mixed layer is deepening (Figures 8b and 8c). When we knocked out seasonal
MLD only, the onset of the plankton bloom coincided with the end of the winter solstice (Figure 8e), indicat-
ing that knocking out the effects of seasonal MLD removes the phase of positive population growth rates at
the end of the year observed in the data.
Knocking out zooplankton entirely caused the phytoplankton concentrations to increase overall, both when
it was the only manipulation and when it was combined with manipulating other factors (Figures 8a, 8d, 8g,
and 8h). However, bloom dynamics were still observed, implying that phytoplankton blooms can occur
through the interaction with physical forcing variables only, although the specific timings and trajectories
are different. The simulation with no zooplankton and no seasonal MLD shows phytoplankton population
growth rates roughly following the seasonal dynamics of light, being positive when light is increasing and
negative when light is decreasing (Figure 8h). The simulation with no zooplankton and no seasonal light
has positive phytoplankton population growth rates throughout the year (Figure 8g) except in January and
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February. The changes in phytoplankton population growth rates in this experiment could be controlled by
changes in the integrated quantity of light in the mixed layer and in nutrient concentrations within the
mixed layer. The high phytoplankton population growth rates in March to August coincide with a shallow-
ing mixed layer, increasing the integrated quantity of light. The slightly positive population growth rates in
the autumn and early winter may be due to either increasing light in the water column or reduced nutrient
limitation but the former seems unlikely given that the mixed layer is deepening (increasing the time the
phytoplankton spend at greater depths) and the phytoplankton population growth rates are positive. Thus,
it appears as though the positive phytoplankton population growth rates are associated with a relaxation of
nutrient limitation. To test this, we performed the same knock-out but without nitrate limitation (Figure 8i).
This simulation had a zero phytoplankton population growth rate throughout the autumn and early winter,
implying that the relaxation of nutrient limitation in the autumn and early winter due to mixed-layer deep-
ening is a sufficient condition for positive phytoplankton population growth rates.
When physical forcing is knocked out entirely, the simulations do not show any seasonal dynamics: when
zooplankton and phytoplankton are present together then they approach their stable equilibria (Figure 8a,
ZOnly) and when phytoplankton is present on its own (not shown) it approaches an alternative stable
equilibrium.
Figure 8. Knock-out experiments to assess the relative importance of different factors in controlling the trajectory and timing of phytoplankton concentrations and the rates of change
of phytoplankton populations. Average-predicted seasonal dynamics of (left) phytoplankton concentrations and (right) rates of change of phytoplankton populations for bin NA-5 using
Model 2 with the mean posterior parameter values and different manipulations of the driver data or initial conditions. Legend definitions are: LightMean—light intensity was set to the
mean light level from the data for that bin, NoZ—zooplankton was fixed to zero, MLDMean—mixed-layer depth (MLD) was set to the mean MLD from the data for that bin, NUnlim—
nitrate levels were set to be a constant value, sufficiently high to be unlimiting to phytoplankton growth rates, LightOnly—zooplankton was set to zero and MLD was set to the mean
MLD, MLDOnly—zooplankton was set to zero and light was set to the mean light level, MLDOnlyNUnlim—as in MLDOnly but nitrate was also set to be unlimiting to phytoplankton
growth rates, and ZOnly—MLD and Light were set to their mean levels.
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4. Discussion
4.1. Model Predictive Accuracy
Our results show that a simple data constrained model, slightly modified from that of Evans and Parslow
[1985], can capture the qualitative and quantitative temporal and spatial dynamics of phytoplankton
blooms in the North Atlantic (Figures 2 and 4, and 6 and Table 2). This extends the finding of Kuhn et al.
[2015] that a simple data-constrained model could capture the seasonal average dynamics of phytoplank-
ton, by showing that a simple model can also predict multiannual time series data.
The accuracy of our model at predicting the seasonal dynamics of phytoplankton, explaining around 66
and 77% of the variation of the training and evaluation data respectively, is slightly lower than that
achieved by Kuhn et al. [2015] who explained around 85% for the more southerly bins. This difference is
mostly likely to be due to a difference in our parameter inference techniques. The technique used by Kuhn
et al. [2015] involved finding the single set of parameters that gave the best fit to the annually average sea-
sonal dynamics of phytoplankton, weighting toward capturing the dynamics of the bloom by using a vari-
able weighting scheme throughout the simulated year. We expect this to give a better fit to the annual
average time series for several reasons; their model was trained to capture that specific time series whereas
ours was trained to capture multiyear dynamics and for multiple data sets, their method did not take into
account uncertainty in the data whereas ours did, and the ratio of the number of model parameters to be
estimated to the number of data points is much higher in their study than ours (we use 5 years of data for
three different data types to infer parameters).
Another reason for differences in predictive accuracy between our model and that of Kuhn et al. [2015]
could be that their model was vertically resolved, which enables the more realistic simulation of vertical
dynamics. More realistically representing the effects of mixed layer deepening on phytoplankton, zooplank-
ton, and nutrients led to improved accuracy in our model. A clear extension of our study is therefore to
investigate how much further improvement is made by explicitly representing the vertical dimension, a
matter which we return to below. However, the fact that our simpler model does relatively well indicates
that extending to the additional complexity of a vertically resolved model may not always be necessary in
applications that still require a certain degree of qualitative and quantitative accuracy.
One reason for why our model might perform relatively well at capturing the time series of phytoplankton
dynamics is because we could obtain time series data on mixed layer depths and light. The use of time
series data on light contrasts with the study of Kuhn et al. [2015] who used a simple formula to estimate
incident light. We did not, however, account for other important changes in environmental variables such
as temperature (as was done by Kuhn et al. [2015]) but it would be straightforward to investigate the bene-
fits of including such details in future.
Our study potentially increases the utility of the simple model of Evans and Parslow [1985] (albeit, with
modifications), and other similarly simple models, from simply investigating and illustrating the hypothe-
sized mechanisms driving phytoplankton dynamics to being useful for capturing quantitative dynamics
when driven by physical forcing variables (as also implied by the study of Kuhn et al. [2015]). This supports
the supposition by Franks [2002] that NPZ models should not necessarily be rejected outright for forward
prediction (forecasting) simply on the basis that they appear too simple. These findings imply that simple
data constrained models could be used to quantitatively forecast changes in phytoplankton dynamics and
be useful for identifying possible reasons for anomalous changes in phytoplankton dynamics, such as under
climate change [Behrenfeld, 2014]. While this would provide a model that can be analyzed more easily than
more complex models, a disadvantage is that the model may not contain the richness of incorporated
mechanisms necessary to explain the observations. However, within our Bayesian framework, models can
be directly compared and assessed for their ability to predict data, and thus the relative importance of addi-
tional mechanisms quantified.
As it stands, our model can be used to investigate new relationships between phenomena it was designed
to capture; the relationship between the timing of MLD deepening and the initiation of the bloom is a novel
prediction that appears to be consistent with data (Figure 7), although has low predictive power. Our model
can also be used to explore emergent relationships such as the inferred latitudinal variation in parameter
values or dynamical properties. Like Behrenfeld et al. [2013], our model also predicts that the deeper the
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maximum mixed-layer depth the higher the maximum phytoplankton population (concentrations inte-
grated over depth), which is also consistent with the data (details omitted for brevity).
A partial reason why phytoplankton dynamics are predicted so well in our analysis is because the physical
driving variables are assumed known. In genuine forecasting, these driving variables are also unknown,
although can be predicted from physical models and climatological averages. Thus, the assessment of the
forecast ability of a model should be made by also taking into account forecast uncertainty in the physical
forcing variables. This does not mean that the predictability of phytoplankton dynamics will match that of
the physical driving variables because it partly depends on how long the system retains some memory
what happened in the past. For example, Seferian et al. [2015] illustrated that marine productivity can
actually be forecasted further into the future than the physical variables such as sea surface temperature
because their changes over time and space persist for longer.
4.2. Support for Mechanisms Underpinning Bloom Initiation
Our results add to the support of other recent studies that disturbance to ecosystem dynamics in the
autumn caused by the deepening of the mixed layer can initiate the bloom [Behrenfeld et al., 2013; Kuhn
et al., 2015; Levy, 2015]. We selected the Evans and Parslow [1985] model because it had been proposed to
exhibit phytoplankton bloom dynamics that were consistent with the disturbance-recovery hypothesis but
had not yet been shown to capture the quantitative dynamics of phytoplankton in the North Atlantic; how-
ever, our results indicate that the original model is probably too simple to represent the system effectively
enough to accurately predict the timing of the blooms. This appears to be because population growth rates
in the original model needed to be higher to compensate for high diffusion rates out of the mixed layer
during the autumn when the mixed layer is shallowest. This caused phytoplankton population growth rates
to be positive throughout the late summer and autumn for that model (Figure 4). This was prevented in
Model 2 by assuming that phytoplankton concentrations beneath the mixed layer were the same as above
it when the mixed layer was shallower than the euphotic zone depth.
Bloom initiation in our model occurs due to the reduction in grazing rates and nutrient limitation on phyto-
plankton growth rates after the mixed layer increased above the euphotic zone depth, consistent with Kuhn
et al. [2015]. However, unlike Kuhn et al. [2015] our knock-out experiments indicate that nutrient limitation
is not a necessary condition for the observed timing of the onset of the phytoplankton blooms (Figure 8f),
even in the southerly bins where nitrate limitation appears greatest. Instead, they imply that the presence
of zooplankton and of seasonality in mixed-layer depths is necessary conditions in order to match the sea-
sonal dynamics of phytoplankton population growth rates. It appears as though the effects of nutrient limi-
tation in the study of Kuhn et al. [2015] had greater bottom-up control on phytoplankton population
growth rates relative to grazing rates than we found. This could be a consequence of their use of a vertically
resolved model, which enabled the simulation of the spatiotemporal dynamics of the different dynamical
components, including nitrate, whereas we assumed a uniform nitrate concentration within the mixed layer
and a constant nitrate concentration in the deep water below the mixed layer.
Taken together, the recent modeling investigations into phytoplankton bloom initiation are unanimous in
recognizing the effects of multiple controls [Behrenfeld et al., 2013; Kuhn et al., 2015; Levy, 2015, this study].
The analysis of Levy [2015] illustrated how bloom formation in seasonally forced NPZ models could conform
to both the critical turbulence hypothesis and the disturbance-recovery hypothesis. Key to that illustration
was that the model was also vertically resolved, enabling seasonal changes in turbulence rates to be cap-
tured within the model. This argues for the importance of modeling the vertical mixing rates separately to
enable the mixing layer (determined by turbulence) to be distinguished from the mixed layer (determined
by temperature), as also argued by Franks [2014], which we did not do in our study. The model structure
used in our study is not realistic enough to account for these effects of turbulence, which would require at
least the modeling of the vertical dimension; nonetheless, we captured a significant proportion of variation
in phytoplankton populations. Thus, while we have been able to show that our model, despite simple, is
complex enough to accurately capture the data and provide support for the DRH, it probably is not complex
enough to use to assess evidence for alternative competing hypotheses for the phytoplankton blooms
using the same model structure. However, together, our study and those of Kuhn et al. [2015] and Levy
[2015] imply that it should now be possible to identify a model or set of models that can be constrained
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using empirical data and rigorously assessed in terms of the relative support for different mechanisms
underpinning phytoplankton blooms.
4.3. Insights Into Bloom Continuation
A key point made by Behrenfeld and Boss [2014] was that after bloom initiation, some mechanism is needed
to prevent the zooplankton population from rapidly catching up with any increase in phytoplankton abun-
dance to allow the bloom to persist over several months. Behrenfeld [2014] provides empirical evidence that
this is due to the acceleration in the phytoplankton growth rate, which is supported by the theoretical stud-
ies of Evans and Parslow [1985] and Truscott [1995]. Our study highlights another potential component to
that explanation that there can also exist a period in early spring in which the phytoplankton concentration
is too diluted to sustain the zooplankton population, granting the phytoplankton population a period to
grow while the zooplankton concentration is shrinking. Inspection of the study of Evans and Parslow [1985]
highlights that this phenomenon is also present there and probably also in the simulations shown in Beh-
renfeld and Boss [2014]. Behrenfeld et al. [2013] do not show the predicted seasonal dynamics of zooplank-
ton but do show predicted seasonal variation in grazing rates and these also match the predictions of our
model (Figures 6d–6f, but especially the model with bin-shared parameters in supporting information Fig-
ures S7d–S7f) making us suspect that the same phenomenon exists in their model. Despite this, we are
aware of no empirical evidence that supports our theoretical prediction although this is likely because no
one has looked for it yet.
In our simulations, phytoplankton growth rates continue to accelerate even after the zooplankton popula-
tion has begun to increase, which could act to prolong the blooms (Figures 6m–6o). However, the fact that
the rate of change of the phytoplankton population decreases even while the phytoplankton growth rate is
accelerating implies that the acceleration rate is in fact insufficient to prevent the zooplankton from catch-
ing up with the phytoplankton (Figures 6j–6l). Over this period diffusion rate out of the mixed layer is
decreasing, which would help to maintain a positive population growth rate, and nitrate limitation is
increasing, but not sufficiently to prevent the acceleration of the phytoplankton growth rate (compare Fig-
ures 6j–6l with Figures 6p–6r). Another influential mechanism could be the rapid shallowing of the mixed
layer, which causes the zooplankton population to concentrate in a rapidly decreasing volume of water. At
its most dramatic, this causes the zooplankton concentration to increase irrespective of the phytoplankton
concentration, corresponding to when equation (8) has no positive solutions. This appears to be why zoo-
plankton concentrations can recouple with phytoplankton concentrations even though phytoplankton
growth rates are still accelerating.
4.4. Methodological Approach
A number of aspects of our methodology could be improved. Our method for quantifying uncertainty in
the observational data only characterizes spatial heterogeneity observed across each environmental bin;
however, uncertainty in the data arises from several other sources such as the accuracy with which the orig-
inal algorithms used to compute the gridded data sets really capture the reported phenomena. Failure to
account for such sources of uncertainty, a failure common to most other parameter inference studies in
biology to our knowledge, could have biased our parameter estimates and so accounting for more uncer-
tainty would increase the robustness of the findings. Our use of spatially averaged time series could also
prevent important mechanisms underpinning the phytoplankton dynamics from becoming apparent, such
as turbulence [Franks, 2014]. Thus, an important step in taking forward data-constrained modeling in this
area is to account for these finer-scale horizontal spatial processes in the model. This would not necessarily
make the model more complex in terms of numbers of parameters and modeled processes, but would
make it more computationally demanding.
While our inference technique is conceptually similar to that employed by Jones et al. [2010] and Dowd
[2011], both those studies take a different approach in how they account for uncertainty in the state varia-
bles (nutrients, phytoplankton, and zooplankton). They explicitly infer the state variables at each moment in
time while accounting for observational uncertainty. An advantage of such an approach is that it reduces
the effects that errors in the empirical data have on inferred model parameters, especially if such errors are
biased, however a disadvantage is that such techniques can be computationally more demanding [Pala-
mara et al., 2014]. Thus, a future improvement to our approach would be to improve how we take into
account uncertainty in the system state.
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Our study also highlights advantages of using Bayesian parameter inference over parameter optimization.
The parameter optimization technique of Kuhn et al. [2015] resulted in a single set of parameters for each
site. They then used using parameter perturbation techniques to assess how variation in those parameter
values altered the consistency of the model predictions with data (as well as to obtain other insights). Using
our technique, we can quantify directly how uncertainty in the data leads to uncertainty in our conclusions:
about the model predictive accuracy and about the inferred parameter values. While our inference method
could be improved (as discussed) the general technique of Bayesian parameter inference would provide a
better way to compare multiple models while accounting for uncertainty than parameter optimization
because it can explicitly take uncertainty into account.
A potential bias in our parameter estimates could have come from our specific selection of empirical data
sets used to constrain the model parameters and assess model performance. The three data sets we used
were ultimately all derived from the same remotely sensed data set. We were unsuccessful in obtaining
more empirical constraints, both on other aspects of the system such as zooplankton concentrations, and
those that could be used to define better priors for parameters. There is undoubtedly more empirical data
that could be used in data-constrained modeling and we investigated the use of data from individual moni-
toring stations, databases and longitudinal surveys, in particular, to get more empirical constraints on zoo-
plankton and nutrients. However, we found none that both clearly matched the spatiotemporal window of
study and that could be easily used as data constraints.
Undoubtedly, the utilization of additional empirical constraints in future would improve confidence in the
parameters and processes predicted using our method, both in a quantitative and qualitative sense: includ-
ing more data will tend to lead to narrower probability distributions for the model parameters but more
types of data would also improve confidence that the inferred parameter values and processes are indeed
the best estimates given multiple sources of evidence. For example, we inferred several parameter values to
be at one extreme of their prior range, as if their inferred values would occur beyond that range if we had
let them (Figure 5). Placing stronger prior constraints would help to restrict more of these parameter values
and generate greater confidence in the significance of the spatial variations remaining in the inferred
parameters. One case in point is the parameter for the nitrate concentration below the mixed layer Nd ,
which we inferred to be at the minimum extent of its prior range (Figure 5). We hoped to prescribe this
parameter from data on ocean nitrate concentrations but it was not clear which measurement to use, given
that mixed layer depth varies seasonally, with latitude and with the vertical profile of nitrate varying
through time throughout the water column. However, the inferred parameter of 2.5 mM nitrate m23
appears too low given available data. Kuhn et al. [2015] adopted the approach of weakly nudging the
dynamics of nitrate to approximately match the available climatological data set, which enabled the dynam-
ics to be weakly constrained to match the observed climatology.
To enable the straightforward replication of our methodological approach, we conducted our study within
a new framework for data-constrained modeling that allows models and empirical data analyses to be
viewed and modified over a web-browser, as well as retaining a historical repository of changes (details
given at http://research.microsoft.com/en-us/projects/msrceesdm/default.aspx). We propose that such
modeling frameworks may facilitate and broaden the community of scientists doing similar research by
enabling the simple comparison and sharing of models. This mirrors the intention of Hemmings and Challe-
nor [2012] who developed a generic software tool to enable others to undertake data-constrained modeling
using multiple empirical data sets. Ultimately, our intent is to facilitate multiple models to be constrained
and assessed against empirical data sets within a common framework which allows for investigation both
of hypotheses for ecological phenomena and the predictive performance of alternative models. Applying
such an approach would constitute a strong assessment of present-day theoretical and empirical support
for the DRH and alternative hypotheses.
5. Conclusions
Clearly, our simple NPZ model can capture both quantitative and qualitative dynamics of phytoplankton
blooms in the North Atlantic. When our model does capture the dynamics of phytoplankton concentrations
and population growth rates well, it does so using mechanisms that are consistent with the disturbance-
recovery hypothesis of Behrenfeld [2010]. The key difference to previous work was our use of Bayesian
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parameter inference techniques, which allowed us to more objectively identify a model parameterization
given available empirical evidence. An important general next step will be to combine the methods illus-
trated in our study with insights from other recent modeling efforts to conduct a more comprehensive com-
parison of multiple models against empirical data to assess the relative abilities of alternative hypotheses to
explain phytoplankton blooms in the North Atlantic and elsewhere. Thus, we hope that the key contribution
of our study is laying the foundation for a comprehensive assessment of empirical and theoretical support
for hypothesized mechanisms of phytoplankton blooms.
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