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ABSTRACT
In recent years, multi object tracking (MOT) problem has drawn attention to it and has been studied
in various research areas. However, some of the challenging problems including time dependent car-
dinality, unordered measurement set, and object labeling remain unclear. In this paper, we propose
robust nonparametric methods to model the state prior for MOT problem. These models are shown
to be more flexible and robust compared to existing methods. In particular, the overall approach
estimates time dependent object cardinality, provides object labeling, and identifies object associ-
ated measurements. Moreover, our proposed framework dynamically contends with the birth/death
and survival of the objects through dependent nonparametric processes. We present Inference algo-
rithms that demonstrate the utility of the dependent nonparametric models for tracking. We employ
Monte Carlo sampling methods to demonstrate the proposed algorithms efficiently learn the trajec-
tory of objects from noisy measurements. The computational results display the performance of
the proposed algorithms and comparison not only between one another, but also between proposed
algorithms and labeled multi Bernoulli tracker.
Keywords Bayesian nonparametric models · Multi object tracking · Dependent Dirichlet process · Dependent
two-parameter Poisson-Dirichlet process ·Markov chain Monte Carlo
1 Introduction
During the last decade, multiple object tracking (MOT) is a challenging and computationally intensive problem that
has appeared in several different contexts and applications, including computer vision [1–3], driver assistance [4–6],
surveillance [7], and radar target tracking [8, 9]. The MOT problem entails the estimation of time dependent and
unknown number of the objects based on incoming data at each time step. Incoming data may be highly noisy and/or
clutter. The estimation algorithms are reasonably robust to the noise model , however, the estimations are highly
biased in the specification of clutter models [10, 11]. Mechanisms with dependency constraint are flexible and easy to
control [12–15].
There has been various approaches to the MOT problem. In [8,16–20], this problem is discussed through random finite
set (RFS) methods. with probability hypothesis density filtering and multi-Bernoulli filtering, are used to model and
track object states. Most methods pair objects to their associated estimated state parameters using clustering methods
after tracking [21]. In the recent studies, [19, 22, 23] the labeled multi-Bernoulli filtering method uses labeled RFS to
estimate the objects identity, though at a high computational cost and high signal to noise ratio. In [9], maximum a
posteriori probability estimates of the object labeling uncertainties are integrated with a multiple hypothesis tracking
algorithm. However, in the recent studies, nonparametric approaches to MOT have drawn attention [24]. To describe
dependency among a collection of stochastic processes, the dependent Dirichlet process (DDP) is introduced [25, 26].
In [27, 28], a hierarchical Dirichlet process on the modes is employed to provide a prior over the unknown number of
unobserved modes when tracking with maneuvering. A hierarchical model is also introduced to model the dependent
measurement to track an object [29]. We introduced a dependent Dirichlet process modeling for MOT [30]. In [31–33],
a dependent Dirichlet process (DDP) mixture model is used to develop a clustering algorithm for batch-sequential data
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with time-varying clusters. The dependency with respect to covariates was introduced in [25, 26, 34–36]. MOT is
also discussed in terms of random infinite trees and diffusion processes in a nonparametric fashion [37]. In this
paper, we introduce a family of density estimators for time dependent tracking algorithms constructed by Pitman-Yor
processes. A Markov chain Monte Carlo (MCMC) inferential method integrates the distributions to update the time
dependent states. Two distribution Poisson-Dirichlet process, Pitman-Yor process, was first introduced by Pitman
and Yor in [38, 39] and it was then used as prior in different research areas [13, 15, 40]. Time varying Pólya urn
approach for time varying Dirichlet process mixture and Pitman-Yor processes were proposed as prior on parameters
over the observations, however they do not capture the full dependency or are not marginally a Dirichlet process or
a Pitman-Yor process [12, 14, 15, 40–42]. The focus of this paper is to study the multi-object tracking problem using
nonparametric approaches such as the dependent Dirichlet process and dependent Pitman-Yor process as a prior over
the objects state distributions. We propose a class of algorithms and discuss the statistical properties of the models. Our
main algorithms establish that our model outperforms existing methods and is computationally inexpensive. We also
show that the introduced methods (A) are marginally well defined and hence there is an efficient way to do inference,
(B) are consistent under mild conditions (C) achieve the minimax rate and in this sense is optimal.
1.1 Contributions and Organization
Our main contribution is to construct novel nonparametric methods for MOT problem and describe their statistical
properties. We define time varying models based on the dependent Dirichlet process and the two-parameter Poisson-
Dirichlet process on the state of the objects that have more flexibility compared to existing methods such as RFS
models. Our proposed model is an improvement in tracking, time efficiency, and implementation. Our models (1)
capture the full time dependency among the states and its parameters based on a dependent Dirichlet process and/or
a two parameter Poisson-Dirichlet process such that the marginal distribution follows a Dirichlet process/Pitman-
Yor process, which makes the inference efficient, consistent, and robust, (2) converges at the optimal frequentist rate
(minimax rate) (3) capture both birth and death process in MOT and simply labels each objects and accurately provides
the number of the objects as well as the object trajectory at each time step, and (4) are simple to design a MCMCmodel
that can accurately estimates the trajectory of the objects and outperforms the existing approaches such as RFS.
The rest of the paper is organized as follows. Section 2 provides a review of the standard Dirichlet and Pitman-Yor
processes. Section 3 presents the multiple object tracking problem with time-dependent cardinality. In section 4,
we construct a novel family of time-varying models based on a dependent Dirichlet process (DDP) as prior; and we
develop a Markov chain Monte Carlo (MCMC) inference method in section 5. We then prove the convergence of the
algorithm and discuss some properties of our proposed method in section 6. We then introduce an extension of the
proposed nonparametric method through a time-dependent Pitman-Yor prior, section 7, and develop the corresponding
MCMC learning method in section 8. The properties of this Pitman-Yor based model is discussed in section 9. We,
through simulations, demonstrate the performance of our proposed methods and compare them to one another and also
the RFS based method labeled multi-Bernoulli filter in Section 10.
2 Background
In recent years, the ubiquitous influence of Bayesian nonparametric models in modeling and density estimation to
avoid the restrictions of parametric methods is well establsihed. In particular, the family of infinite dimensional space
of randommeasures such as Dirihclet process [43] and Two-Parameter Poisson-Dirichlet Process (Pitman-Yor Process)
[39] as priors have become very popular in statistics and machine learning. Dirichlet process mixture models [44] and
Pitman-Yor Mixture models [38,39] have played an important role as substitutes for finite mixture models to estimate
the density and perform clustering. These methods, if designed appropriately, can be used to easily do the inference.
In the following section we briefly describe two nonparametric models, which we will employ throughout this paper.
2.1 Dirichlet Process
Dirichlet process(DP) is a class of nonparametric models that defines a prior on the space of probability distributions
on the infinite dimension parameter spaceΘ [43,45]. A DP with a concentration parameter α and base distributionH
on the parameter space Θ is denoted byDP (α,H) and is defined as
G(A) =
∞∑
j=1
πjδθj (A), θj ∼ H, and πj ∼ GEM(α) (1)
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where δθj (A) = 1, if θj ∈ A and δθj (A) = 0, if θj /∈ A and GEM(α) follows the stick breaking representation
discussed in [46]:
Vj ∼ Beta(1, α) j = 1, 2, . . .
πj = Vj
j−1∏
i=1
(1 − Vi) j = 1, 2, . . . . (2)
Note that G(·) is a probability random measure and is shown to be discrete with probability one. Assume that we re-
ceive a fixed number of observationsZ = {z1, . . . , zm}where zj’s given parameters are independently and identically
drawn from F , where
F (·) =
∫
θ
f(·|θ)dG(θ) (3)
where f(·|θ) is the density and G(θ) is the mixing distribution drawn according to a DP. From 1, one can define the
infinite mixture model as follows:
G|α,H ∼ DP (α,H)
θj |G ∼ G (4)
zj |θj ∼ f(·|θj).
Equation 4 is known as Dirichlet process mixture model (DPM model). It can be shown that the expected number of
clusters using DP model is α logm, wherem is the number of data.
2.2 Two-Parameter Poisson-Dirichlet Process
The class of two-parameter poisson-Dirichlet processes (Pitman-Yor processes) is a wide class of distributions on
random probability measure that contains Dirichlet processes. We denote the Pitman-Yor processPY(d, α,H), where
H is base probability distribution. The parameters 0 ≤ d < 1 and α > −d are discount and concentration parameters,
respectively. The case where d = 0 agrees with a DP (α,H). The Pitman-Yor process is a subclass of d-Gibbs
Processes which shares the essential properties of Dirichlet processes. Pitman-Yor processes are most suited for
data with the power-law property [47]. A realization of the PY(d, α,H) is a discrete random measure that can be
constructed using stick breaking as follows:
G(A) =
∞∑
j=1
π∗j δθj (A) θj ∼ H (5)
and π∗j is the size-biased order of πj where πj = Vj
j−1∏
i=1
(1 − Vi) and Vj ∼ Beta(1 − d, α+ jd). Pitman-Yor process
defines a prior on the probability distribution over the infinite dimension space of parameters. Assume that Z is the
set of measurements drawn from distribution F , the Pitman-Yor mixture model for j = 1, . . . ,m is given by
G|α,H ∼ PY(d, α,H)
θj |G ∼ G (6)
zj |θj ∼ f(·|θj).
With the Pitman-Yor process, it can be shown that the expected number of clusters is αmd. Following the power-
law, the higher the number of unique (non-empty) clusters, the higher the probability of having even more unique
clusters [47, 48].
It is worth mentioning that, although these models are well suited for many problems, there are many situations
that time varying distributions are required to capture the dependency. In multi object tracking problem, one thus,
needs to design time-evolving distributions such that the data-driven posterior inference problem is efficient and easy
to compute. The previously proposed nonparametric methods do not capture the full dependency or the marginal
distribution is not preserved. We introduce a novel family of first order time-dependent Dirichlet and a time-dependent
Pitman-Yor prior process that capture the full dependency such that the marginal distribution at each time step given
the configurations at previous time step follows a Dirichlet and Pitman-Yor process, respectively. This property for the
introduced generative model not only proposes an efficient way to compute but also matches the minimax rate. We
detail our approach for a MOT problem next.
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3 Problem Formulation
The goal of any multi object tracking model is to (A) successfully estimate the trajectory of each object given the
observation data and (B) find the number of the objects at each time step. Given the state vector configurations at
previous time step and current time observations, we propose two nonparametric algorithms to satisfy (A), (B).
We consider the problem of multi object tracking with time varying number of objects remaining, entering, and/or
leaving the field of view (FOV). Assume the time-dependent object and measurement cardinality Nk andMk at time
step k, respectively. Suppose that object state vectors Xk = {x1,k, . . . ,xNk,k} taking values in state space X and
observation vectors Zk = {z1,k, . . . , zMk,k} taking values in observation space Z , at time k. Assume space X and Z
are Polish spaces. Assume that Nk and Mk are the unknown cardinality of the object states and observations at time
k, respectively. Given the state vector at time (k − 1), three possible situations may occur:
(a) Survival and Transition: the object remains in the FOV with probability Pk|k−1 and its state transitions to
the next time step k according to the transition kernelQθ(xℓ(k− 1), ·) with unknown parameters θ.
(b) Death: the object leaves the FOV with probability with probability 1− Pk|k−1.
(c) Birth: new object enters the scene.
Throughout this paper, we assume each measurement is generated by only one object and the measurements are
independent of one another. An object with state vector xk ∈ Xk generates an observations zk ∈ Zk with likelihood
distribution p(zk|xk). The nonparametric models are a versatile tool to model a prior, however it cannot capture
evolution over a period of time. Therefore, we need a more powerful tool to capture (a)-(c) over time. To model a
collection of random distributions that are related but not identical, we define dependent nonparametric models to not
only satisfies (a)-(c) but also captures time dependency. In what follows, we introduce two class of time-dependent
nonparametric multi object- state prior models that given the process at time (k − 1) satisfy the following at time k:
(i) Survival: Given the ℓth state at time k− 1, xℓ,k−1, define Pℓ,k|k−1 : Ω→ [0, 1] to be the survival probability
of state ℓ at time k − 1.
(ii) Transition: Let ν : Ω× B → R+ be the transition kernel. For each survived cluster, the cluster parameters
are evolved through θℓ,k ∼ ν(θ∗ℓ,k−1, ·).
(iii) Trajectory: Given the measurements, update the marginal (predictive) distribution.
Employing (i) - (iii) provides nonparametric frameworks such that an object may perhaps disappear or remain and
evolve over time. The evolution of the object throughout the time is recorded and is updated based on observing
the measurements and forms the trajectory. We introduce a time-dependent two parameter Poisson-Dirichlet and a
time-dependent Dirichlet processes to capture dependency among the object states such that the marginal distributions
follow a Pitman-Yor and Dirichlet process, respectively. The graphical model capturing these frameworks presented
in Fig 1.
4 Nonparametric MMT: Dependent Dirichlet Process Construction
4.1 Evolutionary Time Varying Model Construction
In this section, we propose an evolutionary time dependent model to multiple object tracking based on our proposed
dependent Dirichlet process (DDP) to infer the object trajectory and labels. The proposed DDP evolutionary Markov
modeling(DDP-EMM) approach, can be used to learn multiple object clusters or labels over related information. The
DDP-EMM algorithm is different from random finite set (RFS) based algorithms for characterizing multiple object
states and measurements [6,19]. In particular, our approach directly incorporates learning multiple parameters through
related information, including object labeling at the previous time step or labeling of previously considered objects
at the same time step. In particular, the choice of the DDP as a prior on the object state distributions is based on the
following dynamic dependencies in the state transition formulation: (I) the number of objects present at time step k
not only depends on the number of objects that were present at the previous time step (k − 1) but it also depends on
the popularity of the object (preferential attachment), (II) the clustering index of the parameter state of the ℓth object
at time step k depends on the clustering index of the parameter states of the previous (ℓ − 1) objects at the same time
step k, and (III) model a new object entering the scene without requiring any prior knowledge on the expected number
of objects. Note that we assume that this process is de Finetti exchangeable meaning the exchangeable partition
probability function (EPPF) depends only on the size of the clusters. We may thus assume that the ℓth object is the last
one to consider for clustering. The DDP-EMM algorithm is discussed next in detail and summarized in Algorithm 1.
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θℓ,k−1 θℓ,k|k−1 θℓ,k
θℓ,k+1
ℓ = 1, . . . , Nk−1 ℓ = 1, . . . , Dk|k−1 ∞
ℓ = 1, . . . , Dk+1|k
Xk−1 Xk
Zk−1 Zk
Figure 1: Graphical model capturing the temporal dependence.
In particular, we provide: (i) the information available at time step (k − 1), (ii) how this information transitions from
time step (k− 1) to time step k, and (iii) how the state transition stochastic model is constructed at time step k to form
the multiple object state prior.
(i) Available Parameters at time (k − 1) : The DDP-EMM algorithm assumes the following parameters available in
time step (k − 1):
• xℓ,k−1, ℓth object state parameter vector, ℓ= 1, 2, . . . , Nk−1
• θℓ,k−1, ℓth object-state DP cluster parameter vector
• Θk−1 = {θ1,k−1, . . . , θNk−1,k−1}, collection of the cluster parameters
• Dk−1 = # of unique DP clusters used as state prior
• Θ⋆k−1 = {θ
⋆
1,k−1, . . . , θ
⋆
Dk−1,k−1}, collection of the unique parameters such that Θ
⋆
k−1 ⊆ Θk−1
• V ⋆k−1 = vector of size Dk−1 where
[
V ⋆k−1
]
i
is the number of objects in the ith cluster i = 1, . . . , Dk−1.
The induced cluster assignment indicator sequence at time k − 1 is defined as
Ck−1 = {c1,k−1, . . . , cDk−1,k−1}, (7)
where cj ∈ {1, . . . , Dk−1}. Let CAk−1 be the collection of clustering assignment up to time (k − 1), i.e., CAk−1 =
{C1, . . . , Ck−1}.
(ii) Algorithm parameters transitioning from time (k − 1) to time k: It is assumed by problem statement that if
xℓ,k−1 ∈ Xk−1, the object with the state xℓ,k−1 can disappear from the FOV with probability 1 − Pk|k−1 or can
stay in the scene with probability Pk|k−1 and transition to a new state with the transition kernel Qθ(xℓ(k − 1), ·). Let
Θ⋆k|k−1 be the set of unique transitioned parameters to time step k. We assume if all the objects in a cluster leave
the scene the cluster no longer exist. The Bernoulli process associated with appearance/disappearance of the objects
during transition from time (k − 1) to time k is defined as:
Bk−1 = {s1,k|k−1, . . . , sNk−1,k|k−1} (8)
where sℓ,k|k−1 ∼ Bernoulli(Pℓ,k|k−1). Note that sℓ,k|k−1 = 1 indicates the survival of the jth object and transitioning
to time k. We assume if all the objects in a cluster leave the scene the cluster no longer exist. Define the vector V ⋆k|k−1
to be the vector of size Dk−1 with entries indicating the size of each cluster after transitioning to time k. Note that
some of elements may be zero. Since a cluster of size zero suggests that the cluster no longer exists, we may eliminate
zeros in V ⋆k|k−1. We thus define the cluster survival indicator corresponding to nonempty clusters as
CSk|k−1 = {λ1,k|k−1, . . . , λDk−1,k|k−1} (9)
where λj,k|k−1 ∈ {0, 1}. Note that
[
V ⋆k|k−1
]
j
= 0 implies λj,k|k−1 = 0 and if there is at least one object in the
jth cluster, then λℓ,k|k−1 = 1. Note that the number of non-zero clusters that transitions to time k is Dk|k−1 =∑
j λj,k|k−1.
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(iii) DDP Prior Construction at time k: The DDP-EMM algorithm employs the parameters from time (k − 1) and
the transition step to estimate the state distribution. Each cluster with λj,k|k−1 = 1, j ≤ Dk|k−1, a non-zero cluster,
transitions to time k according to the transition kernel ν(θ⋆j,k−1, ·). Assume θj,k is the jth cluster parameter, we
construct a dependent Dirichlet process as follow:
Case 1: The ℓth object is assigned to one of the survived and transitioned clusters from time (k−1)which is occupied
by at least one of the previous ℓ−1 previous objects. The survival of each object is determined by the survival
indicator s·,k|k−1 ∈ Bk−1. We assume de Finetti exchangeability and thus we may assume the ℓth object is
the last one to cluster. The object selects one of these clusters with probability:
Π1j,k(Choosing jth cluster|θ1,k, . . . , θℓ−1,k) =
[Vk]j +
Dk−1∑
i=1
[
V ⋆k|k−1
]
i
λi,k|k−1δi(cj,k)
gℓ−1,k−1
(10)
where |A| is the cardinality of set A and δi(·) is the Dirac delta function, defined as δi(A)= 1 if i∈A and
δi(A) = 0 if i/∈A. The normalization term in 10 is given by
gℓ−1,k−1 = (ℓ− 1) +
ℓ−1∑
j
Dk−1∑
i=1
[
V ⋆k|k−1
]
i
λi,k|k−1δi(cj,k) + α
, where α>0 is the concentration parameter.
Assume the space of states, X , is Polish, given equation 10 state distribution is drawn from as:
p(xℓ,k|x1,k, . . . ,xℓ−1,k,Xk|k−1,Θ⋆k|k−1,Θk) = Qθ(xℓ,k−1,xℓ,k)f(xℓ,k|θ⋆ℓ,k) (11)
For some density f .
Case2: The ℓth object is assigned to one of the survived and transitioned clusters from time (k − 1). However, this
cluster has not yet been assigned to any of the first ℓ − 1 objects. The object selects such a cluster with
probability:
Π2j,k(Choosing jth cluster that has not been selected yet|θ1,k, . . . , θℓ−1,k) =
Dk−1∑
i=1
[
V ⋆k|k−1
]
i
λi,k|k−1δi(cj,k)
gℓ−1,k−1
(12)
where gℓ−1,k−1 is defined the same as case 1. In case 2, xℓ,k−1 and θ
⋆
ℓ,l−1 transition to time k using transition
kernels Qθ(xℓ(k− 1), ·) and ν(θ⋆ℓ,k−1, ·), respectively. Assuming the state space X is Polish and given
equation 12, the state distribution is:
p(xℓ,k|x1,k, . . . ,xℓ−1,k,Xk|k−1,Θ⋆k|k−1,Θk) = Qθ(xℓ,k−1,xℓ,k)ν(θ⋆ℓ,k−1, θℓ,k)f(xℓ,k|θ⋆ℓ,k) (13)
For some density f .
Case3: The object does not belong to any of the existing clusters; a new cluster parameter is drawn with probability:
Π3k(Creating new cluster|θ1,k, . . . , θℓ−1,k) = α
gℓ−1,k−1
(14)
The state distribution thus may be drawn as:
p(xℓ,k|x1,k, . . . ,xℓ−1,k,Xk|k−1,Θ⋆k|k−1,Θk) =
∫
θ
f(xℓ,k|θ)dH(θ) (15)
for some density f and distributionH on parameters. The algorithm 1 summarizes this process.
This model (A) allows for modification of both cluster location and dependent weights, (B) ensures that the conditional
distribution of DDP at time k given the DDP at time (k − 1) is a Dirichlet process, (B) records the labels since it is
defined in the space of partitions, (C) performs a standard MCMCmethod to do inference based on this nonparametric
model. We discuss (A)-(C) in the next theorems.
Theorem 1 Suppose that the space of state parameters is Polish. The dependent Dirichlet process in cases (1)-(3)
define a Dirichlet process at each time step given the previous time configurations, i.e.,
DDP-EMMk|DDP-EMMk−1 ∼ DP
(
α,
∑
Θk
Π1j,kδθℓ,k +
∑
Θ⋆
k|k−1
\Θk
Π2j,kν(θ
⋆
ℓ,k−1, θℓ,k)δθℓ,k +Π
3
kH
)
. (16)
Proof of theorem 1 immediately follows the cases (1)-(3).
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Algorithm 1 DDP-EMM: Time-dependent arrival and survival process
At time (k − 1)
• xℓ,k−1: ℓth object state parameter vector, ℓ = 1, . . . , Nk−1
• Dk−1: # of unique DP clusters used as priors
• V ⋆k−1: vector of size Dk−1 where
[
V ⋆k−1
]
i
is # of objects in ith cluster
• Θ⋆k−1 = {θ
⋆
1,k−1, . . . , θ
⋆
Dk−1,k−1}: Cluster sequence of unique cluster parameters
• Bk−1 : Bernoulli collection of appearance and disappearance association
• Ck−1 : cluster assignment
Transitioning from time (k−1) to k
Input: Pℓ,k|k−1, transition kernelQθℓ,k(xℓ,k−1,xℓ,k)
Draw ℓth state survival indicator sℓ,k|k−1∼Ber(Pℓ,k|k−1)
If sℓ,k|k−1 = 1, ℓth object survives w.p. Pℓ,k|k−1 and transitions according to the
transition kernel xℓ,k ∼ Qθℓ,k(xℓ,k−1,xℓ,k)
Form the object survival indicator set: CSk|k−1 = {s1,k|k−1, . . . ,sNk−1,k|k−1}
• Compute the # of survived DP clusters after transitioning: Dk|k−1
• Form the size vector with entries
[
V ⋆k|k−1
]
j
, j = 1, . . . , Dk|k−1
At time k
Set Dk =Dk|k−1
for ℓ = 1 to Dk do
Set [Vk]ℓ =
[
V ⋆k|k−1
]
ℓ
if ℓ ≤ Dk and ℓth cluster already selected then
Draw θℓ,k ∼ ν(θℓ,k−1, ·) for cluster associated to ℓth object state w.p. Π1j,k
Draw xℓ,k|θℓ,k for ℓth object state from 11
else if ℓ ≤ Dk and ℓth cluster not yet selected then
Draw θℓ,k ∼ ν(θℓ,k−1, ·) for cluster associated to ℓth object state w.p. Π2ℓ,k
Draw xℓ,k|θℓ,k for ℓth object state from 13
else
Draw θℓ,k ∼ H for new cluster associated toℓth object state w.p. Π3k
Draw xℓ,k|θℓ,k for ℓth object state from 15
end if
end for
return {x1,k,x2,k, . . . , . . .}, {θ1,k, θ2,k, . . . , . . .}
5 Learning Model
The DDP, as discussed in Algorithm 1, provides a prior on the object state parameter distributions at time step k.
This estimate may be updated using the available measurement vectors, Zk = {zl,k, l = 1, . . . ,Mk}. The posterior
distribution is then used to estimate the trajectory of objects and find the time-dependent object cardinality. It is
assumed that each measurement is independent of each other and only generated from one object. Theorem 1 implies
that we may exploit Dirichlet process mixtures to estimate the density of the measurements and cluster them. Note that
the measurement vectors are unordered meaning the lth measurement is not necessarily associated to the ℓth object
state, l 6= ℓ. As the DDP is used to label the object states at time step k, the Dirichlet process mixtures can be used
to learn and assign a measurement to its associated object identity. In order to create the mixtures of distributions,
we use the DDP prior in Algorithm 1. The Mixing measure is drawn from the generated DDP in order to to infer
the likelihood distribution p(zl,k|θℓ,k,xℓ,k) and update the object state estimates . In particular, p(zl,k|θℓ,k,xℓ,k) is
inferred from
θℓ,k ∼ DDP(α,H)
xℓ,k | θ
⋆
ℓ,k ∼ F (θ
⋆
ℓ,k) (17)
zl,k|θ
⋆
ℓ,k,xℓ,k ∼ R(zl,k|θ
⋆
ℓ,k,xℓ,k)
where F (θℓ,k) is a distribution whose density follows 11, 13, 15, and R(zl,k|θℓ,k,xℓ,k) is a distribution that depends
on the measurement likelihood function. Algorithm 2 summarizes our implementation of this mixing process to cluster
the measurements and track the objects. Algorithms 1 and 2, together with MCMC sampling methods, constitute the
overall DDP-EEM multiple object tracking algorithm based on the DDP. Sampling in both algorithms is performed
using MCMC methods; in particular, we use Gibbs sampling.
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Algorithm 2 Infinite Mixture Model to Cluster and Track Objects
Input: Measurements: {z1,k, . . . , zMk,k}
Output: Nk, cluster configurations, and posterior distributions
From construction of prior distribution
At time k
for ℓ = 1 to Nk do
Sample {θ1,k, . . . , θNk,k} and {x1,k, . . . ,xNk,k} as in Algorithm 1
end for
for l = 1 to Lk do
Draw zl,k|xℓ,k, θℓ,k from 17
end for
return Ck : induced cluster assignment indicators
Update: CAk = CAk−1 ∪ Ck: set of cluster assignments up to time k
return Nk, CAk, and posterior of zl,k|xℓ,k, θℓ,k
5.1 Bayesian Inference: Gibbs Sampler
Identifying the labels for an object tracking problem and estimating the density parameters using DDP is a state-
of-the-art method. However, computing the explicit posterior and therefore, the trajectory can be troublesome. The
development of MCMCmethods to sample form the posterior distribution has made this issue computationally feasible.
The Gibbs sampler is anMCMCmethod to sample from the density, without directly requiring the density, by using the
marginal distributions. The Gibbs sampler provides sample from the posterior distribution from the finite dimensional
representation rather than sampling from infinite dimension representations where one can use slice sampling methods.
We outline the Gibbs sampler inference scheme for our method. We use a Gibbs sampling technique to iterate between
sampling the state variables and the set of dynamic DDP parameters. We propose a method that can handle conjugate
prior. This method can be generalized to a non-conjugate prior [49]. A key feature of this modeling is the discreetness
of the DDP [26,50]. We assume that conjugate priors are used; however, one can easily generalize this to non-conjugate
priors. We outline this scheme next.
Predictive Distribution: The Bayesian posterior can be solved through the following:
P (xℓ,k|Zk) =
∫
θ
P (xℓ,k|Zk, θ)dG(θ|Zk) (18)
where G(θ|Zk) the posterior distribution of the parameters given the observations. Note that, with respect to the
predicting xℓ,k, we have P (xℓ,k|Zk, θ) = P (xℓ,k|θ) and can be evaluated as follows:
P (xℓ,k|Θ) =
∫
P (xℓ,k|θℓ,k)dπ(θℓ,k|Θ) (19)
where π(θℓ,k|Θ) is posterior distribution of θℓ,k given the rest of parameters. The distribution of π(θℓ,k|Θ) is given
by:
π(θℓ,k|Θ) =
∑
θ∈Θk−{θℓ,k}
Π1j,kδθ(θℓ,k) +
∑
θ∈Θ⋆k|k−1\Θ
θ 6=θℓ,k
Π2j,kν(θ
⋆
ℓ,k−1, θℓ,k)δθ(θℓ,k) + Π
3
kH(θℓ,k). (20)
To compute the 18, we need to calculate the posterior G(θ|Zk). However, direct computation of 18 is extremely
computationally expensive due to the complexity of G(θ|Zk) [44].We propose a Gibbs sampling approximation of
this distribution. The following distribution is obtained by combining the prior with the likelihood in order to use for
Gibbs sampling:
θℓ,k | θ−ℓ,k,Zk ∼
|Ck|∑
j=1
ζj,k δθj,k(θℓ,k) +
Dk|k−1∑
j=1
j /∈Ck
βj,k Kj,k(θℓ,k) + γℓ,kHℓ(θℓ,k), (21)
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where θ−ℓ,k by convention is the set {θj,k, j 6= ℓ}. It is shown in appendix that
ζj,k =
[Vk]j +
Dk|k−1∑
i=1
[
V ⋆k|k−1
]
i
λi,k|k−1δi(cj,k)
gℓ−1,k−1
R(zℓ,k|xj,k, θj,k)
βj,k =
Dk|k−1∑
i=1
i/∈Ck
[
V ⋆k|k−1
]
j
λj,k|k−1
gℓ−1,k−1
(22)
|Ck|∑
j=1
ζj,k +
Dk|k−1∑
j=1
j /∈Ck
βj,k + γℓ,k = 1
where gℓ−1,k−1 = (ℓ − 1) +
∑Dk|k−1
i=1
[
V ⋆k|k−1
]
i
λi,k|k−1 + α, α>0. Moreover, Ki,k = R(zℓ,k|xj,k, θj,k) and
dHℓ(θ) ∝ R(zℓ,k|xj,k, θ)dH(θ) whereH is the base distribution on θ.
Proof: The proof is provided in Appendix 12.1. 
5.2 Convergence of DDP-EMM through Gibbs Sampler
There are many sets of conditional distributions that can be used as the basis of Gibbs sampler for which violate
the required posterior convergence conditions of the sampler. In this section, we discuss conditions under which
the proposed Gibbs sampler in section 5.1 converges to the posterior distribution. The result mainly depends on the
Theorems in [51].
We first prove that the regardless of initial condition the transition kernel converges to the posterior for almost all initial
condition and then we provide the set of conditional distributions to guarantee the convergence to the posterior of the
introduced Markov chain using Theorem 1 in [51]. To this end, let K(θ0,Θ) and Pθ(·|Zk) be the transition kernel for
the Markov chain starting at θ0 and stopping in the set Θ after one iteration of the algorithm introduced in section 5.1
and the posterior distribution of parameters given the observations at time k, respectively.
Theorem 2 At each time step k, convergence to the posterior distribution Pθ(·|Zk) does not depend on the starting
value, i.e.,
||Knk (θ0, ·)− Pθ(·|Zk)||TV −→ 0 (23)
as n→∞, for almost all initial conditions θ0 in total variation norm.
This theorem guarantees the convergence to the posterior for almost all initial values. The proof is provided in Ap-
pendix 12.2. This result specifically holds if normal distribution is considered [52, 53].
6 Properties of DDP-EMM
Given the configurations at time (k − 1), the infinite exchangeable random partition induced by Ck at time k follows
the exchangeable partition probability function (EPPF) [54]
p([Vk]
∗
1 , . . . , [Vk]
∗
Dk
) =
αDk
α[Nk]
Dk∏
j=1
([Vk]
∗
j − 1)! (24)
where Dk is the number of unique cluster parameter, [Vk]
∗
j , j = 1, . . . , Dk is the cardinality of the cluster cj,k, and
α[n] = α(α+1) . . . (α+n− 1). Note that number of the objects at time k,Nk, plays an important rule in partitioning.
Also, due to variability of Nk at time k, the relationship between partitions based on Nk − 1 and Nk is important.
The EPPF of the infinite random exchangeable partition based on the partition on Nk and (Nk − 1) objects given the
configuration at time (k − 1) satisfies
pNk−1([Vk]
∗
1 , . . . , [Vk]
∗
Dk
) =
Dk∑
j=1
pNk([Vk]
∗
1 , . . . , [Vk]
∗
j + 1, . . . [Vk]
∗
Dk
) + pNk([Vk]
∗
1 , . . . , [Vk]
∗
Dk
, 1). (25)
The equation 25 entails a notion of consistency of the partitions in the distribution sense. The equation 25 holds due
to the Markov property of the process given the configuration at time (k − 1).
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6.1 Consistency
Suppose Zk = {z1,k, . . . , zMk,k} is the collection of Mk measurements at time k with joint conditional distribution
R(Zk|θ,Xk) with respect to the product probability space which is indexed by θ ∈ Θ, where Θ is a first countable
topological space. Let rθ(Zk|Xk) be the density corresponding to the probability measure R(Zk|θ,Xk).
Definition: The posterior distribution Pθ(·|Zk) is weakly consistent at true parameters θ0 ∈ Θ at each time step k if
Pθ(Uk|Zk)→ 1 in rθ0(Zk|Xk)-probability as n→∞ for every neighborhoodUk of true parameters θ0.
Definition: The posterior distribution Pθ(·|Zk) is strongly consistent at true parameters θ0 ∈ Θ, if the convergence is
almost sure.
6.1.1 Posterior Consistency of the Model
In section 4, we introduced a general model such that the distribution over the parameters at time k conditioned on
the configurations at time (k − 1) is a Dirichlet process. Schwartz [55] and Ghosal, et. al. [56] discussed the weak
and strong consistency of the posterior distribution for a general kernel under a DDP prior. The main result on weak
consistency is due to Schwartz theorem. Let rθ0 be the true density of observations with corresponding probability
measure Rθ0 ,
Proposition 1 (Schwartz 1965) If rθ0 is in the KL support
1 of the prior distribution Pk on the topological space of
all parameters with an appropriate σ-field, rθ0 ∈ KL(ǫ, Pk), then posterior distribution Pθ(·|Zk) is weakly consistent
at rθ0 .
Theorem 3 hence deals with the consistency of the posterior at time k under the prior distribution conditioned on the
previous time step (k − 1) introduced in equation 16.
Theorem 3 Let the true density be rθ0 and Pk be the prior distribution at time k conditioned on the configurations at
time (k− 1) given by 16, if rθ0 is in the support of Pk, then Pk(KL(ǫ, rθ0)) > 0 and therefore, the posterior is weakly
consistent.
Proof of this theorem is straightforward and aligns with the proof in [56]. Intuitively speaking, one can prove this
theorem by drawing an arbitrary measure from the base and show that the condition in the theorem holds for the set
KL(ǫ, rθ0). It is worth mentioning,Pk(KL(ǫ, rθ0)) > 0 is not a tight condition and holds true for many nonparametric
models. In particular, in the case of Gaussian kernel, this condition is satisfied and hence the posterior is consistent
using Gaussian kernels (Theorem 3, [56]).
Remark: Note that rθ0 being in the support of Pk is equivalent to support(rθ0) ⊂ support
(∑
Θk
Π1j,kδθℓ,k +∑
Θ⋆
k|k−1
\Θk
Π2j,kν(θ
⋆
ℓ,k−1, θℓ,k)δθℓ,k +Π
3
kH
)
, providedΠ1j,k,Π
2
j,k, and Π
3 as equation 16.
Remark: The posterior is also strongly consistent due to Theorem 1 of [57].
6.2 Posterior Contraction Rate of the Model
Posterior contraction rate discusses how fast the posterior distribution approaches the true parameters from which the
observations are generated. The contraction rate is highly related to posterior consistency.
Definition: A sequence ǫn is posterior contraction rate at the parameter θ0 with respect to a metric d if for every
sequence Cn →∞, we have Pθ(θ : d(θ, θ0) ≥ Cnǫn|Zk)→ 0 in Pθ0 -probability as n→∞.
The following theorem specifies the contraction rate of the posterior contraction of the DDP based model introduced
in section 4. Assume that each zj,k ∈ Rnz , j = 1, . . . ,Mk. We denote N[](ǫ,Hκ([0, 1]
nz ), d) to be the ǫ-bracketing
number of Holder spaceHκ with κ degree of smoothness on the compact space of [0, 1]
nz with respect to the distance
d.
Theorem 4 Suppose P is the set of all distributions where the square root of the density belongs to the Holder space
Hκ([0, 1]
nz ). Let ǫn be a decreasing sequence such that logN[](ǫ,P , dH) ≤ nǫ2n and nǫ
2
n/ logn → 0, where dH is
1Density rθ0 is in KL support of the prior Pk if for any ǫ > 0, Pk(rθ :
∫
rθ0 log
rθ0
rθ
< ǫ) > 0 and is denoted by rθ0 ∈
KL(ǫ, Pk).
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Hellinger distance2. Then, the posterior distribution at time k of the DDP prior given Zk and the previous time (k−1)
configurations converges to the true density at the rate of ǫn, where ǫn is the order of n
− κ
2κ+nz .
Remark: Note that the rate in Theorem 4 matches the minimax rate for density estimators. Hence, the DDP prior
constructed through this model achieves the optimal frequentist rate.
Proof: The proof follows the theorem 3.1 in [58]. Ghosal et.al proved that ǫn satisfying the conditions in the theorem is
indeed the contraction rate. DefineN(ǫ,Hκ([0, 1]
nz ), ||·||∞) to be the ǫ-covering number ofHκ([0, 1]
nz )with respect
to supremum norm. Since one can find the [l, u] bracket from the uniform approximation, the bracketing number with
Hellinger distance grows with the same rate as the ǫ-covering number with supremum norm. Therefore, it is enough
to find an upper bound forN(ǫ,Hκ([0, 1]
nz ), || · ||∞).
Lemma 1 (Kolmogorov, Tihomirov 1961 [59]) For [0, 1]nz ⊂ Rnz , there exist Constants C depending on κ and nz
such that for every ǫ > 0, we have
logN(ǫ,Hκ([0, 1]
nz), || · ||∞) ≤ C
(1
ǫ
)
nz
κ (26)
Lemma 1 implies that logN[](ǫ,P , dH) ≤ C
(
1
ǫ )
nz
κ and thus the convergence rate is the order of n−
κ
2κ+nz . 
7 Nonparametric MMT: Dependent Two-Parameter Poisson Dirichlet Process
Construction
We thus far introduced the dependent Dirichlet process model to incorporate a learning algorithm as a prior over
the time evolving object state distribution based on the measurements. When using the Dirichlet process to model
the transitioning of objects into clusters, the expected number of unique clusters varies exponentially according to
αlog(N), where α is the concentration parameter andN is the total number of objects to be clustered. A more flexible
model is offered by the two parameter Poisson-Dirichlet process, Pitman-Yor process, as, in this case, an additional
discount parameter, 0 ≤ d < 1, with α > −d, is used to control the number of clusters in the model. Specifically, with
the Pitman-Yor process model, the expected number of unique clusters varies according to the power-law αNd [47].
Following the power-law, the higher the number of unique (non-empty) clusters, the higher the probability of having
even more unique clusters. Also, clusters with only a small number of objects have a lower probability of having new
objects. This more flexible model offered by the Pitman-Yor process is a better match for the tracking problem with
a time-varying number of objects. With a maximum number of Nk objects at time step k, an object may stay in the
scene from the previous time step, leave the scene, or enter the scene for the first time. Thus, the object state would
benefit from a larger number of available clusters to ensure all dependencies are captured.
In order to also capture time evolution, we introduce a family of dependent Pitman-Yor (DPY) processes that can
be used to model a collection of random distributions that are related but not identical. As a result, we utilize the
DPY to model the multiple object state prior distributions by directly incorporating learning multiple parameters from
correlated information. The resulting DPY state transitioning prior (DPY-STP) method formulates the state transition
such that the object cardinality at time step k is dependent on its value at the previous time step (k−1). Also, the index
assigned to the cluster that contains an object state is dependent on the cluster indexing of the previously clustered
object states at the same time step k. If a new object enters the scene, its state must be modeled without knowledge on
the expected number of objects. We outline the detail for this approach in the following.
7.1 DPY-STP Algorithm Construction for State Transitioning
In this section, we introduce an evolutionary time dependent model to multiple object tracking based on our proposed
dependent Pitman-Yor (DPY) process to learn object labels. The advantage of this model over the DDP-EMMmethod
introduced in section is that this approach introduces a dependent Pitman-Yor (DPY) process that marginally preserves
the Pitman-Yor process and therefore, it allocates higher probability to unique clusters and therefore it is a better fit for
multi object tracking problem. In particular, our approach directly incorporates learning multiple parameters through
related information, including object labeling at the previous time step or labeling of previously considered objects
at the same time step. In particular, the choice of the DPY as a prior on the object state distributions is based on the
following dynamic dependencies in the state transition formulation: (A) the number of objects present at time step
k relies on the number of objects that were present at the previous time step (k − 1), (B) the clustering index of the
parameter state of the ℓth object at time step k depends on the clustering index of the state parameters of the previous
2dH(p, q) = (
∫
(
√
p−√q)2dµ) 12 is the Hellinger distance given the dominating measure µ.
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(ℓ − 1) objects at the same time step k, and (C) model a new object entering the scene without requiring any prior
knowledge on the expected number of objects. The DPY-STP method we use to model the state transition process,
accounting for multiple dependencies, is discussed next and is summarized in Algorithm 3. In particular, we provide:
(a) the information available at time step (k − 1), (b) how this information transitions from time step (k − 1) to time
step k, and (c) how the DPY-STP model is constructed at time step k to estimate the object density.
Available parameters at time (k− 1): The DPY-STP algorithm assumes that the following parameters are available
from previous time steps at time (k − 1):
• LetXk−1 = {xℓ,k− 1 : ℓ = 1, . . . , Nk−1} be the object states at time (k − 1).
• Let CAk−1 = {C1, . . . , Ck−1} be the cluster assignment up to time (k − 1), where CJ = {c1,J , . . . , cNJ ,J}
is the cluster assignments at time step J .
• Θk−1 = {θℓ,k−1 : ℓ = 1, . . . , Nk−1} is the set of object state parameters available at time (k− 1) associated
with CNk−1(note that θℓ’s are not necessarily unique).
• Let Θ⋆k−1 = {θ
⋆
ℓ,k−1 : ℓ = 1, . . . , Dk−1} ⊂ Θk−1 be the set of unique parameters, andDk−1 be the number
of uniques parameters.
• DefineV⋆k−1 to be a vector of sizeDk−1 containing the size of non empty clusters associated with Ck−1. One
can include empty clusters and define the size of this vector to beNk−1. However, it is computationally more
efficient to exclude size zero clusters.
Available parameters transitioning from time (k − 1) to time k: Assume sℓ,k|k−1 associate with the ℓth object at
time (k − 1) has a Bernoulli distribution with parameter Pℓ,k|k−1, sℓ,k|k−1 ∼ Bernoulli(Pℓ,k|k−1). Given sℓ,k|k−1,
the object xℓ,k−1 leaves the scene with probability 1 − Pℓ,k|k−1 or remains in the FOV with probability Pℓ,k|k−1
and transitions to a new state with the Markov transition kernel Qθ(xℓ(k− 1), ·). We assume if all the objects in a
cluster leave the scene the cluster no longer exist. Let Θ⋆k|k−1 be the set of unique parameters at time (k − 1) that are
transitioned to time step k. We define V⋆k|k−1 to be the vector of size of Dk−1 containing the size of each cluster
after transitioning to time k. it is worth mentioning that a cluster with size zero implies that the cluster no longer exists.
To keep track of the survived objects, let CSk|k−1 be the cluster survival indicator defined as
CSk|k−1 = {η1,k|k−1, . . . , ηDk−1,k|k−1}
where ηj,k|k−1 = 0 corresponds to disappearance of the jth cluster and ηj,k|k−1 = 1 implies that there is at least one
element in the jth cluster.
DPY Prior Construction at time k: Each survived cluster (a cluster with non-zero size) is updated through a transition
kernel. Assume that the cardinality of ℓth cluster at time (k − 1) is still non-zero after transitioning, the ℓth object
parameter will evolve according to the following transition kernel:
θℓ,k ∼ ζ(θ
⋆
ℓ,k−1, ·) (27)
Let θℓ,k be the transitioned ℓth state object parameter at time k, we construct the dependent Pitman-Yor prior as
follows:
Case 1: The ℓth object belongs to one of the survived and transitioned clusters from time (k − 1) and occupied at
least by one of the previous ℓ− 1 objects. The object selects one of these clusters with probability:
Γ1j,k(Choosing jth cluster|θ1,k, . . . , θℓ−1,k) =
Dk−1∑
i=1
[
V ⋆k|k−1
]
i
ηi,k|k−1δi(cj,k) + [Vk]j − d
ℓ−1∑
j=1
Dk−1∑
i=1
[
V ⋆
k|k−1
]
i
ηi,k|k−1δi(cj,k) +
ℓ−1∑
j=1
[Vk]j + α
(28)
where [Vk]j indicates the jth element of vector Vk at time k, 0 ≤ d < 1 and α > −d are the discount and
strength parameters in the Pitman-Yor process, respectively.
Case 2: The ℓth object belongs to one of the survived and transitioned clusters from time (k − 1) but this cluster has
not yet been occupied by any one the first ℓ− 1objects. The object selects such a cluster with probability:
Γ2j,k(Choosing jth cluster that has not been selected yet|θ1,k, . . . , θℓ−1,k) =
Dk−1∑
i=1
[
V ⋆k|k−1
]
i
ηi,k|k−1δi(cj,k)− d
ℓ−1∑
j=1
Dk−1∑
i=1
[
V ⋆
k|k−1
]
i
ηi,k|k−1δi(cj,k) +
ℓ−1∑
j=1
[Vk]j + α
(29)
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Case 3: The object does not belong to any of the existing clusters, thus a new cluster parameter is drawn from some
base distributionH , corresponding to the base distribution in Pitman-Yor process, with probability:
Γ3k(Creating new cluster|θ1(k), . . . , θℓ−1(k)) = |Dk|ℓ−1d+ α
ℓ−1∑
j=1
Dk−1∑
i=1
[
V ⋆
k|k−1
]
i
ηi,k|k−1δi(cj,k) +
ℓ−1∑
j=1
[Vk]j + α
(30)
where |Dk|ℓ−1 is the total number of the clusters at time k created by the first (ℓ − 1) objects.
In the above construction, Γ1j,k,Γ
2
j,k, and Γ
3
k are the probability of selecting an object cluster or creating a new object
cluster. The temporal dependency among the objects follows a dependent Pitman-Yor process where the marginal
distribution is a Pitman-Yor Process. This property makes this process easy to implement. The following theorem
summarizes this property:
Theorem 5 Suppose that the space of state parameters is separable and complete metrizable space. The process
defined by probabilities 28, 29, and 30 defines a Pitman-Yor process at each time step given the previous time configu-
rations, i.e.,
DPY-STPk|DPY-STPk−1 ∼ PY
(
d, α,
∑
Θk
Γ1j,kδθℓ,k +
∑
Θ⋆
k|k−1
\Θk
Γ2j,kζ(θ
⋆
ℓk−1, θℓ,k)δθℓ,k + Γ
3
kH
)
. (31)
where δθ(Θ) = 1 if θ ∈ Θ and δθ(Θ) = 0, if θ /∈ Θ. We eliminate the proof of this theorem since it is the direct result
of cases (1)-(3). Given the conditional distribution 31, theorem 6 provides an object density estimator.
Theorem 6 Assume the space of states, X , is separable and complete metrizable topological space, given equations
(28)-(30) state distribution is estimated as follows:
p(xℓ,k|x1,k, . . . ,xℓ−1,k,Xk|k−1,Θ⋆k|k−1,Θk) =


Qθ(xℓ,k−1,xℓ,k)f(xℓ,k|θ⋆ℓ,k) If case 1
Qθ(xℓ,k−1,xℓ,k)ζ(θ
⋆
ℓ,k−1, θ
⋆
ℓ,k)f(xℓ,k|θ⋆ℓ (k)) If case 2∫
θ
f(xℓ,k|θ)dH(θ) If case 3
(32)
for some density f(·|θ), distributionH on parameters, andXk|k−1 the set of survived state objects. Note that elements
of Θk are chosen with probability Γi, i = 1, 2, 3.
Proof: (Sketch of proof) The proof is immediately resulted from the problem statement. We provide an intuition for
this theorem. From case (1): xℓ,k−1 transitions to time k according to the Markov transition kernelQθ(xℓ,k−1, ·) and
then is assigned to one of the existing clusters that is already used by one of the objects. From case (2): xℓ,k−1 and
the cluster parameter θ⋆ℓ,k−1 transition to time k according to Markov transition kernelsQθ(xℓ,k−1, ·) and ζ(θ
⋆
ℓ,k−1, ·),
respectively, and therefore the object is assigned to the this new cluster. From case (3): new object does not belong
to any of the previously assigned clusters, i.e., a new object emerges to the scene. In this case, we generate a new
parameter from the base distributionH and assign the object to the newly created cluster. 
8 Learning Model
The DPY-STP algorithm summarized in algorithm 3 provides the density estimation of objects at time step k in 32.
The procedure then updates the estimated belief by using the set of measurements Zk = {z1,k, . . . , zMk,k} received
at time step k to update the trajectory of objects. Based on theorem 5 we may use a Dirichlet process mixture to update
our model discussed in algorithm 3. This learning procedure is summarized in Algorithm 4.
We assume that each measurement is associated only with one object. The measurements are also independent of each
other. we can thus exploit Dirichlet process mixtures with the base distribution drawn from Algorithm 3 to update
our belief. However, the identity of the object that corresponds to a particular measurement is not known. As the
objects are already labeled from the DPY clustering, the DPM model is used to learn the association between each
measurement and its corresponding object. The clustering of the measurements first uses the DPY model result for the
state distribution from Theorem 6,
xℓ,k|x1,k, . . . ,xℓ−1,k,Xk|k−1,Θk ∼ p(x1,k|x1,k, . . . ,xℓ−1,k,Xk|k−1,Θ
⋆
k|k−1,Θk) (33)
and
zl,k|xℓ,k, θ
⋆
ℓ,k ∼ R(zl,k|xℓ,k, θ
⋆
ℓ,k) (34)
for some distribution R that depends on the measurement likelihood function.
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Algorithm 3 DPY-STP model for state transition process.
At time (k − 1):
• Xk−1 = {xℓ,k−1 . . . xNk−1,k−1}: collection of object states vectors
• CNk−1 = [c1, c2, . . . , cNk−1 ], cluster assignment
• Θk−1 = {θℓ,k−1 : ℓ= 1, . . . , Nk−1}, cluster parameters
• Dk−1, number of uniques cluster parameters
• Θ∗k−1 = {θ
∗
ℓ,k−1 : ℓ= 1, . . . , Dk−1}, for unique clusters
Transitioning from time (k − 1) to k:
Input: Xk−1, Θ
∗
k−1, transition kernel Qθℓ,k(xℓ,k−1,xℓ,k) and probability of
object staying in the scene Pk|k−1
if xℓ,k−1 ∈ Xk−1 leaves with probability (1 − Pk|k−1) then
return null
end if
if xℓ,k−1 ∈ Xk−1 transitions with probability Pk|k−1 then
xℓ,k−1 ∼ Qθℓ,k(xℓ,k−1,xℓ,k)
return Dk|k−1: number of unique cluster,V
∗
k|k−1 ∈ R
Dk|k−1 : size vector,
and Θk|k−1: collection of survived parameters
end if
At time k:
for ℓ = 1 to |V∗k|k−1| do
Draw θℓ,k from ζ(θ
∗
ℓ,k−1, θℓ,k) according to 31
Draw xℓ,k|θℓ,k from (32)
end for
return {x1,k,x2,k, . . .} and {θ1,k, θ2,k, . . .}
Remark: Note that the DPY-STP algorithm is closely related to DDP-EEM algorithm introduced in section 7.1 and
thus both algorithms are well-defined. One can derive DDP-EMM model from the DPY-STP model by setting d = 0.
The discount parameter d is used to control the number of clusters in the model. Intuitively speaking, on account of
power law property of Pitman-Yor modeling, the higher the number of unique (non-empty) clusters is, the higher the
probability of having even more unique clusters is. Also, intuitively speaking, we aim that clusters with small number
of objects to have a lower probability of having new objects. Hence, the DPY-STP is more flexible and is a better
match for the tracking problem with a time-varying number of objects. With a maximum number of Nk objects at
time step k, an object may stay in the scene from the previous time step, leave the scene, or enter the scene for the first
time. Thus, the object state would benefit from a larger number of available clusters to ensure all dependencies are
captured.
Algorithm 4 Dirichlet process mixture model used to associate measurements with objects.
Input: {z1,k, . . . , zMk,k}, {x1,k,x2,k, . . .}, {θ1,k, θ2,k, . . .}
At time k:
for m = 1 : Mk do
Draw zm,k|xℓ,k, θℓ,k from (33)
return CNk , cluster assignment at time k
end for
Update: CAk = CAk−1 ∪ CNk
return Number of clustersNk, CAk and posterior distribution of zm,k|xℓ,k, θℓ,k,m = 1, . . . ,Mk
8.1 Bayesian Inference: Gibbs Sampler
Exact posterior computation for DPY-STP algorithm is difficult when the number of parameters and observations are
high. Nevertheless, we can make use of Gibbs sampling for inference in the DPY-STP where the conjugate priors
are used. To this end, we make use of the auxiliary random variables to identify the cluster associations for the
measurements. The resulting sampler allows model and measurement parallelization. Note that inference in DPY-STP
model depends directly on number of the clusters and the number of measurements at each time step. Under the cluster
assignments CAk, we introduce a cluster indicator Ck = {c1,k, . . . , cNk,k} at time k such that ci,k = cj,k if and only
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if θi,k = θj,k and ci,k = ℓ if and only if θi,k = θ
⋆
ℓ,k ( Note that θ
⋆
·,k’s indicate the unique parameters at time k).
Note that the cluster indicator Ck partitions the set of {1, . . . , Nk}. Since realization of the Pitman-Yor process is a
discrete random measure with probability one, we can marginalize this process and derive the successive conditional
Blackwell-MacQueen distribution:
θℓ,k|Θ ∼
∑
Θk−{θℓ,k}
Γ1j,kδθ(θℓ,k) +
∑
θ∈Θ⋆k|k−1\Θ
θ 6=θℓ,k
Γ2j,kν(θ
⋆
ℓ,k−1, θℓ,k)δθ(θℓ,k) + Γ
3
kH(θℓ,k). (35)
Assuming the base measure H is nonatomic, the required conditional distribution to do local inference is derived by
marginalizing over the mixing measures:
p(ci,k = ℓ|Ck \ {ci,k},Zk, rest) ∝


Γ1,−iℓ,k R(zl,k|xℓ,k, θ
⋆
ℓ,k) for cluster ℓ that has been selected
Γ2,−iℓ,k R(zl,k|xℓ,k, θ
⋆
ℓ,k) for cluster ℓ that has not yet been selected
Γ3,−ik
∫
R(zl,k|xℓ,k, θ)dH(θ) new cluster is created
(36)
where Γj,−iℓ,k is the probability of selecting the ct,k = ℓ where t 6= i given by
Γ1,−iℓ,k =
[
Dk−1∑
j=1
[
V ⋆k|k−1
]
j
ηj,k|k−1δj(cℓ,k) + [Vk]ℓ
]
−i
− d
[
ℓ−1∑
t=1
Dk−1∑
j=1
[
V ⋆k|k−1
]
j
ηj,k|k−1δj(ct,k) +
ℓ−1∑
t=1
[Vk]t
]
−i
+ α
(37)
Γ2,−iℓ,k =
[
Dk−1∑
j=1
[
V ⋆k|k−1
]
j
ηj,k|k−1δj(cℓ,k)
]
−i
− d
[
ℓ−1∑
t=1
Dk−1∑
j=1
[
V ⋆k|k−1
]
j
ηj,k|k−1δj(ct,k) +
ℓ−1∑
t=1
[Vk]t
]
−i
+ α
(38)
Γ3,−ik =
|Dk|−id+ α[
ℓ−1∑
t=1
Dk−1∑
j=1
[
V ⋆k|k−1
]
j
ηj,k|k−1δj(ct,k) +
ℓ−1∑
t=1
[Vk]t
]
−i
+ α
(39)
where [·]−i indicates the total number of object parameters observed excluding the ith object and |Dk|−i is the total
number of unique clusters created at time k before ith object is observed and R is the likelihood function. Equation
36 is derived by multiplying the likelihood function by the conditional prior derived in equation 35.
To completely specify the sampling procedure, we need to update Θ⋆k = {θ
⋆
1,k, . . . , θ
⋆
Dk,k
}. To do so, draw a new
value for θ⋆ℓ,k from a distribution proportional to∏
{zl,k:θl,k=θ⋆ℓ,k}
R(zl,k|xℓ,k, θ
⋆
ℓ,k)dH(θ
⋆
ℓ,k). (40)
9 Properties of DPY-STP Model
9.1 Posterior Distribution
As mentioned in section 8.1, this method induces a partition over {1, 2, . . . , Nk}, i.e., an unordered collection of
nonempty subsets such that the set is the disjoint union of the subsets and each element of the set belongs only to
one and only one subset, which is exchangeable. Let Ck = {c1,k, . . . , cDk,k} and |Ck| = {[Vk]1 , . . . , [Vk]Dk} be the
unordered collection of cluster (partition) assignment and its cardinality such that |cj,k| = [Vk]j and
Dk∑
j=1
[Vk]j = Nk
at time k, respectively. Define
(
[Vk]
∗
1 , . . . , [Vk]
∗
Dk
)
to be the size of ordered clusters (partition) such that [Vk]
∗
1 ≤
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. . . ,≤ [Vk]
∗
Dk
. Due to exchangeability of the sequence associated with the cluster (partition) assignments, it is shown
that exchangeable partition probability function (EPPF) is given in [39] by
p([Vk]
∗
1 , . . . , [Vk]
∗
Dk
) =
Dk∏
j=1
(α+ jd)
α[Nk]
Dk∏
i=1
(1− d)[Vk]
∗
i (41)
where α[n] = α(α+1) . . . (α+n− 1). Note that if we set d = 0 the equation 41 reduces to the EPPF for the Dirichlet
process with concentration parameter α in equation 24. Note that the induced random partition by Ck at each time k is
distributed according to the equation 41.
Furthermore, it is shown in [39] if the distribution on the cluster parameters drawn from DPY-STPk|DPY-STPk−1 in
Theorem 31 and d > 0. then posterior distribution given θ⋆1,k, . . . , θ
⋆
Dk,k
is the distribution of the random measure
Bn
Dk∑
i=1
πiδθ⋆
i,k
+ (1 −Bn)H˜ (42)
whereBn ∼ Beta(Nk−Dkd, α+Dkd), (π1, . . . , πDk) ∼ Dirichlet([Vk]1−d, . . . , [Vk]Dk −d), and H˜ ∼ PY(d, α+
Dkd,G
∗)whereG∗ =
∑
Θk
Γ1j,kδθℓ,k+
∑
Θ⋆
k|k−1
\Θk
Γ2j,kζ(θ
⋆
ℓk−1
, θℓ,k)δθℓ,k+Γ
3
kH . Note thatBn and (π1, . . . , πDk),
and H˜ are mutually independent.
9.2 Posterior Consistency of DPY-STP model
As discussed in section 6.1.1, DDP-Priors are consistent for estimating the distributions. The statistical model intro-
duced in this paper along with all the statistical models based on Pitman-Yor may be used to estimate the distributions
and track the objects. However, the Pitman-Yor process prior assumes the inconsistency of the Gibbs processes priors
to estimate the distributions. it is shown the conditions under which Gibbs processes are consistent (Section 3, The-
orem 1of [60]). Consistency of Pitman-Yor processes is the direct result of Gibbs prior consistency. The following
proposition summarizes these conditions:
Proposition 2 Let Gk ∼ PY(d, α,H) be the prior distribution drawn from a Pitman-Yor Process. The posterior
distribution of Gk|Zk is consistent at probability measure G0 if and only if one the following conditions holds:
A. G is the mixture of at most ⌈|αd |⌉ degenerated measures, i.e., G0 is discrete
B. H is proportional to G0,c where G0,c is continuous part of the probability measure G0
C. d = 0, which is equivalent to the consistency of the Dirichlet process.
Proof: This Proposition immediately results from the Gibbs prior consistency theorem [60]. 
10 Simulation Results
10.1 Comparison to Multi-Bernoulli Filtering
The performance of the DDP-EEM model is demonstrated and compared to the labeled multi-Bernoulli filter (LMB)
for a radar target tracking simulation example. The time-dependent number of targets are assumed to move according
to the coordinated turn motion model, and there is a maximum of ten targets. Note that this same example is used
for the LMB in [23]. The unknown state parameters of the ℓth target at time k are the Cartesian coordinates of the
two-dimensional (2-D) position [xℓ,k yℓ,k]
T , target velocity [x˙ℓ,k y˙ℓ,k]
T and target turn rate ωℓ,k. The ℓth state vector is
given by xℓ,k = [xℓ,k yℓ,k x˙ℓ,k y˙ℓ,k ωℓ,k]
T , ℓ = 1, . . . , Nk, whereNk is the time-dependent target cardinality. The actual
time-dependent trajectories are shown in Figure 2a. The transition probability density p(xk|xk−1) for the coordinated
turn motion model is assumed to be a Gaussian distribution with mean vector µ = [ζT ωk−1]
T where ζ =Aωk−1xk−1
and covariance matrixQ =diag([σ2wBB
T , σ2u]) where σw = 15 m/s
2, σu =π/180 radians/s, and
Aωk−1=


1 sin(ωk−1)ωk−1 0 −
1−cos(ωk−1)
ωk−1
0 cos(ωk−1) 0 − sin(ωk−1)
0 1−cos(ωk−1)ωk−1 1
sin(ωk−1)
ωk−1
0 sin(ωk−1) 0 cos(ωk−1)

, B =


1
2 0
1 0
0 12
0 1

.
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Figure 2: (a) Actual target trajectories. (b) Actual and estimated x (top) and y (bottom) position versus time k using
DDP-EMM and LMB methods.
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Figure 3: (a) Comparison between cardinality estimation for DDP (top) and LMB (bottom) when tracking 10 objects.
(b) OSPA location (top) and cardinality (bottom) of order p = 1 and cut-off c = 100.
We select the probability of a target remaining at a scene during transitioning to be Pℓ,k|k−1 = 0.95, for all ℓ. The times
each target enters and leaves the scene are summarized in Table 2. The measurement vector zk = [φk rk]
T at time k
includes bearing φk and range rk, where r∈[0, 2, 000] m and φ∈[−
π
2 ,
π
2 ]. The measurement noise is assumed zero-
mean Gaussian with variance σ2r = 25 and σ
2
φ = (
π
180 )
2. For the simulations, 10,000 Monte Carlo runs were used, The
overall observed time steps is considered to beK = 100 and the signal-to-noise-ratio (SNR) is -3 dB. In our proposed
model, we used a normal-inverse Wishart distribution, NIW(µ0, λ, ν,Ψ), with values µ0 = 0.001, λ = 0, ν = 50,
and an identity matrix for Ψ as prior on the space of parameters. We consider a Gamma distribution as prior on the
concentration parameter α, Γ(α; 1, 0.1) Using the proposed DDP-EMM and inferential methods the estimated x and
y coordinates are shown to match the true coordinates in Figures 1(a) and 1(b), respectively. When compared to the
LMB in Figure 2, the DPY-EM shows a higher estimation accuracy for the x and y coordinates in Figure 2a. The
increase in performance is also demonstrated consistently using the OSPA measurement, both for the range and the
time-dependent object cardinality in Figure 2b.
Figure 2b displays the actual and estimated target trajectories for the proposed DDP-EMM and (LMB) methods in
10,000 Monte Carlo (MC) runs. As shown in Figure 3a, the DDP-EMM has higher accuracy than the LMB when
estimating the time-dependent target cardinality. This is also demonstrated using the optimal sub-pattern assignment
(OSPA) metric (of order p= 1 and cut-off c= 100) in Figure 3b. The OSPA location for both methods is compared
in Figure 3b (top). Note that the lower the OSPA metric, the higher the corresponding performance. We observe
that the DDP-EEM method often performs better than the LMB; this may be due to the fact that the LMB requires
approximations when updating the target state estimates.
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Table 1: Target existence over time.
Object Presence Object Presence
Object 1 0 ≤ k ≤ 100 Object 6 40 ≤ k ≤ 100
Object 2 10 ≤ k ≤ 100 Object 7 40 ≤ k ≤ 100
Object 3 10 ≤ k ≤ 100 Object 8 40 ≤ k ≤ 80
Object 4 10 ≤ k ≤ 60 Object 9 60 ≤ k ≤ 100
Object 5 20 ≤ k ≤ 80 Object 10 60 ≤ k ≤ 100
The DDP-EMM and LMB can both track the targets. However, the DDP-EMM is computationally more efficient and
has a higher tracking performance. As shown in Figure 3a, the LMB drastically overestimates the cardinality of the 10
targets, when compared to the DDP-EMM, showing the elimination of the posterior cardinality bias. This is because
the LMB is highly sensitive to the presence of clutter. The OSPA location and OSPA cardinality measures of both
methods are compared in Figure 3b. We observe that the DDP-EEM method often performs better than the LMB due
to approximations assumed in the LMB filtering to update the tracks.
10.2 DDP-EMM and Low SNR: Moving Cars with Turn
In this section, we show that DDP-EEM algorithmmay track objects in the presence of high noise through simulations.
We consider five moving cars where it is assumed that each car may enter, leave, or turn at any time. Each car comes
to scene at different time and must follow the cars in front of it. The goal is to estimate the location/range of each car
as well as the number of the cars in the scene at each time step based on the noisy measurements received from the
sensor.
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Figure 4: (a) x-coordinate and y-coordinate estimation using DDP-EMM model. (b) Location estimation using DDP-
EMM.
The unknown state of each car is considered to be [x, y, x˙, y˙, ω]T where (x, y), (x˙, y˙), and ω are the location, velocity,
and turning rate, respectively. The sensor only collects information about the range and angle at each time step. An
additive Gaussian noise is assumed throughout simulations. The SNR for this model is −3 dB. In this scenario, the
objects are assumed to be located near one another which makes the model complicated to analyze. We compare
the tracker introduced in this paper to the LMB tracker. We illustrate through simulations that DDP-EEM algorithm
produces an accurate estimate of the location and cardinality despite high noise. We assume We assume a normal-
inverse Wishart distribution, NIW(µ0, λ, ν,Ψ), with values µ0 = 0.01, λ = 0, ν = 100, and an identity matrix for
Ψ as prior on the space of parameters. We consider a Gamma distribution as prior on the concentration parameter α,
Γ(α; 1, 0.3). Running 10,000 Monte Carlo (MC) simulations, the estimated cardinality and the OSPA metric for the
location estimation error is depicted in Fig. 5a and Fig. 5b, respectively. For OSPA metric we consider the order p = 1
and the cut-off c = 100. Figure 4a, Figure 4b displays the x-coordinate and y-coordinate estimation and location
of the objects using the DDP-EMM tracker, respectively. As shown in Fig. 5a and Fig. 5b, under same conditions,
if the objects are located close to each other, the proposed DDP-EMM algorithm outperforms the LMB method and
estimates the location more accurately.
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Figure 5: (a) Cardinality estimation using DDP-EEM and LMB. (b) OSPA comparison between DDP-EMM and LMB
for cut-off c = 100 and order p = 1.
10.3 DDP-EMM under Different SNR Values
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Figure 6: Cardinality estimation in the presence of different SNR values.
We assume the same scenario as discussed in the section 10.2. However, in this setup cars, we assume there is no turn,
meaning ω = 0. The unknown state of [x, y, x˙, y˙]T and the measurements contain the range. We put our proposed
DDP-EMMmethod to the test under different SNR values. With the DDP-EMM setup, we model the state parameters
as a realization of the proposed process. We assume Gaussian distributions throughout this simulation. If we learn the
states with mean of zero, our model reduces to that of constant acceleration model and by assuming a non-zero mean
we may consider the fast changes. We simulate the algorithms for SNR =−3 dB,−5 dB, and−10 dB. Place a normal-
inverse Wishart distribution,NIW(µ0, λ, ν,Ψ), with values µ0 = 0, λ = 0, ν = 100, and an identity matrix forΨ as
prior on the space of parameters and a Gamma distribution as prior over the concentration parameter α, Γ(α; 1, 0.2);
running 10,000 Monte Carlo (MC) simulations results; Figure 6 presents the cardinality of the model under various
SNR values. As shown in this figure, this method works perfectly for high SNR values and even though the SNR is
very high, we are still able to obtain the correct cardinality of the states most of times.
Figures 7 depicts the performance of this method under different SNR values. Note that for high SNR values the OSPA
metric is still fairy low which verifies the good performance of this method.
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Figure 7: DDP-EMM performance for SNR = −3 dB, SNR = −5 dB, and SNR = −10 dB.
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Figure 8: True and estimated (a) x-coordinate and (b) y-coordinate as a function of the time step k for five objects.
10.4 DPY-STP method
Table 2: Time intervals that objects enter/leave the scene
Object Time step entering scene Time step leaving the scene
Object 1 k = 0 k = 70
Object 2 k = 5 k = 100
Object 3 k = 10 k = 100
Object 4 k = 20 k = 45
Object 5 k = 30 k = 80
The DPY-EM multiple object tracking method is implemented using MCMC sampling methods, together with Algo-
rithms ?? and ??. To demonstrate the performance of this method, we simulated a dynamic linear tracking example
using five objects that enter and leave the scene at different times, as summarized in Table 2. The performance is
compared to that of the labeled multi-Bernoulli (LMB) approach.
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Figure 9: (a) True and estimated x-coordinate (top) and y-coordinate (bottom) as a function of time step k for 5
objects. (b) OSPA (order p = 1 and cut-off c = 100 for range (top) and (b) cardinality (bottom) averaged over 10,000
MC simulations for the DPY-STP and the labeled multi-Bernouli (LMB) based tracking approaches.
For the simulations, 10,000 Monte Carlo runs were used, The overall observed time steps is assumed to be K = 100
and the SNR is −3 dB. Also, 10,000 Monte Carlo runs were used in the simulations. The DPY-EM estimated x and
y coordinates are shown to match the true coordinates in Figures 8(a) and 8(b), respectively. When compared to the
LMB in Figure 9, the DPY-EM shows a higher estimation accuracy for the x and y coordinates in Figure 9a. The
increase in performance is also demonstrated consistently using the OSPA measurement, both for the range and the
time-dependent object cardinality in Figure 9b.
10.5 Comparison between DPY-STP and DDP-EMM
Due to the flexibility of Pitman-Yor process and the fact that the object state benefits from a larger number of available
clusters to ensure all dependencies are captured, we are expecting to obtain better results using DPY-STP, given the
condition in Theorem 2. In this section, we compare both proposed methods and verify that the algorithm based on the
dependent Pitman-Yor process may have better results than DDP-EMM. To do this end, we consider the problem of
tracking 10 objects using both methods. We assume the base distribution to have a normal-inverseWishart distribution,
NIW(µ0, λ, ν,Ψ) wherem0 = 0, λ = 0, ν = 100, andΨ = I . We select α and d the same way as 10.4.
Figures 10a and 10b displays the actual and estimated coordinates through DPY-STP and DDM-EMM, respectively.
We show the location estimation of objects through DPY-STP and DDP-EMM in Figures 11a and 11b, respectively.
The Figure 11a shows that DPY-STP has higher accuracy compared to DDP-EMM model. We can also demonstrate
this using the OSPA metric with cut-off c = 100 and order p = 1. We observe that DPY-STP has a better performance
compared to DDP-EMM as depicted in 12.
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Figure 10: (a) Actual and estimated x and y coordinates throughDPY-STP (b) Actual and estimated x and y coordinates
through DDP-EMM.
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Figure 11: (a) Actual and estimated location through DPY-STP (b) Actual and estimated location through DDP-EMM.
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Figure 12: OSPA comparison between DPY-STP (black) and DDP-EMM (blue) for cut-off c = 100 and order p = 1.
11 Conclusion
In this paper, we presented novel families of nonparametric processes that naturally captures the computational and
inferential needs of a multi object tracking problem. We exploited dependent Dirichlet process and Pitman-Yor pro-
cesses to model the objects and therefore tracking object trajectories. We showed that DDP-EMM is marginally a DP
and DPY-STP is marginally a PY process and they follow the EPPF formula. We also derived the Gibbs sampler for
both DDP-EMM and DPY-STP methods and manifested that the proposed Bayesian nonparametric framework can
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efficiently track the labels, cardinality, and object trajectories. Furthermore, MCMC implementation of the proposed
tracking algorithms successfully verifies the simplicity and accuracy of these algorithms.
Appendices
12 Appendix A
12.1 Proof of 21:
Proof: The proof of 21 follows the standard Bayesian nonparametric methods. We know that the base measure in
DP(α, H) is the mean of the Dirichlet prior. The following lemma generalizes this fact.
Lemma 2 (Ferguson 1973, [43]) If G ∼ DP(α,H) and f is any measurable function, then
E
[ ∫
f(θ)dG(θ)
]
=
∫
f(θ)dH(θ)
Suppose that A and B are measurable sets.
P (θℓ,k ∈ A, zℓ,k ∈ B|θ−ℓ,k, z−ℓ,k) =E
[
1θℓ,k(A)1zℓ,k(B)|θ−ℓ,k, z−ℓ,k
]
(43)
=E
[
E
[
1θℓ,k(A)1zℓ,k (B)|G, θ−ℓ,k, z−ℓ,k
]
|θ−ℓ,k, z−ℓ,k
]
(44)
=E
[ ∫
1θℓ,k(A)1zℓ,k (B)p(zℓ,k|θℓ,k,xℓ,k)dzℓ,kdG(θℓ,k|θ−ℓ,k)
]
(45)
where 43 follows the definition of expected value, 44 is due to the law of iterated expectations, and G(θ) in 45 is the
posterior dependent Dirichlet process given in 20. Using lemma 2
E
[ ∫
1θℓ,k(A)1zℓ,k (B)p(zℓ,k|θℓ,k,xℓ,k)dzℓ,kdG(θℓ,k|θ−ℓ,k)
]
= (46)∫
1θℓ,k(A)1zℓ,k(B)p(zℓ,k|θℓ,k,xℓ,k)dzℓ,kd
( ∑
Θk−{θℓ,k}
Π1δθ(θℓ,k) +
∑
θ∈Θ⋆k|k−1\Θ
θ 6=θℓ,k
Π2ν(θ
⋆
ℓ,k−1, θℓ,k)δθ(θℓ,k) + Π3H(θℓ,k)
)
.
Using the Bayes rule we have:
P (θℓ,k ∈ A|θ−ℓ,k,Zk) =
∫
B
P (θℓ,k ∈ A, zℓ,k|θ−ℓ,k, z−ℓ,k)dzℓ,k∫
Ω P (θℓ,k ∈ A, zℓ,k|θ−ℓ,k, z−ℓ,k)dzℓ,k
(47)
and this concludes the claim in 21. 
12.2 Proof of Theorem 2
Proof: To prove this theorem we check the conditions in the following theorem:
Postulate 1 (Theorem 1, Tierney 1994 [51]) Assume K is a π-irreducible and aperiodic Markov transition kernel
such that πK = π. Then K is positive recurrent and π is the unique invariant distribution of K and for almost all x we
have:
||Kn(x, ·) − π||TV −→ 0 (48)
where || · ||TV is the total variation norm.
The proof of invariance of the posterior distribution for the Markov chain defined in 21 is very similar to the proof of
theorem 2 [escober 1994]. We only need to prove the aperiodicity and irreducibility of the Markov transition kernel
with respect to the posterior distribution.
Irreducibility: Assume that Bkθ = ∪B
k
j,θ is a partition where the elements of this partition, B
k
j,θ, are the parameters
configuration vector at time k and πj,k(B
k
j,θ) is the probability measure associated for a fixed configuration. Note
that the distribution πk at time k has a unique distribution πk =
∑
πj,k(B
k
j,θ). Conditioning on a fixed configuration
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with πk(B
k
j,θ) > 0, both posterior and predictive distributions depends on distributions where posterior and πk take
to be mutually absolutely continuous with the transition kernel K(θ0, B
k
j,θ) > 0. The construction of transition kernel
implies that for any θ0 the transition kernel is positive, K(θ0, B
k
j,θ) > 0, therefore, K(θ0, B
k
θ ) > 0 with respect to πk.
Note that the posterior and πk are mutually absolutely continuous hence one can conclude that K(θ0, B
k
θ ) > 0 with
respect to the posterior.
Aperiodicity: Note that for Bkθ , we have πk(B
k
θ ) > 0 which directly implies the aperiodicity of the kernel. Therefore,
the definedMarkov chain sampler is irreducible, aperiodic, and invariant with respect to the posterior, hence, it satisfies
the conditions in postulate 1. 
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