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A NON-LINEAR ADIABATIC THEOREM FOR THE
ONE-DIMENSIONAL LANDAU–PEKAR EQUATIONS
RUPERT L. FRANK AND ZHOU GANG
Abstract. We discuss a one-dimensional version of the Landau–Pekar equations, which
are a system of coupled differential equations with two different time scales. We derive an
approximation on the slow time scale in the spirit of a non-linear adiabatic theorem. Dis-
persive estimates for solutions of the Schro¨dinger equation with time-dependent potential
are a key technical ingredient in our proof.
1. Introduction and main result
A polaron is a physical model for a particle accompanied by its polarization field. We
treat a one-dimensional, classical version of this model, where the electron is described by a
complex-valued wave function ψ ∈ L2(R) and the polarization field by a real-valued function
ϕ ∈ L2(R). The strength of the coupling between the particle and the field is described by
a constant
√
α = ε−1/4 which is assumed to be large. While the original polaron model is
three-dimensional, its one-dimensional version, which we discuss here, has been introduced
in the physics literature both as a toy problem [11] and as a limiting model for the three-
dimensional model in a strong magnetic field, see [12, 5] and references therein.
Landau and Pekar [14] derived phenomenologically equations of motion for the polaron,
whose one-dimensional analogues read{
εi∂tψ = −∂2xψ + ϕψ ,
−∂2t ϕ = ϕ+ 12 |ψ|2 .
(1)
Note that the typical time scale of the electron is of order ε, whereas the time scale of the
field is of order 1.
Equations (1) are supplemented by initial conditions
ψ|t=0 = ψ0 , ϕ|t=0 = ϕ0 , ∂tϕ|t=0 = ϕ˙0 , (2)
which we assume to be independent of ε. By a standard argument (as, for instance, in [4,
Lemma 2.1]), using conservation of mass and energy, one can show that (1), (2) has global
solutions for ψ0 ∈ H1(R) and ϕ0, ϕ˙0 ∈ L2(R).
Our goal is to approximate the dynamics on time scales of order one for a certain class of
physically relevant initial conditions. Namely, under some assumptions, we will prove that
if the initial wave function ψ0 is the ground state of the Schro¨dinger operator −∂2x+ϕ0 with
the initial field as a potential, then up to times t of order 1, the wave function ψt at time t
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is close to the ground state of the Schro¨dinger operator −∂2x + ϕt with the field at time t as
potential. More precisely, we will construct ε-independent limiting dynamics (V,Q) where
Q is an exact ground state of −∂2x + V such that up to times of order 1 the solution (ψ,ϕ)
is in a quantitative sense well approximated by (Q,V ) after multiplying ψ by an explicit
phase. As we will discuss below in some more detail, this result is in the spirit of a non-linear
adiabatic theorem.
Let us state our main result in detail. We will work under the following assumption on
the initial data.
Assumption 1.1. Let ϕ0 ∈ L2(R) ∩ 〈x〉−2L1(R) be real-valued and assume that the
Schro¨dinger operator −∂2x+ϕ0 in L2(R) has a unique negative eigenvalue and no zero-energy
resonance. We denote the eigenvalue by E0 and a corresponding real-valued eigenfunction
(not necessarily normalized) by ψ0. Moreover, let ϕ˙0 ∈ L2(R) ∩ 〈x〉−2L1(R) be real-valued.
We recall (see, e.g., [25, Chapter 5]) that the Schro¨dinger operator −∂2x +W is said to
have a zero-energy resonance if there is a non-trivial, bounded function u on R such that
(−∂2x+W )u = 0. We recall that ifW ∈ 〈x〉−1L1(R), then any solution u of the latter equation
satisfies u(x) ∼ b±x as x→ ±∞, and so having a zero-energy resonance means that there is
a non-trivial solution with b+ = b− = 0. Generically, −∂2x+W has no zero-energy resonance.
The assumption that ψ0 is real-valued is not restrictive since, because of the simplicity of
E0, any corresponding eigenfunction ψ˜0 is of the form e
iθψ0 for a real-valued ψ0, and then
the pair (eiθψ,ϕ) is a solution of (1) with the initial condition (ψ˜0, ϕ0, ϕ˙0).
Using a fixed point argument (see Proposition 4.1) one can show that there is a maximal
interval [0, T∗), T∗ ∈ (0,∞) ∪ {∞}, as well as unique functions Q ∈ C∞([0, T∗),H1(R,R)),
V ∈ C∞([0, T∗), L2(R)) and E ∈ C∞([0, T∗), (−∞, 0)) such that for all t ∈ [0, T∗)
(−∂2x + V )Q = EQ , −∂2t V = V + 12Q2 (3)
and
‖Q‖2 = ‖ψ0‖2 (4)
and
Q|t=0 = ψ0 , V |t=0 = ϕ0 , ∂tV |t=0 = ϕ˙0 . (5)
We set
T ∗ := sup
{
T ∈ [0, T∗] : Et is the unique negative eigenvalue of − ∂2x + Vt
and there is no zero energy resonance for all t ∈ (0, T )} (6)
and note that T ∗ > 0.
The following is our main result.
Theorem 1.2. Let ψ0, ϕ0 and ϕ˙0 be as in Assumption 1.1 and let (V,Q) be the solution of
(3), (4) with initial data (5). Then for every T < T ∗ there is an εT > 0 such that for all
t ∈ [0, T ] and ε ∈ (0, εT ], the solution (ψ,ϕ) of (1) with initial data (2) satisfies∥∥∥ψt − e−iε−1 ∫ t0 Es dsQt∥∥∥
2
. ε , ‖ϕt − Vt‖2 + ‖∂tϕt − ∂tVt‖2 . ε2 .
More precisely, setting
αt := ‖ψ0‖−2〈Qt, eiε−1
∫ t
0
Es dsψt〉 and Rt := eiε−1
∫ t
0
Es dsψt − αtQt ,
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we have the decomposition
ψt = e
−iε−1
∫ t
0
Es ds (αtQt +Rt) with 〈Qt, Rt〉 = 0 (7)
and the bounds
‖Rt‖2 = ‖ψ0‖2
√
1− |αt|2 . ε , |∂tαt| . ε ,
∣∣∂t(|αt|2)∣∣ .


ε if t ≤ ε ,
ε(ε/t)3/2 if ε ≤ t ≤ ε1/3,
ε2 if t ≥ ε1/3 .
We emphasize that αt and Rt depend on ε, whereas Qt and Et do not.
The bound on the approximation of ψt stated in the first part of the theorem follows from
the bounds in the second part since∥∥∥ψt − e−iε−1 ∫ t0 Es dsQt∥∥∥
2
= ‖(αt − 1)Qt +Rt‖2 =
√
|αt − 1|2‖ψ0‖22 + ‖Rt‖22 . ε .
We believe that the order ε is best possible, since in the proof of the theorem we will extract
from Rt a term which is a multiple of ε and show that the remainder is, at least in the norm
of 〈x〉L∞ and for times t ≥ ε1/3, bounded by ε2.
A result closely related to Theorem 1.2 appears in [15]. We’ll discuss similarities and
differences at the end of this introduction.
The statement of the theorem is reminiscent of the adiabatic theorem in quantum me-
chanics, which states that, under a gap condition, a system initially in an eigenstate remains
close to its instanteneous eigenstate if the Hamiltonian changes slowly. Some recent works
have explored to which extent this theorem remains valid for non-linear Schro¨dinger equa-
tions. The paper [22] studies the case of a weak non-linearity and modifies techniques from
the proof of the (linear) adiabatic theorem. In contrast, we will follow the approach initiated
in [7], which exploits a completely different mechanism, namely that of dispersion. It draws
its inspiration from works on asymptotic stability of ground states of non-linear Schro¨dinger
equations, a topic that was pioneered by Soffer and Weinstein [20, 21] and Buslaev and
Perel’man [1] and that has seen an enormous activity in the last two decades. For instance,
the works [2, 18] concern the situation without excited states, which is similar to the situa-
tion considered here. We will not attempt to review the immense list of works contributing
to the problem with excited states.
A key ingredient in our proof are adiabatic dispersive estimates for time-dependent Schro¨-
dinger operators which, we hope, will turn out to be useful also beyond the context of this
work. They are the topic of Section 2 of this paper, which can be read independently of the
remaining sections. We emphasize that the notation V in this part of the paper has nothing
to do with the solution of (3).
Assumption 1.3. Let T ∈ (0,∞) and let V ∈ C([0, T ]; 〈x〉−2L1(R))∩C1([0, T ];L1+L∞(R))
such that V (t) is real-valued for any t ∈ [0, T ]. Moreover, for any t ∈ [0, T ], the operator
−∂2x + V (t) has a single negative eigenvalue and no zero energy resonance.
We denote by Pc(t) the orthogonal projection corresponding to the continuous spectrum
of −∂2x + V (t) in L2(R) and consider the equation
iε∂tψ = (−∂2x + V (t))Pc(t)ψ (8)
with an initial condition ψ0 corresponding to the continuous spectrum of −∂2x + V (0).
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Theorem 1.4. If Pc(0)ψ0 = ψ0, then the solution ψ of (8) with initial condition ψ|t=0 = ψ0
satisfies for all t ∈ (0, T ] and all ε ∈ (0, 1],∥∥〈x〉−1Pc(t)ψ(t)∥∥∞ . min
{(ε
t
)1/2
,
(ε
t
)3/2}
‖〈x〉ψ0‖1 , (9)
∥∥〈x〉−1Pc(t)ψ(t)∥∥∞ .
(ε
t
)1/2
‖ψ0‖1 , (10)
‖Pc(t)ψ(t)‖∞ . max
{(ε
t
)1/2
, 1
}
‖ψ0‖1 . (11)
For us, the most important one of these bounds is (9), which yields an integrable t−3/2
decay at the expense of introducing weights into the norms. However, we also need the
bounds (10) and (11) without weights on the right side when dealing with some remainder
terms.
The improved bound (9) relies fundamentally on the non-resonance assumption on −∂2x+
V (t). In the context of asymptotic stability of ground states for the non-linear Schro¨dinger
equation, the observation that a non-resonance condition improves the usual t−1/2 decay
to a t−3/2 decay is due to Buslaev and Perel’man [1] and has been used in many works
thereafter, see, e.g., [13, 8]. The bounds in Theorem 1.4 for time-dependent V seem to be
new, but as an input in the proof we use bounds for time-independent V . Such bounds go
back to Weder [24] and are due to Goldberg and Schlag [9] and Mizutani [16] under rather
minimal assumption decay conditions on V . For further references we refer to the review
[19]. For dispersive estimate for Schro¨dinger operators with time-dependent potentials in a
non-adiabatic setting in the three-dimensional case we refer to [17].
The research described in this paper was finished in early 2017 and the results were
presented at conferences in Stuttgart, Oberwolfach and Munich between April and June 2017
and announced in [3]. In April 2019 the authors received a preprint by Leopold, Rademacher,
Schlein and Seiringer [15] which contains closely related results for the corresponding three-
dimensional system, obtained by different means. Let us compare their work with ours.
The techniques from [15] extend immediately to the one-dimensional case considered here,
but it is not clear whether our techniques extend to the three-dimensional case. While the
dispersion in three dimensions is stronger, which would lead to some simplifications in our
approach, the corresponding Schro¨dinger operator in three dimensions has typically infinitely
many negative eigenvalues, which is probably outside of the scope of our methods.
The assertions in [15], translated into the one-dimensional setting, are different from
ours. In [15] ψt is compared with the ground state of −∂2x + ϕt (multiplied by a suitable
phase), which still depends on ε. On the other hand, our comparison dynamics (Q,V ) are
independent of ε (again, up to an explicit phase). Moreover, for times of order one our bound
on the approximation error for ψ in L2 is of order ε whereas it is only of order
√
ε in [15].
We have stated our bounds only up to times of order one, even when T ∗ =∞. In contrast,
the bounds in [15] are possibly valid, with a worse error bound, up to times of order o(ε−1),
provided a certain spectral assumption is satisfied. This assumption is only verified up to
times of order one. The problem of approximating ϕt is not considered in [15].
Finally, [15] contains results about the relation between the classical and the quantum
model, which we did not study in this paper. For earlier results about the relation between
the classical and quantum dynamics we refer to [6, 4, 11].
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2. Dispersive estimates with time-dependent potentials
Our goal in this section is to prove Theorem 1.4.
2.1. Preparations for the proof. We denote by ϕ(t) an L2-normalized eigenfunction
corresponding to the unique negative eigenvalue of −∂2x + V (t) and set
Pd(t) := 1− Pc(t) = |ϕ(t)〉〈ϕ(t)| .
The second equality follows from Assumption 1.3. Under our assumptions on V , it is well-
known that the eigenfunctions can be chosen to satisfy ϕ ∈ C1([0, T ],H1(R)). In fact, in our
situation, where ϕ(t) corresponds to the lowest eigenvalue, such a choice is fixed by requiring
that ϕ(t) is non-negative for any t ∈ [0, T ]. In the following it is only important that ϕ(t) is
real-valued which, since ‖ϕ(t)‖2 = 1 implies that 〈ϕ(t), ∂tϕ(t)〉 = 0.
We will frequently use the following properties of these eigenfunctions,
‖〈x〉ϕ(t)‖1 , ‖〈x〉−1ϕ(t)‖∞ , ‖〈x〉∂tϕ(t)‖1 . 1 .
The uniform boundedness of the first two norms follows from the fact that ϕ(t) satisfies
pointwise exponential bounds. Those follow, for instance, by writing the equation for ϕ(t)
as a Volterra equation and using the fact that V ∈ L∞([0, T ], L1(R)) and that the eigenvalue
stays away from zero; see, e.g., [25, Chapter 5]. The uniform boundedness of the third
norm follows by differentiating the equation for ϕ(t) with respect to t. Again using ODE
techniques, it is easy to see that ∂tϕ satisfies pointwise exponential bounds (more precisely,
it behaves like an exponential possibly multiplied by a linearly growing factor).
In order to prove Theorem 1.4 we will use Duhamel’s formula in the following form, where
we abbreviate
ψ˜(t) = Pc(t)ψ(t) .
Lemma 2.1. For all t, t0 ∈ [0, T ],
ψ˜(t) = e−i(−∂
2
x+V (t0))t/εPc(t0)ψ0 + Pd(t0)ψ˜(t)
+
1
iε
∫ t
0
e−i(−∂
2
x+V (t0))(t−s)/εPc(t0)(V (s)− V (t0))ψ˜(s) ds
−
∫ t
0
〈∂sϕ(s), ψ˜(s)〉e−i(−∂2x+V (t0))(t−s)/εPc(t0)ϕ(s) ds
−
∫ t
0
∫ s
0
〈∂s1ϕ(s1), ψ˜(s1)〉 ds1 e−i(−∂
2
x+V (t0))(t−s)/εPc(t0)∂sϕ(s) ds . (12)
Proof. We first prove that for all t, t0, t∗ ∈ [0, T ],
ψ˜(t) = e−i(−∂
2
x+V (t0))(t−t∗)/εψ˜(t∗)
+
1
iε
∫ t
t∗
e−i(−∂
2
x+V (t0))(t−s)/ε(V (s)− V (t0))ψ˜(s) ds
−
∫ t
t∗
〈∂sϕ(s), ψ˜(s)〉e−i(−∂2x+V (t0))(t−s)/εϕ(s) ds
−
∫ t
t∗
∫ s
0
〈∂s1ϕ(s1), ψ˜(s1)〉 ds1 e−i(−∂
2
x+V (t0))(t−s)/ε∂sϕ(s) ds . (13)
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Since ∂tPc(t) = −∂tPd(t) = −|ϕ(t)〉〈∂tϕ(t)| − |∂tϕ(t)〉〈ϕ(t)|, the equation for ψ˜ reads
iε∂tψ˜ = (−∂2x + V (t))ψ˜ − iε〈∂tϕ, ψ˜〉ϕ − iε〈ϕ,ψ〉∂tϕ .
(Here we also used the fact that 〈∂tϕ,ψ〉 = 〈∂tϕ, ψ˜〉, since ‖ϕ‖2 = 1 implies 〈ϕ, ∂tϕ〉 = 0,
that is, Pc∂tϕ = ∂tϕ.) Therefore, by Duhamel’s formula,
ψ˜(t) = e−i(−∂
2
x+V (t0))(t−t∗)/εψ˜(t∗) +
1
iε
∫ t
t∗
e−i(−∂
2
x+V (t0))(t−s)/ε(V (s)− V (t0))ψ˜(s) ds
−
∫ t
t∗
〈∂sϕ(s), ψ˜(s)〉e−i(−∂2x+V (t0))(t−s)/εϕ(s) ds
−
∫ t
t∗
〈ϕ(s), ψ(s)〉e−i(−∂2x+V (t0))(t−s)/ε∂sϕ(s) ds .
In order to replace ψ in the last integral by ψ˜ we note that
d
dt
〈ϕ(t), ψ(t)〉 = 〈∂tϕ(t), ψ(t)〉 + 〈ϕ(t), ψ˙(t)〉
= 〈∂tϕ(t), ψ(t)〉 + 1
iε
〈ϕ(t), (−∂2x + V (t))Pc(t)ψ(t)〉
= 〈∂tϕ(t), ψ(t)〉
= 〈∂tϕ(t), ψ˜(t)〉 .
Thus, recalling also Pc(0)ψ0 = ψ0,
〈ϕ(t), ψ(t)〉 =
∫ t
0
〈∂sϕ(s), ψ˜(s)〉 ds .
Inserting this into the above formula we finally obtain (13).
In order to prove the equality in the lemma, we choose t0 = t∗ in (13) and apply Pc(t0)
to obtain
ψ˜(t) = Pd(t0)ψ˜(t) + e
−i(−∂2x+V (t0))(t−t0)/εψ˜(t0)
+
1
iε
∫ t
t0
e−i(−∂
2
x+V (t0))(t−s)/εPc(t0)(V (s)− V (t0))ψ˜(s) ds
−
∫ t
t0
〈∂sϕ(s), ψ˜(s)〉e−i(−∂2x+V (t0))(t−s)/εPc(t0)ϕ(s) ds
−
∫ t
t0
∫ s
0
〈∂s1ϕ(s1), ψ˜(s1)〉 ds1 e−i(−∂
2
x+V (t0))(t−s)/εPc(t0)∂sϕ(s) ds .
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On the other hand, taking t∗ = 0 and t = t0 in (13) and applying e
−i(−∂2x+V (t0))(t−t0)/εPc(t0)
to both sides of the equation we obtain
e−i(−∂
2
x+V (t0))(t−t0)/εψ˜(t0) = e
−i(−∂2x+V (t0))t/εPc(t0)ψ0
+
1
iε
∫ t0
0
e−i(−∂
2
x+V (t0))(t−s)/εPc(t0) (V (s)− V (t0)) ψ˜(s) ds
−
∫ t0
0
〈∂sϕ(s), ψ˜(s)〉e−i(−∂2x+V (t0))(t−s)/εPc(t0)ϕ(s) ds
−
∫ t0
0
∫ s
0
〈∂s1ϕ(s1), ψ˜(s1)〉 ds1e−i(−∂
2
x+V (t0))(t−s)/εPc(t0)∂sϕ(s) ds .
Combining the previous two formulas we arrive at the claimed expression (12). 
The following simple bounds will be useful in the proof of Theorem 1.4.
Lemma 2.2. We have for all ε > 0, t > 0 and T > 0,∫ ∞
0
min
{∣∣∣∣ εt− s
∣∣∣∣
1/2
,
∣∣∣∣ εt− s
∣∣∣∣
3/2
}
min
{(ε
s
)1/2
,
(ε
s
)3/2}
ds . εmin
{(ε
t
)1/2
,
(ε
t
)3/2}
,
∫ ∞
0
min
{∣∣∣∣ εt− s
∣∣∣∣
1/2
,
∣∣∣∣ εt− s
∣∣∣∣
3/2
}∫ s
0
min
{(
ε
s1
)1/2
,
(
ε
s1
)3/2}
ds1 ds . ε
2 ,
∫ ∞
0
min
{∣∣∣∣ εt− s
∣∣∣∣
1/2
,
∣∣∣∣ εt− s
∣∣∣∣
3/2
}(ε
s
)1/2
ds . ε
(ε
t
)1/2
,
and ∫ T
0
min
{∣∣∣∣ εt− s
∣∣∣∣
1/2
,
∣∣∣∣ εt− s
∣∣∣∣
3/2
}∫ s
0
(
ε
s1
)1/2
ds1 ds . ε
2
(
T
ε
)1/2
.
Proof. By scaling we may assume in the following that ε = 1. To prove the first inequality
we split the integral into the regions s ≤ t and s > t. For the first integral we have∫ t
0
min
{
1
|t− s|1/2 ,
1
|t− s|3/2
}
min
{
1
s1/2
,
1
s3/2
}
ds
= 2
∫ t/2
0
min
{
1
(t− s)1/2 ,
1
(t− s)3/2
}
min
{
1
s1/2
,
1
s3/2
}
ds
. min
{
1
t1/2
,
1
t3/2
}∫ t/2
0
min
{
1
s1/2
,
1
s3/2
}
ds . min
{
1
t1/2
,
1
t3/2
}
.
For the second integral we have∫ ∞
t
min
{
1
|t− s|1/2 ,
1
|t− s|3/2
}
min
{
1
s1/2
,
1
s3/2
}
ds
≤ min
{
1
t1/2
,
1
t3/2
}∫ ∞
t
min
{
1
(s− t)1/2 ,
1
(s− t)3/2
}
ds . min
{
1
t1/2
,
1
t3/2
}
.
This proves the first inequality.
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The second inequality simply follows from
∫ s
0
min
{
1
s
1/2
1
,
1
s
3/2
1
}
ds1 . 1
and ∫ ∞
0
min
{
1
|t− s|1/2 ,
1
|t− s|3/2
}
ds ≤
∫
R
min
{
1
|t− s|1/2 ,
1
|t− s|3/2
}
ds <∞ . (14)
To prove the third inequality we split the integral into the regions s ≤ t/2 and s > t/2.
For the first integral we have
∫ t/2
0
min
{
1
|t− s|1/2 ,
1
|t− s|3/2
}
1
s1/2
ds . min
{
1
t1/2
,
1
t3/2
}∫ t/2
0
1
s1/2
ds . min
{
1,
1
t
}
.
For the second integral we have
∫ ∞
t/2
min
{
1
|t− s|1/2 ,
1
|t− s|3/2
}
1
s1/2
ds ≤ 1
t1/2
∫ ∞
t/2
min
{
1
|t− s|1/2 ,
1
|t− s|3/2
}
ds .
1
t1/2
.
This proves the first inequality.
The fourth inequality simply follows from
∫ s
0
1
s
1/2
1
ds1 = 2s
1/2 ≤ 2T 1/2
for s ≤ T and (14). This proves the lemma. 
2.2. Proof of Theorem 1.4. First part. We introduce the quantity
M(t0, t) := sup
t0≤s≤t
(
min
{(ε
s
)1/2
,
(ε
s
)3/2})−1 ∥∥∥〈x〉−1ψ˜(s)∥∥∥
∞
and abbreviate
M(t) :=M(0, t) .
We will show that there is a δ > 0 such that for all t0 ∈ [0, T − δ] and all ε ∈ (0, 1] one has
M(t0, t0 + δ) .M(t0) + ‖〈x〉ψ0‖1 (15)
with the convention that M(0) = 0.
Clearly, applying (15) iteratively at t0 = 0, δ, 2δ, . . . we obtain inequality (9).
Thus, let 0 ≤ t0 ≤ t ≤ T . All implied constants below are independent of t and t0. Our
starting point is the Duhamel formula (12). Using the dispersive estimate in [16] (combined
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with that in [9]) we obtain∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
. min
{(ε
t
)1/2
,
(ε
t
)3/2}
‖〈x〉ψ0‖1 +
∥∥∥〈x〉−1Pd(t0)ψ˜(t)∥∥∥
∞
+ ε−1
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}∥∥∥〈x〉(V (s)− V (t0))ψ˜(s)∥∥∥
1
ds
+
∫ t0
0
∣∣∣〈∂sϕ(s), ψ˜(s)〉∣∣∣min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉ϕ(s)‖1 ds
+
∫ t
t0
∣∣∣〈∂sϕ(s), ψ˜(s)〉∣∣∣min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉Pc(t0)ϕ(s)‖1 ds
+
∫ t
0
∫ s
0
∣∣∣〈∂s1ϕ(s1), ψ˜(s1)〉∣∣∣ ds1 min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉∂sϕ(s)‖1 ds.
We treat the six terms on the right side separately.
The first term on the right side is already of the desired form.
To bound the second term we use the fact that Pd(t)ψ˜(t) = 0 and obtain∥∥∥〈x〉−1Pd(t0)ψ˜(t)∥∥∥
∞
=
∥∥∥〈x〉−1 (Pd(t0)− Pd(t)) ψ˜(t)∥∥∥
∞
≤ ∥∥〈x〉−1 (Pd(t0)− Pd(t)) 〈x〉∥∥∞→∞
∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
.
We write
Pd(t0)− Pd(t) = |ϕ(t0)− ϕ(t)〉〈ϕ(t0)|+ |ϕ(t)〉〈ϕ(t0)− ϕ(t)|
and use the general fact that ‖|f〉〈g|‖∞→∞ = ‖f‖∞‖g‖1 to bound∥∥∥〈x〉−1Pd(t0)ψ˜(t)∥∥∥
∞
≤ (∥∥〈x〉−1 (ϕ(t0)− ϕ(t))∥∥∞ ‖〈x〉ϕ(t0)‖1
+
∥∥〈x〉−1ϕ(t)∥∥
∞
‖〈x〉 (ϕ(t0)− ϕ(t))‖1
) ∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
. η(t0, t)
∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
with
η(t0, t) := sup
t0≤s≤t
∥∥〈x〉2(V (s)− V (t0))∥∥1 + sup
t0≤s≤t
∥∥〈x〉−1(ϕ(t0)− ϕ(s))∥∥∞
+ sup
t0≤s≤t
‖〈x〉(ϕ(t0)− ϕ(s))‖1 .
For later purposes we also record the bound
‖〈x〉Pc(t0)ϕ(s)‖1 . η(t0, t) for all t0 ≤ s ≤ t , (16)
which is proved in a similar way. Indeed, since Pc(s)ϕ(s) = 0,
‖〈x〉Pc(t0)ϕ(s)‖1 = ‖〈x〉(Pc(t0)− Pc(s))ϕ(s)‖1 = ‖〈x〉(Pd(t0)− Pd(s))ϕ(s)‖1
≤ ∥∥〈x〉(Pd(t0)− Pd(s))〈x〉−1∥∥1→1 ‖〈x〉ϕ(s)‖1 .
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We write Pd(t0)− Pd(s) as before and use the general fact that ‖|f〉〈g|‖1→1 = ‖f‖1‖g‖∞ to
bound
‖〈x〉Pc(t0)ϕ(s)‖1 ≤
(‖〈x〉(ϕ(t0)− ϕ(s))‖1 ∥∥〈x〉−1ϕ(t0)∥∥∞
+ ‖〈x〉ϕ(t)‖1
∥∥〈x〉−1(ϕ(t0)− ϕ(s))∥∥∞) ‖〈x〉ϕ(s)‖1 ,
which implies (16).
To bound the third term we estimate∥∥∥〈x〉(V (s)− V (t0))ψ˜(s)∥∥∥
1
≤ ∥∥〈x〉2(V (s)− V (t0))∥∥1
∥∥∥〈x〉−1ψ˜(s)∥∥∥
∞
.
Moreover,
∥∥∥〈x〉−1ψ˜(s)∥∥∥
∞
. min
{(ε
s
)1/2
,
(ε
s
)3/2}
×
{
M(t0) if 0 ≤ s ≤ t0 ,
M(t0, t) if t0 < s ≤ t .
(17)
and
∥∥〈x〉2(V (s)− V (t0))∥∥1 ≤
{
2 sup0≤s≤T
∥∥〈x〉2V (s)∥∥
1
. 1 if 0 ≤ s ≤ t0 ,
η(t0, t) if t0 < s ≤ t .
Therefore, with the help of Lemma 2.2 we obtain
ε−1
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}∥∥∥〈x〉(V (s)− V (t0))ψ˜(s)∥∥∥
1
ds
≤ min
{(ε
t
)1/2
,
(ε
t
)3/2}
(M(t0) + η(t0, t)M(t0, t)) .
To bound the fourth and the fifth term we estimate∣∣∣〈∂sϕ(s), ψ˜(s)〉∣∣∣ ≤ ‖〈x〉∂sϕ(s)‖1 ∥∥∥〈x〉−1ψ˜(s)∥∥∥
∞
.
∥∥∥〈x〉−1ψ˜(s)∥∥∥
∞
(18)
and then use (17). Moreover, for s ≤ t0 we bound ‖〈x〉ϕ(s)‖1 . 1, while for s > t0 we use
(16). Therefore, with the help of Lemma 2.2 we obtain∫ t0
0
∣∣∣〈∂sϕ(s), ψ˜(s)〉∣∣∣min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉ϕ(s)‖1 ds
+
∫ t
t0
∣∣∣〈∂sϕ(s), ψ˜(s)〉∣∣∣min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉Pc(t0)ϕ(s)‖1 ds
. εmin
{(ε
t
)1/2
,
(ε
t
)3/2}
(M(t0) + η(t0, t)M(t0, t)) .
To bound the sixth term we use again (18) and, for s ≤ t0, (17). We interchange the
order of integration. To the part of the double integral corresponding to s1 ≤ t0 we apply
Lemma 2.2. In the part corresponding to s1 ≥ t0 we use∫ t
s1
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
ds ≤
∫ t
−∞
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
ds = 4ε .
(19)
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This implies∫ t
0
∫ s
0
∣∣∣〈∂s1ϕ(s1), ψ˜(s1)〉∣∣∣ ds1 min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉∂sϕ(s)‖1 ds
. ε2M(t0) + ε
∫ t
t0
∥∥∥〈x〉−1ψ˜(s1)∥∥∥
∞
ds1
To summarize, we have shown that∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
.min
{(ε
t
)1/2
,
(ε
t
)3/2}
(‖〈x〉ψ0‖1 +M(t0) + η(t0, t)M(t0, t))
+ ε
∫ t
t0
∥∥∥〈x〉−1ψ˜(s1)∥∥∥
∞
ds1 + ε
2M(t0) .
Using min{(ε/t)1/2, (ε/t)3/2} & ε3/2 we find that
u(t) :=
(
min
{(ε
t
)1/2
,
(ε
t
)3/2})−1 ∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
satisfies
u(t) . A(t0, t) + ε
−1/2
∫ t
t0
min
{(
ε
s1
)1/2
,
(
ε
s1
)3/2}
u(s1) ds1
with
A(t0, t) = ‖〈x〉ψ0‖1 +M(t0) + η(t0, t)M(t0, t) .
Thus, by Gronwall’s inequality and a computation as in (19),
u(t) . A(t0, t)e
Cε−1/2
∫ t
t0
min{(ε/s1)1/2,(ε/s1)3/2} ds1 . A(t0, t) .
This implies that
M(t0, t) . A(t0, t) .
Since t 7→ V (t) and t 7→ ϕ(t) are uniformly continuous from the compact interval [0, T ] to
〈x〉−2L1 and to 〈x〉L∞ ∩ 〈x〉−1L1, respectively, by choosing δ small enough (independent of
t0), we can make η(t0, t0+δ) smaller than any given constant. Thus, the term η(t0, t)M(t0, t)
in A(t0, t) can be absorbed in the left side and we obtain the claimed bound (15). 
2.3. Proof of Theorem 1.4. Second part. We introduce the quantity
M˜(t0, t) := sup
t0≤s≤t
(ε
s
)−1/2 ∥∥∥〈x〉−1ψ˜(s)∥∥∥
∞
and abbreviate
M˜(t) := M˜(0, t) .
We will show that there is a δ > 0 such that for all t0 ∈ [0, T − δ] and all ε ∈ (0, 1] one has
M˜(t0, t0 + δ) . M˜(t0) + ‖ψ0‖1 (20)
with the convention that M(0) = 0.
Clearly, applying (20) iteratively at t0 = 0, δ, 2δ, . . . we obtain inequality (10).
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Thus, let 0 ≤ t0 ≤ t ≤ T . All implied constants below are independent of t and t0. Our
starting point is the Duhamel formula (12). Using the dispersive estimate in [16] (combined
with that in [9]) we obtain
∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
.
(ε
t
)1/2
‖ψ0‖1 +
∥∥∥〈x〉−1Pd(t0)ψ˜(t)∥∥∥
∞
+ ε−1
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}∥∥∥〈x〉(V (s)− V (t0))ψ˜(s)∥∥∥
1
ds
+
∫ t0
0
∣∣∣〈∂sϕ(s), ψ˜(s)〉∣∣∣min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉ϕ(s)‖1 ds
+
∫ t
t0
∣∣∣〈∂sϕ(s), ψ˜(s)〉∣∣∣min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉Pc(t0)ϕ(s)‖1 ds
+
∫ t
0
∫ s
0
∣∣∣〈∂s1ϕ(s1), ψ˜(s1)〉∣∣∣ ds1 min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉∂sϕ(s)‖1 ds.
Arguing in the same way as before, using Lemma 2.2, we obtain
∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
.
(ε
t
)1/2 (
‖ψ0‖1 + M˜(t0) + η(t0, t)M˜(t0, t)
)
+ ε
∫ t
t0
∥∥∥〈x〉−1ψ˜(s1)∥∥∥
∞
ds1 + ε
3/2M˜(t0)
with η(t0, t) as before. Thus
u˜(t) :=
(ε
t
)−1/2 ∥∥∥〈x〉−1ψ˜(t)∥∥∥
∞
satisfies
u˜(t) . A˜(t0, t) + ε
1/2
∫ t
t0
(
ε
s1
)1/2
u˜(s1) ds1
with
A˜(t0, t) = ‖ψ0‖1 + M˜(t0) + η(t0, t)M˜(t0, t) .
Thus, by Gronwall’s inequality,
u(t) . A˜(t0, t)e
Cε1/2
∫ t
t0
(ε/s1)
1/2 ds1 . A˜(t0, t) .
This implies that
M˜(t0, t) . A˜(t0, t)
and the term η(t0, t)M˜(t0, t) in A˜(t0, t) can be absorbed, as before, in the left side by choosing
δ small enough. This yields the claimed bound (20). 
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2.4. Proof of Theorem 1.4. Third part. Finally, we deduce (11) from (10). The starting
point is Duhamel’s formula (12) with t0 = t. Applying the dispersive bounds from [9] we
obtain∥∥∥ψ˜(t)∥∥∥
∞
.
(ε
t
)1/2
‖ψ0‖1
+
1
ε
∫ t
0
(
ε
t− s
)1/2 ∥∥∥(V (s)− V (t)) ψ˜(s)∥∥∥
1
ds
+
∫ t
0
‖〈x〉∂sϕ(s)‖1
∥∥∥〈x〉−1ψ˜(s)∥∥∥
∞
(
ε
t− s
)1/2
‖ϕ(s)‖1 ds
+
∫ t
0
∫ s
0
‖〈x〉∂s1ϕ(s1)‖1
∥∥∥〈x〉−1ψ˜(s1)∥∥∥
∞
(
ε
t− s
)1/2
‖∂sϕ(s)‖1 ds1 ds
.
((ε
t
)1/2
+
1
ε
∫ t
0
(
ε
t− s
)1/2 (ε
s
)1/2
ds+
∫ t
0
∫ s
0
(
ε
s1
)1/2( ε
t− s
)1/2
ds1 ds
)
× ‖ψ0‖1
.
((ε
t
)1/2
+ 1
)
‖ψ0‖1 .
In the next to last inequality we used (10). This completes the proof of the theorem. 
3. Reminder on the adiabatic theorem
In this section we briefly recall a version of the usual adiabatic theorem. This material
is well-known, but we have not been able to find a reference for the precise inequality in
Theorem 3.2 that we need. Since it comes at no extra effort, we present the material in a
general Hilbert space. For further results and references concerning the adiabatic theorem
we refer, for instance, to [23].
For t ∈ [0, T ] let H(t) be a self-adjoint operator in a Hilbert space. We assume that for
any t ∈ [0, T ], E(t) is a simple eigenvalue of H(t). We assume that E(t) and a corresponding
normalized eigenvector Φ(t) depend in a C2 manner on time. (If the resolvent of H(t) is C2
with respect to t in operator norm and if E(t) is isolated in the spectrum, which we do not
assume, however, this assumption is automatically satisfied.) We set
β(t) :=
∫ t
0
Im〈Φ(s), Φ˙(s)〉 ds and θ(t) :=
∫ t
0
E(s) ds .
Differentiating ‖Φ(t)‖2 = 1 we infer that Φ˙(t) − i Im〈Φ(t), Φ˙(t)〉Φ(t) is orthogonal to Φ(t).
Assuming that Φ˙(t) belongs to the operator domain of H(t), it follows that
Ξ(t) := e−iβ(t)
1
H(t)− E(t)
(
Φ˙(t)− i Im〈Φ(t), Φ˙(t)〉Φ(t)
)
is well-defined and orthogonal to Φ(t).
The adiabatic theorem says that the solution Ψ(t) to
iε∂tΨ(t) = H(t)Ψ(t) , Ψ(0) = Φ(0) (21)
is approximately given by e−iθ(t)/ε−iβ(t)Φ(t). The following two theorems quantify this in
the norm of the underlying Hilbert space and in the ‘energy norm’, respectively.
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Theorem 3.1. Let Ψ be the solution of (21). Then∥∥∥Ψ(t)− e−iθ(t)/ε−iβ(t)Φ(t)∥∥∥ ≤ 2ε sup
0≤s≤t
(
‖Ξ(s)‖+
∫ s
0
∥∥∥Ξ˙(s1)∥∥∥ ds1
)
.
In particular, if Π(t) = 1− |Φ(t)〉〈Φ(t)|, then
‖Π(t)Ψ(t)‖ ≤ 2ε sup
0≤s≤t
(
‖Ξ(s)‖+
∫ s
0
∥∥∥Ξ˙(s1)∥∥∥ ds1
)
.
Proof. We first observe that without loss of generality we may assume that E(t) = 0 and
〈Φ(t), Φ˙(t)〉 = 0 for all t (that is, θ = β = 0). In fact, if we have proved the theorem
in this case, we can apply it to H˜(t) = H(t) − E(t), E˜(t) = 0, Φ˜(t) = e−iβ(t)Φ(t) and
Ψ˜(t) = eiθ(t)/εΨ(t) and obtain the theorem as stated.
Thus, assuming now E(t) = 〈Φ(t), Φ˙(t)〉 = 0, we compute
d
dt
‖Ψ(t)−Φ(t)‖2 = 2Re
〈
Ψ(t)− Φ(t), Ψ˙(t)− Φ˙(t)
〉
= 2Re
〈
Ψ(t)− Φ(t), 1
iε
H(t)Ψ(t)− Φ˙(t)
〉
= 2Re〈Ψ(t), Φ˙(t)〉 .
Here we used the fact that H(t) is self-adjoint. We now insert the definition of Ξ(t) and
obtain
〈Ψ(t), Φ˙(t)〉 = 〈H(t)Ψ(t),Ξ(t)〉 = −iε〈Ψ˙(t),Ξ(t)〉 .
Thus, we have shown that
d
dt
‖Ψ(t)− Φ(t)‖2 = 2ε Im〈Ψ˙(t),Ξ(t)〉 .
Since 〈Φ˙(t),Ξ(t)〉 = 〈Φ˙(t),H(t)−1Φ˙(t)〉 is real, we have
d
dt
‖Ψ(t)− Φ(t)‖2 = 2ε Im〈Ψ˙(t)− Φ˙(t),Ξ(t)〉
= 2ε Im
(
d
dt
〈Ψ(t)− Φ(t),Ξ(t)〉 − 〈Ψ(t)− Φ(t), Ξ˙(t)〉
)
.
Integrating this and recalling that Ψ(0) = Φ(0), we obtain
‖Ψ(t)− Φ(t)‖2 = 2ε Im
(
〈Ψ(t)− Φ(t),Ξ(t)〉 −
∫ t
0
〈Ψ(s)− Φ(s), Ξ˙(s)〉 ds
)
.
Thus,
‖Ψ(t)− Φ(t)‖2 ≤ 2ε
(
‖Ξ(t)‖+
∫ t
0
‖Ξ˙(s)‖ ds
)
sup
0≤s≤t
‖Ψ(s)− Φ(s)‖ .
This implies the first bound in the theorem.
To deduce the second one, we observe that 1−|z|2 ≤ 2(1−Re z) for all z ∈ C with |z| ≤ 1,
and obtain, using ‖Ψ(t)‖ = 1 (which follows from the self-adjointness of H(t)),
‖Π(t)Ψ(t)‖2 = 1− |〈Φ(t),Ψ(t)〉|2 ≤ 2 (1− Re〈Φ(t),Ψ(t)〉) = ‖Ψ(t)− Φ(t)‖2 .
Therefore, the second assertion follows from the first one. 
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We now assume, in addition, that there are C1, C2 ≥ 0 such that for all t ∈ [0, T ] and all
ψ in the form domain of H(t),
〈ψ, H˙(t)ψ〉 ≤ C1〈ψ,H(t)ψ〉 + C2‖ψ‖2 .
Theorem 3.2. Let Ψ be the solution of (21). Then〈
Ψ(t)− e−iθ(t)/ε−iβ(t)Φ(t), (H(t)− E(t))
(
Ψ(t)− e−iθ(t)/ε−iβ(t)Φ(t)
)〉
≤ sup
0≤s≤t
C(s) eC1t ε2 ,
where
C(t) = 4
(∥∥∥∥ ddt
(
e−iβ(t)Φ(t)
)∥∥∥∥+
∫ t
0
∥∥∥∥ d2ds2
(
e−iβ(s)Φ(s)
)∥∥∥∥ ds
)
× sup
0≤s≤t
(
‖Ξ(s)‖+
∫ s
0
∥∥∥Ξ˙(s1)∥∥∥ ds1
)
+ 4C2t sup
0≤s≤t
(
‖Ξ(s)‖+
∫ s
0
∥∥∥Ξ˙(s1)∥∥∥ ds1
)2
. (22)
In particular, if Π(t) = 1− |Φ(t)〉〈Φ(t)|, then
〈Π(t)Ψ(t), (H(t)− E(t)) Π(t)Ψ(t)〉 ≤ sup
0≤s≤t
C(s) eC1t ε2 .
Proof. By the same argument as in the proof of Theorem 3.1 we may assume that E(t) =
〈Φ(t), Φ˙(t)〉 = 0 for all t. Note that
〈Ψ(t)− Φ(t),H(t) (Ψ(t)− Φ(t))〉 = 〈Ψ(t),H(t)Ψ(t)〉 ,
and therefore, using the self-adjointness of H(t),
d
dt
〈Ψ(t)− Φ(t),H(t) (Ψ(t)− Φ(t))〉 = 2Re
〈
Ψ(t),H(t)Ψ˙(t)
〉
+
〈
Ψ(t), H˙(t)Ψ(t)
〉
= 2Re
1
iε
〈
Ψ(t),H(t)2Ψ(t)
〉
+
〈
Ψ(t), H˙(t)Ψ(t)
〉
=
〈
Ψ(t), H˙(t)Ψ(t)
〉
=
〈
Φ(t), H˙(t)Φ(t)
〉
+ 2Re
〈
Ψ(t)−Φ(t), H˙(t)Φ(t)
〉
+
〈
Ψ(t)− Φ(t), H˙(t) (Ψ(t)− Φ(t))
〉
.
We now use the fact that
H˙(t)Φ(t) = ∂t (H(t)Φ(t))−H(t)Φ˙(t) = −H(t)Φ˙(t)
to write 〈
Φ(t), H˙(t)Φ(t)
〉
= −
〈
Φ(t),H(t)Φ˙(t)
〉
= 0
and 〈
Ψ(t)− Φ(t), H˙(t)Φ(t)
〉
= −
〈
Ψ(t)− Φ(t),H(t)Φ˙(t)
〉
= iε
〈
Ψ˙(t), Φ˙(t)
〉
.
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Thus, we have shown that
d
dt
〈Ψ(t)− Φ(t),H(t) (Ψ(t)− Φ(t))〉
= −2ε Im
〈
Ψ˙(t), Φ˙(t)
〉
+
〈
Ψ(t)− Φ(t), H˙(t) (Ψ(t)− Φ(t))
〉
= −2ε Im
〈
Ψ˙(t)− Φ˙(t), Φ˙(t)
〉
+
〈
Ψ(t)− Φ(t), H˙(t) (Ψ(t)− Φ(t))
〉
= −2ε Im
(
d
dt
〈
Ψ(t)− Φ(t), Φ˙(t)
〉
−
〈
Ψ(t)− Φ(t), Φ¨(t)
〉)
+
〈
Ψ(t)− Φ(t), H˙(t) (Ψ(t)− Φ(t))
〉
.
Integrating and recalling that Ψ(0) = Φ(0), we obtain
〈Ψ(t)−Φ(t),H(t) (Ψ(t)− Φ(t))〉
= −2ε Im
(〈
Ψ(t)− Φ(t), Φ˙(t)
〉
−
∫ t
0
〈
Ψ(s)− Φ(s), Φ¨(s)
〉
ds
)
+
∫ t
0
〈
Ψ(s)− Φ(s), H˙(s) (Ψ(s)− Φ(s))
〉
ds .
We now set f(t) := 〈Ψ(t)− Φ(t),H(t) (Ψ(t)− Φ(t))〉 and bound, using the assumption on
H˙ and Theorem 3.1,
f(t) ≤ 2ε
(∥∥∥Φ˙(t)∥∥∥ + ∫ t
0
∥∥∥Φ¨(s)∥∥∥ ds) sup
0≤s≤t
‖Ψ(s)− Φ(s)‖
+ C1
∫ t
0
f(s) ds+ C2t sup
0≤s≤t
‖Ψ(s)− Φ(s)‖2
≤ C(t)ε2 + C1
∫ t
0
f(s) ds
with C(t) from (22). The first inequality in the theorem now follows from Gronwall’s in-
equality.
To prove the second inequality, we simply observe that (still assuming E = 〈Φ, Φ˙〉 = 0)
〈Π(t)Ψ(t),H(t)Π(t)Ψ(t)〉 = 〈Ψ(t)− Φ(t),H(t) (Ψ(t)− Φ(t))〉
and apply the first bound. 
4. The reference dynamics
We now turn our attention to the non-linear dynamics. As a first step in the proof of
Theorem 1.2 we will prove the existence of a unique solution to the (ε-independent) reference
system (3) with the mass conservation condition (4) and the initial conditions (5).
Proposition 4.1. Let ϕ0, ϕ˙0 ∈ L2(R) be real-valued and assume that −∂2x+ϕ0 has an eigen-
value E0 < 0. Let ψ0 be an associated real-valued eigenfunction. Then there is a maximal
T∗ ∈ (0,∞)∪{∞} and unique functions Q ∈ C([0, T∗),H1(R,R)), V ∈ C1([0, T∗), L2(R,R))
and E ∈ C([0, T∗), (−∞, 0)) such that (3), (4) and (5) hold. Moreover, we have Q ∈
C∞([0, T∗),H
1(R,R)), V ∈ C∞([0, T∗), L2(R,R)) and E ∈ C∞([0, T∗), (−∞, 0))
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Proof. We will prove existence and uniqueness on a small time interval [0, τ ]. Once this is
shown, by iterating the argument we obtain existence and uniqueness on a maximal time
interval. Note that, by solving the equation for V together with its initial conditions we
obtain
Vt = ϕ0 cos t+ ϕ˙0 sin t− 12
∫ t
0
Q2s sin(t− s) ds . (23)
From this formula it is clear that if Q is continuous in time, then V is C2 in time. Conse-
quently, by standard perturbation theory and the fact that eigenvalues of one-dimensional
Schro¨dinger operators are simple, the eigenvalue E and the eigenfunction Q are also C2 in
time. Thus, by (23), V is C4 in time, and iterating the above argument we obtain the C∞
assertion in the proposition.
As another consequence of (23), we can consider V as a functional of Q,
VQ(t) := ϕ0 cos t+ ϕ˙0 sin t− 12
∫ t
0
Q2s sin(t− s) ds ,
and think of only Q and E as the unknowns. The crucial step in the proof is the following
Claim. For any ρ > 0 there is a τ > 0 such that for any δ ∈ C([0, τ ], [0, 1/2]) with δ(0) = 0
there are f ∈ C([0, τ ],H1(R,R) with 〈ψ0, f〉 = 0 and f0 = 0 and e ∈ C([0, τ ], (−∞, 0)) with
e0 = 0 such that
Q := (1− δ)ψ0 + f and E = E0 + e (24)
satisfy (3) and (5). Moreover,
‖f‖2 ≤ ρ‖ψ0‖2
and, emphasizing the δ dependence,
sup
0≤t≤τ
‖f (δ1)t − f (δ2)t ‖2 ≤ C sup
0≤t≤τ
|δ1(t)− δ2(t)| (25)
with a universal constant C, independent of ρ.
Let us accept this claim for the moment and complete the proof. The idea is to determine
δ so as to satisfy (4). The latter is equivalent to ‖ψ0‖22 = (1−δ)2‖ψ0‖22+‖f (δ)‖22 and therefore
to a fixed point of
F (δ)(t) := 1−
√
1− ‖f (δ)t ‖22/‖ψ0‖22
defined on X = {δ ∈ C([0, τ ], [0, 1/2]) : δ(0) = 0}. Here τ will be chosen later as in the
claim, depending on ρ.
Since f0 = 0 we have F (δ)(0) = 0 and, since 0 ≤ 1 −
√
1− x ≤ x for all 0 ≤ x ≤ 1, we
have
0 ≤ F (δ) ≤ ‖f (δ)t ‖22/‖ψ0‖22 ≤ ρ2 ,
so F (δ) ∈ X provided ρ2 ≤ 1/2, which we assume in the following. Moreover,
|F (δ1)− F (δ2)| = ‖ψ0‖−22
∣∣‖f (δ1)‖22 − ‖f (δ2)‖22∣∣√
1− ‖f (δ1)‖22/‖ψ0‖22 +
√
1− ‖f (δ2)‖22/‖ψ0‖22
≤ ρ√
1− ρ2
‖ψ0‖−12 ‖f (δ1) − f (δ2)‖2
≤ Cρ√
1− ρ2
‖ψ0‖−12 sup
0≤t≤τ
|δ1(t)− δ2(t)| .
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The last inequality is valid provided τ is chosen as in the claim depending on ρ such that
(25) holds. Choosing ρ > 0 sufficiently small we see that F is a contraction in X . Therefore
F has a unique fixed point in X , as stated in the proposition.
It remains to verify the claim, which we will do by another fixed point argument. Inserting
the decomposition (24) into (3) we obtain
(−∂2x + ϕ0 − E0)f = −(V(1−δ)Q+f − ϕ0)((1 − δ)ψ0 + f) + e((1 − δ)ψ0 + f) .
Projecting this equation onto the span of ψ0 and its orthogonal complement, we see that the
equation is equivalent to a fixed point of the map
F (e, f) :=
(
(1− δ)−1‖ψ0‖−12 〈ψ0, (V(1−δ)Q+f − ϕ0)((1 − δ)ψ0 + f)〉
−R(V(1−δ)Q+f − ϕ0)((1− δ)ψ0 + f) + eRf
)
.
Here R is the inverse of −∂2x + ϕ0 − E0 defined on the orthogonal complement of ψ0. Since
e0 is a simple isolated eigenvalue, R is a bounded operator from H
−1(R) to H1(R). We will
consider F as a map on Y × Z, where
Y =
{
e ∈ C([0, τ ],R) : e(0) = 0 , sup
0≤t≤τ
|et| ≤ σ
}
,
Z =
{
f ∈ C([0, τ ],H1(R,R)) : 〈ψ0, f〉 = 0 , sup
0≤t≤τ
‖ft‖H1 ≤ σ
}
.
Here τ > 0 and σ > 0 will be chosen later sufficiently small. In particular, we will choose
σ ≤ ρ‖ψ0‖2.
It follows from (23) that for f ∈ Z
‖V(1−δ)Q+f (t)− ϕ0‖2 . t . (26)
Using the Sobolev embedding H1 ⊂ L4 and, by duality, L4/3 ⊂ H−1, we obtain
‖(V(1−δ)Q+f − ϕ0)((1 − δ)ψ0 + f)‖H−1 . ‖V(1−δ)Q+f − ϕ0‖2‖(1− δ)ψ0 + f‖4 . t
and, consequently, for the two components F1 and F2 of the map F ,
sup
0≤t≤τ
|F1(e, f)(t)| . τ , sup
0≤t≤τ
‖F2(e, f)(t)‖H1 . τ + σ2
Thus, if τ is small compared to σ and σ is small compared to 1, then F maps Y × Z into
itself.
To prove the contraction property and already preparing for the proof of (25), we want
to bound, similarly as before, the L4/3 norm of
(V(1−δ1)Q+f1 − ϕ0)((1 − δ1)ψ0 + f1)− (V(1−δ2)Q+f2 − ϕ0)((1 − δ2)ψ0 + f2)
=
(V(1−δ1)Q+f1 − V(1−δ2)Q+f2) ((1− 12(δ1 + δ2))ψ0 + 12(f1 + f2))
+
(
1
2
(V(1−δ1)Q+f1 + V(1−δ2)Q+f2)− ϕ0) (−(δ1 − δ2)ψ0 + f1 − f2) .
Using
‖V(1−δ1)Q+f1(t)− V(1−δ2)Q+f2(t)‖2 . t
(
sup
0≤s≤t
|δ1(s)− δ2(s)|+ sup
0≤s≤t
‖f1(s)− f2(s)‖4
)
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and (26) we obtain
‖(V(1−δ1)Q+f1 − ϕ0)((1 − δ1)ψ0 + f1)− (V(1−δ2)Q+f2 − ϕ0)((1 − δ2)ψ0 + f2)‖H−1
. t
(
sup
0≤s≤t
|δ1(s)− δ2(s)|+ sup
0≤s≤t
‖f1(s)− f2(s)‖H1
)
.
Therefore, in obvious notation,
sup
0≤t≤τ
|F (δ1)1 (e1, f1)− F (δ2)1 (e2, f2)| . τ
(
sup
0≤s≤τ
|δ1(s)− δ2(s)|+ sup
0≤s≤τ
‖f1(s)− f2(s)‖H1
)
(27)
and, writing also e1Rf1 − e2Rf2 = (e1 − e2)R 12(f1 + f2) + 12(e1 + e2)R(f1 − f2),
sup
0≤t≤τ
‖F (δ1)2 (e1, f1)− F (δ2)2 (e2, f2)‖H1 . (τ + σ) sup
0≤t≤τ
‖f1(t)− f2(t)‖H1
+ σ sup
0≤t≤τ
|e1(t)− e2(t)|+ τ sup
0≤s≤τ
|δ1(s)− δ2(s)| . (28)
We first focus on the case δ1 = δ2. Decreasing σ if necessary and recalling that τ is chosen
small compared to σ, we see that F is a contraction in Y × Z and therefore has a unique
fixed point. This proves the first part of the claim.
It remains to prove (25), which we prove even with the H1 norm on the left side. We
have, using the fixed point property and (27) and (28),
sup
0≤t≤τ
‖f (δ1) − f (δ2)‖H1 = sup
0≤t≤τ
‖F (δ1)2 (e(δ1), f (δ1))− F (δ2)2 (e(δ2), f (δ2))‖H1
. (τ + σ) sup
0≤t≤τ
‖f (δ1) − f (δ2)‖H1 + τ sup
0≤s≤τ
|δ1(s)− δ2(s)|
+ σ sup
0≤t≤τ
|F (δ1)1 (e(δ1), f (δ1))− F (δ2)1 (e(δ2), f (δ2))|
. (τ + σ) sup
0≤t≤τ
‖f (δ1) − f (δ2)‖H1 + τ sup
0≤s≤τ
|δ1(s)− δ2(s)| .
Decreasing τ and σ further, if necessary, we can absorb the first term into the left side and
obtain (25). This concludes the proof of Proposition 4.1. 
For t ∈ [0, T∗) we introduce
χt = (−∂2x + Vt − Et)−1∂tQt . (29)
This is well-defined since ‖Qt‖2 = ‖ψ0‖2 implies 〈Qt, ∂tQt〉 = 0 and since −∂2x + Vt − Et is
invertible as a map from the orthogonal complement of Qt to itself.
Lemma 4.2. Let ψ0, ϕ0, ϕ˙0 be as in Proposition 4.1 and let T < T∗. Then
‖Qt‖∞ + ‖〈x〉Qt‖1 + ‖〈x〉2Qt‖2 + ‖〈x〉∂tQt‖1 + ‖∂tQt‖2 + ‖∂2tQt‖2 . 1
and
‖χt‖∞ + ‖〈x〉χt‖1 + ‖〈x〉2χt‖2 + ‖〈x〉∂tχt‖1 + ‖∂tχt‖2 . 1 .
If, in addition, ϕ0, ϕ˙0 ∈ 〈x〉−2L1(R), then V ∈ C∞([0, T∗), 〈x〉−2L1(R,R)).
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Proof. The proof of the properties of Qt and ∂tQt is identical to the arguments in Subsec-
tion 2.1, since the assumption T < T∗ guarantees that Et stays away from zero. The bound
on ∂2tQt is obtained similarly. As we discussed in Subsection 2.1, ∂tQt behaves at infinity
like an exponential, possibly multiplied by a linear function. Since (−∂2x+Vt−Et)χt = ∂tQt,
we can use the same ODE arguments to deduce that χt behaves like an exponential times a
quadratic polynomial, which implies the claimed bounds for χt. Differentiating the equation
for χt with respect to t, we obtain similarly also the bounds for ∂tχt. The last statement
about V follows from (23) together with the above bounds on Qt. 
5. Decomposition of solutions to the Landau–Pekar equations
After the preparations in the previous sections we now turn our attention to solutions of
the Landau–Pekar equations (1). Our goal in this section is to derive equations for αt and
Rt appearing in the decomposition (7) of the solution ψt.
5.1. Decomposition of the solution and effective equations. We assume that the
initial data (ψ0, ϕ0, ϕ˙0) are fixed as in Assumption 1.1 and we consider the corresponding
solution (V,Q) of (3), (4) and (5) constructed in the previous section. Let
Lt := −∂2x + Vt − Et (30)
and
Pt := 1− ‖Qt‖−22 |Qt〉〈Qt| = 1− ‖ψ0‖−22 |Qt〉〈Qt| . (31)
Moreover, let
Wt := −12
∫ t
0
((|αs|2 − 1)Q2s + 2QsRe(αsRs) + |Rs|2) sin(t− s) ds . (32)
The following lemma describes equations for R and α appearing in the decomposition (7).
Lemma 5.1 (Equations for R and α).
εi∂tR = LR+ PW (αQ+R)− iεα∂tQ− iε‖ψ0‖−22 〈∂tQ,R〉Q (33)
and
∂tα = ‖ψ0‖−22
(〈∂tQ,R〉 − iε−1〈Q,W (αQ+R)〉) . (34)
Proof. Inserting decomposition (7) into the first equation in (1) we find
εi∂tR = LR+ (ϕ− V )(αQ+R)− iε(∂tα)Q− iεα∂tQ . (35)
By the second equation in (1) and the initial conditions (2) we have
ϕt = ϕ0 cos t+ ϕ˙0 sin t− 12
∫ t
0
|ψs|2 sin(t− s) ds .
Comparing this with (23) and recalling decomposition (7), we obtain
ϕt − Vt = −12
∫ t
0
((|αs|2 − 1)Q2s + 2QsRe(αsRs) + |Rs|2) sin(t− s) ds =Wt .
Inserting this into (35) yields
εi∂tR = LR+W (αQ+R)− iε(∂tα)Q− iεα∂tQ . (36)
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Next, we take the inner product of this equation with Q and obtain, since L is self-adjoint
and LQ = 0,
εi〈Q, ∂tR〉 = 〈Q,W (αQ+R)〉 − iε(∂tα)‖ψ0‖2 − iεα〈Q, ∂tQ〉 .
Using the fact that both ‖Q‖2 = ‖ψ0‖2 and 〈Q,R〉 = 0 are constant in time, we infer from
the previous equation that
−εi〈∂tQ,R〉 = 〈Q,W (αQ+R)〉 − iε(∂tα)‖ψ0‖2 ,
which is (34).
Finally, we apply the projection P to equation (36) and obtain, since P commutes with
L and since PR = R and 〈Q, ∂tQ〉 = 0,
εiP∂tR = LR+ PW (αQ+R)− iεα∂tQ .
Moreover, since PR = R and since ∂tP = −‖ψ0‖−2 (|∂tQ〉〈Q|+ |Q〉〈∂tQ|), we have
P∂tR = ∂t(PR)− (∂tP )R = ∂tR+ ‖ψ0‖−2〈∂tQ,R〉Q
This yields (33). 
5.2. Extracting the leading term from R. Our next goal is to remove the term εiα∂tQ
from the effective equation (33) for R. Recall that the function χt was defined in (29). The
definition implies that
Ptχt = χt . (37)
We also note that
χt is real-valued (38)
since Qt is real-valued and since Lt = −∂2x + Vt − Et, and therefore also its inverse, are
reality-preserving.
We define R˜ by
R˜t := Rt − iεαtχt . (39)
It follows from (7) and (37) that
PtR˜t = R˜t . (40)
We now derive an effective equation for R˜.
Lemma 5.2 (Equation for R˜).
εi∂tR˜ = LR˜+ PW (αQ+ iεαχ+ R˜)− iε‖ψ0‖−2〈∂tQ, R˜〉Q+ ε2(∂tα)χ+ ε2αP∂tχ . (41)
Proof. Inserting the definition of R˜ into equation (33) we obtain
εi∂tR˜ = LR˜+ PW (αQ+ iεαχ + R˜)− iε‖ψ0‖−2〈∂tQ,R〉Q+ ε2(∂tα)χ+ ε2α∂tχ .
This is the same as (41), since 〈∂tQ,χ〉+ 〈Q, ∂tχ〉 = ∂t〈Q,χ〉 = 0 in view of (37). 
We now cast the effective equation for R˜ into Duhamel form. To do so, we denote by
U(t, s) the ε-adiabatic propagator for (−∂2x + V )P , that is,
iε∂tU(t, s) = (−∂2x + Vt)PtU(t, s) , U(t, t) = 1 .
Moreover, we set
U˜(t, s) := eiε
−1
∫ t
s
Es1 ds1U(t, s) ,
which is the propagator for (−∂2x + V )P − E.
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Lemma 5.3 (Equation for R˜ in Duhamel form).
R˜t = PtU˜(t, 0)R˜0 +
1
iε
∫ t
0
PtU˜(t, s)PsWs
(
αsQs + iεαsχs + R˜s
)
ds
− ‖ψ0‖−2
∫ t
0
PtU˜(t, s)Qs〈∂sQs, R˜s〉 ds
− iε
∫ t
0
PtU˜(t, s)χs(∂sαs) ds− iε
∫ t
0
PtU˜(t, s)Ps(∂sχs)αs ds . (42)
Proof. We differentiate U˜(t, 0)−1R˜(t), use the equation for R˜ and for U˜ , integrate the result-
ing expression and use U˜(t, 0)U˜ (s, 0)−1 = U˜(t, s) to get
R˜t = U˜(t, 0)R˜0 +
1
iε
∫ t
0
U˜(t, s)PsWs
(
αsQs + iεαsχs + R˜s
)
ds
− ‖ψ0‖−2
∫ t
0
U˜(t, s)Qs〈∂sQs, R˜s〉 ds
− iε
∫ t
0
U˜(t, s)χs(∂sαs) ds − iε
∫ t
0
U˜(t, s)Ps(∂sχs)αs ds .
Finally, we apply Pt to both sides, recalling (40). 
6. Bounds on R˜
Our goal in this section is to complete the proof of Theorem 1.2. The main step in this
proof are bounds on R˜, which occupy the main part of this section.
6.1. Control functions and their bounds. In this short subsection we summarize the
key estimates that are proved in the following subsections and that will eventually imply
our main result, Theorem 1.2. To formulate these estimates, we introduce three control
functions
M1(t) := sup
0≤s≤t
ε−1
∥∥∥R˜s∥∥∥
2
,
M2(t) := sup
0≤s≤t
ε−1
(
max
{
1, (ε/s)1/2
})−1 ∥∥∥R˜s∥∥∥
∞
,
M3(t) := sup
0≤s≤t
ε−1
(
ε+min
{
(ε/s)1/2, (ε/s)3/2
})−1 ∥∥∥〈x〉−1R˜s∥∥∥
∞
.
The quantity M1 is what we are primarily interested in and our goal is to prove that
M1 . 1. Our strategy to proving this is to prove that, in fact, M1 +M2 +M3 . 1. Thus,
the quantities M2 and M3 appear mainly in order to close the argument. The resulting
bound M3 . 1 is interesting in its own right and reflects the dispersive nature of R˜, up
to contributions of order ε2. The other bound that we obtain, namely M2 . 1, is possibly
non-optimal, but sufficient for our purpose.
Our bounds on these control functions read as follows.
Proposition 6.1. Let T < T∗. Then for all t ∈ [0, T ] and ε ∈ (0, 1],
M1(t)2 . 1 + ε
(M3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t))M3(t) .
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Proposition 6.2. Let T < T ∗. Then for all t ∈ [0, T ] and ε ∈ (0, 1],
M2(t) . 1 +M3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + εM1(t)2M2(t) .
Proposition 6.3. Let T < T ∗. Then for all t ∈ [0, T ] and ε ∈ (0, 1],
M3(t) . 1 +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + ε1/2M1(t)2M2(t) .
We emphasize that the implied constants in the bounds in Propositions 6.1, 6.2 and 6.3
depend on T .
We will prove Propositions 6.1, 6.2 and 6.3 in Subsections 6.5, 6.6 and 6.7, respectively.
We will use them in Subsection 6.8 to conclude the proof of Theorem 1.2.
6.2. Preparations for the proof. In the proof of Propositions 6.1, 6.2 and 6.3 we will
frequently and without further mention use the bounds from Lemma 4.2 on Qt, χt and
their derivatives. Moreover, we will use the following bound, which follows from the usual
adiabatic theorem.
Lemma 6.4. Let T < T∗. Then for all 0 ≤ s ≤ t ≤ T and ε ∈ (0, 1],
‖PtU(t, s)Qs‖H1 . ε .
By Sobolev’s theorem, this implies, in particular, that for all 0 ≤ s ≤ t ≤ T with T < T∗,
‖PtU(t, s)Qs‖∞ . ε , (43)
which will be useful later on.
Proof. Since | ∫ V |f |2 dx| ≤ ‖V ‖2‖f‖24 . ‖V ‖2‖f ′‖1/22 ‖f‖3/22 and since ‖V (t)‖2 . 1, we have
for some constant M , independent of t,
‖f‖2H1 ≤ 2〈f, (−∂2x + Vt +M)f〉 .
Now let H(t) = (−∂2x + Vt)Pt = (−∂2x + Vt)− Et‖ψ0‖−22 |Qt〉〈Qt|. Since |Et| . 1, we obtain
‖f‖2H1 ≤ 2〈f, (H(t) +M ′)f〉 .
We obtain the bound in the lemma from Theorems 3.1 and 3.2 applied to f = PtU(t, s)Qs.
Note that we are, indeed, in the set-up of Section 3 with H(t) defined before and with
Φ(t) = Qt, E(t) = 0, β(t) = 0 (since Qt is real), θ(t) = 0 and Ξ(t) = χt. The fact that
the eigenvalue 0 of H(t) is simple follows from the fact that 0 is never an eigenvalue of
a one-dimensional Schro¨dinger operator with potential in 〈x〉−1L1(R), see [25, Chapter 5].
The fact that the constants in Theorems 3.1 and 3.2 are finite follows from Lemma 4.2. 
Finally, in the proofs of Propositions 6.2 and 6.3 in Subsections 6.6 and 6.7 we will apply
Theorem 1.4 with the V from Proposition 4.1. At this point the assumption T < T ∗, which is
stronger than T < T∗, enters in order to satisfy the eigenvalue and non-resonance conditions
in Assumption 1.3. It is also at this point that the assumptions ϕ0, ϕ˙0 ∈ 〈x〉−2L1(R) enter.
These assumptions, together with the bounds on Qt from Lemma 4.2, imply that V and its
derivative satisfy the properties stated in Assumption 1.3.
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6.3. Bounds on W . We recall thatW was defined in (32). In this subsection we will derive
bounds on W in terms of our control functions. At a crucial point in our proof it will be
important to use instead of M3 the modified control function M˜3 defined by
M˜3(t) =
∫ t
0
(
1 + ε−1min
{(ε
s
)1/2
,
(ε
s
)3/2})
M3(s) ds .
Note that since∫ t
0
(
1 + ε−1min
{(ε
s
)1/2
,
(ε
s
)3/2})
ds ≤ t+
∫ ∞
0
ε−1min
{(ε
s
)1/2
,
(ε
s
)3/2}
ds
= t+ 4 , (44)
we have
M˜3(t) .M3(t) . (45)
Lemma 6.5. There is a real-valued function W0 such that the following bounds hold on any
interval [0, T ] with T < T∗,
‖〈x〉(Wt −W0,t)‖2 + ‖〈x〉∂t(Wt −W0,t)‖2 . ε2
(
1 + M˜3(t) +M1(t)2
)
,
‖W0,t‖2 + ‖∂tW0,t‖2 . ε2M1(t)M2(t),
‖〈x〉−1W0,t‖2 + ‖〈x〉−1∂tW0,t‖2 . ε3M1(t)M3(t) .
In particular,
‖Wt‖2 + ‖∂tWt‖2 . ε2
(
1 + M˜3(t) +M1(t)2 +M1(t)M2(t)
)
.
Proof. Inserting definition (39) of R˜ into definition (32) of W we obtain the decomposition
W =W0 +W1 +W2 +W3
with
W0,t = −12
∫ t
0
|R˜s|2 sin(t− s) ds ,
W1,t =
1
2
∫ t
0
(1− |αs|2)Q2s sin(t− s) ds ,
W2,t = −
∫ t
0
QsRe(αsR˜s) sin(t− s) ds ,
W3,t = −12
∫ t
0
(
ε2|αs|2χ2s + 2εχs Im(αsR˜s)
)
sin(t− s) ds .
Note that for each j, ∂tWj,t is given by the same formula as Wj, but with sin(t− s) replaced
by cos(t− s). Consequently, Wj,t+ i∂tWj,t is given by the same formula, but with sin(t− s)
replaced by ie−i(t−s). In the following we shall derive bounds on the norms of Wj,t+ i∂tWj,t.
Since Wj is real-valued, this also implies bounds on the corresponding norms of Wj,t and
∂tWj,t.
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We begin with the bounds on W0. We have
‖W0,t + i∂tW0,t‖2 ≤ 12
∫ t
0
∥∥∥R˜s∥∥∥
2
∥∥∥R˜s∥∥∥
∞
ds
≤ 12ε2M1(t)M2(t)
∫ t
0
max
{
1,
(ε
s
)1/2}
ds
. ε2M1(t)M2(t) ,∥∥〈x〉−1(W0,t + i∂tW0,t)∥∥2 ≤ 12
∫ t
0
∥∥∥R˜s∥∥∥
2
∥∥∥〈x〉−1R˜s∥∥∥
∞
ds
≤ 12ε2M1(t)M3(t)
∫ t
0
(
ε+min
{(ε
s
)1/2
,
(ε
s
)3/2})
ds
. ε3M1(t)M3(t) .
In the last inequality we used (44).
We finally prove bounds on ‖〈x〉(Wj,t + i∂tWj,t)‖2 for j = 1, 2, 3. Because of the bounds
on Qs and χs we have
‖〈x〉(W2,t + i∂tW2,t)‖2 ≤
∫ t
0
∥∥〈x〉2Qs∥∥2
∥∥∥〈x〉−1R˜s∥∥∥
∞
ds
. ε2
∫ t
0
(
1 + ε−1min
{(ε
s
)1/2
,
(ε
s
)3/2})
M3(s) ds
= ε2M˜3(t) ,
‖〈x〉(W3,t + i∂tW3,t)‖2 ≤ 12ε
∫ t
0
∥∥〈x〉2χs∥∥2
(
ε
∥∥〈x〉−1χs∥∥∞ + 2
∥∥∥〈x〉−1R˜s∥∥∥
∞
)
ds
. ε2
∫ t
0
(
1 +
(
ε+min
{(ε
s
)1/2
,
(ε
s
)3/2})
M3(s)
)
ds
. ε2
(
1 + ε
∫ t
0
(
1 + ε−1min
{(ε
s
)1/2
,
(ε
s
)3/2})
M3(s) ds
)
= ε2
(
1 + εM˜3(t)
)
.
In order to bound W1, we recall that the L
2-norm of the solution ψ is constant in time. In
view of the orthogonality in (7) this implies
‖ψ0‖22 = ‖ψt‖22 = |αt|2‖Qt‖2 + ‖Rt‖2 = |αt|2‖ψ0‖22 + ‖Rt‖22 ,
that is,
1− |αt|2 = ‖ψ0‖−22 ‖Rt‖22 .
This implies both |αt|2 ≤ 1 (which follows also directly from the definition of α and the
Schwarz inequality) and
1− |αt|2 ≤ 2‖ψ0‖−22 (ε2|αt|2‖χt‖22 + ‖R˜t‖22) ≤ 2‖ψ0‖−22 (‖χt‖22 +M1(t)2)ε2 . ε2(1 +M1(t)2).
Thus,
‖〈x〉(W1,t + i∂tW1,t)‖2 ≤ 12
∫ t
0
(1− |αs|2)‖〈x〉Q2s‖2 ds . ε2(1 +M1(t)2) .
This concludes the proof of the lemma. 
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Corollary 6.6. There is a real-valued function W0 such that the following bounds hold on
any interval [0, T ] with T < T∗,∥∥∥Wt (αtQt + iεαtχt + R˜t)∥∥∥
1
. ε2
(
1 +M3(t) +M1(t)2 + εM1(t)M3(t) + εM1(t)2M2(t)
)
,
∥∥∥〈x〉(Wt (αtQt + iεαtχt + R˜t)−W0,tR˜t)∥∥∥
1
. ε2
(
1 + M˜3(t) +M1(t)2 + εM1(t)M3(t)
)
and ∥∥∥W0,tR˜t∥∥∥
1
. ε3M1(t)2M2(t) .
Proof. We bound∥∥∥Wt (αtQt + iεαtχt + R˜t)∥∥∥
1
≤ ‖W −W0,t‖2
∥∥∥αtQt + iεαtχt + R˜t∥∥∥
2
+
∥∥〈x〉−1W0,t∥∥2 ‖〈x〉 (αtQt + iεαtχt)‖2 + ‖W0,t‖2
∥∥∥R˜t∥∥∥
2
,
∥∥∥〈x〉(Wt (αtQt + iεαtχt + R˜t)−W0,tR˜t)∥∥∥
1
≤ ‖〈x〉(Wt −W0,t)‖2
∥∥∥αtQt + iεαtχt + R˜t∥∥∥
2
+
∥∥〈x〉−1W0,t∥∥2 ∥∥〈x〉2 (αtQt + iεαtχt)∥∥2
and ∥∥∥W0,tR˜t∥∥∥
1
≤ ‖W3,t‖2
∥∥∥R˜t∥∥∥
2
.
We now use the above bounds on the components of W , including the observation (45),
together with |α| ≤ 1 and∥∥〈x〉2 (αtQt + iεαtχt)∥∥2 . 1 ,
∥∥∥αtQt + iεαtχt + R˜t∥∥∥
2
= ‖ψ0‖2 . 1 .
This yields the bounds in the corollary. 
6.4. Bound on ∂tα.
Lemma 6.7. The following bounds hold on any interval [0, T ] with T < T∗,
|∂tαt| . ε
(
1 + M˜3(t) +M1(t)2 +M1(t)M2(t)
)
and ∣∣∂t(|αt|2)∣∣ . ε
(
ε+min
{(ε
t
)1/2
,
(ε
t
)3/2})
M3(t)
+ ε2
(
1 +M3(t) +M1(t)2 +M1(t)M2(t)
)M1(t) .
While the first part of the lemma will be used in the proofs of Propositions 6.1, 6.2 and
6.3 (because ∂tα appears in the equation (42) for R˜), the second part of the lemma will only
be used later when proving Theorem 1.2.
Proof. By equation (34) we have
|∂tα| ≤ ‖ψ0‖−22
(‖∂tQ‖2‖R‖2 + ε−1‖Q‖∞‖W‖2‖αQ+R‖2) .
The bound now follows from the bound on ‖W‖2 from Lemma 6.5 as well as from ‖αQ +
R‖2 = ‖ψ0‖2.
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Multiplying equation (34) by α and taking the real part, we arrive at
∂t(|α|2) = 2‖ψ0‖−22
(
〈∂tQ,Re(αR˜)〉+ ε−1〈Q,W Im(αR)〉
)
.
Note that here we used (38). Since |α| ≤ 1, we obtain
|∂t(|α|2)| ≤ 2‖ψ0‖−22
(
‖〈x〉∂tQ‖1‖〈x〉−1R˜‖∞ + ε−1‖Q‖∞‖W‖2‖R‖2
)
.
The bound now follows again from the bound on ‖W‖2 from Lemma 6.5 and (45). 
6.5. Bound on ‖R˜‖2.
Proof of Proposition 6.1. We compute, using the effective equation (41) for R˜, the self-
adjointness of L and the orthogonality (40),
∂t
∥∥∥R˜∥∥∥2
2
= 2Re〈R˜, ∂tR˜〉
= 2Re
1
εi
〈
R˜, LR˜ + PW (αQ+ iεαχ+ R˜)− iε‖ψ0‖−2〈∂tQ, R˜〉Q
+ε2(∂tα)χ+ ε
2αP∂tχ
〉
=
2
ε
Im
〈
R˜,W (αQ+ iεαχ+ R˜) + ε2(∂tα)χ+ ε
2α∂tχ
〉
=
2
ε
Im
〈
R˜,W
(
αQ+ iεαχ+ R˜
)
−W0R˜
〉
+ 2ε Im
〈
R˜, (∂tα)χ+ α∂tχ
〉
.
In the last equality we used the fact that W0 is real. We bound, using Corollary 6.6 and
(45),
2
ε
Im
〈
R˜,W
(
αQ+ iεαχ+ R˜
)
−W0R˜
〉
≤ 2ε−1
∥∥∥〈x〉−1R˜∥∥∥
∞
∥∥∥〈x〉(W (αQ+ iεαχ+ R˜)−W0R˜)∥∥∥
1
. ε2
(
ε+min
{(ε
t
)1/2
,
(ε
t
)3/2})(
1 +M3(t) +M1(t)2 + εM1(t)M3(t)
)M3(t) .
Moreover,
2ε Im
〈
R˜, α∂tχ
〉
≤ 2ε
∥∥∥〈x〉−1R˜∥∥∥
∞
‖〈x〉∂tχ‖1 . ε2
(
ε+min
{(ε
t
)1/2
,
(ε
t
)3/2})
M3(t)
and, by Lemma 6.7,
2ε Im〈R˜, χ∂tα〉 ≤ 2ε|∂tα|‖〈x〉−1R˜‖∞‖〈x〉χ‖1
. ε3
(
ε+min
{(ε
t
)1/2
,
(ε
t
)3/2})(
1 +M3(t) +M1(t)2 +M1(t)M2(t)
)M3(t) .
Thus,
∂t
∥∥∥R˜∥∥∥2
2
. ε2
(
ε+min
{(ε
t
)1/2
,
(ε
t
)3/2})
× (1 +M3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t))M3(t) .
We integrate this bound and use (44) and the fact that ‖R˜0‖2 = ε‖χ0‖2 . ε to conclude
that ∥∥∥R˜∥∥∥2
2
. ε2
(
1 + ε
(
1 +M3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t)
)M3(t)) ,
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that is,
M1(t)2 . 1 + ε
(
1 +M3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t)
)M3(t) .
This implies the bound stated in the proposition. 
6.6. Bound on ‖R˜(t)‖∞.
Proof of Proposition 6.2. We use the Duhamel formula (42) and the dispersive estimate from
Theorem 1.4, recalling (37), to obtain∥∥∥R˜t∥∥∥
∞
. max
{
1,
(ε
t
)1/2}∥∥∥R˜0∥∥∥
1
+
1
ε
∫ t
0
max
{
1,
(
ε
t− s
)1/2}∥∥∥PsWs (αsQs + iεαsχs + R˜s)∥∥∥
1
ds
+ ‖ψ0‖−22
∫ t
0
‖PtU(t, s)Qs‖∞
∣∣∣〈∂sQs, R˜s〉∣∣∣ ds
+ ε
∫ t
0
max
{
1,
(
ε
t− s
)1/2}
‖χs‖1 |∂sαs| ds
+ ε
∫ t
0
max
{
1,
(
ε
t− s
)1/2}
‖Ps∂sχs‖1 |αs| ds .
For the first term we simply use ‖R˜0‖1 = ε‖χ0‖1 . ε. For the second one we observe that
‖Psf‖1 ≤
(
1 + ‖ψ0‖−22 ‖Qs‖1‖Qs‖∞
) ‖f‖1 . ‖f‖1 . (46)
With the bound from Corollary 6.6 we obtain
1
ε
∫ t
0
max
{
1,
(
ε
t− s
)1/2}∥∥∥PsWs (αsQs + iεαsχs + R˜s)∥∥∥
1
ds
. ε
∫ t
0
max
{
1,
(
ε
t− s
)1/2}(
1 +M3(s) +M1(s)2 + εM1(s)M3(s) + εM1(s)2M2(s)
)
ds
. ε
(
1 +M3(t) +M1(t)2 + εM1(t)M3(t) + εM1(t)2M2(t)
)
.
For the third term we use (43), together with∣∣∣〈∂sQs, R˜s〉∣∣∣ ≤ ‖〈x〉∂sQs‖1 ∥∥∥〈x〉−1R˜s∥∥∥
∞
. ε
(
ε+min
{(ε
s
)1/2
,
(ε
s
)3/2})
M3(s) .
Thus, as in (44),
‖ψ0‖−22
∫ t
0
‖PtU(t, s)Qs‖∞
∣∣∣〈∂sQs, R˜s〉∣∣∣ ds
. ε2M3(t)
∫ t
0
(
ε+min
{(ε
s
)1/2
,
(ε
s
)3/2})
ds . ε3M3(t) .
To bound the fourth term we insert the bound from Lemma 6.7, recall (45) and obtain
ε
∫ t
0
max
{
1,
(
ε
t− s
)1/2}
‖χs‖1 |∂sαs| ds . ε2
(
1 +M3(t) +M1(t)2 +M1(t)M2(t)
)
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and for the fifth term we recall (46) and obtain immediately
ε
∫ t
0
max
{
1,
(
ε
t− s
)1/2}
‖Ps∂sχs‖1 |αs| ds . ε .
To summarize, we have shown that
∥∥∥R˜t∥∥∥
∞
. εmax
{
1,
(ε
t
)1/2}
+ ε
(
1 +M3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + εM1(t)2M2(t)
)
and therefore
M2(t) ≤ 1 +M3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + εM1(t)2M2(t) ,
as claimed. 
6.7. Bound on ‖〈x〉−1R˜(t)‖∞.
Proof of Proposition 6.3. We use the Duhamel formula (42) and the dispersive estimates
from Theorem 1.4, recalling (37), to obtain
∥∥∥〈x〉−1R˜t∥∥∥
∞
. min
{(ε
t
)1/2
,
(ε
t
)3/2}∥∥∥〈x〉R˜0∥∥∥
1
+
1
ε
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
×
∥∥∥〈x〉Ps (Ws (αsQs + iεαsχs + R˜(s))−W0,sR˜s)∥∥∥
1
ds
+
1
ε
∫ t
0
(
ε
t− s
)1/2 ∥∥∥PsW0,sR˜s∥∥∥
1
ds
+ ‖ψ0‖−22
∫ t
0
∥∥〈x〉−1PtU(t, s)Qs∥∥∞
∣∣∣〈∂sQs, R˜s〉∣∣∣ ds
+ ε
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉χs‖1 |∂sαs| ds
+ ε
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉Ps∂sχs‖1 |αs| ds .
For the first term we simply use
∥∥∥〈x〉R˜0∥∥∥
1
= ε ‖〈x〉χ0‖1 . ε. For the second one we observe
that
‖〈x〉Psf‖1 ≤
(
1 + ‖ψ0‖−2‖〈x〉Qs‖1‖〈x〉−1Qs‖∞
) ‖〈x〉f‖1 . (47)
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Using the bound from Lemma 6.6 we obtain
1
ε
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}∥∥∥〈x〉Ps (Ws (αsQs + iεαsχs + R˜(s))−W0,sR˜s)∥∥∥
1
ds
. ε
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}(
1 + M˜3(s) +M1(s)2 + εM1(s)M3(s)
)
ds
≤ ε
(
1 + M˜3(t) +M1(t)2 + εM1(t)M3(t)
) ∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
ds
. ε2
(
1 + M˜3(t) +M1(t)2 + εM1(t)M3(t)
)
.
The last inequality follows by a computation as in (44). We emphasize that this bound is
the reason why we introduced M˜3 in addition to M3. It would not be clear how to close
the argument if on the right side of the previous inequality we had M3 instead of M˜3.
We bound the third term using Corollary 6.6 and (46) and obtain
1
ε
∫ t
0
(
ε
t− s
)1/2 ∥∥∥PsW0,sR˜s∥∥∥
1
ds . ε2M1(t)2M2(t)
∫ t
0
(
ε
t− s
)1/2
ds . ε5/2M1(t)2M2(t) .
For the fourth term we argue similarly as in the previous subsection, but slightly more
carefully, namely,
‖ψ0‖−22
∫ t
0
∥∥〈x〉−1PtU(t, s)Qs∥∥∞
∣∣∣〈∂sQs, R˜s〉∣∣∣ ds
≤ ‖ψ0‖−22
∫ t
0
‖PtU(t, s)Qs‖∞
∣∣∣〈∂sQs, R˜s〉∣∣∣ ds
. ε3
∫ t
0
(
1 + ε−1min
{(ε
s
)1/2
,
(ε
s
)3/2})
M3(s) ds
= ε3M˜3(t) .
To bound the fifth term we insert the bound from Lemma 6.7 and obtain, arguing again
as in (44),
ε
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉χs‖1 |∂sαs| ds
. ε2
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}(
1 + M˜3(s) +M1(s)2 +M1(s)M2(s)
)
ds
. ε3
(
1 + M˜3(t) +M1(t)2 +M1(t)M2(t)
)
,
and for the sixth term we recall (47) and obtain immediately
ε
∫ t
0
min
{(
ε
t− s
)1/2
,
(
ε
t− s
)3/2}
‖〈x〉Ps∂sχs‖1 |αs| ds . ε2 .
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To summarize, we have shown that∥∥∥〈x〉−1R˜t∥∥∥
∞
. εmin
{(ε
t
)1/2
,
(ε
t
)3/2}
+ ε2
(
1 + M˜3(t) +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + ε1/2M1(t)2M2(t)
)
and therefore
M3(t) ≤ α(t) +
∫ t
0
β(s)M3(s) ds
with
α(t) . 1 +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + ε1/2M1(t)2M2(t)
and
β(t) . 1 +
1
ε
min
{(ε
s
)1/2
,
(ε
s
)3/2}
.
By Gronwall’s lemma we conclude that
M3(t) ≤ α(t)e
∫ t
0
β(s) ds .
Since, as in (44), ∫ t
0
β(s) ds . 1 ,
we conclude that
M3(t) . α(t) . 1 +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + ε1/2M1(t)2M2(t) ,
as claimed. 
6.8. Proof of Theorem 1.2. We now show how Propositions 6.1, 6.2 and 6.3, together
with some results proved along the way, imply our main result.
Proof of Theorem 1.2. We fix T < T ∗ and derive bounds uniformly in t ∈ [0, T ]. If we insert
the bound from Proposition 6.3 into Proposition 6.2, we find
M2(t) . 1 +M1(t)2 + εM1(t)M2(t) + εM1(t)M3(t) + ε1/2M1(t)2M2(t) .
Thus, introducing
M(t) := (M1(t)2 +M2(t)2 +M3(t)2)1/2 ,
we have shown that
M2(t),M3(t) . 1 +M1(t)2 + εM(t)2 + ε1/2M(t)3 . 1 +M1(t)2 + ε1/2M(t)3 .
On the other hand, from Proposition 6.1 we obtain
M1(t) . 1 + ε1/2M(t) + ε1/2M(t)3/2 + εM(t)3/2 . 1 + ε1/2M(t)3/2 .
Inserting this into the above bound on M2 and M3 we obtain
M2(t),M3(t) . 1 + εM(t)3 + ε1/2M(t)3 . 1 + ε1/2M(t)3 .
To summarize, we have shown that
M(t) . 1 + ε1/2M(t)3 .
Since M is continuous and M(0) = M1(0) = ‖χ0‖2 . 1 we deduce that, if ε > 0 is small
enough, M(t) . 1.
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In particular, M1(t) . 1. Since ‖iεαtχt‖ . ε, this implies ‖R‖2 . ε, as claimed. The
identity ‖R‖2 = ‖ψ0‖
√
1− |α|2 was already derived in the proof of Lemma 6.5.
Moreover, as shown in the proof of Lemma 5.1, ϕ− V =W . Therefore the bound on this
function and its derivative follow from Lemma 6.5 together with the bound M . 1.
The bound on ∂tα follows from Lemma 6.7 together with the bound M . 1. The same
lemma also gives
|∂t(|α|2)| . ε
(
ε+min{(ε/t)1/2, (ε/t)3/2}
)
.
This is the claimed bound for t ≥ ε. For ε ≤ t, we simply estimate |∂t(|α|2)| = 2|Re(α∂tα)| ≤
2|∂tα| and use the above bound on ∂tα. This completes the proof of the theorem. 
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