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Abstract
We derive a static potential for a heavy quark-antiquark pair propagating in Minkowski time
at finite temperature, by defining a suitable gauge-invariant Green’s function and computing
it to first non-trivial order in Hard Thermal Loop resummed perturbation theory. The
resulting Debye-screened potential could be used in models that attempt to describe the
“melting” of heavy quarkonium at high temperatures. We show, in particular, that the
potential develops an imaginary part, implying that thermal effects generate a finite width
for the quarkonium peak in the dilepton production rate. For quarkonium with a very
heavy constituent mass M , the width can be ignored for T <∼ g
2M/12pi, where g2 is the
strong gauge coupling; for a physical case like bottomonium, it could become important
at temperatures as low as 250 MeV. Finally, we point out that the physics related to the
finite width originates from the Landau-damping of low-frequency gauge fields, and could be
studied non-perturbatively by making use of the classical approximation.
February 2007
1. Introduction
Heavy quarkonium systems, cc¯ and bb¯, have turned out to provide extremely useful probes for
QCD phenomenology [1]. On the theoretical side, the existence of a heavy mass scale makes
these systems more susceptible to analytic treatments than hadrons made out of light quarks
only, while on the experimental side, decays of heavy quarkonia lead to relatively clean signals
which are precisely measured by now. It is therefore not surprising that the modifications
that the quarkonium systems may undergo at high temperatures, are also among the most
classic observables considered for heavy ion collision experiments [2].
Let us recall explicitly the conceptually clean connection that heavy quarkonium provides
between thermal field theory and heavy ion phenomenology. Consider the production rate
Γµ+µ− of dileptons (for example, µ
+µ− pairs) with a total four-momentum Q = Pµ+ + Pµ−
from a hot thermal medium. It can be shown that this rate is given by [3]
dΓµ+µ−
d4Q
= −
e2
3(2pi)5Q2
(
1 +
2m2µ
Q2
)(
1−
4m2µ
Q2
) 1
2
ηµνC˜
µν
< (Q) , (1.1)
where we assumed Q2 ≥ (2mµ)
2, e is the electromagnetic coupling, ηµν = diag(+−−−), and
C˜< is a certain two-point correlator of the electromagnetic current Jˆ
µ(x) in the Heisenberg
picture, Jˆ µ(x) = ...+ 23e ˆ¯c (x)γ
µcˆ(x)− 13e
ˆ¯b (x)γµbˆ(x):
C˜µν< (Q) ≡
∫ ∞
−∞
dt
∫
d3x eiQ·x
〈
Jˆ ν(0)Jˆ µ(x)
〉
. (1.2)
The expectation value refers to 〈...〉 ≡ Z−1Tr [exp(−Hˆ/T )(...)], where Z is the partition
function, Hˆ is the QCD Hamiltonian operator, and T is the temperature.
Now, the heavy quark parts in the electromagnetic current induce a certain structure into
the dilepton production rate. More precisely, they produce a threshold at aroundQ2 ≃ (2M)2,
where M is the heavy quark mass, and a resonance peak (or peaks) near the threshold,
with a certain height and width. The height and width could in principle be observed,
as a function of the temperature T that is reached in the collision. Of course there are
all kinds of practical limitations to this, related to non-equilibrium features, background
effects, the energy resolution of the detector, etc, but at least some broad features like a total
disappearance (“melting”) of the quarkonium peak should ultimately be visible.
These circumstances have lead to a great number of studies of quarkonium physics at
high temperatures. For instance, various types of potential models have been developed [4],
with non-perturbative input taken from lattice simulations [5]. It is not quite clear, how-
ever, to which extent potential models are appropriate at finite temperatures, or which
non-perturbative potentials should be used as input: at asymptotically large distances, the
standard Polyakov loop correlator is known to fail to reproduce the expected Debye-screened
potential [6], while many modified descriptions are afflicted by gauge ambiguities [7]. More
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recently, direct lattice determinations of the quarkonium spectral function have been at-
tempted [8], given that in principle Euclidean data can be analytically continued to Minkowski
spacetime [9] (though in practice model assumptions need again to be introduced, given the
very finite number of points in time direction and the statistical nature of the data that are
available for lattice studies). Finally, similar observables have been considered for strongly-
coupled N = 4 Super-Yang-Mills theory, through the AdS/CFT correspondence [10].
All of the studies mentioned, however, either resort to some degree of modelling, or attempt
to tackle the complete problem by “brute force” on the lattice. It is our philosophy here to
rather make some more use of the existence of the heavy mass M and the high temperature
T that characterise the system, and the property of asymptotic freedom of QCD. Indeed, the
strict weak-coupling expansion does appear to be applicable (within 10–20% accuracy) to hot
QCD at temperatures as low as a few hundred MeV, once worked out to a high enough order
and supplemented possibly by numerically determined non-perturbative coefficients, rather
than complete functions; evidence for this has been obtained through precision studies with
a large number of independent observables, such as spatial correlation lengths [11, 12], the
spatial string tension [13, 14], quark number susceptibilites [15, 16, 17], the ’t Hooft loop
tension [18, 19], and perhaps also the equation-of-state [20].
More precisely, our goal here is to derive, through a resummed perturbative computation, a
static potential that a heavy quark-antiquark pair propagating in Minkowski time at a finite
temperature feels. This relatively simple computation illustrates a few interesting phenomena
that have not been exhaustively addressed before, as far as we know. Eventually, our goal is
to take the lessons brought by this study to a practical level, by carrying out a more extensive
numerical investigation of the properties of heavy quarkonium [21].
The outline of this note is as follows. In Sec. 2 we set up the observable to be determined.
The actual computation is discussed in some detail in Sec. 3. We elaborate on the main
results in Sec. 4, and conclude in Sec. 5. There are two appendices summarising well-known
formulae from the literature with our conventions.
2. Basic setting
Rather than Eq. (1.2), we prefer to concentrate in the following on the correlator
C˜>(Q) ≡ ηµν
∫ ∞
−∞
dt
∫
d3x eiQ·x
〈
Jˆ µ(x)Jˆ ν(0)
〉
. (2.1)
As we recall in Appendix A, the two time orderings are related to each other by C˜<(Q) =
exp(−βq0)C˜>(Q); for q
0>∼ 2M , C˜>(Q) is of order unity while C˜<(Q) is exponentially sup-
pressed. Furthermore, let us for simplicity set the spatial momentum to zero, q = 0, and
consider the correlator before taking the Fourier transform with respect to time:
C>(t) ≡
∫
d3x
〈
Jˆ µ(t,x)Jˆµ(0,0)
〉
. (2.2)
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Note that translational invariance guarantees that C>(−t) = C<(t).
Now, the determination of C˜>(Q) around the threshold requires a resummation of the
perturbative series (this is the case even at zero temperature). A way to implement this is
to deform the correlator suitably so that we obtain a Schro¨dinger-type equation, which can
then be solved “non-perturbatively”, implementing an all-orders resummation. To arrive at
a Schro¨dinger equation, we define a point-splitting, by introducing a vector r, and consider
an extended interpolating operator for the electromagnetic current, rather than a local one
(we also drop the electromagnetic couplings, and denote cˆ, bˆ by a generic quark field ψˆ):
Cˇ>(t, r) ≡
∫
d3x
〈
ˆ¯ψ (t,x+
r
2
)γµWr[(t,x+
r
2
); (t,x−
r
2
)] ψˆ(t,x−
r
2
) ˆ¯ψ (0,0)γµψˆ(0,0)
〉
. (2.3)
Here Wr[x1, x0] is a Wilson line from x0 to x1, along a straight path in the direction of r,
inserted in order to keep the interpolating operator gauge-invariant. Once the solution for
Cˇ>(t, r) is known, one can return back to the original situation r = 0. We stress that only
the r = 0 limit corresponds to the physical current-current correlator in Eq. (2.2) that we
are interested in. Indeed, the way the point-splitting is carried out may not be unique, but
these ambiguities should disappear once we set r = 0 in the solution.
Let us inspect Cˇ>(t, r) in the limit that the heavy quark mass, M , becomes very large.
Then the heavy quarks are essentially non-relativistic, and should also be weakly interacting.
Ignoring interactions altogether, a straightforward diagrammatic computation shows that the
correlator in this limit indeed satisfies a Schro¨dinger-type equation,[
i∂t −
(
2M −
∇2
r
M
+O
( 1
M3
))]
Cˇ>(t, r) = 0 , (2.4)
with the initial condition Cˇ>(0, r) = −6Nc δ
(3)(r). Here the factor 6 corresponds physically
to two heavy spin-1/2 degrees of freedom times a sum over the spatial components of the
current. For Cˇ<(t, r), an analogous computation in the same limit yields[
i∂t +
(
2M −
∇2
r
M
+O
( 1
M3
))]
Cˇ<(t, r) = 0 , (2.5)
with the same initial condition; this form is consistent with the symmetry C>(−t) = C<(t).
Once interactions are switched on, we might expect (apart from the renormalization of
the parameter M and of the initial condition) to generate a potential, V (r), into Eqs. (2.4),
(2.5), appearing in a form familiar from non-relativistic quantum mechanics. To be precise,
we define the potential to be a function inside the round parentheses in Eq. (2.4) which scales
as M0 in the large-M expansion. To simplify the situation a bit, we would like to be able
to extract the potential directly, without needing to bother about gradients like ∇2
r
/M . One
possibility would be to consider the modified object
C¯>(t, r) ≡
〈
ˆ¯ψ (t,
r
2
)γµWr[(t,
r
2
); (t,−
r
2
)] ψˆ(t,−
r
2
)×
× ˆ¯ψ (0,−
r
2
)γµW−r[(0,−
r
2
); (0,
r
2
)] ψˆ(0,
r
2
)
〉
. (2.6)
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Here the quarks can be considered infinitely heavy, such that they do not move in space; the
integral over x has consequently been dropped; and the quark fields at t = 0 point-split.
To simplify the situation even further, one notes that the infinitely heavy quark propagators
are themselves represented by Wilson lines, apart from the “trivial” phase factor exp(−iMt).
Thereby we arrive at a Wilson loop. It should be noted, though, that time ordering still
plays a role, and the precise specification of the object considered is not as simple as in
Euclidean field theory. In fact, the Minkowskian Wilson loop is most naturally defined just
as an appropriate analytic continuation of the Euclidean object.
To summarise, we can imagine at least two ways of defining what we might call the static
potential in real time. On one hand, one can start by computing the standard Wilson loop
in Euclidean spacetime, and then carry out the analytic continuation that leads to the time
ordering in Eq. (2.6). This is the computation that will be described below. On the other
hand, one can consider directly Eq. (2.6), just replacing the quarks by (almost) infinitely
heavy static ones: this amounts to NRQCD [22] with the omission of terms of order O(1/M).
In the heavy-quark limit, C¯>(t, r) is dominated by the forward-propagating part, with the
phase factor ∼ exp(−2iMt); the static potential can then be extracted from an equation
like Eq. (2.4). We have carried out this computation as well, and do indeed obtain the same
result as from the analytic continuation of the Euclidean Wilson loop; however, given that the
NRQCD computation is quite a bit more involved than the Wilson loop one, we concentrate
on the latter in the following.
As indicated above, the calculation of a static potential necessarily involves a point splitting
and thus should be regarded as an intermediate step towards the computation of a current-
current correlator. This feature is obviously shared by potential model approaches. However,
we believe that our procedure offers several advantages over the latter. Since our calculation
is performed in a well-defined field theoretic setting, the connection with the physical real-
time observable of interest remains manifest, while non-perturbative gauge invariance as well
as the correct perturbative limit of our static potential are ensured.
3. Details of the computation
Since we make use both of Minkowskian and Euclidean metrics, let us start by introducing
some notation to keep them apart. Minkowskian four-momenta are denoted by capital sym-
bols, Q, with components qµ, while Euclidean ones are denoted by Q˜, with components q˜µ.
The indices are kept down in the latter case, and our convention is q˜µ ≡ (q˜0, q˜i) ≡ (q˜0,−q
i).
Spacetime coordinates are denoted by x, x˜, and here our convention is x˜µ ≡ (x˜0, x
i). The
Euclidean scalar product is thereby naturally defined as x˜ · Q˜ ≡ x˜µq˜µ = x˜0q˜0 − x
iqi,
the four-volume integral as
∫
x˜
≡
∫ β
0 dx˜0
∫
d3x, and the thermal sum-integral as
∫P
Q˜ =
T
∑
q˜0
∫
d3q/(2pi)3. Wick rotation amounts to x˜0 ↔ ix
0, q˜0 ↔ −iq
0. All Matsubara fre-
quencies we will meet are bosonic: i.e. q˜0 = 2pinT , n ∈ Z. The temperature is often
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Figure 1: The graphs contributing to the static potential at O(g2). Arrows indicate heavy quarks or
Wilson lines, and wiggly lines stand for gluons.
expressed as β ≡ T−1.
3.1. Wilson loop with Euclidean time direction
Let again W [z˜1; z˜0] be a Wilson line from point z˜0 to point z˜1:
W [z˜1; z˜0] = 1+ ig
∫ z˜1
z˜0
dx˜µAµ(x˜) + (ig)
2
∫ z˜1
z˜0
dx˜µ
∫ x˜
z˜0
dy˜ν Aµ(x˜)Aν(y˜) + . . . , (3.1)
where Aµ = A
a
µT
a and T a are the Hermitean generators of SU(Nc), normalised as Tr [T
aT b] =
δab/2. The Euclidean correlation function considered is then defined as
CE(τ, r) ≡
1
Nc
Tr
〈
W [(0, r); (τ, r)] W [(τ, r); (τ,0)] W [(τ,0); (0,0)] W [(0,0); (0, r)]
〉
, (3.2)
where we have for convenience shifted the origin by r/2 with respect to Eq. (2.6). The
prefactor 1/Nc has been inserted as a normalization, guaranteeing that CE(0, r) = 1.
We can formally expand CE in a power series in the coupling constant g
2, understanding
of course that the infrared problems of finite-temperature field theory necessitate the use
of resummed propagators in order for this procedure to be valid (cf. Appendix B): CE =
C
(0)
E + C
(2)
E + ... , where the superscript indicates the power of g appearing as a prefactor.
The leading order result is trivial, C
(0)
E = 1. We now turn to the computation of C
(2)
E . The
graphs entering at this order are shown in Fig. 1.
The computation of the graphs in Fig. 1 is not quite trivial. The problem is that in order
to avoid ambiguous expressions (of the type “0/0”), one needs to treat the Matsubara zero-
modes very carefully. In fact, we treat them separately from the non-zero modes. For the
O(g2)-contribution to the first graph in Fig. 1, for instance, we obtain
= g2CF
∫ τ
0
dx˜0
∫ τ
0
dy˜0
∑∫
Q˜
eiq˜0(x˜0−y˜0)−iq
3r
[
PE00(Q˜)
Q˜2 +ΠE(Q˜)
+ ξ
(q˜0)
2
(Q˜2)2
]
= g2CF
∫
d3q
(2pi)3
(
e−iq
3r
){
τ2T
PE00(0,q)
q2 +ΠE(0,q)
+
5
+ T
∑
q˜0 6=0
2− eiq˜0τ − e−iq˜0τ
q˜20
[
PE00(Q˜)
Q˜2 +ΠE(Q˜)
+ ξ
(q˜0)
2
(Q˜2)2
]}
, (3.3)
where we have inserted the gluon propagator from Eq. (B.3); defined CF ≡ (N
2
c − 1)/2Nc;
and chosen the vector r to point in the x3-direction: r ≡ (0, 0, r). It is perhaps appropriate
to note that if one would rather attempt to keep all the Matsubara modes together, as an
expression of the type on the latter row in Eq. (3.3), and then try to carry out the sum with
the usual contour trick [23, 24], the zero-mode q˜0 = 0 is not treated correctly, because of the
ambiguity of the expression under τ → τ + nβ, n ∈ Z.
Summing all the graphs together, the parts proportional to ξ, as well as the “longitudinal
parts” ∝ q˜µq˜ν from the terms multiplied by P
E
µν (cf. Eq. (B.2)), cancel explicitly. Inserting
finally the expressions of the projection operators from Eqs. (B.1), (B.2), we obtain
C
(2)
E (τ, r) = g
2CF
∫
d3q
(2pi)3
eiq3r + e−iq3r − 2
2
{
τ2T
q2 +ΠE(0,q)
+ T
∑
q˜0 6=0
(
2− eiq˜0τ − e−iq˜0τ
)
×
×
[(
1
q˜20
+
1
q2
)
1
q˜20 + q
2 +ΠE(q˜0,q)
+
(
1
q23
−
1
q2
)
1
q˜20 + q
2 +ΠT (q˜0,q)
]}
. (3.4)
We have kept the spatial exponents in a form which makes it clear that the divergent-looking
term 1/q23 is in fact harmless.
In order to carry out the remaining sum in Eq. (3.4), it is useful to write the resummed
propagators in a spectral representation. For any function ∆(iq˜0) which behaves regularly
enough at infinity, we can define the spectral density ρ(q0) through
ρ(q0) ≡
1
2i
[
∆(iq˜0 → q
0 + i0+)−∆(iq˜0 → q
0 − i0+)
]
, (3.5)
which leads to the inverse transform
∆(iq˜0) =
∫ ∞
−∞
dq0
pi
ρ(q0)
q0 − iq˜0
. (3.6)
In particular,
1
q˜20 + q
2 +ΠE(q˜0,q)
=
∫ ∞
−∞
dq0
pi
ρE(q
0)
q0 − iq˜0
, (3.7)
and similarly with ΠT . The properties of the spectral functions ρT , ρE are described in
Eqs. (B.7)–(B.13) of Appendix B.
Inserting the spectral representations into Eq. (3.4), and making use of Eq. (A.18), we can
carry out the remaining sums: for 0 < τ < β,
T
∑
q˜0 6=0
2− eiq˜0τ − e−iq˜0τ
q˜20(q
0 − iq˜0)
=
8T
q0
∞∑
n=1
sin2(pinT )
[
1
(2pinT )2
−
1
(2pinT )2 + (q0)2
]
=
τ(β − τ)
q0β
−
nB(q
0)
(q0)2
[
1 + eβq
0
− eτq
0
− e(β−τ)q
0
]
, (3.8)
6
T
∑
q˜0 6=0
2− eiq˜0τ − e−iq˜0τ
q0 − iq˜0
= 8Tq0
∞∑
n=1
sin2(pinT )
1
(2pinT )2 + (q0)2
= nB(q
0)
[
1 + eβq
0
− eτq
0
− e(β−τ)q
0
]
, (3.9)
where nB(q
0) ≡ 1/[exp(βq0)− 1]. Noting furthermore that (cf. Eq. (3.7))∫ ∞
−∞
dq0
pi
ρE(q
0)
q0
=
1
q2 +ΠE(0,q)
, (3.10)
we arrive at
C
(2)
E (τ, r) = g
2CF
∫
d3q
(2pi)3
eiq3r + e−iq3r − 2
2
{
τ
q2 +ΠE(0,q)
+
+
∫ ∞
−∞
dq0
pi
nB(q
0)
[
1 + eβq
0
− eτq
0
− e(β−τ)q
0
]
×
×
[(
1
q2
−
1
(q0)2
)
ρE(q
0,q) +
(
1
q23
−
1
q2
)
ρT (q
0,q)
]}
. (3.11)
It is useful to note that both the second and the third row in Eq. (3.11) are odd in q0, so
that the product is even, and the integral could also be restricted to positive values of q0.
3.2. Equation of motion in Minkowski time
Eq. (3.11) has a form which can directly be analytically continued to Minkowski time, τ → it.
Thereby we arrive at the object we are interested in, C>(t, r) (cf. Eqs. (A.2), (A.9)):
C
(0)
> (t, r) = 1 , (3.12)
C
(2)
> (t, r) = g
2CF
∫
d3q
(2pi)3
eiq3r + e−iq3r − 2
2
{
it
q2 +ΠE(0,q)
+
+
∫ ∞
−∞
dq0
pi
nB(q
0)
[
1 + eβq
0
− eiq
0t − eβq
0
e−iq
0t
]
×
×
[(
1
q2
−
1
(q0)2
)
ρE(q
0,q) +
(
1
q23
−
1
q2
)
ρT (q
0,q)
]}
. (3.13)
We are now in a position to identify the heavy-quark potential. We define it as the quantity
which determines the time behaviour of our correlator, in accordance with the Schro¨dinger
equation:
i∂tC>(t, r) ≡ V>(t, r)C>(t, r) . (3.14)
Note that this V>(t, r) depends, in general, on the time t and on the time-ordering that is
used for defining the correlator C>(t, r).
In perturbation theory, Eq. (3.14) needs to be fulfilled order by order. This implies that
i∂tC
(0)
> (t, r) = 0 , (3.15)
i∂tC
(2)
> (t, r) = V
(2)
> (t, r)C
(0)
> (t, r) . (3.16)
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Eqs. (3.12), (3.13) then immediately lead to the identification
V
(2)
> (t, r) = g
2CF
∫
d3q
(2pi)3
2− eiq3r − e−iq3r
2
{
1
q2 +ΠE(0,q)
+
+
∫ ∞
−∞
dq0
pi
nB(q
0)q0
[
eβq
0
e−iq
0t − eiq
0t
]
×
×
[(
1
q2
−
1
(q0)2
)
ρE(q
0,q) +
(
1
q23
−
1
q2
)
ρT (q
0,q)
]}
. (3.17)
For V
(2)
< (t, r), the analogue of Eq. (3.14) reads (cf. Eq. (2.5))
i∂tC<(t, r) ≡ −V<(t, r)C<(t, r) , (3.18)
where the symmetry mentioned below Eq. (2.2), or an explicit computation with NRQCD,
yield V
(2)
< (t, r) = V
(2)
> (−t, r).
4. Discussion of the main results
We have shown in the previous section that the real-time “Wilson loop” C>(t, r), charac-
terising the propagation of two infinitely heavy quarks separated by a distance r at a finite
temperature T , satisfies Eq. (3.14), where the potential V>(t, r) is given in Eq. (3.17) to first
non-trivial order in g2. Let us now discuss the behaviour of V>(t, r) in various limits.
Perhaps the most interesting limit is what happens at large times, t→∞. In this limit,
the exponential functions exp(±iq0t) average to zero, unless they are multiplied by a singular
prefactor, ∼ 1/q0: then
lim
t→∞
eiq
0t − e−iq
0t
q0
= 2pii δ(q0) . (4.1)
Given that nB(q
0) ≈ 1/βq0 for |q0| ≪ T , and that ρE(q
0,q) has a term linear in q0, cf.
Eq. (B.13), such a δ-function indeed emerges from the part containing ρE(q
0,q). We obtain
lim
t→∞
V
(2)
> (t, r) = g
2CF
∫
d3q
(2pi)3
(
1− eiq3r
){ 1
q2 +m2D
−
ipim2D
β
1
|q|(q2 +m2D)
2
}
(4.2)
= −
g2CF
4pi
[
mD +
exp(−mDr)
r
]
−
ig2TCF
4pi
φ(mDr) , (4.3)
where we have also made use of Eq. (B.11), and mD is the Debye mass parameter. The
r-independent constant in Eq. (4.3) has been evaluated in dimensional regularization, while
the dimensionless function φ(x),
φ(x) = 2
∫ ∞
0
dz z
(z2 + 1)2
[
1−
sin(zx)
zx
]
, (4.4)
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is finite and strictly increasing, with the limiting values φ(0) = 0, φ(∞) = 1.1
We observe, thus, that apart from a standard Debye-screened static potential, the potential
V>(t, r) also has an imaginary part. The sign is such that Eq. (3.14) leads to exponential
decay for C>(t, r). The imaginary part obtained for V<(t, r) has the same magnitude but
opposite sign, so that Eq. (3.18) leads to exponential decay as well. We will refer to the
imaginary part as the “decay width”.
In order to get a rough impression of the numerical orders of magnitude, let us solve the
time-independent Schro¨dinger equation with the real part of Eq. (4.2):
[
−
1
M
(
d2
dr2
+
2
r
d
dr
)
− g2CF
exp(−mDr)
4pir
]
ψ(r) = E ψ(r) , (4.5)
where E denotes the binding energy. If M is very large, g2CFM/8pi ≫ mD, Debye screening
can be ignored, and we get the regular hydrogen atom solution, with an inverse Bohr radius
1/r0 = g
2CFM/8pi, and a binding energy |E0| =M(g
2CF/8pi)
2. Treating the imaginary part,
Γ, as a perturbation, Γ ≃ (g2TCF/4pi)
∫
d3r |ψ(r)|2 φ(mDr), it is clear that |Γ| ≤ g
2TCF/4pi,
because 0 ≤ φ(mDr) ≤ 1; in fact, for r0mD ≪ 1 as was the assumption, |Γ| ≪ g
2TCF/4pi.
We thus note that for a very heavy quark mass M , the decay width can equal the binding
energy only at temperatures T ≫ g2CFM/16pi.
Lowering towards more realistic quark masses at a fixed temperature, r0 increases, and at
some point the Debye radius 1/mD becomes important. Consequently the binding energy
decreases fast and, simultaneously, the width Γ increases, because the wave function spreads
out, whereby φ(mDr) obtains non-zero values.
Unfortunately, it is non-trivial to make these arguments precise: to fix the scale parameter
appearing in g2 and m2D, another order in the perturbative expansion would be needed;
once the width is substantial, it can no longer be treated as a perturbation; and the full
time-dependence of V
(2)
> (t, r) should be considered in order to determine the width reliably.
Nevertheless, for illustration, we may fix the scales inside g2 and m2D by making use of
another context where several orders are available, namely that of dimensionally reduced
effective theories [25, 26, 27]. Concretely, employing simple analytic expressions that can be
extracted from Ref. [28],
g2 ≃
8pi2
9 ln(9.082T/ΛMS)
, m2D ≃
4pi2T 2
3 ln(7.547T/ΛMS)
, for Nc = Nf = 3 ; (4.6)
solving numerically the Schro¨dinger-equation in Eq. (4.5); and treating the imaginary part
still as a perturbation, we obtain Fig. 2 for the bottomonium system. (For charmonium
the relevant mass M ≃ 1.25 GeV is quite a bit smaller, and moves the patterns to smaller
temperatures, where our methods are no longer reliable.) We stress that this figure is not
meant to be quantitatively accurate, but it does illustrate something about the qualitative
behaviour of the system: namely, that the width increases with temperature; the binding
1The latter part of the integral can be expressed as Meijer’s G-function, with certain arguments.
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Figure 2: Very rough estimates for the binding energy and decay width of the bottomonium system
(M ≃ 4.25 GeV), as a function of the temperature, based on Eqs. (4.2)–(4.6). The error bands have
been obtained by varying Λ
(3)
MS
from 300 MeV (lower edges) to 450 MeV (upper edges). We expect the
true errors to be much larger than these bands, for reasons discussed in the text.
energy decreases; and the width exceeds the binding energy already much before the latter
disappears (i.e. bottomonium “melts”).
Let us at this point inspect how the results would change in the classical limit.2 For this,
we need to reintroduce ~. After the standard rescaling of the fields, ~ appears in connection
with the coupling constant, as g2~, as well as in the extent of the Euclidean time direction,
as β~. In the classical limit, therefore, nB(q
0)→ 1/β~q0.
We now note that ~ cancels from the imaginary part of Eq. (4.3), where the combination
g2~/β~ = g2T appears. This means that the decay width exists also in the classical limit.
In fact, nothing but the decay width exists in the classical limit! Moreover, time-ordering
has no meaning in the classical limit, which explains why the imaginary parts have the same
magnitude in V
(2)
> (t, r) and V
(2)
< (t, r). That a decay width / damping rate should be classical,
need not be surprising: particularly detailed demonstrations of this have been provided for
scalar field theory [38].
Finally we remark that for T → 0, i.e. β → ∞, we can restrict to q0 > 0 in Eq. (3.17)
because of the symmetry, and then nB(q
0)→ 0, nB(q
0) exp(βq0)→ 1, whereby the structure
of Eq. (3.17) simplifies. In particular, there is no imaginary part any more for t → ∞, only
the standard Coulomb-potential.
2 This limit is of course singular in many respects, but can still be formally defined [29], and allows to
address numerically many important non-perturbative problems in weakly-coupled gauge theories [30]–[35],
in spite of the presence of significant discretization artifacts [36, 37] in the classical lattice gauge theory
simulations [30] that are employed in the thermal context.
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5. Conclusions and Outlook
The purpose of this note has been to present a derivation of a “static potential” that a heavy
quark-antiquark pair propagating in a thermal medium feels. An integral representation of the
result is shown in Eq. (3.17). This potential could then be inserted into Eq. (2.4), in order to
estimate a certain real-time Green’s function for the vector current, whose Fourier-transform
determines the quarkonium contribution to the dilepton production rate. A detailed numer-
ical evaluation is postponed to future work.
It is the first term in Eq. (3.17) which represents the standard time-independent Debye-
screened potential. We note that this potential behaves as −g2CF exp(−mDr)/4pir as a func-
tion of r. Thus it differs from the potential extracted from the correlator of two Polyakov
loops in Euclidean spacetime, which behaves as ∼ −g4 exp(−2mDr)/4pir at phenomenologi-
cally relevant temperatures [11], and as ∼ −g4+n exp(−mGr)/4pir, n > 0, at asymptotically
high temperatures [6], wheremG is the lightest glueball mass of three-dimensional pure Yang-
Mills theory [39], with the gauge coupling g23 = g
2T [1 +O(g)] [13, 40].
Motivated by our perturbative analysis, one can however envisage ways of defining a mod-
ified (real part of the) static potential, which would be gauge-invariant, possess the correct
perturbative limit, and allow for a direct non-perturbative measurement with lattice simula-
tions. Inspecting Eq. (3.11), the correct term is seen to sit on the first row. The corresponding
functional dependence on τ differs from that on the second row in a qualitative way: for in-
stance, it is linear in τ at τ ≪ β, while the second row is quadratic; and it is non-periodic in
τ → β − τ , while the second row is periodic. Both of these functional features can in princi-
ple also be isolated from non-perturbative data for the Euclidean Wilson loop; whether they
lead to useful practical recipes for determining the real part of the static potential beyond
perturbation theory, remains however to be tested.
Apart from the standard potential, we note that Eq. (3.17) also has another term, the
second one, with a fairly rich structure. In the limit t → ∞, the second terms amounts
to a thermal decay width, induced by Landau damping of the low-frequency gauge fields
that mediate interactions between the two heavy quarks. The thermal width induces a
certain width also to the quarkonium peak in the dilepton production rate, thus making
the peak much wider than at zero temperature. Physically, the Landau damping underlying
this phenomenon originates from an energy transfer from low-frequency gauge fields that
are responsible for the static interaction, to the “hard” particles (which have momenta of
the order of the temperature) existing in the thermal plasma; technically, it originates from
the “cut contribution” to the gluon spectral function at |q0| < |q|, cf. Eqs. (B.12), (B.13).
Restricting to a very rough estimate, we have shown that this part leads to physically sensible
qualitative structures, namely a width which increases with the temperature, exceeding the
binding energy already quite a bit before the latter disappears and quarkonium “melts”.
It is worth stressing, however, that apart from the limiting value at t→ ∞, the potential
has a non-trivial time dependence, which also plays a role in the solution of Eq. (2.4) and,
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consequently, for the quarkonium contribution to the dilepton production rate.
In order to define the significance of these findings for heavy quarkonium, its finite mass
M has to be taken into account systematically. For this one can make use of NRQCD [22],
allowing to account analytically for all exponential effects like exp(−2βM), so that one can
concentrate on the softer dynamics around the threshold. Perturbatively, this amounts to the
solution of Eq. (2.4) with V
(2)
> (t, r) inserted inside the round brackets. However, one might
also be able to go beyond perturbation theory, by making use of the classical approximation
for the gauge fields appearing in NRQCD, provided that genuinely quantum effects, such as
the first term in Eq. (3.17), are properly taken into account. Hopefully this recipe could be
formalised such that one would be able to account for the orders (g2~)0 and (g2~)1 in the
“zero-temperature” expansion, but in each case for all orders in the possibly larger finite-
temperature expansion parameters, g2T/mD and g
2T/mG.
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Appendix A. Real-time Green’s functions
For completeness and to fix the notation, we list in this Appendix some common definitions
and relations that apply to two-point correlation functions built out of bosonic operators; for
more details see, e.g., Refs. [23, 24].
We use the notation introduced at the beginning of Sec. 3, with t ≡ x0 and τ ≡ x˜0.
Arguments of operators denote implicitly whether we are in Minkowskian or Euclidean space-
time. In particular, Heisenberg-operators are defined as
Oˆ(t,x) ≡ eiHˆtOˆ(0,x)e−iHˆt , Oˆ(τ,x) ≡ eHˆτ Oˆ(0,x)e−Hˆτ . (A.1)
The thermal ensemble is defined by the density matrix ρˆ = Z−1 exp(−βHˆ). We denote the
operators which appear in the two-point functions by φˆµ(x), φˆν(x); they could either be
elementary field operators or composite operators.
We can now define various classes of correlation functions. The “physical” correlators are
defined as
C˜µν> (Q) ≡
∫
dt d3x eiQ·x
〈
φˆµ(x)φˆν(0)
〉
, (A.2)
C˜µν< (Q) ≡
∫
dt d3x eiQ·x
〈
φˆν(0)φˆµ(x)
〉
, (A.3)
ρµν(Q) ≡
∫
dt d3x eiQ·x
〈1
2
[
φˆµ(x), φˆν(0)
]〉
, (A.4)
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∆˜µν(Q) ≡
∫
dt d3x eiQ·x
〈1
2
{
φˆµ(x), φˆν(0)
}〉
, (A.5)
where ρµν is called the spectral function, while the “retarded”/“advanced” correlators can
be defined as
C˜µνR (Q) ≡ i
∫
dt d3x eiQ·x
〈[
φˆµ(x), φˆν(0)
]
θ(t)
〉
, (A.6)
C˜µνA (Q) ≡ i
∫
dt d3x eiQ·x
〈
−
[
φˆµ(x), φˆν(0)
]
θ(−t)
〉
. (A.7)
On the other hand, from the computational point of view one is often faced with “time-
ordered” correlation functions,
C˜µνT (Q) ≡
∫
dt d3x eiQ·x
〈
φˆµ(x)φˆν(0)θ(t) + φˆν(0)φˆµ(x)θ(−t)
〉
, (A.8)
which appear in time-dependent perturbation theory, or with the “Euclidean” correlator
C˜µνE (Q˜) ≡
∫ β
0
dτ
∫
d3x eiQ˜·x˜
〈
φˆµ(x˜)φˆν(0)
〉
, (A.9)
which appears in non-perturbative formulations. Note that the Euclidean correlator is also
time-ordered by definition, and can be computed with Euclidean functional integrals.
Now, all of the correlation functions defined can be related to each other. In particular,
all correlators can be expressed in terms of the spectral function, which in turn can be
determined as a certain analytic continuation of the Euclidean correlator. In order to do
this, we may first insert sets of energy eigenstates, to obtain the Fourier-space version of the
so-called Kubo-Martin-Schwinger (KMS) relation: C˜µν< (Q) = e
−βq0C˜µν> (Q). Then ρ
µν(Q) =
[C˜µν> (Q)− C˜
µν
< (Q)]/2 and, conversely,
C˜µν> (Q) = 2[1 + nB(q
0)]ρµν(Q) , C˜µν< (Q) = 2nB(q
0)ρµν(Q) . (A.10)
Moreover, ∆˜µν(Q) = [1 + 2nB(q
0)]ρµν(Q). Inserting the representation
θ(t) = i
∫ ∞
−∞
dω
2pi
e−iωt
ω + i0+
(A.11)
into the definitions of C˜R, C˜A, we obtain
C˜µνR (Q) =
∫ ∞
−∞
dω
pi
ρµν(ω,q)
ω − q0 − i0+
, C˜µνA (Q) =
∫ ∞
−∞
dω
pi
ρµν(ω,q)
ω − q0 + i0+
. (A.12)
Doing the same with C˜T and making use of
1
∆± i0+
= P
( 1
∆
)
∓ ipiδ(∆) , (A.13)
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produces
C˜µνT (Q) =
∫ ∞
−∞
dω
pi
iρµν(ω,q)
q0 − ω + i0+
+ 2ρµν(q0,q)nB(q
0) . (A.14)
Finally, writing the argument inside the τ -integration in Eq. (A.9) as a Wick rotation of the
integrand in Eq. (A.2), which in turn is expressed as an inverse Fourier transform of C˜µν> (Q),
for which Eq. (A.10) is inserted, and changing orders of integration, we get
C˜µνE (Q˜) =
∫ β
0
dτ eiq˜0τ
∫ ∞
−∞
dω
2pi
e−ωτ C˜µν> (ω,q) =
∫ ∞
−∞
dω
pi
ρµν(ω,q)
ω − iq˜0
. (A.15)
This relation can formally be inverted by making use of Eq. (A.13),
ρµν(q0,q) =
1
2i
[
C˜µνE (−i[q
0 + i0+],q)− C˜µνE (−i[q
0 − i0+],q)
]
. (A.16)
We also recall that bosonic Matsubara sums can be carried out through
T
∑
q˜0
iq˜0c+ d
q˜20 +E
2
eiq˜0τ ≡ (c∂τ + d)T
∑
q˜0
eiq˜0τ
q˜20 + E
2
(A.17)
=
nB(E)
2E
[
(−cE + d)e(β−τ)E + (cE + d)eτE
]
, (A.18)
where q˜0 = 2pinT , with n an integer, and we assumed 0 < τ < β. This equation can be used
as a starting point for determining the sums in Eqs. (3.8), (3.9).
Appendix B. Resummed gluon propagator
Introducing the projection operators (see, e.g., Refs. [23, 24])
P T00(Q˜) = P
T
0i(Q˜) = P
T
i0(Q˜) ≡ 0 , P
T
ij (Q˜) ≡ δij −
q˜iq˜j
q˜2
, (B.1)
PEµν(Q˜) ≡ δµν −
q˜µq˜ν
Q˜2
− P Tµν(Q˜) , (B.2)
the Euclidean gluon propagator can be written as
〈Aaµ(x˜)A
b
ν(y˜)〉 = δ
ab
∑∫
Q˜
eiQ˜·(x˜−y˜)
[
P Tµν(Q˜)
Q˜2 +ΠT (Q˜)
+
PEµν(Q˜)
Q˜2 +ΠE(Q˜)
+ ξ
q˜µq˜ν
(Q˜2)2
]
, (B.3)
where ξ is the gauge parameter. The Hard Thermal Loop [41, 42] contributions read
ΠT (Q˜) =
m2D
2
{
(iq˜0)
2
q˜2
+
iq˜0
2|q˜|
[
1−
(iq˜0)
2
q˜2
]
ln
iq˜0 + |q˜|
iq˜0 − |q˜|
}
, (B.4)
ΠE(Q˜) = m
2
D
[
1−
(iq˜0)
2
q˜2
][
1−
iq˜0
2|q˜|
ln
iq˜0 + |q˜|
iq˜0 − |q˜|
]
, (B.5)
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where q˜0 denotes bosonic Matsubara frequencies, and
m2D = g
2T 2
(
Nc
3
+
Nf
6
)
. (B.6)
In the limit iq˜0 → 0 but with |q˜| 6= 0, ΠT → 0, ΠE → m
2
D, while for |q˜| → 0 with iq˜0 6= 0,
ΠT , ΠE → m
2
D/3.
After analytic continuation, iq˜0 → q
0 + i0+, the propagators become
1
Q˜2 +ΠT (E)(q˜0, q˜)
→
1
−(q0 + i0+)2 + q2 +ΠT (E)(−i(q0 + i0+),q)
, (B.7)
where
ΠT (−i(q
0 + i0+),q) =
m2D
2
{
(q0)2
q2
+
q0
2|q|
[
1−
(q0)2
q2
]
ln
q0 + i0+ + |q|
q0 + i0+ − |q|
}
, (B.8)
ΠE(−i(q
0 + i0+),q) = m2D
[
1−
(q0)2
q2
][
1−
q0
2|q|
ln
q0 + i0+ + |q|
q0 + i0+ − |q|
]
. (B.9)
For |q0| > |q|, ΠT ,ΠE are real. For |q
0| < |q|, they have an imaginary part. In particular,
for |q0| ≪ |q|, we get
ΠT ≈
m2D
2
{
−ipi
q0
2|q|
+ 2
(q0)2
q2
+ ...
}
, (B.10)
ΠE ≈ m
2
D
{
1 + ipi
q0
2|q|
− 2
(q0)2
q2
+ ...
}
. (B.11)
The Hard Thermal Loop resummation of course only describes the behaviour correctly for
|q| ∼ gT ; for instance, for |q| ∼ g2T , loop corrections within the Hard Thermal Loop effective
theory are large, and the small-frequency behaviour of the full ΠT is determined by a “colour
conductivity” rather than Eq. (B.10): ΠT ∼ −iσq
0, where σ ∼ T/ ln(1/g) [43, 44].
The spectral functions ρT , ρE that are needed in the text follow by taking the imaginary
part, or discontinuity (cf. Eq. (3.5)), of the right-hand side of Eq. (B.7). In particular,
ρT (q
0,q) =


pi sign(q0)δ
(
(q0)2 − q2 − ReΠT
)
, |q0| > |q|
pim2D
q0
4|q|5
, |q0| ≪ |q|
, (B.12)
ρE(q
0,q) =


pi sign(q0)δ
(
(q0)2 − q2 − ReΠE
)
, |q0| > |q|
−pim2D
q0
2|q|(q2 +m2D)
2
, |q0| ≪ |q|
. (B.13)
Again, “soft” loop corrections to these expressions are large for ultrasoft momenta, |q| ∼ g2T .
Moreover, loop corrections are also significant around the plasmon poles, i.e. the δ-functions
in Eqs. (B.12), (B.13), where a finite plasmon decay width gets generated [45].
15
References
[1] N. Brambilla et al., Heavy quarkonium physics, hep-ph/0412158.
[2] T. Matsui and H. Satz, Phys. Lett. B 178 (1986) 416.
[3] L.D. McLerran and T. Toimela, Phys. Rev. D 31 (1985) 545; H.A. Weldon, Phys. Rev.
D 42 (1990) 2384; C. Gale and J.I. Kapusta, Nucl. Phys. B 357 (1991) 65.
[4] S. Digal, P. Petreczky and H. Satz, Phys. Lett. B 514 (2001) 57 [hep-ph/0105234];
C.Y. Wong, Phys. Rev. C 72 (2005) 034906 [hep-ph/0408020]; F. Arleo, J. Cugnon
and Y. Kalinovsky, Phys. Lett. B 614 (2005) 44 [hep-ph/0410295]; M. Mannarelli and
R. Rapp, Phys. Rev. C 72 (2005) 064905 [hep-ph/0505080]; W.M. Alberico, A. Be-
raudo, A. De Pace and A. Molinari, Phys. Rev. D 72 (2005) 114011 [hep-ph/0507084];
hep-ph/0612062; A. Mo´csy and P. Petreczky, Phys. Rev. D 73 (2006) 074007
[hep-ph/0512156].
[5] O. Kaczmarek, F. Karsch, F. Zantow and P. Petreczky, Phys. Rev. D 70 (2004) 074505
[Erratum-ibid. D 72 (2005) 059903] [hep-lat/0406036]; O. Kaczmarek and F. Zantow,
Phys. Rev. D 71 (2005) 114510 [hep-lat/0503017]; hep-lat/0506019; Y. Maezawa, S. Ejiri,
T. Hatsuda, N. Ishii, N. Ukita, S. Aoki and K. Kanaya, hep-lat/0610013.
[6] S. Nadkarni, Phys. Rev. D 33 (1986) 3738; A.K. Rebhan, Nucl. Phys. B 430
(1994) 319 [hep-ph/9408262]; E. Braaten and A. Nieto, Phys. Rev. Lett. 74 (1995)
3530 [hep-ph/9410218]; P. Arnold and L.G. Yaffe, Phys. Rev. D 52 (1995) 7208
[hep-ph/9508280].
[7] O. Jahn and O. Philipsen, Phys. Rev. D 70 (2004) 074504 [hep-lat/0407042].
[8] T. Umeda, K. Nomura and H. Matsufuru, Eur. Phys. J. C 39S1 (2005) 9
[hep-lat/0211003]; M. Asakawa and T. Hatsuda, Phys. Rev. Lett. 92 (2004) 012001
[hep-lat/0308034]; S. Datta, F. Karsch, P. Petreczky and I. Wetzorke, Phys. Rev. D 69
(2004) 094507 [hep-lat/0312037]; H. Iida, T. Doi, N. Ishii, H. Suganuma and K. Tsumura,
Phys. Rev. D 74 (2006) 074502 [hep-lat/0602008]; G. Aarts, C.R. Allton, R. Morrin,
A.P.O. Cais, M.B. Oktay, M.J. Peardon and J.I. Skullerud, PoS LAT2006 (2006) 126
[hep-lat/0610065]; A. Jakova´c, P. Petreczky, K. Petrov and A. Velytsky, Phys. Rev. D
75 (2007) 014506 [hep-lat/0611017].
[9] G. Cuniberti, E. De Micheli and G.A. Viano, Commun. Math. Phys. 216 (2001) 59.
[10] K. Peeters, J. Sonnenschein and M. Zamaklar, Phys. Rev. D 74 (2006) 106008
[hep-th/0606195]; H. Liu, K. Rajagopal and U.A. Wiedemann, hep-ph/0607062;
M. Chernicoff, J.A. Garc´ıa and A. Gu¨ijosa, JHEP 09 (2006) 068 [hep-th/0607089];
E. Ca´ceres, M. Natsuume and T. Okamura, JHEP 10 (2006) 011 [hep-th/0607233];
16
S.D. Avramis, K. Sfetsos and D. Zoakos, Phys. Rev. D 75 (2007) 025009
[hep-th/0609079].
[11] A. Hart, M. Laine and O. Philipsen, Nucl. Phys. B 586 (2000) 443 [hep-ph/0004060].
[12] M. Laine and M. Vepsa¨la¨inen, JHEP 02 (2004) 004 [hep-ph/0311268].
[13] M. Laine and Y. Schro¨der, JHEP 03 (2005) 067 [hep-ph/0503061]; PoS LAT2005 (2006)
180 [hep-lat/0509104].
[14] T. Umeda, hep-lat/0610019; Y. Maezawa, N. Ukita, S. Aoki, S. Ejiri, T. Hatsuda, N. Ishii
and K. Kanaya [WHOT-QCD Collaboration], hep-lat/0702004.
[15] J.P. Blaizot, E. Iancu and A. Rebhan, Phys. Lett. B 523 (2001) 143 [hep-ph/0110369].
[16] A. Vuorinen, Phys. Rev. D 67 (2003) 074032 [hep-ph/0212283].
[17] R.V. Gavai, S. Gupta and P. Majumdar, Phys. Rev. D 65 (2002) 054506
[hep-lat/0110032]; C. Bernard et al. [MILC Collaboration], Phys. Rev. D 71 (2005)
034504 [hep-lat/0405029]; C.R. Allton et al., Phys. Rev. D 71 (2005) 054508
[hep-lat/0501030]; R.V. Gavai and S. Gupta, Phys. Rev. D 73 (2006) 014004
[hep-lat/0510044]; A. Hietanen and K. Rummukainen, PoS LAT2006 (2006) 137
[hep-lat/0610111].
[18] P. Giovannangeli and C.P. Korthals Altes, Nucl. Phys. B 721 (2005) 1 [hep-ph/0212298];
Nucl. Phys. B 721 (2005) 25 [hep-ph/0412322].
[19] F. Bursa and M. Teper, JHEP 08 (2005) 060 [hep-lat/0505025]; P. de Forcrand and
D. Noth, Phys. Rev. D 72 (2005) 114501 [hep-lat/0506005]; P. de Forcrand, B. Lucini
and D. Noth, PoS LAT2005 (2006) 323 [hep-lat/0510081].
[20] K. Kajantie, M. Laine, K. Rummukainen and Y. Schro¨der, Phys. Rev. D 67 (2003)
105008 [hep-ph/0211321]; M. Laine and Y. Schro¨der, Phys. Rev. D 73 (2006) 085009
[hep-ph/0603048].
[21] M. Laine, O. Philipsen, P. Romatschke and M. Tassler, in preparation.
[22] W.E. Caswell and G.P. Lepage, Phys. Lett. B 167 (1986) 437; N. Brambilla, A. Pineda,
J. Soto and A. Vairo, Rev. Mod. Phys. 77 (2005) 1423 [hep-ph/0410047].
[23] M. Le Bellac, Thermal Field Theory (Cambridge University Press, Cambridge, 2000).
[24] J.I. Kapusta and C. Gale, Finite-Temperature Field Theory: Principles and Applications
(Cambridge University Press, Cambridge, 2006).
[25] P. Ginsparg, Nucl. Phys. B 170 (1980) 388; T. Appelquist and R.D. Pisarski, Phys. Rev.
D 23 (1981) 2305.
17
[26] K. Kajantie, M. Laine, K. Rummukainen and M. Shaposhnikov, Nucl. Phys. B 458 (1996)
90 [hep-ph/9508379].
[27] E. Braaten and A. Nieto, Phys. Rev. D 53 (1996) 3421 [hep-ph/9510408].
[28] K. Kajantie, M. Laine, K. Rummukainen and M. Shaposhnikov, Nucl. Phys. B 503 (1997)
357 [hep-ph/9704416].
[29] D. Bo¨deker, Nucl. Phys. B 486 (1997) 500 [hep-th/9609170]; D. Bo¨deker, M. Laine and
O. Philipsen, Nucl. Phys. B 513 (1998) 445 [hep-ph/9705312].
[30] D.Y. Grigoriev and V.A. Rubakov, Nucl. Phys. B 299 (1988) 67; J. Ambjørn,
T. Askgaard, H. Porter and M.E. Shaposhnikov, Nucl. Phys. B 353 (1991) 346;
J. Ambjørn and A. Krasnitz, Nucl. Phys. B 506 (1997) 387 [hep-ph/9705380].
[31] G.D. Moore and K. Rummukainen, Phys. Rev. D 61 (2000) 105008 [hep-ph/9906259].
[32] D. Bo¨deker, G.D. Moore and K. Rummukainen, Phys. Rev. D 61 (2000) 056003
[hep-ph/9907545].
[33] M. Hindmarsh and A. Rajantie, Phys. Rev. D 64 (2001) 065016 [hep-ph/0103311].
[34] J. Garc´ıa-Bellido, D.Y. Grigoriev, A. Kusenko and M.E. Shaposhnikov, Phys. Rev. D 60
(1999) 123504 [hep-ph/9902449]; J. Garc´ıa-Bellido, M. Garc´ıa Pe´rez and A. Gonza´lez-
Arroyo, Phys. Rev. D 69 (2004) 023504 [hep-ph/0304285]; A. Tranberg and J. Smit,
JHEP 08 (2006) 012 [hep-ph/0604263].
[35] A. Rebhan, P. Romatschke and M. Strickland, JHEP 09 (2005) 041 [hep-ph/0505261];
P. Arnold and G.D. Moore, Phys. Rev. D 73 (2006) 025006 [hep-ph/0509206].
[36] D. Bo¨deker, L.D. McLerran and A. Smilga, Phys. Rev. D 52 (1995) 4675
[hep-th/9504123]; P. Arnold, D. Son and L.G. Yaffe, Phys. Rev. D 55 (1997) 6264
[hep-ph/9609481]; P. Arnold, Phys. Rev. D 55 (1997) 7781 [hep-ph/9701393].
[37] D. Bo¨deker and M. Laine, Phys. Lett. B 416 (1998) 169 [hep-ph/9707489].
[38] G. Aarts and J. Smit, Nucl. Phys. B 511 (1998) 451 [hep-ph/9707342]; W. Buchmu¨ller
and A. Jakova´c, Nucl. Phys. B 521 (1998) 219 [hep-th/9712093].
[39] M.J. Teper, Phys. Rev. D 59 (1999) 014512 [hep-lat/9804008]; B. Lucini and M. Teper,
Phys. Rev. D 66 (2002) 097502 [hep-lat/0206027].
[40] P. Giovannangeli, Nucl. Phys. B 738 (2006) 23 [hep-ph/0506318].
[41] V.P. Silin, Sov. Phys. JETP 11 (1960) 1136 [Zh. Eksp. Teor. Fiz. 38 (1960) 1577];
V.V. Klimov, Sov. Phys. JETP 55 (1982) 199 [Zh. Eksp. Teor. Fiz. 82 (1982) 336];
H.A. Weldon, Phys. Rev. D 26 (1982) 1394.
18
[42] R.D. Pisarski, Phys. Rev. Lett. 63 (1989) 1129; J. Frenkel and J.C. Taylor, Nucl. Phys. B
334 (1990) 199; E. Braaten and R.D. Pisarski, Nucl. Phys. B 337 (1990) 569; J.C. Taylor
and S.M.H. Wong, Nucl. Phys. B 346 (1990) 115.
[43] D. Bo¨deker, Phys. Lett. B 426 (1998) 351 [hep-ph/9801430].
[44] P. Arnold, D.T. Son and L.G. Yaffe, Phys. Rev. D 59 (1999) 105020 [hep-ph/9810216];
D. Bo¨deker, Nucl. Phys. B 566 (2000) 402 [hep-ph/9903478]; Nucl. Phys. B 559 (1999)
502 [hep-ph/9905239]; P. Arnold and L.G. Yaffe, Phys. Rev. D 62 (2000) 125014
[hep-ph/9912306]; D. Bo¨deker, Nucl. Phys. B 647 (2002) 512 [hep-ph/0205202].
[45] E. Braaten and R.D. Pisarski, Phys. Rev. D 42 (1990) 2156.
19
