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Many-body techniques based on the double unitary coupled cluster ansatz (DUCC) can be used
to downfold electronic Hamiltonians into low-dimensional active spaces. It can be shown that the
resulting dimensionality reduced Hamiltonians are amenable for quantum computing. Recent stud-
ies performed for several benchmark systems using quantum phase estimation (QPE) algorithms
demonstrated that these formulations can recover a significant portion of ground-state dynamical
correlation effects that stem from the electron excitations outside of the active space. These re-
sults have also been confirmed in studies of ground-state potential energy surfaces using quantum
simulators. In this letter, we study the effectiveness of the DUCC formalism in describing excited
states. We also emphasize the role of the QPE formalism and its stochastic nature in discover-
ing/identifying excited states or excited-state processes in situations when the knowledge about the
true configurational structure of a sought after excited state is limited or postulated (due to the
specific physics driving excited-state processes of interest). In this context, we can view the QPE
algorithm as an engine for verifying various hypotheses for excited-state processes and providing
statistically meaningful results that correspond to the electronic state(s) with the largest overlap
with a postulated configurational structure. We illustrate these ideas on examples of strongly cor-
related molecular systems, characterized by small energy gaps and high density of quasi-degenerate
states around the Fermi level.
I. INTRODUCTION
There is significant interest in applying quantum com-
puting techniques to describe and simulate chemical sys-
tems and processes [1–17]. The approach brings hope to
addressing the exponential barriers limiting the applica-
bility of exact diagonalization procedures (or full config-
uration interaction methods), and also to provide access
to complicated multi-configurational electronic states,
which often can not be identified or described by vast
classes of approximate methods used in routine simula-
tions. Of special interest is the application to strongly
correlated molecular systems characterized by small en-
ergy gaps between occupied and unoccupied orbitals
where multiple electronic states that are defined by com-
plex collective phenomena exist, usually involving higher
than single excitations in the corresponding wavefunction
expansions.
Even though impressive progress has been achieved in
the development of wavefunction-based excited-state ap-
proaches such as complete-active-space perturbation the-
ory (CASPT) [18, 19], multi-reference NEVPT [20, 21],
configuration interaction [22], equation-of-motion cou-
pled cluster (EOMCC) [23–29], multi-reference coupled
cluster (MRCC) [30–47], and the density matrix renor-
malization group (DMRG) [48–51], problems with the de-
scription of complicated states dominated by high-rank
excitations still exist. For example, in order to cap-
ture these states with EOMCC formalisms one needs
to include higher-than-double excitations [52]. For dou-
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bly excited states, the "minimum" level of theory to
tackle these states is EOMCC with singles, doubles,
and triples (EOMCCSDT) [53, 54] although in several
cases it may not provide a quantitative level of accu-
racy [55]. These problems commonly occur even for small
molecular systems and it is reasonable to expect that
they may intensify for larger systems and strongly cor-
related systems (transition metal oxides, metal clusters,
actinides) with a high density of states located around the
Fermi level. Recently, a significant progress in addressing
these problems has been achieved by integrating stochas-
tic configuration interaction (CI) Quantum Monte Carlo
(QMC) framework [56, 57] with deterministic EOMCC
formulations.[58] Another interesting aspect of model-
ing these complex excited states is the attainability of
these states in situations where their initial configura-
tional structure cannot be easily obtained to commence
convergent iterative procedures.
Progress in the development of quantum algorithms
may provide alternative solutions to these problems. The
recent application of variational quantum eigensolvers
(VQE) [5, 8, 11, 12, 59–61] and quantum phase estima-
tion (QPE) [6, 62–69] to excited states [61, 70] demon-
strate that excited states can be effectively simulated on
the quantum computers while at the same time bypassing
the problems of conventional computing and approximate
formulations.
In this paper, we present an excited state extension of
recently developed techniques for active-space downfold-
ing of the electronic Hamiltonian based on the double
unitary coupled cluster (DUCC) transformation. This
is combined with QPE simulations available in the Mi-
crosoft Quantum Development Kit (QDK) [70, 71] to il-
lustrate the excited-state version of DUCC formalism on
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2the examples of H2 at equilibrium and stretched bond
lengths and two H4 models: (1) trapezoidal H4, which is a
popular benchmark system for studying quasi-degenerate
states [72] and (2) a linear H4 molecule, which was in-
tensively studied in the context of singlet fission pro-
cesses [73]. For each of these system, we perform QPE
simulations to characterize the structure of excited states
using DUCC effective Hamiltonians. Moreover, we carry
out a number of QPE simulations to investigate the role
and effect of different initial guesses which are based on
limited knowledge about the excited state of interest.
II. THEORY OF DUCC DOWNFOLDED
HAMILTONIANS
In Ref. [74], we introduced the unitary extension of the
sub-system embedding sub-algebra CC approach (SES-
CC) [75] which utilizes the double unitary CC expansion
|Ψ〉 = eσexteσint |Φ〉 . (1)
The character of the expansion (1) is similar to the ex-
pansion discussed in the single-reference formulation of
the active-space coupled cluster formalism,[76, 77] (see
also Refs. [78, 79]) which also utilizes the decomposition
of the cluster operator into internal and external parts.
In analogy to Ref. [74], σint and σext are the anti-
Hermitian operators (σ†int = −σint and σ†ext = −σext)
defined by excitations/de-excitations within and out-
side of active space, respectively. To be more precise,
the amplitudes defining the σext operator must carry at
least one inactive spin-orbital index. Using Ansatz. 1 in
Schrödinger’s equation, one obtains equations for cluster
amplitudes and the corresponding energy
Qe−σinte−σextHeσexteσint |Φ〉 = 0, (2)
〈Φ|e−σinte−σextHeσexteσint |Φ〉 = E, (3)
where Q is a projection operator on the space spanned by
determinants orthogonal to the reference function |Φ〉. In
these and subsequent equations, we consider the case of
the exact limit (σint and σext include all possible excita-
tions). In Ref. [74], we showed that when σint contains all
possible excitations/de-excitations within the complete
active space, the energy of the system Eq. (2) can be ob-
tained by diagonalizing the DUCC effective Hamiltonian
H¯
eff(DUCC)
ext e
σint |Φ〉 = Eeσint |Φ〉 , (4)
where
H¯
eff(DUCC)
ext = (P +Qint)H¯
DUCC
ext (P +Qint) (5)
and
H¯DUCCext = e
−σextHeσext . (6)
In the above eigenvalue problem, the eσint |Φ〉 expansion
defines a corresponding eigenvector and P and Qint are
projection operators onto the reference function |Φ〉 and
excited determinants in the active space orthogonal to
|Φ〉, respectively.
To show this property it is sufficient to introduce the
resolution of identity eσinte−σint to the left of the H¯DUCCext
operator in
(P +Qint)H¯
DUCC
ext e
σint |Φ〉 = E(P +Qint)eσint |Φ〉 , (7)
where we explicitly used the property of the eσint |Φ〉 ex-
pansion
(P +Qint)e
σint |Φ〉 = eσint |Φ〉 , (8)
and to notice that e−σintH¯DUCCext eσint =
e−σinte−σextHeσexteσint . Next, using matrix repre-
sentation of the σint operator in the CAS space denoted
as σint this equation can be re-written as
[eσint ][y] = 0 , (9)
where the first component of the [y] vector is equiv-
alent to 〈Φ|e−σinte−σextHeσexteσint |Φ〉 − E while the
remaining components correspond to projections of
e−σinte−σextHeσexteσint |Φ〉 onto excited configurations be-
longing to Qint. The [eσint ] matrix is also non-singular,
which is a consequence of the formula
det(eσint) = eTr(σint) = 1 (10)
and the anti-Hermitian character of the σint matrix, i.e.,
Tr(σint) = 0 (where real character of σint cluster am-
plitudes is assumed). Given the non-singular character
of the [eσint ] matrix (see also Ref. [74]), this proves the
equivalence of these two representations.
The proof of the above property is not limited to the
ground state and can be extended to any electronic state
described by Ansatz. 1 and Eqs. (2) and (3). Assuming
that this ansatz can describe excited states, the DUCC
effective Hamiltonian formalism can be used in the con-
text of excited-state simulations. We will denote general
DUCC solution corresponding to the K-th state as
|Ψ(K)〉 = eσext(K)eσint(K) |Φ〉 , (11)
where the K-th state energy can be obtained from diag-
onalizing the state-specific effective Hamiltonian
H¯
eff(DUCC)
ext (K)e
σint(K) |Φ〉 = EKeσint(K) |Φ〉 , (12)
where
H¯
eff(DUCC)
ext (K) = (P +Qint)H¯
DUCC
ext (K)(P +Qint), (13)
and
H¯DUCCext (K) = e
−σext(K)Heσext(K). (14)
Similar to the ground-state effective/downfolded Hamil-
tonians, the operators H¯eff(DUCC)ext (K) are Hermitian and
therefore amenable to real-time simulation on a quantum
3computer. In analogy to the ground-state representation
of DUCC, we will assume that
σint(K)
† = −σint(K) σext(K)† = −σext(K) (15)
and
σint(K) = Sint(K)− Sint(K)†, (16)
σext(K) = Sext(K)− Sext(K)†, (17)
where Sint(K) and Sext(K) are CC-type cluster opera-
tors producing excitations within and outside the active
space, respectively, when acting on the reference function
|Φ〉.
If the exact form of the operator σext(K) (or Sext(K))
is known, the effective Hamiltonian H¯eff(DUCC)ext (K) can
be diagonalized to find corresponding exact energy EK .
In practice, in likeness to the ground-state formula-
tion, we obtain an approximate model σext(K) opera-
tor by way of calculations with excited-state CC mod-
els. Additionally, we previously employed in ground-
state DUCC [74] the many-body form of the effective
Hamiltonian H¯eff(DUCC)ext driven by the perturbative anal-
ysis of the ground-state energy expansion. However, the
same arguments cannot be invoked in the context of
the excited-state variant of H¯DUCCext (K). Instead, in the
analysis of the excited states we use a basic expansion
for H¯DUCCext (K) given by an expression involving a single
commutator:
H¯DUCCext (K) = e
−σext(K)Heσext(K)
' H + [H,σext(K)]. (18)
In this paper, we explore a simple strategy based on
the utilization of the excited-state wavefunction in the
equation-of-motion CC parametrization
∣∣ΨEOMCCK 〉,∣∣ΨEOMCCK 〉 = RKeT |Φ〉 , (19)
as a reference to extract the relevant information about
σext(K). In the above equation, the cluster operator
T satisfies the CC equations and the excitation oper-
ator RK (corresponding to K-th excited state) is ob-
tained through diagonalization of the similarity trans-
formed Hamiltonian H¯ = e−THeT . Since Ansatz. 11 rep-
resents a normalized state, in order to compare with the
corresponding EOMCC expansion in the exact wavefunc-
tion limit, one needs to use a normalized form
∣∣∣Ψ˜EOMCCK 〉
of Eq. (19)∣∣∣Ψ˜EOMCCK 〉 = NKRKeT |Φ〉 = eσext(K)eσint(K) |Φ〉 ,
(20)
where
NK =
1√
〈ΨEOMCCK
∣∣ΨEOMCCK 〉 . (21)
In the simplest approximate variants we use the EOM-
CCSD approximations (EOMCC with singles and dou-
bles [24]) to extract singly- (Sext,1(K)) and doubly-
excited (Sext,2(K)) components of the Sext(K) operator
Sext,1(K) |Φ〉 ' Qext,1
∣∣∣Ψ˜EOMCCK 〉 , (22)
Sext,2(K) |Φ〉 ' Qext,2
∣∣∣Ψ˜EOMCCK 〉 , (23)
where Qext,1 and Qext,2 are projections operator on sub-
spaces of singly and doubly excited external excitations,
respectively. In Eq. (22) and Eq. (23), we approximate∣∣∣Ψ˜EOMCCK 〉 ≈ ∣∣ΨEOMCCSDK (A)〉, which is defined in the
following way:∣∣ΨEOMCCSDK (A)〉 =
(P +Q1 +Q2)(RK,0 +RK,1 +RK,2)e
T1+T2 |Φ〉 , (24)
where Q1 and Q2 operators are projection operators on
spaces of singly and doubly excited configurations, RK,i
(i = 0, 1, 2) represent EOMCC excitation operators pro-
ducing i-tuply excited configurations when acting onto
reference functions, and T1 and T2 are the singly and
doubly excited cluster operators. In our approxima-
tion, referred to as the DUCC-ex(K) approach, we use
T1 and T2 from standard CCSD calculations, and RK,i
(i = 0, 1, 2) from standard EOMCCSD diagonalization
procedure. Consequently, Sext,1(K) and Sext,2(K) take
the following form
Sext,1(K) |Φ〉 ' NK(A)Qext,1(RK,0T1 +RK,1) |Φ〉 ,
(25)
Sext,2(K) |Φ〉 ' NK(A)Qext,2(RK,0(T2 + 1
2
T 21 )
+RK,1T1 +RK,2) |Φ〉 , (26)
where
NK(A) =
1√
〈ΨEOMCCK (A)
∣∣ΨEOMCCK (A)〉 . (27)
As in the ground-state case, the DUCC-ex(K) approxi-
mation is defined by the length of the commutator ex-
pansion and the source of the σext(K) amplitudes. Since
the EOMCCSD approximation is used to define σext(K),
one should expect that this scheme to work in cases where
EOMCCSD approach delivers reliable results and active-
space used in the state-selective DUCC-ex(K) formalism
capable to capture main configurations corresponding to
K-th state.
III. TRIAL WAVEFUNCTION
As described in Ref. [70], the distribution of energies
for the ground and excited states from the QPE algo-
rithm is determined by the Hamiltonian and a trial wave-
function composed of a superposition of Slater determi-
nants. As abstractly illustrated in Fig. 1, the trial wave-
function may have overlap with several states (|Ψ1〉 and
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FIG. 1. An abstract representation of how a trial wavefunc-
tion may have overlap with several states (|Ψ1〉 and |Ψ2〉) and
be orthogonal to others (|Ψ3〉). In this figure, Pi represents
the probability of sampling the i-th state in a simulation with
the QPE algorithm.
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FIG. 2. A typical distribution of energies for a strongly corre-
lated system obtained from several simulations with the QPE
algorithm. This particular spread of energies corresponds to
the DUCC-ex(2 1Ag) results for H2 at a stretched geometry
(RH−H = 10 a.u.) (see Section IV).
|Ψ2〉 in Fig. 1 and be orthogonal to others (|Ψ3〉 in Fig. 1.
The probability of obtaining an energy estimate for a par-
ticular state is proportional to the amount of overlap of
the trial wave with that state’s corresponding wave func-
tion, relative to all other overlaps. Through repeated
simulations, one can obtain a distribution of energies for
several states at the same time. The stochastic nature
of the QPE algorithm is unlike any other current quan-
tum algorithm which only provide energy estimates for
a single targeted state. This also opens up opportuni-
ties to find and chronicle exotic and novel states that are
unobtainable with conventional computing and current
approximate formulations.
IV. NUMERICAL TESTS
We performed a series of numerical tests with the QDK
simulator [70] for three systems characterized by strong
𝛼 ∗ 𝜋 𝛼 ∗ 𝜋𝑅 = 2.0 𝑎. 𝑢. 𝑅
𝑅
𝑅+ = 1.6 Å 𝑅/ = 1.4 Å 𝑅+
(a)
(b)
FIG. 3. H4 models employed in excited-state simulations (see
text for details).
ground-state correlation effects and low-lying singlet ex-
cited states defined by complicated multi-reference con-
figurational structures: (1) H2 systems for H–H separa-
tion corresponding to the equilibrium (RH−H = 1.4008
a.u.) and a stretched geometry (RH−H = 10 a.u.), (2) H4
system in the trapezoidal configuration corresponding to
geometrical parameter α equal to 0.001 (see Fig. 3(a))
- for this geometry one can observe a strong quasi-
degeneracy of low-lying electronic states, and (3) linear
form of H4 used in studies of singlet fission processes
(see Fig. 3(b)). Special attention is paid to singlet doubly
excited states which pose a significant challenge to exist-
ing many-body methodologies. For systems considered
here we employ the cc-pVTZ basis set [80] and we corre-
late all electrons in all calculations. Since the QDK can-
not exploit spatial symmetry, all QPE simulations were
performed using C1 symmetry. For simplicity, we will re-
fer to the D2h, C2v, and D2h irreducible representations
of the H2, H4 trapezoidal, and H4 linear systems, re-
spectively, when reporting full configuration interaction
((FCI) numbers obtained with NWChem [81] (or equiv-
alently, EOMCCSD or EOMCCSDTQ results for the H2
and H4 models, respectively).
For H2 models, we examine the performance of the
bare and DUCC-ex transformed Hamiltonians for ex-
cited states, which have a significant (A) or partial (PA)
amount of leading characteristic excitations in the active
space, which contains one occupied and three lowest-lying
RHF orbitals. Energies of these states forRH−H = 1.4008
a.u. and RH−H = 10.0 a.u. are shown in Tables I and II,
respectively. In Table I, we consider three states 2 1Ag,
3 1Ag, and 5 1Ag, which are either comprehensively de-
scribed within the active space (2 1Ag) or have a signifi-
cant overlap with it (3 1Ag and 5 1Ag states). The 2 1Ag is
dominated by
∣∣Φ31〉 and ∣∣Φ3¯1¯〉 single excitations, while the
two other states have non-negligible out-of-active-space
components. For example, 3 1Ag state is dominated by∣∣Φ22¯11¯〉 excitation but contains important component orig-
inating in the
∣∣Φ71〉 and ∣∣Φ7¯1¯〉 excitations. In a similar
5way, the 5 1Ag state is dominated by
∣∣Φ33¯11¯〉 excitations
but it also contains important contributions from
∣∣Φ37¯11¯〉
and
∣∣Φ73¯11¯〉 configurations, which do not belong to the ac-
tive space.
When the bare Hamiltonian for H2 at equilibrium is
diagonalized in the active space, all three excited states
can be observed. To improve the distribution and get a
better statistical sampling for the excited states (partic-
ularly 3 1Ag), the initial wavefunction was chosen to be
the
∣∣Φ22¯11¯〉 configuration, although it is not necessary to
track these excited states. Unfortunately, there is a sig-
nificant difference between the FCI energies and energies
obtained by diagonalizing the bare Hamiltonian with er-
rors of over 18 milliHartree for 2 1Ag and 50 milliHartree
for 3 1Ag and 5 1Ag.
The DUCC-ex formalism for the 2 1Ag state (DUCC-
ex(2 1Ag)), where the similarity transformation is
driven by σext(K) corresponding to the 2 1Ag state
(see Eqs. (22) and (23)), provides an excellent agreement
to the FCI energies with an error less than 1 milliHartree,
a substantial improvement over the energy obtained with
the bare Hamiltonian. From Table I, one can notice that
by using the trial wavefunction 1√
2
(
∣∣Φ31〉+ ∣∣Φ3¯1¯〉), there is
a chance to describe not only target 2 1Ag (which given
the state-specific nature of the DUCC-ex approach is
the physical solution) but also other states, which have
non-zero overlap with the trial wavefunction (in this case
5 1Ag). For the 3 1Ag and 5 1Ag states, the effect of im-
portant out-of-active-space Slater determinants needs to
be determined perturbatively and is only approximately
captured by the corresponding σext(K) operators. Con-
sequently, the DUCC-ex(3 1Ag) and DUCC-ex(5 1Ag) re-
sults are less accurate compared to the DUCC-ex(2 1Ag)
case. However, the results obtained with the respec-
tive DUCC-ex(3 1Ag) and DUCC-ex(5 1Ag) Hamiltoni-
ans are still better compared to the diagonalization of
bare-Hamiltonian. Also, in the simulations for 3 1Ag and
5 1Ag all three states are observed when the initial wave-
functions are taken to be the leading excitation for the
corresponding state.
Compared to the equilibrium geometry, the H2 system
corresponding to the RH−H = 10.0 a.u. is characterized
by a larger number of excited states with a significant
overlap with active space. For RH−H = 10.0 a.u. one can
identify five excited states of Ag symmetry falling into
this category. As seen from Table II the low-lying excited
states can be efficiently described by the DUCC-ex for-
malism. For example, the DUCC-ex(2 1Ag) and DUCC-
ex(3 1Ag) Hamiltonians provide very accurate estimates
of the 2 1Ag and 3 1Ag states, which is quite remarkable
given the size of the active space. In both cases, one can
observe a significant improvement of the results obtained
by the diagonalization of the bare Hamiltonian in the
same active space, which provides a good illustration of
the efficiency of the DUCC-ex formalism, even in a sim-
ple case corresponding to single commutator expansion
of the DUCC-ex downfolded Hamiltonian. For higher ex-
cited states (5 1Ag, 6 1Ag, 7 1Ag), the DUCC-ex results
are less accurate, but still comparable to the results ob-
tained through the diagonalization of bare Hamiltonian
in the active space. This behavior is justified given the
complex excitation manifold describing the higher-lying
states and ought to be resolved with improved approxi-
mations for σext(K).
Table II also provides an excellent illustration of the
fact that trial wavefunction can be used to probe various
electronic states in quantum simulations. For example,
using the trial state
∣∣Φ22¯11¯〉 for QPE simulations of the
DUCC-ex(2 1Ag) Hamiltonian one can obtain a statis-
tically meaningful presence of states different from chal-
lenging doubly-excited 2 1Ag state, i.e., 1 1Ag (not shown
in the Table II), 3 1Ag, 5 1Ag, and 7 1Ag. This fact is as-
sociated with the strong quasi-degeneracy of the ground-
state and low-lying excited states with contribution from
the
∣∣Φ22¯11¯〉 Slater determinant. It is also worth mention-
ing that all states considered here are either purely dou-
bly excited states or states of mixed single- and doubly-
excited character, which usually pose a significant chal-
lenge for approximate EOMCC formulations. Analogous
situations are naturally occurring in strongly correlated
systems and the fact that QPE can deal with these chal-
lenging problems provides yet another argument in fa-
vor of developing quantum algorithms for excited states.
Similar behavior can also be seen in the case of the active-
space representation of the bare Hamiltonian. Although
the DUCC-ex approach is state-specific in its nature,
the appearance of other physically interpretable excited
states in the spectra of DUCC-ex Hamiltonians should
be explored further.
We exploited the state-specific nature of the DUCC-
ex approach in an attempt to describe the lowest-lying
fully symmetric 2 1A1 and 2 1Ag states (vide infra) of the
H4 system in trapezoidal (α = 0.001) (H4(a) system)
and linear configuration (H4(b) system) shown in Fig. 3.
For both systems, FCI results were obtained by running
EOMCCSDTQ calculations using C2v and D2h symme-
tries, respectively. The active space used to construct
DUCC effective Hamiltonians in both configurations in-
cludes the two occupied orbitals and the five lowest-lying
virtual orbitals. While the ground state for H4(a) dis-
closes strong quasidegeneracy effects between |Φ〉 and∣∣Φ33¯22¯〉 Slater determinants, for the H4(b) system these
effects slightly weaker. In the description of 2 1A1 state
of the H4(a) system the dominant role is played by the∣∣Φ33¯22¯〉 determinant, which almost entirely dictates the
corresponding wavefunction expansion. The 2 1Ag state
of H4(b) reveals a more multi-configurational structure
where determinants
∣∣Φ31〉, ∣∣Φ3¯1¯〉, ∣∣Φ42〉, ∣∣Φ4¯2¯〉, ∣∣Φ3412〉, ∣∣Φ3¯4¯1¯2¯〉,∣∣Φ33¯11¯〉, ∣∣Φ33¯22¯〉, and ∣∣Φ44¯22¯〉 all have a non-negligible contri-
6TABLE I. Total energies of low-lying singlet excited states of H2 system (RH−H = 1.4008 a.u.) of the Ag symmetry (all classical
calculations for H2 have been performed using D2h symmetry group). The values in parenthesis are errors relative to FCI. In
all calculations, restricted Hartree-Fock orbitals were used.
State FCI(a) DUCC-ex(2 1Ag) DUCC-ex(3 1Ag) DUCC-ex(5 1Ag) bare Hamiltonian
(Char.)(b) ini. SD: 1√
2
(
∣∣Φ31〉+ ∣∣∣Φ3¯1¯〉) ini. SD: ∣∣∣Φ22¯11¯〉 ini. SD: ∣∣∣Φ33¯11¯〉 ini. SD: ∣∣∣Φ22¯11¯〉
2 1Ag -0.5487 -0.5478 ± 0.0066 -0.5197 ± 0.0019 -0.5034 ± 0.0030 -0.5306 ± 0.0017
(A) (0.0009) (0.0290) (0.0453) (0.0181)
3 1Ag -0.1210 —– 0.0644 ± 0.0017 -0.0696 ± 0.0016 -0.0622 ± 0.0018
(PA) (0.0566) (0.0514) (0.0588)
5 1Ag 0.2310 0.2914 ± 0.0021 0.2819 ± 0.0065 0.2671 ± 0.0031 0.2842 ± 0.0014
(PA) (0.0604) (0.0508) (0.0361) (0.0532)
(a) Full configuration interaction calculations were performed using all 30 molecular orbitals. (b) Character of the electronic states is
determined by the active-space contribution: A - dominated by active-space configurations, PA - dominated by configurations not
belonging to active space.
TABLE II. Total energies of low-lying singlet excited states of H2 system (RH−H = 10 a.u.) of the Ag symmetry (all classical
calculations for H2 have been performed using D2h symmetry group). The values in parenthesis are errors relative to FCI. In
all calculations, restricted Hartree-Fock orbitals were used.
State FCI(a) DUCC-ex(2 1Ag) DUCC-ex(3 1Ag) DUCC-ex(5 1Ag) DUCC-ex(7 1Ag) bare Hamiltonian
(Char.)(b) ini. SD:
∣∣∣Φ22¯11¯〉 ini. SD: 1√2 (∣∣Φ31〉+ |Φ3¯1¯) ini. SD: ∣∣∣Φ33¯11¯〉 ini. SD: ∣∣∣Φ44¯11¯〉 ini. SD: ∣∣∣Φ22¯11¯〉
2 1Ag -0.5981 -0.6047 ± 0.0018 -0.5847 ± 0.0018 -0.5517 ± 0.0018 -0.5610 ± 0.0013 -0.5803 ± 0.0019
(A) (-0.0065) (0.0134) (0.0464) (0.0371) (0.0178)
3 1Ag -0.4873 -0.4825 ± 0.0045 -0.4848 ± 0.0050 -0.4747 ± 0.0043 -0.4785 ± 0.0035 -0.4795 ± 0.0043
(A) (0.0048) (0.0025) (0.0126) (0.0088) (0.0078)
5 1Ag -0.1040 -0.0812 ± 0.0018 -0.0779 ± 0.0017 -0.0625 ± 0.0018 -0.0592 ± 0.0020 -0.0763 ± 0.0017
(A) (0.0228) (0.0261) (0.0415) (0.0448) (0.0277)
6 1Ag 0.0238 —– —— 0.0405 ± 0.0016 0.0365 ± 0.0017 0.0368 ± 0.0024
(A) (0.0167) (0.0127) (0.0130)
7 1Ag 0.2326 0.2525 ± 0.0023 0.2545 ± 0.0019 0.2623 ± 0.0019 0.2584 ± 0.0017 0.2556 ± 0.0020
(A) (0.0199) (0.0219) (0.0297) (0.0258) (0.0230)
(a) Full configuration interaction calculations were performed using all 30 molecular orbitals. (b) Character of the electronic states is
determined by the active-space contribution: A - dominated by active-space configurations, PA - dominated by configurations not
belonging to active space.
bution to the wavefunction. As seen from Table III, we
are able to inspect the lowest-lying doubly excited state
for both systems with the bare Hamiltonian. It is im-
portant to note, that unlike the H2 systems, one must
use an initial guess that contains the
∣∣Φ33¯22¯〉 determinant
with some significant weight. Otherwise, only the ground
state will be observed. Even though these states can be
tracked with the bare Hamiltonians, they come with er-
rors of 73 millihartree for the H4(a) system and 38 milli-
hartree for the H4(b) system. As shown in Table III, the
DUCC-ex(2 1A1) approach can very efficiently reproduce
the FCI 2 1A1 energy with relative error less than 10 mil-
liHartree. As in the case of H2 system using
∣∣Φ33¯22¯〉 as a
initial state for quantum simulations one can observe a
statistical presence of states which have a non-negligible
overlap with this determinant. It is interesting to no-
tice that for the H4(b) system, the DUCC-ex results for
the 2 1Ag are less accurate and they provide comparable
results to the bare Hamiltonian energy. In our opinion,
this is associated with the strong multi-configurational
character of the corresponding wavefunction, where sim-
ple approximations Eqs. (25) and (26) may not provide
the desired level of accuracy.
7TABLE III. Total energies of low-lying singlet states of the H4 system of the A1 (H4(a)) or Ag (H4(b)) symmetry. The classical
calculations for H4 have been performed using either the C2v (H4(a)) or D2h (H4(b)) symmetry group. The values in parenthesis
are errors relative to FCI. In all calculations, restricted Hartree-Fock orbitals were used.
α=0.001 (H4(a) system)
State FCI(a) bare Hamiltonian DUCC-ex(2 1A1)
(Char.)(b) ini. SD:
∣∣∣Φ33¯22¯〉 ini. SD: ∣∣∣Φ33¯22¯〉
2 1A1 -2.0280 -1.9546 ± 0.0037 -2.0184 ± 0.0033
(A) (0.0734) (0.0096)
linear (H4(b) system)
State FCI(a) bare Hamiltonian DUCC-ex(2 1Ag)
(Char.)(b) ini. SD:
∣∣∣Φ33¯22¯〉 ini. SD: ∣∣∣Φ33¯22¯〉
2 1Ag -1.9901 -1.9513 ± 0.0052 -1.9458 ± 0.002894
(A) (0.0388) (0.0443)
(a) Full configuration interaction calculations were performed using all 60 molecular orbitals. (b) Character of the electronic states is
determined by the active-space contribution: A - dominated by active-space configurations, PA - dominated by configurations not
belonging to active space.
V. CONCLUSIONS
In this paper, we discussed the excited-state extension
of the DUCC formalism and its amenability for quantum
computing. Using simple approximation schemes based
on the utilization of the EOMCCSD wavefunction repre-
sentation and lowest-rank contribution stemming from a
single commutator electronic Hamiltonian and external
σext(K) operator, we were able to demonstrate that the
active-space representation of downfolded Hamiltonians
can be used to reproduce a large portion of excited-state
correlation effects. For H2 and H4(a) models, we ob-
served significant improvements in excited-state energies
compared to the diagonalization of bare Hamiltonian in
the active space, which was especially true for low-lying
states dominated by active-space contributions (usually
attributed to singly excited states and low-lying dou-
bly excited states). As expected, for active-space domi-
nated states characterized by higher excitation energies
and more complicated configurational structure, the effi-
ciency of a simple approximation schemes discussed here
deteriorates, which is indicative of the need for the in-
clusion of higher-order commutators and more efficient
estimates of the σext(K) operators. This issue will be ex-
plored in future research by coupling DUCC-ex formalism
with higher-rank EOMCC formulations. We have also
demonstrated that quantum phase estimation can pro-
vide an efficient tool for testing various "excited-state"
hypothesis for strongly correlated systems, which usu-
ally pose a significant challenge for existing many-body
formalism due to the need of inclusion of higher rank
excitation effects and high density of states in a nar-
row energy gap, which renders numerical identification
of state of interest numerically unfeasible. Instead, using
QPE techniques one can define hypothesis or trial state
and obtains in the course of calculation statistical foot-
print of all states that have non-negligible overlap with
the hypothesis state. Although this fact is a well-known
foundation of quantum computing, it deserves broader
exposure. The stochastic character of QPE may be very
useful in studies of excited-state processes, especially in
strongly correlated or metallic-like system.
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