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Résumé : Nous proposons une nouvelle méthode d’Analyse Discriminante, nommée Analyse Discrimi-
nante de Haute Dimension (HDDA), adaptée aux données de grande dimension. Notre approche est basée
sur l’hypothèse que les données de grande dimension vivent dans des sous-espaces dont la dimension in-
trinsèque est inférieure à la dimension de l’espace. Pour ce faire, nous réduisons tour à tour la dimension
des données de chaque classe et nous régularisons la matrice de covariance de la classe afin d’adapter le
modèle gaussien de l’analyse discriminante à ce type de données. Cette stratégie conduit à une nouvelle
règle de décision qui comporte un certain nombre de cas particuliers ayant une interprétation géométrique.
Nous présentons les résultats de la mise en œuvre de cette méthode de classification multi-classes sur des
données artificielles et réelles. En particulier, nous appliquons notre méthode à la reconnaissance de classe
d’objets dans des images naturelles.
Mots-clés : Analyse Discriminante, réduction de dimension, régularisation
This work was supported by the French department of Research through the ACI Masse de données (MoViStaR project)
∗ INRIA Rhône-Alpes, projet Mistis & LMC-IMAG, laboratoire SMS
† INRIA Rhône-Alpes, projet Lear
High Dimensional Discriminant Analysis
Abstract: We propose a new method for discriminant analysis, called High Dimensional Discriminant
Analysis (HHDA). Our approach is based on the assumption that high dimensional data live in different
subspaces with low dimensionality. Thus, HDDA reduces the dimension for each class independently and
regularizes class conditional covariance matrices in order to adapt the Gaussian framework to high di-
mensional data. This regularization is achieved by assuming that classes are spherical in their eigenspace.
HDDA is applied to recognize objects in natural images and its performances are compared to classical
classification methods.
Key-words: Discriminant analysis, dimension reduction, regularization
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Notations
Ci : ième classe connue a priori,
k : nombre total de classes,
p : dimension de l’espace total,
x : vecteur de Rp,
δ∗ : règle de décision de Bayes,
δ+ : règle de décision de l’HDDA,
πi : proportion de la classe Ci,
µi : moyenne de la classe Ci,
Σi : matrice de variance de la classe Ci,
Σ : matrice de variance commune à toutes les classes,
Σtotale : matrice de variance de l’ensemble des données,
Bi : base des vecteurs propres de Σi,
Qi : matrice de passage de la base canonique de Rp à Bi,
∆i : matrice de variance de la classe Ci dans Bi,
Ei : espace propre dans lequel vivent les données de la classe Ci,
Pi(.) : opérateur de projection sur Ei,
di : dimension de l’espace Ei,
E
⊥
i : espace supplémentaire de Ei,




HDDA : Analyse Discriminante de Haute Dimension,
RDA : Analyse Discriminante Régularisée,
EDDA : Analyse Discriminante à Décomposition Spectrale,
LDA : Analyse Discriminante Linéaire,
QDA : Analyse Discriminante Quadratique,
FDA : Analyse Discriminante Factorielle,
SVM : Machines à Vecteurs Supports.
INRIA
Analyse Discriminante de Haute Dimension 5
1 Introduction
L’apprentissage statistique est actuellement confronté à des données qui sont représentées dans des espaces
de très grande dimension. On retrouve, par exemple, cette caractéristique pour les données issues de la
biologie (puces ADN), de l’analyse textuelle ou de la vision par ordinateur. Cependant, la classification des
données de grande dimension est un problème très difficile. En effet, les recherches menées ces dernières
années ont montré que le traitement de ce type de données révèle des phénomènes très différents de ce que
l’on connaît dans les espaces usuels. En particulier, dans des espaces de grande dimension, les performances
des méthodes d’apprentissage statistique souffrent du phénomène bien connu du fléau de la dimension [3].
Le phénomène de l’espace vide [25], dû au fait que le volume total de l’espace croît exponentiellement
en fonction de la dimension [27, 8], nous permet de supposer que les données vivent dans des espaces de
dimension intrinsèque plus faible. L’approche que nous exposons dans ce rapport se propose de reformuler
le modèle statistique de l’Analyse Discriminante afin de prendre en compte les spécificités des données de
grande dimension.
Nous rappellerons tout d’abord, au paragraphe 2, le cadre général de l’Analyse Discriminante et le pro-
blème de la classification. Nous présenterons ensuite, au paragraphe 3, le modèle statistique adapté aux
données de grande dimension et la construction de la règle de décision de notre méthode appelée Analyse
Discriminante de Haute Dimension1. Nous détaillerons également, au paragraphe 4, les cas particuliers
issus de notre nouvelle règle de décision. Enfin, aux paragraphes 6 et 7, notre méthode sera mise en œuvre
et comparée à des méthodes de références sur des données synthétiques et réelles.
2 Cadre général de l’Analyse Discriminante
Le problème de l’Analyse Discriminante, également connue sous le nom de classification supervisée, est
de prédire l’appartenance d’un individu x à une classe parmi k. On distingue classiquement deux objectifs
principaux en Analyse Discriminante :
(i) descriptif : l’aspect descriptif vise à trouver une représentation qui permette l’interprétation des
groupes grâce aux variables explicatives.
(ii) décisionnel : dans ce cas, on cherche à définir la bonne affectation d’un nouvel individu dont on ne
connaît que les valeurs des variables explicatives. Cet aspect est particulièrement apprécié dans des
domaines où l’aspect diagnostic est essentiel.
Dans ce rapport, nous nous intéresserons plus particulièrement à l’aspect décisionnel qui est le plus impor-
tant et souvent le plus délicat. Nous allons tout d’abord rappeler le modèle probabiliste de la discrimination
avant de décrire les principales méthodes paramétriques d’Analyse Discriminante.
2.1 Le problème de la discrimination
Afin de prédire l’appartenance d’un individu x, décrit par p variables explicatives, à une classe parmi k
classes C1, ..., Ck définies a priori, nous disposons d’un ensemble d’apprentissage :
A = {(x1, c1), ..., (xn, cn), xi ∈ Rp, ci ∈ {1, ..., k}},
où le vecteur xi contient les valeurs prises par le ième individu sur les p variables explicatives et ci indique
le numéro de la classe à laquelle xi appartient. Nous allons utiliser l’échantillon A pour construire une
règle de décision δ qui associe à tout vecteur de Rp une des k classes :
δ : Rp −→ {1, ..., k},
x 7−→ c.
1High Dimensional Discriminant Analysis (HDDA) en anglais.
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2.2 La règle de décision de Bayes
Les méthodes paramétriques d’Analyse Discriminante font une hypothèse de normalité des classes. Les
densités de probabilité des variables explicatives conditionnellement aux classes p(x|Ci), ∀i = 1, ..., k








(x− µi)tΣ−1i (x − µi)
)
. (2.1)
La règle de décision optimale δ∗, dite règle de Bayes, affecte le point x à la classe qui a la probabilité a
posteriori maximum. La règle de décision δ∗ prend la forme suivante :
x ∈ Ci∗ , si i∗ = argmax
i=1,...,k
{p(Ci|x)}. (2.2)





où πi est la probabilité a priori de la classe Ci et où p(x) =
∑k
i=1 p(x|Ci). Par conséquent et comme les
dénominateurs de l’équation (2.3) sont communs pour chacune des k classes, la règle de Bayes consiste




Définition 2.1. Afin de faciliter l’écriture des règles de décision par la suite, nous allons définir la fonction
de coût Ki conditionnellement à la classe Ci, ∀i = 1, ..., k, de la façon suivante :
Ki : R
p −→ R,
x 7−→ −2 log(πip(x|Ci)).




2.3 Les principales méthodes d’Analyse Discriminante
Dans cette section, nous allons décrire brièvement les principales méthodes paramétriques d’Analyse Dis-
criminante. Pour plus de détails, on pourra consulter [7] et [23, chap. 18].
Analyse Discriminante Quadratique (QDA) Avec les hypothèses précédentes, la règle de décision δ∗
revient à minimiser la fonction de coût :
Ki(x) = (x− µi)tΣ−1i (x− µi) + log(det Σi) − 2 log(πi) + Cte, (2.5)
où la constante représente une quantité commune à toutes les classes et n’intervient donc pas dans la règle
de décision. Lorsque les Σi sont différentes, cette règle réalise des séparations quadratiques entre les classes
(voir Fig. 2.1-a). En pratique, cette méthode est pénalisée par l’estimation des nombreux paramètres quand
la dimension p devient grande.
Analyse Discriminante Quadratique à classes sphériques (QDAs) Afin de pallier la limitation précé-
dente, on peut faire l’hypothèse que les matrices de variance des classes sont proportionnelles à l’identité
Σi = σ
2
i Id, c’est à dire que les classes sont de forme sphérique. Avec ces hypothèses, la règle de décision




‖x− µi‖2 + 2p log(σi) − 2 log(πi) + Cte. (2.6)
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(a) (b)
FIG. 2.1 – Frontières de décision de (a) l’Analyse Discriminante Quadratique et de (b) l’Analyse Discri-
minante Linéaire sur un même jeu de données.
Analyse Discriminante Linéaire (LDA) Si, par rapport à l’Analyse Discriminante Quadratique, on fait
l’hypothèse supplémentaire d’égalité des matrices de variances, i.e. ∀i = 1, ..., k, Σi = Σ, on se place alors
dans le cadre de l’Analyse Discriminante Linéaire qui doit son nom au fait qu’elle réalise des séparations
linéaires entre les classes (voir Fig. 2.1-b). En effet, on peut alors éliminer les termes log(det Σi), qui sont
alors constants, et xtΣ−1x qui ne dépend pas de la classe. Alors, la règle de décision δ∗ revient à minimiser
la fonction de coût :
Ki(x) = (x− µi)tΣ−1(x− µi) − 2 log(πi) + Cte, (2.7)
= µtiΣ
−1µi − 2µtiΣ−1x− 2 log(πi) + Cte. (2.8)
En pratique, l’Analyse Discriminante Linéaire est fréquemment utilisée car elle offre un bon compromis
entre pertinence et complexité. En effet, elle fournit des résultats robustes aux fluctuations sur les hy-
pothèses de normalité des classes et d’égalité des matrices de variance. Pour ces raisons, elle doit être
considérée comme une méthode de référence.
Analyse Discriminante Linéaire à classes sphériques (LDAs) Si de plus, on suppose que Σ = σ2Id,
c’est à dire que les classes sont de même forme sphérique, alors la règle de décision δ∗ revient à minimiser




‖x− µi‖2 − 2 log(πi) + Cte. (2.9)
Règle géométrique de l’Analyse Discriminante Linéaire (LDAgéo) Si l’on fait l’hypothèse supplé-
mentaire que Σ = Id et que les proportions sont égales πi = π∗, alors on obtient la règle géométrique de
l’Analyse Discriminante Linéaire qui consiste à minimiser la fonction de coût :
Ki(x) = ‖x− µi‖2 + Cte, (2.10)
qui affecte le point x à la classe dont il est le plus proche de la moyenne. Ce classifieur a été baptisé nearest-
means classifer par Friedman [13]. Toutefois, cette règle simple conduit à des erreurs d’affectation quand
la dispersion des classes est trop différente.
Analyse Factorielle Discriminante (FDA) L’Analyse Factorielle Discriminante combine une étape qui
relève de la réduction de dimension et une étape de discrimination. En effet, effectuer une Analyse Fac-
torielle Discriminante consiste à projeter les données de Rp sur les d = (k − 1) axes discriminants qui
maximisent le rapport de la variance inter-classe et de la variance intra-classe, puis d’apprendre la règle de
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(a) (b)
FIG. 2.2 – L’axe principal de la figure (a) ne permet pas de discriminer efficacement les deux groupes alors
que celui de la figure (b) possède un bon pouvoir discriminant.
décision δ∗ sur les données projetées. Nous avons donc besoin de définir les matrices de variance inter et




πi(µi − µ)(µi − µ)t,
où µ =
∑k





Notons également que le théorème de Huyghens nous permet d’obtenir la relation suivante qui lie les
matrices de variance inter et intra-classe à la matrice de variance totale :
Σtotale = B +W.
Nous souhaitons trouver une représentation des données qui permettent de discriminer les groupes le mieux
possible. Pour ce faire, il faut que les projections des k centres de gravité soient le plus séparées possible,
tandis que les données de chaque classe doivent se projeter de façon groupée autour du centre de gravité de
leur classe. Nous recherchons donc une représentation des données qui maximise la variance inter-classe
et qui minimise la variance intra-classe. Avec les notations et résultats précédents, les axes de la projection






On sait que ce maximum est atteint pour u vecteur propre de Σ−1totaleB associé à sa plus grande valeur
propre. La figure 2.2 illustre le choix d’un axe de projection permettant de discriminer au mieux les classes.
Une fois la projection déterminée, on peut alors effectuer une Analyse Discriminante Linéaire (ou Quadra-
tique). Cette stratégie qui combine réduction de dimension et discrimination est souvent profitable car les
données de chaque classe n’occupent en général pas la totalité de l’espace et cela permet de réduire le
nombre de paramètres à estimer. Cette méthode se révèle relativement efficace sur des données de grande
dimension.
2.4 Régularisation de l’Analyse Discriminante
Comme nous l’avons dit, l’Analyse Discriminante Linéaire peut être considérée comme une méthode de
référence du fait de sa robustesse. Toutefois, cette propriété de robustesse n’est plus vérifiée quand la
INRIA
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taille de l’échantillon devient trop petit devant la dimension de l’espace. Cette remarque est encore plus
vraie en ce qui concerne l’Analyse Discriminante Quadratique. Au début des années 1990, des méthodes
dites d’Analyse Discriminante régularisée ont vues le jour, ayant comme but de stabiliser les résultats de
l’Analyse Discriminante dans ce cas limite. On pourra consulter [21] pour une synthèse sur le sujet.
L’Analyse Discriminante Régularisée (RDA) Friedman [13] propose de faire dépendre l’estimation des
matrices de covariance des groupes de deux paramètres de régularisation λ et γ de la façon suivante :








(1 − λ)(ni − 1)Σ̂i + λ(n− k)Σ̂
(1 − λ)(ni − 1) + λ(n− k)
.
Le paramètre de complexité λ ∈ [0, 1] contrôle la contribution des estimateurs Σ̂i et Σ̂, qui sont respecti-
vement les estimateurs de Σi et Σ définis au paragraphe 2.3 (LDA) . D’autre part, le paramètre γ ∈ [0, 1]
contrôle l’estimation des valeurs propres des matrices de covariance. Ainsi, l’Analyse Discriminante Ré-
gularisée engendre une règle de décision qui « varie » entre l’Analyse Discriminante Linéaire et l’Analyse
Discriminante Quadratique. Une application de cette méthode à la reconnaissance de visage est proposée
dans [22].
L’Analyse Discriminante à Décomposition Spectrale (EDDA) L’EDDA (Eigenvalue Decomposition
Discriminant Analysis) [4] propose une reparamétrisation des matrices de covariance des groupes afin
d’éviter le recours aux paramètres de régularisation de la RDA. Cette méthode repose sur la décomposition




oùDi est la matrice des vecteurs propres de Σi, Ai est une matrice diagonale contenant les valeurs propres
normalisées et ordonnées de Σi et λi = |Σi|1/p. Les quantités λi, Di et Ai contrôlent respectivement
le volume, l’orientation et la forme de la distribution de la classe Ci. En faisant varier ou non ces trois
quantités, les auteurs mettent en évidence 14 modèles particuliers. L’EDDA choisit, par validation croisée,
parmi ces modèles celui qui possède le plus petit taux d’erreur. Cette reparamétrisation permet, dans un
certain nombre de modèles particuliers, que l’estimation des matrices de covariance ne se fasse qu’avec un
nombre limité de paramètres à estimer. Cependant, ces estimateurs n’ont pas toujours une forme explicite
et sont estimés par des méthodes itératives.
3 Analyse Discriminante de Haute Dimension
Les méthodes classiques d’Analyse Discriminante, présentées au paragraphe précédent, fournissent géné-
ralement des résultats satisfaisants pour des données de petite dimension et possèdent l’avantage d’avoir
un fondement statistique. Cependant, ces méthodes sont pénalisées en haute dimension car la taille de
l’échantillon d’apprentissage devient trop petit devant la dimension de l’espace et les paramètres ne sont
plus estimés correctement. En particulier, les matrices de covariance des classes Σi ne sont alors pas bien
estimées et peuvent devenir singulières.
Le phénomène de l’espace vide nous permet de supposer que les données de haute dimension vivent dans
des sous-espaces différents et de dimension intrinsèque inférieure à la dimension de l’espace. Afin d’adap-
ter le modèle gaussien de l’Analyse Discriminante aux données de grande dimension et de limiter le nombre
de paramètres à estimer, nous proposons de projeter les données de chaque classe dans leur espace propre
que nous décomposerons en deux sous-espaces supplémentaires de dimension inférieure et de faire l’hy-
pothèse que les classes sont sphériques dans ces sous-espaces. Cette hypothèse de sphéricité se traduit par
le fait que les nouvelles matrices de covariance des classes n’ont que deux valeurs propres différentes. De
manière similaire à l’EDDA, notre méthode comportera plusieurs cas particuliers possédant, pour certains,
des interprétations géométriques.
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3.1 Définitions et hypothèses
De manière similaire à l’Analyse Discriminante classique, nous supposons que les densités de probabilité
fi des variables explicatives conditionnellement aux classes Ci, ∀i = 1, ..., k sont normales N (µi,∆i)
de moyennes µi et de matrice de variance Σi. Nous allons également définir les différents espaces dans
lesquels nous travaillerons.
Définition 3.1. On appelle Qi, ∀i = 1, ..., k, la matrice orthogonale des vecteurs propres de la matrice de
variance Σi. On définit Bi comme étant la base de Rp composée des vecteurs propres de Σi. Ainsi, on peut
définir dans Bi la matrice de covariance ∆i de la classe Ci de la façon suivante :
∀i = 1, ..., k, ∆i = Qti ΣiQi,
avec QtiQi = Id.
Ainsi, dans la base Bi des vecteurs propres de Σi, la matrice ∆i est diagonale et constituée des valeurs














































Remarque 1. Nous supposerons dans ce document que ∀i = 1, ..., k, di < p car nous nous trouvons sinon
dans le cas de l’Analyse Discriminante classique avec l’hypothèse supplémentaire que les classes sont
sphériques.
Définition 3.2. On définit à présent Ei comme étant l’espace affine engendré par les vecteurs propres
associés à la valeur propre ai et passant par le barycentre µi de la classe Ci (voir Fig. 3.1). On définit
également E⊥i l’espace supplémentaire de Ei dans R
p, i.e. E⊥i est l’espace engendré par les vecteurs propres
associés à la valeur propre bi et passant µi.
Par conséquent, la classe est de forme sphérique dans les espaces Ei et E⊥i . Nous reviendrons par la suite
sur la méthode d’estimation de di et des espaces Ei et E⊥i (voir paragraphe 5.5). Afin de construire la
nouvelle règle de décision, nous avons besoin de définir, ∀i = 1, ..., k, les opérateurs de projection sur Ei
et sur E⊥i .
Définition 3.3. On définit, ∀i = 1, ..., k, l’opérateur Pi de projection d’un élément x ∈ Rp sur Ei :
Pi : x 7→ Q̃iQ̃i
t
(x− µi) + µi,
où la matrice Q̃i, de dimension p× p, est composée des di premières colonnes de Qi complétée par des 0.
De même, on définit l’opérateur P⊥i de projection d’un élément x ∈ Rp sur E⊥i :
P⊥i : x 7→ (Qi − Q̃i)(Qi − Q̃i)t(x− µi) + µi,
où la matrice (Qi−Q̃i), de dimension p×p, est composée des (p−di) dernières colonnes deQi complétée
par des 0.
Remarque 2. On rappelle que, ∀i = 1, ..., k, le barycentre µi est invariant par l’opérateur Pi car µi ∈ Ei.
De même, la projection de µi sur E⊥i est également µi, car µi ∈ E⊥i .
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FIG. 3.1 – L’espace Ei caractéristique de la classe Ci, ∀i = 1, ..., k.
3.2 Construction de la règle de décision
Nous avons donc écrit la matrice de variance ∆i comme composée de la matrice de variance dans Ei et de
la matrice de variance dans E⊥i . Ainsi, sur le modèle de l’Analyse Discriminante classique et fort de nos
hypothèses, nous allons pouvoir construire une nouvelle règle de décision.
Théorème 3.4. Avec les notations et hypothèses précédentes sur ∆i, ∀i = 1, ..., k, la règle δ∗ donne lieu






‖µi − Pi(x)‖2 +
1
bi
‖x− Pi(x)‖2 + di log(ai) + (p− di) log(bi) − 2 log(πi)
}
.
Démonstration. Nous allons réécrire la règle δ∗ avec les hypothèses précédentes. La règle δ∗affecte x à la




où Ki(x) = −2 log(πip(x|Ci)) est la fonction de coût introduite à la définition 2.1. Or,
−2 log(p(x|Ci)) = (x − µi)tΣ−1i (x− µi) + log(det Σi) + p log(2π), (3.2)
où p log(2π) est une constante commune à toutes les classes. En remplaçant Σ−1i par sa valeur en fonction
de ∆i dans l’expression (x− µi)tΣ−1i (x − µi), on obtient :
(x− µi)tΣ−1i (x− µi) = (x − µi)t(Qi∆iQti)−1(x− µi).
Or QtiQi = Id et par conséquent :










Étant donné la structure de la matrice ∆i (voir (3.1)), on peut décomposer ∆i de la façon suivante :
∆i = aiAi + biBi, (3.3)
oùAi est la matrice diagonale contenant des 1 sur les di premières lignes et des 0 ailleurs et Bi = Id−Ai.
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et





















Or, Ai = AiAti et Bi = BiB
t
i . Donc,

























et l’on obtient :







On remarque que QiAi = Q̃i et QiBi = (Qi − Q̃i). Par conséquent, on peut écrire :



















‖(Qi − Q̃i)(Qi − Q̃i)
t
(x− µi)‖2.
En utilisant la définition 3.3, on obtient que Q̃iQ̃i
t
(x−µi) = Pi(x)−µi et (Qi−Q̃i)(Qi − Q̃i)
t
(x−µi) =
P⊥i (x) − µi. La figure 3.1 permet de nous convaincre que P⊥i (x) − µi = x− Pi(x) et l’on obtient :
(x− µi)tΣ−1i (x− µi) =
1
ai








‖µi − Pi(x)‖2 +
1
bi
‖x− Pi(x)‖2 + log(det Σi) − 2 log(πi) + Cte. (3.4)
Il ne nous reste plus qu’à calculer le déterminant de la matrice de variance Σi :




log(det Σi) = di log(ai) + (p− di) log(bi).





‖µi − Pi(x)‖2 +
1
bi
‖x− Pi(x)‖2 + di log(ai) + (p− di) log(bi) − 2 log(πi) + Cte.
3.3 Retour à la probabilité a posteriori
Il peut être particulièrement intéressant de disposer de la probabilité a posteriori p(Ci|x) que le point x
appartienne à la classe Ci pour connaître l’incertitude de classification d’un point x.
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‖µi − Pi(x)‖2 +
1
bi
‖x− Pi(x)‖2 + di log(ai) + (p− di) log(bi) − 2 log(πi) + Cte.
Démonstration. Nous avons vu que la règle δ+ ne fait pas directement appel à p(Ci|x), mais à la fonction
coût Ki relative à la classe Ci :
Ki(x) = −2 log(πip(x|Ci)).














Remarque 3. La probabilité d’erreur de classification du point x est égale à 1 − p(Ci∗ |x), où Ci∗est la
classe à laquelle il a été affecté.
3.4 Reformulation de la règle δ+
La règle δ+ que nous avons énoncée dans ces pages peut être reformulée dans le but de faciliter son
interprétation. Pour cela, nous avons besoin des notations suivantes. On pose :












avec αi ∈]0, 1[ et σi > 0.
Corollaire 3.6. Ces notations et hypothèses permettent de réécrire la règle δ+ sous la forme suivante :






αi‖µi − Pi(x)‖2 + (1 − αi)‖x− Pi(x)‖2
)





− p log(1 − αi) − 2 log(πi)
}
.






dans l’expression de Ki obtenue au théorème 3.4. Afin de simplifier les écritures, nous noterons φi(x) =

































−p log(1 − αi) − 2 log(πi) + Cte,
ce qui permet d’obtenir le résultat.
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Nb. de paramètres
χ(k, p)
[Qd] [Qdi] [Qid] [Qidi]
Modèle [ab]
(cl. isométriques)
ρ + τ + 3
(2888, FE)
ρ + τ̃ + k + 2
(2891, MI)
ρ + kτ + 3
(9998, FE)




ρ + τ + k + 2
(2891, MI)
ρ + τ̃ + 2k + 1
(2894, MI)
ρ + k(τ + 1) + 2
(10001, FE)
ρ + τ̄ + 2k + 1
(10004, FE)
Modèle [abi] ρ + τ + k + 2
(2891, MI)
ρ + τ̃ + 2k + 1
(2894, MI)
ρ + k(τ + 1) + 2
(10001, FE)
ρ + τ̄ + 2k + 1
(10004, FE)
Modèle [αiσ] ρ + τ + k + 2
(2891, MI)
ρ + τ̃ + 2k + 1
(2894, MI)
ρ + k(τ + 1) + 2
(10001, MI)




ρ + τ + k + 2
(2891, MI)
ρ + τ̃ + 2k + 1
(2894, MI)
ρ + k(τ + 1) + 2
(10001, MI)
ρ + τ̄ + 2k + 1
(10004, MI)
Modèle [aibi] ρ + τ + 2k + 1
(2894, MI)
ρ + τ̃ + 3k
(2897, MI)
ρ + k(τ + 2) + 1
(10004, FE)
HDDA






χ(4, 128) = 516
QDAs
ρ + k
χ(4, 128) = 519
LDA
ρ + p(p + 1)/2
χ(4, 128) = 8771
QDA
ρ + kp(p + 1)/2
χ(4, 128) = 33539
TAB. 4.1 – Les différents cas particuliers de l’HDDA : χ(k, p) est le nombre de paramètres à estimer, où
ρ = kp + k − 1 est le nombre de paramètres nécessaires à l’estimation des moyennes et proportions et
τi = di [p− (di − 1)/2] est le nombre de paramètres nécessaires à l’estimation des di premières colonnes
d’une matrice orthogonale. Nous noterons τ̃ = maxi=1,...,k(τi), τ̄ =
∑k
i=1 τi et τ le nombre de paramètres
nécessaires à l’estimation des d premières colonnes d’une matrice orthogonale quand les dimensions di sont
communes et égales à d. Il est indiqué entre parenthèses la valeur de χ(4, 128) avec ∀i, di = 20 et si les
estimateurs du modèle ont une forme explicite (FE) ou s’ils sont déterminés par une méthode itérative (MI).
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4 Règles particulières de l’HDDA
La méthode que nous proposons dans ce rapport peut engendrer des règles de décision interprétables de
façon simple pour des valeurs particulières des différents paramètres. Ces règles particulières peuvent être
vues comme autant de régularisations possibles de l’HDDA dans le sens où elles font des hypothèses
supplémentaires sur les paramètres et peuvent ainsi permettre une meilleure estimation de ces derniers. Le
tableau 4.1 résume les différents cas particuliers de l’HDDA existants et indique en particulier le nombres
de paramètres à estimer pour ces modèles. On remarque notamment que le nombre de paramètres à estimer
dépend linéairement de la dimension de l’espace initial et non pas quadratiquement comme pour QDA et
LDA.
Avant d’expliciter les règles découlant de la règle δ+ dans le cas où les classes sont isométriques et ho-
mothétiques, nous présenterons les liens qui existent entre l’Analyse Discriminante de Haute Dimension,
l’Analyse Discriminante Linéaire et l’Analyse Discriminante à Décomposition Spectrale. La figure 4.1
présente les liens qui existent entre les différentes méthodes d’Analyse Discriminante.
4.1 Liens avec l’Analyse Discriminante classique
Nous allons tout d’abord expliciter les liens qui existent entre l’Analyse Discriminante de haute dimension
et l’Analyse Discriminante classique.
Proposition 4.1. La règle δ+ est équivalente aux règles de l’Analyse Discriminante classique, présentées
au paragraphe 2.3, dans les cas suivants :
(i) si ∀i = 1, ..., k, αi = 12 : la règle δ+ est équivalente à la règle quadratique avec un modèle de
classes homothétique et sphériques (QDAs),
(ii) si de plus ∀i = 1, ..., k, σi = σ : la règle δ+ est équivalente à la règle linéaire avec un modèle de
classes isométriques et sphériques (LDAs),
(iii) si de plus ∀i = 1, ..., k, πi = π∗ : la règle δ+ est équivalente à la règle géométrique (LDAgéo).
Démonstration. En remplaçant, dans la formulation de Ki obtenue au corollaire 3.6, les paramètres αi, σi





‖µi − Pi(x)‖2 + ‖x− Pi(x)‖2
)
+ 2p log(2σi)
+di log (1) − p log(
1
2
) − 2 log(πi) + Cte,





‖µi − Pi(x)‖2 + ‖x− Pi(x)‖2
)
+ 2p log(σi) − 2 log(πi) + Cte.




‖x− µi‖2 + 2p log(σi) − 2 log(πi) + Cte.




‖x− µi‖2 − 2 log(πi) + Cte,
ce qui nous permet de retrouver l’équation (2.9) et donc d’obtenir le résultat (ii). Enfin, si l’on ajoute à




‖x− µi‖2 + Cte,
ce qui donne l’équation (2.10) et donc le résultat (iii).
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i Id σi = σ
πi = π∗
FIG. 4.1 – Liens entre les différentes méthodes d’Analyse Discriminante.
4.2 Liens avec l’Analyse Discriminante à Décomposition Spectrale
L’HDDA peut être également mise en relation avec l’EDDA présentée au paragraphe 2.4. En effet, ces
deux méthodes ont en commun le fait de reparamétriser les matrices de covariance des classes. Il nous est
donc aisé d’écrire notre paramétrisation des matrices de covariance avec les conventions de l’EDDA. On a,




or, d’après l’équation (3.3),
∆i = aiAi + biBi,






Ainsi, nous avons reparamétrisé les matrices de covariance des classes par ai, bi, Ai, Bi et Qi. Chacun de
ces paramètres permet de contrôler une des caractéristiques de la distribution de la classe Ci :
(i) ai et bi permettent de contrôler respectivement le volume de la classe dans l’espace Ei et dans
l’espace E⊥i ,
(ii) di permet de contrôler la forme de la classe dans l’espace Ei et dans l’espace E⊥i via Ai et Bi,
(iii) Qi permet de contrôler l’orientation générale de la classe.
Ainsi le modèle général de l’HDDA peut être identifié par la notation [aibiQidi] ou de façon équivalente
[αiσiQidi]. Avec ces conventions et de la même façon que l’EDDA, on peut identifier un certain nombre
de modèles particuliers régularisant le modèle général de l’HDDA. Le tableau 4.1 liste ces différents cas
particuliers et on peut ainsi dénombrer 23 modèles différents issus de l’HDDA. Dans les paragraphes
suivants, nous avons choisit de nous intéresser plus particulièrement à 2 d’entre eux : [ασQid] et [ασiQid].
Le tableau 4.2 présente les différentes variantes existantes pour ces deux modèles.
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FIG. 4.2 – Modèle [abQid] : les classes sont isométriques (i.e. ∀i, σi = σ) et la règle de décision ne tient
donc compte que des distances d(x,Ei) et d(Pi(x), µi).
4.3 Règle isométrique de décision : modèle [ασQid]
Afin d’expliciter la règle de décision δ+ dans le cas de classes isométriques, nous allons nous placer dans
le cas où les paramètres αi, σi, πi et di sont respectivement égaux, i.e. :










La figure 4.2 illustre le cas présent où les classes sont isométriques.
Proposition 4.2. Sous les hypothèses (4.1), nous nous plaçons dans le cadre de classes isométriques et la
règle de décision δ+ s’écrit alors :
x ∈ Ci∗ si i∗ = argmin
i=1,...,k
{
α‖µi − Pi(x)‖2 + (1 − α)‖x− Pi(x)‖2
}
. (4.2)
Démonstration. En remplaçant, dans la formulation de Ki obtenue au corollaire 3.6, les paramètres αi, σi













− p log(1 − α) − 2 log(π∗) + Cte,
ce qui est équivalent, à une constante multiplicative près et en regroupant les quantités indépendantes de la
classe, à :
Ki(x) = α‖µi − Pi(x)‖2 + (1 − α)‖x− Pi(x)‖2 + Cte.
Cas où α = 0 La règle de décision (4.2) consiste à affecter le point x à la classe Ci∗ si ∀i = 1, ..., k,
d(x,Ei∗ ) ≤ d(x,Ei). D’un point de vue géométrique on affecte x à Ci∗ si il est plus proche du sous espace
propre de cette classe que des autres (voir Fig. 4.2).
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αi égaux σi égaux σi libres
di et πi égaux
Modèle [abQid] :
- Classes isométriques
- δ+ = 1
Modèle [ασiQid] :
- Classes homothétiques




di et πi libres :
δ+ = 1 + 3
δ+ = 1 + 5
δ+ = 1 + 3 + 5
δ+ = 1 + 2 + 3
δ+ = 1 + 2 + 5
δ+ = 1 + 2 + 3 + 5
αi, di et πi libres
↓
HDDA :
- δ+ = 1 + 2 + 3 + 4 + 5



























TAB. 4.2 – Variantes des modèles [abQid] et [ασiQid].
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FIG. 4.3 – Modèle [ασiQid] : le point x, étant équidistant de µ1 et µ2, sera affecté à la classe C1 car celle-ci
est plus « attractive » du fait de sa variance plus grande.
Cas où α = 1 La règle de décision (4.2) consiste à affecter le point x à la classe Ci∗ si ∀i = 1, ..., k,
d(Pi∗(x), µi∗) ≤ d(Pi(x), µi). Cela signifie que l’on affecte x à Ci∗ si sa projection dans le sous espace
propre de cette classe est plus proche du barycentre de cette classe que sa projection dans les autres espaces
propres l’est des autres barycentres (voir Fig. 4.2).
Cas où 0 < α < 1 L’hypothèse de normalité des classes implique que les deux valeurs précédentes de α
ne conduiront pas à des règles optimales de décision. L’estimation de α est faite au paragraphe 5. Ainsi, la
règle de décision affectera x à la classe réalisant le meilleur compromis entre les 2 cas précédents.
4.4 Règle homothétique de décision : modèle [ασiQid]
Cette règle diffère de la règle isométrique présentée précédemment du fait qu’elle relaxe la contrainte
d’égalité imposée au paramètre σi. Nous sommes alors dans le cas où uniquement les paramètres αi et di
sont respectivement égaux.
Proposition 4.3. Sous ces hypothèses, nous nous plaçons dans le cadre de classes homothétiques et la
règle de décision δ+ s’écrit :











Démonstration. En remplaçant, dans la formulation de Ki obtenue au corollaire 3.6, les paramètres αi, σi


















α‖µi − Pi(x)‖2 + (1 − α)‖x− Pi(x)‖2
)
+ 2p log(σi) + C
te.
Ainsi, la règle de décision va favoriser les classes de grande variance. En effet, si un point x est à la même
« distance » de deux classes, il est naturel qu’il soit affecté à la classe de plus grande variance. Ce cas de
figure est illustré par la figure 4.3.
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4.5 Relaxe des contraintes d’égalité portant sur les di et πi
Règles particulières avec di libres Les règles précédentes font l’hypothèse que les dimensions intrin-
sèques des espaces propres des classes sont égales. Toutefois, cette hypothèse peut se révéler trop restrictive
si les dimensions intrinsèques sont significativement différentes. Si l’on relaxe cette hypothèse, la règle δ+
prévoit un terme de pénalisation en fonction de la dimension intrinsèque des espaces propres et de la valeur
de α. En effet, la fonction de coût Ki contient alors en plus la quantité Θi suivante :






Ainsi, si α < 12 , la règle de décision donne un poids plus important à la distance entre x et l’espace Ei et il
faut donc pénaliser les espaces de grande dimension. En effet, un point quelconque de Rp est généralement
plus près d’un espace de grande dimension que d’un espace de petite dimension. Au contraire, si α > 12 , la
règle de décision donne un poids plus important à la distance entre la projection de x sur Ei et le barycentre
de la classe et il faut donc pénaliser les espaces de petite dimension.
Règles particulières avec πi libres Les règles précédentes sont pénalisées, comme leur équivalent de
l’Analyse Discriminante Linéaire, dans le cas où l’hypothèse d’égalité des probabilités a priori πi est
fausse. Pour pallier cette limitation on peut choisir de ne pas prendre ∀i = 1, ..., k, πi = 1k . En effet, la
fonction de coût Ki contient alors en plus la quantité Ξi suivante :
Ξi = −2 log(πi).
Ainsi, la règle de décision favorisera les classes dont la probabilité a priori πi est grande (i.e. proche de 1).
4.6 Règles particulières avec Qi = Q
Si l’on considère des données pour lesquelles il est raisonnable de penser que l’orientation générale des
classes est commune, alors on peut faire l’hypothèse que les matrices Qi sont égales. Nous nous focalisons
ici sur trois des modèles :
Modèle [aibiQdi] L’orientation de la classe Ci étant contrôlée par la matriceQi, si l’orientation générale
des classes est commune alors il convient de chercher une matrice Q commune telle que ∀i = 1, ..., k,
∆i = Q
tΣiQ. Ce modèle a été baptisé common principal component par Flury [10] et l’estimation de la
matrice Q doit être faite par une procédure itérative (voir paragraphe 5).
Modèle [abQd] Ce cas particulier diffère du modèle [ασQidi], i.e. de la règle isométrique, du fait que
tous les paramètres sont supposés communs. Nous considérons alors que les classes sont de même forme,
de même orientation et vivent dans des sous-espaces de même dimension intrinsèque d.
Proposition 4.4. Sous ces hypothèses, la règle de décision δ+ s’écrit alors :











où Pi(x) = Q̃Q̃t(x− µi) + µi.
Démonstration. Ce résultat s’obtient facilement en remplaçant dans l’expression de δ+ obtenue au théo-
rème 3.4 les paramètres ai, bi et πi par leurs valeurs dans ce cas. L’hypothèse d’égalité des Qi se traduit
par la modification de l’opérateur de projection Pi qui devient Pi(x) = Q̃Q̃t(x − µi) + µi. Les quantités
indépendantes de la classe peuvent être omises car elles n’interviennent pas dans la décision.
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Modèle [ασiQd] Ce cas particulier diffère du modèle [ασiQidi], i.e. de la règle homothétique, du fait que
les classes sont supposées avoir la même orientation et vivre dans des sous-espaces de même dimension
intrinsèque d.
Proposition 4.5. Sous ces hypothèses, la règle de décision δ+ s’écrit alors :











où Pi(x) = Q̃Q̃t(x− µi) + µi.
5 Estimation des paramètres
La règle de décision δ+ que nous avons présentée précédemment requiert l’estimation de certains para-
mètres. Dans ce chapitre, outre la détermination de la dimension intrinsèque di de chaque classe qui est
un problème difficile et qui sera traitée à la fin de ce chapitre, il nous faudra également estimer les para-
mètres apparaissant dans la règle δ+ de l’HDDA ainsi que dans ses variantes. Ce chapitre est organisé de
la façon suivante : nous présenterons tout d’abord les estimateurs communs à tous les modèles puis ceux
de l’HDDA et enfin des cas particuliers de l’HDDA.
5.1 Estimateurs communs
Dans ce rapport, nous avons choisi d’estimer les probabilités a priori des groupes par leur proportion :




où ni = Card(Ci). De même, les moyennes et les matrices de covariance des classes sont estimées
classiquement par :











(xj − µ̂i)t(xj − µ̂i).
D’autre part, certains des estimateurs présentés dans la suite de ce paragraphe s’expriment en fonction des
(p− di) plus petites valeurs propres de Σ̂i. Afin de minimiser le nombre de paramètres à estimer, nous ne
déterminerons pas explicitement ces valeurs propres ni les vecteurs propres associés. Il est donc uniquement
nécessaire d’estimer les di premières colonnes de la matriceQi, ce qui représente une économie importante
dans le nombre de paramètres à estimer (voir tableau 4.1). La quantité
∑p
l=di+1
λil sera donc calculée grâce








5.2 Estimateurs de l’HDDA
Dans le but de faciliter la démonstration des résultats suivants, nous allons établir l’écriture de la log-
vraisemblance de la classe Ci (issue de [10, eq. (2.5)]).
Lemme 5.1. La log-vraisemblance de la classe Ci, ∀i = 1, ..., k vérifie la relation suivante :











où δil est le lème terme de la matrice diagonale ∆i et qil est la lème colonne de la matrice Qi.
RR n° 5470
22 Bouveyron & Girard & Schmid
Démonstration. Avec les hypothèses faites dans les paragraphes précédents, la vraisemblance du modèle
de la classe Ci vaut, ∀i = 1, ..., k :









(xj − µi)tΣ−1i (xj − µi)
)
,
et par conséquent :




log(det Σi) + (xj − µi)tΣ−1i (xj − µi)
)
+ Cte.
Or, on a la relation Σi = Qi∆iQti, où ∆i est diagonale composée des termes diagonaux δil et où Qi est
composée des colonnes qil, l = 1, ..., p. Cela nous permet d’écrire :

































(xj − µi)(xj − µi)t

 ,
ce qui donne l’expression suivante :









En remplaçant Σ−1i par sa valeur en fonction de ∆i, on obtient :



































Nous avons choisi d’estimer la matrice Qi ainsi que les paramètres ai et bi au sens du maximum de
vraisemblance sur l’ensemble d’apprentissage A. Ces estimations concernent les modèles [aibiQidi] et
[aibiQid].
Proposition 5.2. Les estimateurs au sens du maximum de vraisemblance de la matrice Qi et des para-
mètres ai et bi de la classe Ci existent et sont uniques, ∀i = 1, ..., k :
(i) Qi est estimée par la matrice Q̂i dont les di premières colonnes sont les vecteurs propres associés
aux di plus grandes valeurs propres de Σ̂i et les (p−di) dernières colonnes sont les vecteurs propres
associés aux (p− di) plus petites valeurs propres de Σ̂i,
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où λil est la lème plus grande valeur propre de Σ̂i.
Démonstration. Le lemme 5.1 nous permet d’écrire :











avec δil = ai si l ≤ di et δil = bi sinon. On souhaite minimiser cette quantité sous la contrainte qtilqil = 1,
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et en multipliant cette quantité à gauche par qtil, on a :
qtil∇qilLi = 0 ⇔ 2
ni
δil










ce qui signifie que qil est le vecteur propre de Σ̂i associé à la valeur propre λil =
θilδil
ni
. En reportant dans
les expressions (5.1) et (5.2), cela permet d’établir les résultats (i) et (ii). Les qil étant vecteurs propres de
Σ̂i qui est une matrice symétrique, cela implique que qtilqih = 0 si h 6= l et que qtilqil = 1. Il ne nous reste
plus qu’à trouver l’ordre des vecteurs propres de Σ̂i dans Qi. On souhaite minimiser la quantité suivante à
l’optimum :
−2 logLi = ni(di log âi + (p− di) log b̂i),
avec âi > b̂i et diâi + (p− di)b̂i =
∑p












et donc, il faut choisir âi le plus grand possible pour minimiser −2 logLi. Cela ne peut être réalisé qu’en
choisissant les vecteurs propres associés aux di plus grandes valeurs propres de Σ̂i pour remplir les di
premières colonnes de Qi et, par conséquent, en choisissant les vecteurs propres associés aux (p− di) plus
petites valeurs propres de Σ̂i pour remplir les (p− di) dernières colonnes de Qi.
La proposition 5.2 nous permet de déduire les estimateurs des paramètres αi et σ2i dont nous aurons besoin
pour les règles particulières :










5.3 Estimateurs des règles particulières à Qi libres
Les règles particulières, énoncées au chapitre précédent, requièrent également l’estimation de certains pa-
ramètres. Nous présentons dans ce paragraphe les estimateurs des règles particulières ayant un modèle à
Qi libres.
Estimation de a : modèles [abiQidi] et [abiQid]
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Démonstration. La log-vraisemblance du modèle vérifie la relation suivante :



















avec δil = a si l ≤ di et bi sinon. Par conséquent, on peut écrire :
−2 ∂
∂a


































ce qui permet de conclure.
Estimation de b : modèles [aibQidi] et [aibQid]

























avec δil = b si l ≥ di + 1 et ai sinon. Par conséquent, on peut écrire :
−2 ∂
∂b




























et comme on a ∀i = 1, ..., p, di < p, alors :
−2 ∂
∂b









ce qui permet de conclure.
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Estimation de α et σ : modèles [ασQidi] et [ασQid] Les propositions 5.4 et 5.5 nous permettent de
déduire les estimateurs de α et σ :










où â et b̂ sont donnés aux propositions 5.4 et 5.5.
Estimation de α et σi : modèles [ασiQidi] et [ασiQid]
Proposition 5.7. L’estimateur au sens du maximum de vraisemblance du paramètre α s’exprime en fonc-
tion des σi de la façon suivante :
α̂(σ1, ..., σk) =





avec les notations :




















et l’estimateur au sens du maximum de vraisemblance du paramètre σ2i s’exprime en fonction de α de la
façon suivante :































α si l ≤ di et
σ2i







































































(1 − α) + Λ = 0,
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où γ =
∑k
















log(L) = 0 ⇔ ψ(α) = Λα2 − (Λ + np)α+ γ = 0
On a :
∆ = (Λ + np)2 − 4Λγ,
=
(














or γnp < 1 et par conséquent ∆ > 0. En remarquant que ψ(0) = γ > 0 et ψ(1) = γ − np < 0, on peut
conclure qu’il existe une unique solution dans [0, 1] : la plus petite des deux. D’autre part,
∂
∂σi









































Estimation de αi et σ : modèles [αiσQidi] et [αiσQid]
Proposition 5.8. L’estimateur au sens du maximum de vraisemblance du paramètre σ s’exprime en fonc-
tion des αi de la façon suivante :

















et l’estimateur au sens du maximum de vraisemblance du paramètre αi s’exprime en fonction de σ de la
façon suivante :
∀i = 1, ..., k, α̂i(σ2) =





avec les notations :

























avec δil = σ
2
αi
si l ≤ di et σ
2
(1−αi)



































































ce qui permet d’obtenir l’expression de l’estimateur de σ2 en fonction des αi. D’autre part,
∂
∂αi










































σ2 . On a :
∆i = (Λi + p)
2 − 4Λidi,













or dip < 1 et par conséquent ∆i > 0.En remarquant que ψi(0) = di > 0 et ψi(1) = di − p < 0, on peut
conclure qu’il existe une unique solution ∈ [0, 1] : la plus petite des deux.
Remarque 4. Les estimateurs des propositions 5.7 et 5.8 n’ayant pas de formulation explicite, ils doivent
être calculés grâce à une procédure itérative. On pourra choisir d’initialiser la procédure avec les valeurs de
la proposition 5.3 et utiliser par exemple une procédure telle que celle présentée ci-dessous pour le calcul
des estimateurs du modèle [ασiQidi] :
– Initialisation :
∀i = 1, ..., k, σ2i (0) = σ̂2i ,
α(0) = α̂(σ1(0), ..., σk(0)),
j = 0.
– Actualisation : jusqu’à convergence, faire










α(j + 1) = α̂(σ1(j + 1), ..., σk(j + 1)).
j = j + 1,
5.4 Estimateurs des règles particulières à Qi communs
Nous présentons dans ce paragraphe les estimateurs des règles particulières ayant un modèle à Qi com-
muns, i.e. ∀i = 1, ..., k, Qi = Q.
Estimation de a et b : modèle [abQd]
Proposition 5.9. Les estimateurs au sens du maximum de vraisemblance de la matriceQ et des paramètres
a et b existent et sont uniques :
(i) Q est estimée par la matrice Q̂ dont les d premières colonnes sont les vecteurs propres associés
aux d plus grandes valeurs propres de Ŵ =
∑k
i=1 πiΣ̂i et les (p − d) dernières colonnes sont les
vecteurs propres associés aux (p− d) plus petites valeurs propres de Ŵ ,
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où λl est la lème plus grande valeur propre de Ŵ .















avec δl = a si l ≤ d et δl = b sinon. On souhaite minimiser cette quantité sous la contrainte qtlql = 1, ce











































l ql − 1),
où les θl sont les multiplicateurs de Lagrange. Or,
∑k
i=1 niΣ̂i n’est autre que n fois l’estimateur de la

















l ql − 1).
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et en multipliant cette quantité à gauche par qtl , on a :
qtl∇qlL = 0 ⇔ 2
n
δl










ce qui signifie que ql est le vecteur propre de Ŵ associé à la valeur propre λl =
θlδl
n . En reportant dans
les expressions (5.5) et (5.6), cela permet d’établir les résultats (i) et (ii). Les ql étant vecteurs propres de
Ŵ qui est une matrice symétrique, cela implique que qtlqh = 0 si h 6= l et que qtlql = 1. Il ne nous reste
plus qu’à trouver l’ordre des vecteurs propres de Ŵ dans Q. On souhaite minimiser la quantité suivante à
l’optimum :
−2 logL = n(d log â+ (p− d) log b̂),








s− dâ < 0,
et donc, il faut choisir â le plus grand possible pour minimiser −2 logL. Cela ne peut être réalisé qu’en
choisissant les vecteurs propres associés aux d plus grandes valeurs propres de Ŵ pour remplir les d
premières colonnes de Q et, par conséquent, en choisissant les vecteurs propres associés aux (p − d) plus
petites valeurs propres de Ŵ pour remplir les (p− d) dernières colonnes de Q
Estimation de α et σi : modèle [ασiQd]
Proposition 5.10. Les estimateurs au sens du maximum de vraisemblance de la matrice Q et des para-
mètres α et σi existent :
(i) l’estimateur au sens du maximum de vraisemblance de Q est la matrice Q̂(σ1, ..., σk) dont les
d premières colonnes sont les vecteurs propres associés aux d plus grandes valeurs propres de
S(σ1, ..., σk) définie par :






et les (p− d) dernières colonnes sont les vecteurs propres associés aux (p− d) plus petites valeurs
propres de S(σ1, ..., σk),
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(ii) l’estimateur au sens du maximum de vraisemblance de α s’exprime en fonction de Q et des σ2i de la
façon suivante :
α̂(σ1, ..., σk, Q) =
(Λ + np) −
√
(Λ + np)2 − 4ndΛ
2Λ
,









(iii) et l’estimateur au sens du maximum de vraisemblance de σ2i s’exprime en fonction de α et de Q de
la façon suivante :































α si l ≤ d et δil =
σ2i






























































































i ) − n (d logα+ (p− d) log(1 − α)) + Cte.



















i )−n (d logα+ (p− d) log(1 − α))+Cte.
On souhaite minimiser cette quantité sous la contrainte qtlql = 1, ce qui revient à minimiser la fonction de
Lagrange suivante :






l ql − 1),
où les θil sont les multiplicateurs de Lagrange. Le gradient de L par rapport à ql, ∀l ≤ d, vaut :
∇qlL = 2 (αSql − θlql) , (5.7)
et en multipliant cette quantité à gauche par qtl , on a :
qtl∇qlL = 0 ⇔ 2αqtlSql − 2θl = 0,
⇔ θl = αqtlSql,
RR n° 5470
32 Bouveyron & Girard & Schmid





ce qui signifie que ∀l ≤ d, ql est le vecteur propre de S associé à la valeur propre λl = θlα . En effectuant
le même raisonnement pour l > d, on montre que ∀l > d, ql est le vecteur propre de S associé à la valeur
propre λl =
θl
1−α . Les ql étant vecteurs propres de S qui est une matrice symétrique, cela implique que
qtlqh = 0 si h 6= l et que qtlql = 1. De manière similaire à la démonstration de la proposition 5.2, on montre
que les d premières colonnes de Q sont les vecteurs propres associés aux d plus grandes valeurs propres


























Alors, on a :
∂L
∂σi






























Alors, on a :
∂L
∂α









lSql. On a :
∆ = (Λ + np)2 − 4Λnd,












or dp < 1 et par conséquent ∆ > 0. En remarquant que ψ(0) = nd > 0 et ψ(1) = n(d − p) < 0, on peut
conclure qu’il existe une unique solution ∈ [0, 1] : la plus petite des deux.
Remarque 5. Les estimateurs de la proposition 5.10 n’ayant pas de formulation explicite, ils doivent être
calculés grâce à une procédure itérative. On pourra choisir d’initialiser la procédure avec les valeurs de la
proposition 5.3. On pourra utiliser par exemple une procédure telle que celle présentée ci-dessous :
– Initialisation :
∀i = 1, ..., k, σ2i (0) = σ̂2i ,
α(0) = α̂(σ1(0), ..., σk(0)) et Q(0) = Q̂(σ1(0), ..., σk(0)).
j = 0.
– Actualisation : jusqu’à convergence, faire













α(j + 1) = α̂(σ1(j + 1), ..., σk(j + 1)),
j = j + 1.
Autres modèles à Qi communs Dans ces autres cas, les estimateurs du maximum de vraisemblance des
différents paramètres n’ont pas de forme explicite et doivent donc être déterminés grâce une procédure
itérative. Cette procédure itérative est basée sur l’algorithme FG [11].
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5.5 Estimation de la dimension intrinsèque
La démarche que nous avons adoptée dans ce rapport fait l’hypothèse que les données de la classe Ci, ∀i =
1, ..., k, vivent dans un espace de dimension intrinsèque di. Par conséquent, il nous faut à présent déterminer
le paramètre di.
La détermination de la dimension intrinsèque d’un jeu de données est un problème difficile qui ne possède
pas de solution explicite. De nombreuses méthodes ont été proposées pour estimer cette dimension intrin-
sèque, mais aucune ne permet de résoudre efficacement le problème. Nous nous proposons d’utiliser deux
méthodes empiriques pour trouver la valeur de di à partir de la base d’apprentissageA.
Estimation de di par seuillage commun sur la variance cumulée L’idée naturelle pour estimer la
dimension de l’espace propre Ei est d’utiliser les valeurs propres de la matrice de variance Σi, étant donné
qu’elles sont caractéristiques de la variance des données projetées. En effet, la ie valeur propre de Σi
correspond au pourcentage de variance porté par le ie vecteur propre. Par conséquent, on peut rechercher,










où s ∈ [0, 1] est le seuil commun et λij est la je valeur propre de Σij . Cette stratégie revient à faire
une ACP par classes. Le s choisi est le seuil maximisant le taux de classification correcte des données
d’apprentissage (voir chapitre 6).
Remarque 6. Le fait de choisir un seuil commun sur la variance cumulée de chaque classe n’implique
généralement pas que les di sont égaux.
Estimation du di indépendemment pour chaque classe On peut également vouloir trouver la dimen-
sion di « optimale » pour chaque classe Ci indépendemment. Avec les hypothèses de notre modèle, le d̂∗i
est la dimension qui va donner une fonction de coût minimale pour les éléments de la classe Ci et une











où Ki(x) = 1ai ‖µi − Pi(x)‖
2 + 1bi ‖x− Pi(x)‖
2 + di log(ai) + (p− di) log(bi) − 2 log(πi) + Cte.
Estimation de di = d Toutefois, si l’on a de bonnes raisons de penser que la dimension des espaces
dans lesquelles vivent les données sont égales, alors il n’y a qu’une seule dimension d à estimer. On peut
alors choisir d’estimer d par la dimension qui maximise le taux de classification correcte de l’ensemble des
données d’apprentissage.
6 Résultats expérimentaux
Afin de vérifier le bien-fondé de la méthode que nous proposons dans ce rapport, nous l’avons mise en
œuvre et comparée sur des données synthétiques et réelles. Les comparaisons rapportées dans ces lignes
ont été faites avec des méthodes classiques que nous avons estimées être de référence.
6.1 Algorithme et protocole
Nous allons présenter dans ces lignes le protocole de mise en œuvre et l’algorithme de l’HDDA que nous
avons utilisé. L’utilisation de nos méthodes se déroule en deux phases :
– Apprentissage du seuil de dimensionnalité :
Pour tous les seuils s ∈]0, 1[, on estime le taux de classification correcte par validation croisée. C’est à
dire que l’on applique n fois l’algorithme du tableau 6.1 avec des échantillons d’apprentissage de taille
n− 1. Le seuil ŝ retenu est celui qui maximisent le taux de classification correcte.
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Entrées : Données d’apprentissage, données à classer, seuil de dimensionnalité,
Sorties : classes des données, probabilité d’erreur de classement.
(i) Calcul des estimateurs et de Ki : Pour chaque classe : i = 1, ..., k
(a) Calcul des valeurs et vecteurs propres de la matrice de variance Σi,
(b) Détermination de la dimension intrinsèque de l’espace propre Ei,
(c) Calcul des estimateurs âi et b̂i,
(d) Projection du point x à classer dans l’espace propre Ei,
(e) Calcul de la fonction de coût Ki(x).
(ii) Classification : x ∈ Ci∗ si i∗ = argmini=1,...,k{Ki(x)}.
TAB. 6.1 – Algorithme de l’Analyse Discriminante de Haute Dimension (modèle [aibiQidi]).
– Classification :
Pour le seuil ŝ obtenu, on peut alors classer les données grâce à l’implantation de l’Analyse Discrimi-
nante de Haute Dimension du tableau 6.1.
Nous avons choisi de comparer les méthodes de discrimination suivantes :
(i) Méthodes d’Analyse Discriminante de Haute Dimension :
– 14 des 24 modèles présentés au tableau 4.1.
(ii) Méthodes d’Analyse Discriminante :
– Analyse Discriminante Quadratique (QDA),
– Analyse Discriminante Linéaire (LDA),
– Analyse Factorielle Discriminante (FDA).
(iii) Méthodes à noyaux :
– Support Vector Machine (SVM) à noyau gaussien [14, Chap. 12].
6.2 Les données
Avant de mettre en œuvre notre méthode sur des données réelles dont on ne connaît pas nécessairement la
nature statistique, nous l’avons testé sur des données synthétiques et sur un jeu de données de référence : les
données Iris de Fisher. Nous l’avons ensuite utiliser pour classifier un jeu de données issue du domaine de
la vison par ordinateur. Ce jeu de données (LIS) correspond à une application de catégorisation d’images
naturelles. Nous donnons ci-dessous la nature et l’origine des différents jeux de données.
Données synthétiques Nous avons simulé trois densités gaussiennes différentes vivant respectivement
dans des espaces de dimension d1 = 3, d2 = 4 et d3 = 5 et plongées dans R15. Il est a noter que les
dimensions dans lesquelles vivent les éléments des trois classes se chevauchent ce qui rend plus difficile
la tâche de classification. Le jeu de données ainsi créé comporte 500 vecteurs en dimension 15 répartis en
3 classes. Nous avons choisi de nous placer dans un cas où les proportions des classes sont différentes :
π1 =
1
2 , π2 =
1
3 et π3 =
1
6 (voir Fig. 6.1).
Données Iris de Fisher Les données Iris de Fisher, initialement publiées par Fischer [9], est un jeu de
données de référence dans le domaine de la classification. Le problème de la classification de ces données
et particulièrement intéressant car une classe est linéairement séparable des deux autres, mais les deux
dernières ne le sont pas. Nous avons choisit d’appliquer notre méthode à cet exemple car il est fréquemment
utilisé et facilement disponible. Le jeu de données comporte 150 exemples en dimension 4 équirépartis en
3 classes : Iris setosa, versicolor et virginica.
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FIG. 6.1 – Données synthétiques : projection des trois densités gaussiennes simulées sur les 2 axes discri-
minants de l’AFD.
FIG. 6.2 – Données LIS : Réponses énergétiques aux filtres de Gabor d’images (a) de villes, (b) d’intérieurs,
(c) de plages et (d) de montagnes (figure issue de [16]).
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Taux de
classification correcte















































TAB. 6.2 – Résultats de classification pour les données synthétiques.
Données LIS Ces données ont été obtenues en se basant sur un modèle d’inspiration biologique de des-
cription des images [16, 17]. A chaque image correspond un vecteur (descripteur) de dimension 49 ; cha-
cune des dimensions est la valeur de la réponse énergétique de l’image à un filtre de Gabor pour certaines
fréquences et orientations. La figure 6.2 présente les réponses énergétiques aux filtres de Gabor d’images de
différentes natures. Le but est donc de catégoriser des images représentées par des descripteurs en grande
dimension. On peut montrer simplement, en utilisant l’ACP, que la réduction de dimension de ces données
augmente le taux de bonne catégorisation. On peut donc raisonnablement penser que notre méthode va
également permettre d’augmenter ce taux. Nous présentons dans la suite les résultats obtenus avec notre
méthode et nous les comparons à des méthodes classiques. Le jeu de données LIS comporte 328 descrip-
teurs en dimension 49 répartis en 4 classes : images de plages, de villes, de montagnes et d’intérieurs. Les
proportions de chacune des classes sont égales et valent πi = 14 , ∀i = 1, ..., 4.
6.3 Résultats et discussion
Pour la méthode SVM, nous avons utilisé un noyau gaussien avec les paramètres par défaut, mais nous
avons remarqué que le fait de changer de noyau ou de modifier les paramètres n’avait que peu d’incidences
sur les résultats. Nous présentons toutefois les meilleurs résultats que nous avons obtenus avec cette mé-
thode. Nous commenterons ensuite les résultats numériques et nous montrerons quels sont les principaux
avantages de notre méthode.
Données synthétiques Le tableau 6.2 présente les résultats de classification obtenus sur le jeu de données
synthétiques. La mise en œuvre de l’Analyse Discriminante de Haute Dimension sur les données synthé-
tiques nous a permis de vérifier que notre méthode est tout à fait adapté aux données de grande dimension
vivant dans des espaces de dimension intrinsèque inférieure. La comparaison des résultats de l’HDDA avec
ceux obtenus avec des méthodes de références permet d’apprécier la difficulté de la classification de ce jeu
de données artificiel. Il est naturel que la méthode QDA donne des résultats satisfaisants car la nature des
données est aussi adaptée à cette méthode. L’HDDA s’est également révélée particulièrement robuste à la
différence de proportion entre les classes. D’autre part, cette expérience a mis en évidence la rapidité de
calcul de l’HDDA : le temps nécessaire à classifier les 500 individus est de l’ordre de 0.04 secondes pour
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Taux de
classification correcte















































TAB. 6.3 – Résultats de classification pour les données Iris de Fisher.
Taux de
classification correcte















































TAB. 6.4 – Résultats de classification pour les données LIS.
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FIG. 6.3 – Projection sur les deux premiers axes discriminants du résultat de la classification des données
Iris de Fisher avec les classifieurs (a) HDDA, (b) SVM et (c) FDA. Les erreurs de classification sont
encerclées.
l’HDDA et les méthodes d’Analyse Discriminante alors qu’il faut près de 0.75 sec à SVM pour effectuer
la même tâche.
Données Iris de Fisher Le tableau 6.3 présente les résultats de classification obtenus sur le jeu de don-
nées Iris de Fisher. Nous avons choisi de classifier également les données classiques que sont les données
Iris de Fisher afin que chacun puisse comparer les résultats avec ceux d’autres méthodes. Nous avons été
étonné d’obtenir de si bon résultats sur des données dont la dimension n’est pas si grande. Il semble que
le fait de travailler dans des espaces différents pour chaque classe ait permis de séparer des données qui ne
sont pas linéairement séparables. La figure 6.3 permet de visualiser les erreurs de classification et l’on peut
voir que le seul point mal classé par l’HDDA l’est aussi par les autres méthodes.
Données LIS Le tableau 6.4 présente les résultats de classification obtenus sur le jeu de données LIS
de catégorisation d’images. L’expérience menée sur les données LIS montre que la classification obte-
nue grâce à l’HDDA est meilleure que les autres méthodes bien que celles-ci réalisent des classifications
correctes sur ce jeu de données. On remarque sur cet exemple que les méthodes classiques d’Analyse Dis-
criminante sont fortement pénalisées par la grande dimension des données alors que l’HDDA et SVM ne
subissent pas cet effet. De nouveau, l’HDDA réalise la classification des données aussi rapidement que les
méthodes classiques d’Analyse Discriminante et beaucoup plus rapidement que SVM. Cet aspect peut être
particulièrement intéressant dans le cadre de la reconnaissance de classes en vision, car cela ouvre la porte
à la reconnaissance en temps réel.
7 Application à la reconnaissance de classes d’objets
La reconnaissance d’objets dans des images naturelles est un des problèmes les plus difficiles en vision
par ordinateur. Ces dernières années, de nombreuses approches ont utilisé avec succès des descripteurs
locaux d’images. Cependant, ces descripteurs locaux sont en grande dimension ce qui pénalise les méthodes
de classification et par conséquent la reconnaissance. Pour cette raison, l’HDDA semble bien adaptée à
cette application. Les méthodes généralement utilisées pour cette application sont l’Analyse Discriminante
Linéaire (LDA) et, plus récemment, les mixtures de composantes principales [12] et les méthodes à noyaux
[14, chap. 12]. De nombreuses études ont combiné une étape de réduction de dimension avec un classifieur
classique : on peut citer les méthodes bien connues Eigenfaces [26] et Fisherfaces [2] qui réduisent la
dimension des données respectivement par ACP et par projection sur les (k−1) axes discriminants (FDA).
Nous avons donc voulu vérifier si le classifieur HDDA surpassait le classifieur à noyaux SVM qui est
actuellement le plus utilisé pour la reconnaissance d’objets.
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Descripteurs détectés Classification par HDDA Éléments de la moto Probabilité d’erreur < 10−10
FIG. 7.1 – Reconnaissance de la classe « moto » dans une image naturelle avec le classifieur HDDA.
7.1 La reconnaissance de classes d’objets
Le processus classique de reconnaissance d’objets se compose comme suit : tout d’abord, de petites régions
de l’image sont détectées dans un ensemble d’apprentissage grâce au filtre de Harris-Laplace [19] puis sont
décrites en utilisant un descripteur local invariant. Un objet est reconnu dans une image test si un nombre
suffisant de correspondances avec le jeu d’apprentissage a été trouvé. Une récente étude [20] a montré que
le descripteur SIFT [18] était particulièrement robuste aux variations d’échelle et de luminosité. Cependant,
cette méthode fournit des données en haute-dimension, typiquement d = 128, ce qui pénalise la phase de
décision. Des travaux antérieurs [5, 15] ont montré que le fait de réduire la dimension de ce type de données
permet d’accroître le taux de reconnaissance. Pour cette raison, la méthode que nous proposons semble être
appropriée. La figure 7.1 présente l’étape de classification de la reconnaissance de classe d’objet avec le
classifieur HDDA : tous les descripteurs détectés dans l’image sont affectés à une des classes, puis on ne
conserve que ceux appartenant aux sous-classes de l’objet et enfin ceux ayant une probabilité d’erreur de
classement très faible. Nous présentons au paragraphe suivant les résultats obtenus avec notre méthode et
nous les comparons à des méthodes classiques utilisées en reconnaissance de classe d’objet.
7.2 Les données
Pour cette application, nous avons choisi de travailler avec des images de motos (jeu de données disponible
à l’adresse http ://www.robots.ox.ac.uk/~vgg/ ). Nous avons calculé les descripteurs pour un jeu de 200
images, puis nous avons sélectionné ceux correspondant à 3 parties caractéristiques de la moto : le guidon,
la selle et les roues. Nous avons également retenu un certain nombre de descripteurs appartenant au fond
afin de modéliser également cette classe. Nous avons ainsi obtenu un jeu de données comportant 2000
descripteurs en dimension 128 répartis en 4 classes : éléments de la selle, du guidon, des roues et éléments
du fond.
Afin d’obtenir des résultats numériques, nous avons divisé le jeu de données précédent en un jeu d’ap-
prentissage comportant 1500 descripteurs et un jeu de test comportant 500 descripteurs. Les proportions de
chacune des classes valent respectivement πi = 15 , ∀i = 1, ..., 3 et π4 = 25 . Pour simuler une expérience de
vision par ordinateur, nous avons également calculé les descripteurs d’images différentes de celles choisies
pour l’apprentissage. Nous avons ensuite affecté chacun des descripteurs de chaque image à une des quatre
classes définies a priori grâce à notre méthode de discrimination. Afin de comparer les performances de
notre méthode à une méthode couramment utilisée dans ce type d’expérience, nous avons également classé
les descripteurs avec la méthode SVM.
7.3 Résultats de classification
La figure 7.2-a présente les résultats de classification obtenus avec l’HDDA (modèle [aibiQidi]), SVM
(noyau gaussien), LDA et FDA sur ces données. Afin de synthétiser les résultats, seulement deux classes
ont été considérées pour le tracé des courbes : moto (positif) et fond (négatif). On peut observer que la
méthodes HDDA fournit des résultats bien meilleurs que ceux de la LDA et de la FDA. En effet, le fait
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FIG. 7.2 – (a) Comparaison des résultats de classification obtenus avec les méthodes HDDA, SVM, LDA
et FDA. Les résultats de l’HDDA ont été obtenus pour différentes valeurs du seuil s. (b) Influence sur les
résultats de classification obtenus avec le classifieur HDDA du seuillage sur la probabilité d’erreur.
que les résultats de la LDA et de la FDA soient en dessous de la courbe de l’HDDA signifie que l’on
peut toujours trouver un seuil s tel que le résultat de l’HDDA soit meilleur que ceux de la LDA et de
la FDA. On peut également remarquer que SVM semble surpasser notre méthode. Cependant, l’HDDA
fournit une probabilité d’erreur de classement pour chaque descripteur (voir paragraphe 3.3) ce qui permet
d’enlever le point dont la classification est douteuse. En effet, pour reconnaître un objet dans une image,
il suffit d’identifier avec certitude quelques instances des parties de l’objet. La figure 7.2-b montre que si
l’on ne conserve que les descripteurs dont la probabilité d’erreur est inférieure à un certain seuil, alors
le taux de vrais positifs augmente significativement pour un taux de faux positifs fixé. Par exemple, si
l’on ne conserve que les descripteurs ayant une probabilité d’erreur < 10−10 (ce qui représente 15% des
descripteurs), alors le taux de vrais positifs avoisine 90 % pour un taux de faux positifs inférieur à 10%. Le
fondement probabiliste permet donc d’améliorer la reconnaissance en seuillant sur la probabilité d’erreur.
De plus, on peut noter que l’HDDA est aussi rapide que les méthodes FDA et LDA (~ 1 sec.) et bien plus
rapide que SVM (~ 7 sec.).
7.4 Résultats de reconnaissance
La figure 7.3 présente le résultat de la reconnaissance de la classe « moto » avec les classifieurs HDDA
(modèle [aibiQidi] avec s = 0.78) et SVM (noyau gaussien) sur 10 images de motos différentes de celles
du jeu d’apprentissage. Ces résultats montrent que le classifieur HDDA combiné au seuillage sur la pro-
babilité d’erreur donne de meilleurs résultats que le classifieur SVM. En effet, les erreurs de classification
sont significativement moins nombreuses avec HDDA qu’en utilisant SVM. Par exemple, si l’on considère
la 5ème image, HDDA reconnaît la moto sans erreurs alors que SVM commet 5 erreurs.
7.5 Perspectives
Ces premiers résultats prometteurs de notre méthode nous encouragent à continuer dans ce domaine d’ap-
plication. De plus, notre méthode effectuant sa tâche de classification en un temps relativement court,
cela ouvre la voie à la reconnaissance de classe d’objets en temps réel. En revanche, certaines contraintes
existent à l’utilisation de notre méthode dans une application réelle. En particulier, la phase d’apprentis-
sage requiert l’intervention humaine pour la sélection des parties caractéristiques de l’objet. Il serait donc
profitable d’essayer de travailler dans un cadre le moins supervisé possible afin de rendre la tâche de recon-
naissance la plus automatique possible. Pour cela, il nous faudrait adapter notre méthode à la classification
INRIA
Analyse Discriminante de Haute Dimension 41
FIG. 7.3 – Reconnaissance de la classe « moto » avec les classifieurs HDDA (en haut) et SVM (en bas).
Uniquement les descripteurs reconnu comme « moto » ont été affichés. Pour l’HDDA, seulement les des-
cripteurs ayant une probabilité d’erreur inférieure à 10−10 ont été conservés. Les couleurs bleu, rouge et
vert sont respectivement associées au guidon, aux roues et à la selle.
non supervisée. Nous pourrions utiliser le modèle statistique adapté aux données de grande dimension,
présenté dans ce rapport, dans la méthode de classification automatique à modèle de mélanges.
8 Conclusion
Nous avons présenté dans ce rapport une nouvelle méthode de discrimination multi-classes, appelée Ana-
lyse Discriminante de Haute Dimension (High Dimensionality Discriminant Analysis), adaptée aux don-
nées de grande dimension. Cette méthode est basée sur l’Analyse Discriminante classique dont le modèle
statistique a été adapté pour prendre en compte les spécificités des données de grande dimension. Nous
proposons donc une nouvelle règle statistique de décision qui fournit, outre la classe d’un nouvel individu,
une probabilité d’erreur qui pourra être utilisée comme indicateur de l’incertitude de classification. De plus,
l’HDDA ne nécessite pas de pré-traitement des données, en particulier, il n’est pas nécessaire de réduire
préalablement la dimension des données. Nous nous sommes également intéressé aux règles de décision
induites pour des valeurs particulières des paramètres ; en particulier, nous montrons que l’Analyse Dis-
criminante classique peut être vue comme un cas particulier de l’HDDA sous certaines hypothèses. Enfin,
nous avons mis en œuvre et comparé l’HDDA à des méthodes de classification de référence sur des données
artificielles et réelles. Nous appliquons notamment notre méthode à des données issues d’expériences de
reconnaissance d’images où la rapidité de calcul et la donnée de la probabilité d’erreur sont des arguments
prometteurs.
La méthode présentée dans ce rapport est une nouvelle voie pour l’analyse des données de grande di-
mension. Cependant, certains points techniques de la méthode méritent une étude plus approfondie. En
particulier, l’estimation de la dimension intrinsèque des espaces propres de chaque classe pourrait être
conduite par des méthodes fractales [6]. En outre, 10 cas particuliers restent à traiter : il faudrait calculer,
pour ces modèles, les estimateurs dont les formulations ne sont pas explicites puis les implanter. D’autre
part, notre méthode ne fournissant pas de projection des données, il serait bon de réfléchir à un moyen de
visualiser le résultat de la classification. Enfin, une autre voie d’amélioration de l’HDDA a envisager est
celle des récentes méthodes à noyaux [1, 24] que l’on pourrait adapter à notre méthode. Le modèle statis-
tique des données de grande dimension que nous avons proposé dans ce rapport pourrait très certainement
être combiné avec succès avec la méthode EM pour obtenir une classification automatique des données.
C’est une des voies que nous allons développer pour l’appliquer à la reconnaissance de classes d’objets.
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