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1. INTRODUCTION  
Ceria and tetragonal zirconia have similar crystal structures and both have 
oxygen vacancies under atmospheric conditions. Both materials have been extensively 
studied and their defect thermodynamics characterized using standard macroscopic 
techniques to provide information for the onset of technological development using 
these materials as ionic conductors. The pure forms of these materials do not exhibit 
the best mechanical and electrical properties and need to be engineered by adding 
aliovalent dopants to achieve the desired properties. These dopants can have a neg-
ative effect on the ionic conductivity of the materials; therefore, better insight into 
the interaction between the dopants and the native defects responsible for the ionic 
conductivity could provide better engineered materials. This study primarily inves-
tigates the interaction between both cadmium and indium with oxygen vacancies in 
ceria and zirconia. While indium and cadmium are not regularly used in the engi-
neering of these materials, the technique of this study, perturbed angular correlation 
spectroscopy (PAC), provides a unique microscopic perspective only obtainable using 
cadmium and indium. Understanding the behavior of these ions, which are chemically 
similar to the other lower-valence dopants, should provide information applicable to 
the standard dopants. 
Applications of ionic conducting materials like ceria and doped zirconia include 
electrolytes in fuel cells, gas sensors, electrolysis machines, and catalytic converters. 
The operation of a typical device employing an electrolyte is shown in figure 1.1. On 
the cathode side of the device, a chemical reaction takes place in which oxygen gas 2 
is dissociated into two oxygen ions by taking electrons from the cathode. On the 
anode side, oxygen ions are used in a chemical reaction to oxydize some chemical 
present in gas form. Examples of such a reaction include the formation of water from 
hydrogen or the oxydation of carbon monoxide to form carbon dioxide. The anode 
reaction produces excess electrons which are taken up by the anode. When the solid 
electrolyte is an electronically insulating ion conductor, specifically one which has 
many oxygen vacancies or allows conduction of oxygen as interstitials, the oxygen 
ions diffuse from the cathode to the anode; however, the electrons don't. By creating 
an electrical circuit outside the device, an electrical potential exists and measurement 
of the potential results in a gas sensor. If there is sufficient current to drive an external 
load, the device is called a fuel cell.  Electrolysis can be achieved if the reaction is 
reversed by applying a voltage. 
2 CO + 2 011  2 CO2 + 4 e-
1111=1111* 2 H2 + 2 Oil  2 H20 + 4 e-
Cathode 
0, + 4 e- 20" 
Figure 1.1. Schematic showing a typical solid electrolyte application. 3 
To suppress a phase transition between room temperature and the operat-
ing temperature of a zirconia-based ion conducting device and to enhance the ionic 
conduction of ceria, aliovalent dopants are routinely added. Lower-valence dopants 
tend to induce oxygen vacancies which compensate the negative charge added by the 
dopants. The creation of extra oxygen vacancies tends to increase the ionic con-
ductivity when it is via a vacancy mechanism. At the same time, the lower-valence 
dopants may trap oxygen vacancies  ,  thereby reducing the ionic conductivity. A clas-
sical picture of this latter process is shown in figure 1.2. This egg carton-like plot 
shows the locations that a positive defect such as an oxygen vacancy, represented by 
a ball, would prefer to sit in a lattice with positive ions located at square corners as 
indicated in the figure. The prefered positions are at square centers where negative 
ions like oxygen ions normally sit. At low temperature, one imagines the ball rolling 
into a well and staying put. Without the lower-valence dopant, giving the ball a 
slight push, which is equivalent to increasing the temperature to give the defect more 
energy, allows the ball to move across the plot. When the defect is initially trapped 
in a deep well next to a lower-valence dopant, more energy is needed to release it 
from the trapped site, and a smaller added energy may allow the defect to bounce 
back and forth around similar trap locations. 
The relative energies needed for these processes are shown on a one dimensional 
version of the egg carton plot in figure 1.3. In an undoped crystal (shown at the top 
of figure 1.3), the hopping energy barrier between lattice positions for the defect 
is labeled by Ebulk- When a lower-valence dopant is added in the center location 
(middle of figure 1.3), the positive defect must surpass a larger energy barrier to 
escape or detrap, labeled by Ed. The positive defect may hop among equivalent 
trapped positions over an energy barrier Eh. Finally, a positive defect in a position 
adjacent to the trapped position crosses a hopping barrier Et which is similar to the 
bulk hopping energy. It is easiest to think of the positive defect's binding to a negative 4 
Positive defect 
Probe site 
(neg. relative charge) 
Oxygen
Cation lattice sites  site 
Figure 1.2. Egg carton potential of a positive defect. 
dopant as arising due to a simple Coulomb attraction. Hence, the nearest position has 
the strongest attraction. This is observed in many systems; however, it has also been 
observed in other systems that the next nearest position is the preferred location for 
the positive defect due to relaxations in the ion positions. This next nearest neighbor 
(bottom of figure 1.3) has the same set of hopping energies associated with it as does 
the near neighbor situation; although, the values of the energies are typically different 
for the two situations. 
Generally, the effects of lower-valence dopants on the ionic conductivity are 
studied via macroscopic techniques like thermogravimetric analysis or conductivity 
measurements. Microscopic analyses of the trapping of oxygen vacancies by lower-5 
x x x  x x x 
02-
E, 
MA+ 
x  x  x 
t1k 
x  x  x  x  x 
A2'  02 
E, 
4% 
x  x  x  X  X  X 
A2'  02. 
Figure 1.3. Hopping energies in a crystal. 
valence dopants in the oxides is much less common. PAC has been used to study 
the trapping of oxygen vacancies.  This technique requires the addition of dilute 
quantities of radioactive ions to a sample (figure 1.4). Each ion emits two successive 
gamma rays whose directions of detection are correlated as a function of time between 
the emissions. Analysis of this information determines what torques, if any, act on 
the radioactive ions. This technique, in its simplest manifestation then provides a 
means of determining when a defect is present and when one is not present. The 
radioactive ion used is indium, which is negative with respect to the lattice and 
can attract positive defects like oxygen vacancies.  Motion of the positive defects 
is observed by a loss of correlation in the two gamma rays.  Its decay product is 
cadmium which is also negative. The emissions of the gammas take place while the 
probe ion is cadmium, and the interaction observed is that between the cadmium and 
its immediate surroundings. 6 
Figure 1.4. Basic picture of PAC. 
A previous PAC study of ceria powder revealed four defect complexes in-
volving the PAC probes. Three of these were surmised to involve oxygen vacancies 
because their relative quantities increased as the oxygen partial pressure decreased or 
as the oxygen was removed by doping with lower-valence cations like yttrium. One 
was identified as a cadmium with a near-neighbor oxygen vacancy, and another was 
identified as a cadmium with two near-neighbor oxygen vacancies on opposite sides 
based upon symmetry and interaction magnitude considerations. The identity of the 
defect complexes inferred by the PAC data doesn't fully agree with the data taken 
with macroscopic techniques. By performing the measurements in single crystals, this 
study confirms the identifications of two of the complexes by determining that the 
symmetry axis of the interactions both lie in the crystallographic <111> directions. 7 
This work also provides more information about the fourth defect complex 
originally observed. It provides information about the direction of its interaction axis. 
It also shows that the fourth defect complex can coexist with the cadmium/oxygen 
vacancy complex. Furthermore, the fourth defect complex can be induced by reduc-
ing the sample at high temperature and reoxidizing it at lower temperature. Such 
behavior is not predicted at all by the accepted interpretations of the macroscopic 
techniques' data. 
This thesis is also an essential step towards a quantitative, microscopic study 
of the equilibrium defect thermodynamics of oxygen vacancies in tetragonal zirconia. 
It shows data taken in tetragonal zirconia with appreciable oxygen vacancies present 
to temperatures as low as 700 °C. Qualitative analysis of this data allowed the pos-
tulation of a PAC fitting function which quantitatively determines the hopping rates 
of the oxygen vacancies over the various energy barriers described earlier with respect 
to the PAC probes which are lower-valence dopants. 8 
2. MATERIALS INTRODUCTION  
Ceria and zirconia are two examples of refractory oxides which  are a small 
subset of a more general group of materials called ceramics. A ceramic is simply 
an inorganic, nonmetalic material.  Traditionally, one considers a ceramic to be  a 
composite of several kinds of inorganic, nonmetalic materials. Ceramics generally 
have mechanical properties which are quite different from metals, and these differences 
are summarized in table 2.1. 
Property  Ceramics  Metals  Ratio, property 
of ceramics: 
property of metal 
Ductility  Very low  High  (0.001-0.041 
Density  Low  High  0.5:1 
Fracture Toughness  Low  High  (0.01 0.1):1 
Young's Modulus  High  Low  (1-3):1 
Hardness  High  Low  (3-10):1 
Thermal Expansion  Low  High  (0.1-0.3):1 
Thermal Conductivity  Low  High  (0.05-0.2):1 
Electrical Resistance  High  Low  (106-1010):1 
Table 2.1. Selected ceramic properties versus metal properties [1]. 
Ceramics have varied applications made possible by their strength, toughness 
and chemical resistance. Zirconia has better mechanical properties than ceria and is 
used more commonly. Applications include uses as cutting tools, grinding materials, 
valve seals, diesel engine parts, and refractory fibers [2]. Zirconia is also being inves-
tigated as a material for prosthetic devices. The appreciable electrical conductivity 
above 1200 °C and high melting point of zirconia make it a good heating element in 
oxidizing atmospheres up to 2500 °C. 9 
While the mechanical properties give ceria and zironia many varied uses, it 
is the ionic conduction properties which are of interest here. Ceria and zirconia are 
fluorite-related oxides. Fluorite-related oxides and other refractory oxides such as the 
pyrochlores, the perovskites, and brownmillerite show high ionic conductivities and 
are all competitors for applications requiring high ionic conductivity. Ceria and zir-
conia were specifically chosen for this study because of their relatively simple lattice 
structures and because indium and cadmium are acceptors in them. Previous  re-
search revealing relevant properties such as phase structures, point defect properties, 
synthesis, and PAC research is reviewed below. 
Proper interpretation of data obtained from perturbed angular correlation 
spectroscopy requires knowledge of several material properties. The relevant proper-
ties of ceria are discussed in section 2.1, and the properties of zirconia  are reviewed 
in section 2.2. 
2.1. CERIA 
There is not much interest in ceria as a ceramic material based on its mechan-
ical properties. It is not particularly tough or strong, and it tends to reduce rather 
easily at high temperatures. A summary of its mechanical properties is given in table 
2.2. 
Ceria's tendency to reduce under reducing atmospheres produces several odd 
phases. The most stable form is CeO2 or ceric oxide. Cerium also exists in a trivalent 
form and more than one phase of cerous oxide (Ce203) has been observed. While the 
cerous oxide occurs in nature, any devices researched using ceria are made from the 
more stable ceric form. Ceria's strong tendency to reduce and its ability to maintain 
its cubic fluorite phase to appreciable sub-stoichiometry has prompted extensive stud-
ies of its point defect thermodynamics. These studies, largely based on macroscopic 10 
Property of ceria  Value  Reference 
Density 
Young's Modulus 
Thermal Expansion 
Thermal Conductivity 
7.28 g/cm3 
24.9x106 psi 
8.92x10-6 °C-1 (25-1000 °C) 
0.0229 calcm-1sec-1K at 400 K 
[3] 
[3] 
[3] 
Melting Point 
Compressive Strength 
0.0287 calcm-lsec-1K at 1400 K 
>2873 K 
25x103 psi 
[3] 
[3] 
[4] 
Electrical Resistance  5x10752 -cm at 500 °C in air 
240 Q-cm at 1200 °C in air  [5] 
Table 2.2. Selected mechanical properties of ceria. 
techniques like thermogravimetric analysis, conductivity measurements, and tracer 
diffusion, have recently been complemented by microscopic studies using PAC. 
2.1.1. Ce-0 Phase Diagram 
A PAC signal may arise from a non-cubic lattice or a defect in a cubic lat-
tice; therefore, it is important to know what phase of ceria exists for a given set of 
measurement conditions. Despite numerous papers on the subject, only a very small 
portion of the Ce-O system has been completely characterized. While 9 phases and 
13 intermediate compounds have been shown to exist, only 5 of them, constituting 
a small portion of the phase diagram, have had their structure identified. The Ce-O 
phase diagram is shown in figure 2.1. 
The phase boundaries have been determined using a variety of techniques. 
The phase diagram in figure 2.1 between Ce02 and Ce01.714 is based on specific heat 
measurements [7]  [8] and thermal expansion measurements [6] which also identifed 
two phases called pl and p2 not belonging to the Cer,02,...2 series. The other phases 
have also been seen using x-ray and neutron scattering experiments, many of which 
are assigned the structural descriptions which follow. 11 
1100 
,--C-Ce203 
1000 
a 
900 
a.) 
E  800 
a+a' 
700 
a+5  p1  p2 
Ce  03 
E 
600 
1  I  1 
2.00  1.95  1.90  1.85  c,`'`''Stg-'- co  1.65  1.60  1.55  1.50 
Ce0y 
Figure 2.1. Ce-O phase diagram upon heating. Many of the phase boundaries are 
at lower temperatures upon cooling. Most of the phases are forms of Cen02,2 with 
greek letter designations: n= 6(a), 7(T), 9((), 10(), and 11(S). This diagram is based 
primarily on the diagram by Korner et al. [6]. 
The regions in the phase diagram above 700 K between Ce02 and Ce01.8 are 
not well understood. The a' phase is believed to be a fluorite (a) phase which is 
rich in oxygen vacancies [9]. The region below the dome in figure 2.1 is composed, 
then of the non-stoichiometric a phase and the a' phase where the number of oxygen 
vacancies in the a' phase is the number which occur at the eutectic point. Above 
the dome, it is believed that the a phase varies continuously in oxygen content, 
but keeps its structure. In both the a and a' phases, the oxygen vacancies appear 
randomly distributed; however, there have been some confusing results presented in 
the literature which can be explained if the oxygen vacancies cluster [7]. 12 
Figure 2.2. Fluorite unit cell. Cations (Ce) are shown as small, dark spheres, and 
anions (0) are shown as large spheres. 
Of the Ce-O phases, only a (fluorite) phase, 7 phase, C-Ce203, Ce203, and 
CeO (not shown in the figure) have been structurally characterized using x-ray and/or 
neutron scattering. 
The a or cubic fluorite phase exists over a wide composition range including 
the perfectly stoichiometric CeO2, and it is the phase studied in this work. The fluo-
rite unit cell is shown in figure 2.2 and belongs to the Fm3m space group which has 
the following atom positions: 
Ce  (4a)  (0,0,0); repeated at face-centered positions
0  (la)  ± (1/4,1/4,1/4); repeated offset from face-centered positions 
and lattice constant al) = 5.4110 A at room temperature with full oxygen content 
(CeO2) [10]. The Ce ions are 8-fold coordinated in the fluorite phase. 13 
The 7-phase is a rhombohedral distortion of the cubic fluorite phase with 
regularly placed oxygen vacancies. The structure can be viewed as CeO2 with strings 
of oxygen vacancies along the <111> fluorite lattice directions such that one seventh 
of the Ce ions lie in the strings and are 6-fold coordinated. The remaining six sevenths 
of the Ce ions have one near-neighbor oxygen vacancy and are 7-fold coordinated [11]. 
C-Ce203 has the  (cubic)  bixbyite structure  [12]  with lattice constant 
ao = 11.11(1) A at room temperature [13]. Bixbyite has space group Aa3 with the 
atoms in the following positions: 
Ce(1)  (8a)  (1/4,1/4,1/4); (1/4,3/4,3/4); (3/4,1/4,3/4); (3/4,3/4,1/4); 
repeated offset from body-centered positions 
Ce(2)  (24d)  ± Ru,0,1/4); (1/4,u,0); (0,1/4,u); (u,1/2,1/4); (1/4,u,1/2); 
(1/2,1/4,u)]; repeated offset from body- centered positions 
0  (48e)  + [(x,y,z); (x,9,1/2-z); (1/2-x,y,f); (,1/2-y,z); (z,x,y); 
(1/2-z,x,g); (2,1/2-x,y); (z,,1/2-y); (y,z,x); (9,1/2-z,x); (y,2,1/2-x); 
(1/2-y,z,)]; repeated offset from body-centered positions 
where, ideally, u = 0.034, x = 0.375, y = 0.162, and z = 0.400 [14]. With this struc-
ture, the Ce ions have only four near-neighbor oxygens. 
Ce203 is of the hexagonal, lanthanum sesquioxide form with lattice constants 
ao = 3.891(5) A and co = 6.052(3) A at room temperature [13]. Lanthanum sesquiox-
ide has space group Om with atoms in the following positions [14]: 
Ce  (2d)  ± (1/3,2/3,u) with u = 0.245 
0(1)  (la)  (0,0,0) 
0(2)  (2d)  ± (1/3,2/3,u) with u = 0.645 
In this configuration, the Ce ions are 7-fold coordinated with four oxygens closer than 
the other three. 
Finally, CeO is believed to exist with the NaC1 crystal structure [15]. In such 
a configuration, the Ce ions are 6-fold coordinated. 14 
2.1.2. Point Defect Thermodynamics in Ceria 
PAC is very sensitive to the electronic structure of the material in the im-
mediate vicinity of the PAC probe ions. The change of electronic structure induced 
by the presence of point defects is easily detected by PAC. The extreme sensitivity 
makes identification of the point defect difficult, because highly accurate modeling of 
the electronic structure is often necessary. Consequently, it is useful to know what 
defects are believed to exist based upon traditional techniques for studying point de-
fects. Because ceria maintains its cubic phase over a large temperature range and 
wide range of non-stoichiometry, its point defect thermodynamics can be measured 
using traditional techniques over an unusually large range. This makes ceria an ideal 
medium for the study of point defects, and there have been many studies using ther-
mogravimetric analysis (TGA) and conductivity measurements. 
The early use of TGA and conductivity measurements led to  an early iden-
tification of the primary ionic point defect being interstitial cerium ions with one 
charge or another in the sub-stoichiometric region [16]. With improved conductivity 
measuring techniques, the cerium interstitial model was dropped in favor of a model 
involving singly- and doubly-charged oxygen vacancies [17]; although, there has been 
some debate about the charge states [18] [19]. Both models also have electrons bound 
to cerium ions forming Ce3 +. These electrons were shown to hop as small polarons 
[20]. In the super-stoichiometric range created by doping with higher-valence dopants 
like tantalum or uranium, the ionic defect was identified to be oxygen interstitials [21]. 
Figure 2.3 shows the conductivity data versus oxygen partial pressure. Tuller 
and Nowick divided the plot into four basic regions according to the pressure depen-
dence of the conductivity. Region II shows a 1/6 behavior and Region III shows 
a 1/4 behavior with a smooth transition between them. Region I shows a more 
complicated pressure dependence transforming from 1/6 at the region II boundary 
to a smaller pressure dependence at larger oxygen partial pressures. This departure 15 
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Figure 2.3. Ce02_ Conductivity. Data points and regions are taken from Tuller and 
Nowick [20] and described in the text. 
from 1/6 behavior has been attributed to inaccuracy in measurements associated 
with small departures from stoichiometry and extrinsic compensation from unwanted 
impurities [17] [18]. Chang and Blumenthal claim they achieved 1/6 behavior in 
region I by counterdoping the lower-valence impurities with higher-valence dopants 
[18]. Naik and Tien also report a 1/6 behavior in region I in what they consider 
pure Ce02 [22]. 
Pure Ce02+5 does not exist in superstoichiometric form. Doping with higher-
valence dopants can, however, lead to a non-stoichiometry. Stratton and Tuller ob-
served a 1/4 Po, dependence of the conductivity for high enough U doping and suf-
ficiently high Po, (typically above one atmosphere) [21]. Between the 1/6 behavior 
and the 1/4, high Po, behavior, they observed a region where the conductivity was 16 
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Figure 2.4.  Conductivity versus oxygen partial pressure for urania-doped ceria. 
The data were taken at approximately 670 °C for different levels of doping (trian-
gles=0.1%, circles=1.0%, and squares=5.0%) [21]. Only one temperature is shown in 
this plot to emphasize the behavior. 670 °C isn't quite high enough to clearly see the 
1/6 behavior in the 0.1% data; however it is clearly seen at higher temperatures. 
independent of the oxygen partial pressure (figure 2.4). Naik and Tien also observed 
such independent behavior in niobia-doped ceria. They were unable to observe the 
1/4 high P02 behavior because they did not study the samples at partial pressures 
above one atmosphere, and the solubility limit of niobia is too small to produce the 
1/4 dependence below one atmosphere [22]. 
Most of the conductivity behavior of ceria can be explained by a model in-
volving singly and doubly charged oxygen vacancies, electrons, and doubly charged 
oxygen interstitials (Vo, Vo" , e', and  in Kroeger-Vink notation). Assuming that 
the partial pressures measured reduce ceria, the important defect reactions are 
0  +  anion Frenkel disorder 
1,  0 > VO + 2e' + 2 l.12  reduction 
Vb  Vb +  vacancy ionization  (2.1) 17 
and the mass action equations are 
[Vol [On = KF (T) 
[VS] [el2 = KR (T) P-01,12 
[Vol [e] / [Vb] = Kv (T)  (2.2) 
Furthermore, assuming that all donors lie above the conduction band, which turns 
out to be a polaron band in ceria, the donors will all be charged ([Use] = [Uce] totap 
l  IN1-)  etc.). The overall electroneutrality condition is 1 [Nbse=  L- -ceitotai, 
[el + 2 [On = [Vo] + 2 [Vs] + [UCe]  (2.3) 
Temperature and oxygen partial pressure space can be divided into five regions 
in which different approximate forms of the electroneutrality can be used. Referring 
to the region designations from the conductivity plots, the approximate electroneu-
trality conditions and resulting electron concentration dependencies on the oxygen 
partial pressure are given in four of the five regions by the following: 
region:  III  II  IA  IB 
EN:  [e] = [Vs]  [e] = 2 [Vs]  [e1 = [Uee]  2 [011 = [Uce] 
[el  (KR/K-F\ 1/2 D/4  i./3D-1/6  [Uee] = constant )  i  2  II  I 02  (KF/KR)1/2 [U6e] P021/4 
Since the conductivity is given by 
a = [e] ep,  (2.4) 
where ki is the electron mobility and e is the electron charge, the above table gives the 
conductivity behavior expected by this model. The model does a good job predicting 
the data in the regions given in the table. The fifth region (region IV) is thought to 
deviate strongly from the -1/4 behavior because of clustering of the oxygen vacancies 
[17]. There is evidence for the clustering effect in scattering experiments. The con-
ductivity behavior in region I is explained well by this model for samples containing 18 
more higher-valence dopants than lower-valence dopants. Many of the experiments 
in ceria containing a net excess of lower-valence impurities also show a flattening out 
of the conductivity dependence on oxygen partial pressure. This effect is not well 
understood. Darwicke and Blumenthal proposed a defect model which took into ac-
count the presence of lower-valence impurities; however their model predicts a 1/4 
behavior which has a steeper dependence on the partial pressure rather than a gentler 
one [19]. 
The following heats of formation have been measured: 
reference 
HF  =  3.66 eV (0.1% U)  4.47 eV (5% U)  [21] 
HR  =  4.34 eV (0.1% U)  5.19 eV (5% U)  [21] 
4.67 eV  [17]
H  =  0.56 eV  [17] 
Additionally, it has been shown that the electrons travel by means of a small po-
laron hopping with an activation energy of about 0.4 eV [20]. The oxygen interstitial 
migration energy has also been determined to be 1.57 eV [21]. 
2.1.3. Previous PAC Studies of Ceria 
This work is an extension of previous PAC work in ceria [23] [24].  In the 
former studies, dilute quantities of indium were coprecipitated with ceria to place 
PAC probe ions into the material. Both the indium and its daughter cadmium have 
lower valences than cerium, which the indium and its decay product replace in the 
lattice. Consequently, the PAC probes have a negative charge relative to the lattice 
and, in principle, attract any positively charged defects present. In this way, PAC 
has been used to identify four defect complexes involving the cadmium impurities. 
Four distinct electric field gradients have been observed to interact with Cd 
sitting substitutionally at the Ce site in ceria and are called a-, b-, c- and, d-sites. 
Typical PAC spectra are shown in figure 2.5. Least-squared fits to model functions 19 
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Figure 2.5. Typical PAC spectra observed in cerium dioxide [23]. The top spectrum 
shows 100 % a-site at 200 °C, the middle spectrum shows a-, b-, and c- sites at 200 °C, 
and the bottom spectrum shows the d-site at 200 °C. 
whose forms are discussed in chapter 3 give the following values for the electric field 
gradients at room temperature [23]: 20 
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Figure 2.6. PAC site fractions in ceria versus doping level [23] [24].  The symbols 
represent:  a-site (circles), b-site (up-triangles), c-site (down-triangles), and d-site 
(squares). 
site  w1 (Mrad/s)  7/ 
a  50.0(2)  0 
b  64.1(5)  0.35 
c  216.0(5)  0 
d  180.0(5)  0.54 
The percentage of probes seeing each site varied with temperature and dopant con-
centration. Dopants were added to adjust the stoichiometry of the samples. Based on 
other results, lower-valence dopants like yttrium should be compensated by  oxygen 
vacancies. Similarly, higher-valence dopants should eliminate oxygen vacancies. The 
percentages of probes in each site versus dopant concentration at 200 °C are shown 
in figure 2.6. 
Based on these results and symmetry considerations, the a-site was deduced 
to be cadmium bound with a near-neighbor oxygen vacancy. The c-site was deduced 
to be cadmium bound with two near-neighbor oxygen vacancies in opposite <111> 
directions.  The non-axially symmetric b-site was presumed to be cadmium with 21 
a bound near-neighbor oxygen vacancy and a next-near-neighbor oxygen vacancy. 
These three defect configurations are shown in figure 2.7. 
Below 200 °C, the a-site is accompanied by a strongly damped signal, and each 
are 50 % at room temperature. Wang et al. [24] postulated that the damped signal 
came from PAC probes with a next-near-neighbor oxygen vacancy and an electronic 
disturbance (aftereffect) caused the highly damped signal.  The identifications of 
the a-site and aftereffected-site are in agreement with atomistic computer simulation 
which predicts that an oxygen vacancy is equally likely to sit in a near-neighbor  or 
next-near-neighbor position with respect to indium but prefers to be in the  near-
neighbor position with respect to cadmium [25]. The calculations indicate that two 
oxygen vacancies can bind to cadmium but do not bind to indium, which contradicts 
the proposed identifications of the b- and c-sites. 
The d-site's existence could not be reconciled with TGA and conductivity 
results. It was  at temperatures  as 700 °C. It cannot be a cadmium-
niobium complex since the site is also seen with tantalum doping.  Experiments 
involving water vapor were perfomed to check the possibility that it was a cadmium-
hydrogen complex; however, these experiments proved negative. Additionally, exper-
iments showed that the complex did not involve interstitial carbon. 
Above 150 °C, the a-site electric field gradient was seen to fluctuate at increas-
ing frequency as temperature increases. This effect was observed as a damping of the 
static electric field gradient signal as shown in figure 2.9 [24]. Using a 4-state model, 
the damping parameter is related to an actual fluctuation rate that corresponds to 
the hopping rate of the oxygen vacancy about the cadmium with an activation energy 
of 0.60(2) eV [26] [27] (figure 2.8). 22 
Figure 2.7. Ball and stick representations of the proposed defect complexes in ceria 
as observed by PAC. The a-site is on the left, the b-site is in the middle, and the 
c-site is on the right. The shaded cubes are added to emphasize the missing oxygen 
ions. 
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Figure 2.8. A-site damping parameter and hopping rate. Shown are the damping 
parameter versus temperature (left) and the 4-state hopping rate versus temperature 
(right) [26]. 23 
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Figure 2.9. A-site fluctuating electric field gradient. The spectra  are from Wang et 
al. [24]. 24 
2.2. ZIRCONIA  
Unlike its counterpart ceria, zirconia has attracted much attention by materials 
engineers. It is relatively tough, strong, and resistant to harsh chemical environments. 
The mechanical properties are summarized in table 2.3. 
Property of zirconia  Value  special conditions  Reference 
Density  5.56 g/cm3  monoclinic 
5.5 g/cm3	  Ca0 stabilized 
5.43 g/cm3	  Mg0 stabilized  [3]
Young's Modulus  14.1-30.0x106 psi  fully stabilized at  [3] 
room temperature 
Vickers Hardness  1019-1529 kg/mm2  fully stabilized at  [3] 
room temperature 
Thermal Expansion  11-12x10-6 1/°C  stabilized  [5]
Thermal Conductivity	  0.004 calcm-lsec-1K  100 °C-400 °C 
0.005 calcm-lsec-iK  1200 °C  [3]
Melting Point	  3123 K  [3]
Compressive Strength  350x103 psi  [4] 
Tensile Strength  21x103 psi  [4] 
Bend Strength  26x103 psi  [4] 
Electrical Resistance	  2300 a -cm  700 °C in air 
77 Q-cm  1200 °C in air 
9.4 Q-cm	  1300 °C in air 
1.6 a -cm	  1700 °C in air 
0.59 a -cm	  2000 °C in air 
0.37 Q-cm	  2200 °C in air  [3] 
Table 2.3. Selected mechanical properties of zirconia. 
All but one of the mechanical properties of zirconia make it very attractive 
for applications. Zirconia's one problem is a 9% volume decrease from its monoclinic 
form to its tetragonal form [5].  This large volume change makes it impossible to 
fabricate devices.  To suppress the phase transition and maintain zirconia's basic 
properties, several stabilized forms of zirconia have been engineered by creating solid 25 
solutions with other binary oxides. The partially stabilized zirconias have proven to 
have increased mechanical strength and toughness. The fully stabilized forms have 
good ionic conducting properties. The mechanism behind stabilization,  however, is 
not fully understood, and many experiments have tried to correlate the stabilization 
behavior with low- and high-temperature processing. 
The stabilizing agents in zirconia induce many oxygen vacancies to compensate 
the charge imbalance. The oxygen vacancies promote ionic conduction. While zirconia 
has been used in ionic conductor applications, the literature regarding its point defect 
behavior is spotty. PAC has been used to observe the oxygen vacancy dynamics in 
the tetragonal phase. 
2.2.1. Zr-O Phase Diagram 
The existing Zr-0 phase diagram is simpler than its Ce-0 counterpart, as is 
shown in figure 2.10. Unlike ceria, metallic Zr is present in at least low concentra-
tion up to nearly stoichiometric Zr02. While there are  many cerium oxide forms, 
there are only three stable zirconium oxide forms: cubic, tetragonal, and monoclinic. 
The phases this study is primarily concerned with are the tetragonal and monoclinic 
phases. 
Like ceria, the cubic phase of zirconia is fluorite and has lattice  constant 
a() = 5.07 A [14]. The tetragonal phase of zirconia is usually described by the red 
mecuric iodine structure shown in figure 2.11. It is tetragonal and has the P4/nmc 
space group. The ion positions are given as follows [29]: 
Zr  (2a)  (0,0,0); (1/2,1/2,1/2) 
0  (4d)  (0,1/2,u); (1/2,0,ti); (0,1/2,u+1/2); (1/2,0,1/2-u) with u = 0.14  
The unit cell has dimensions ao = 3.64 A and co = 5.27 A [30]. The tetragonal phase 
can also be described by a larger unit cell resembling the fluorite phase. With that 
description, the similarities between tetragonal zirconia and fluorite ceria are more 26 
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Figure 2.10. Zr-O phase diagram [28]. 
apparent. The tetragonal zirconia structure is achieved by starting with the fluorite 
structure and slightly stretching one direction to create the tetragonal c-axis. Then 
oxygen chains are shifted along the c-axis such that one pair of chains on opposite 
sides of a central Zr ion are shifted up and the other pair are shifted down by a 
distance of 0.580 A to form a puckering in the oxygen sub-lattice (figure 2.12). The 
fluorite-like unit cell has dimensions ao = 5.07 A and co = 5.16 A [14]. 
The monoclinic phase of zirconia has the baddeleyite (naturally occuring ZrO2) 
structure.  It has cell dimensions a() = 5.1454 A, bo = 5.2075 A, co = 5.3107 A, and 
13 = 99°14' with ions in the P21 /c space group positions: 27 
Figure 2.11. Tetragonal zirconia unit cell. On the left is a view of the unit cell along 
an a-axis direction. On the right is a view of the unit cell slightly rotated. 
(4e)  ± [(x,y,z); (±,y+1/2,1/2-z)] 
with: 
Atom  x 
Zr  0.2758  0.0404  0.2089 
0 (1)  0.069  0.342  0.345 
O(2)  0.451  0.758  0.479 
With this ion configuration, the Zr ions are seven-fold coordinated. 0(1) has three 
Zr neighbors and 0(2) has four Zr neighbors. [14] 
The transition temperature between the monoclinic and tetragonal phases is 
tricky to assign because it can depend on sample preparation thermal history. Matters 
are further complicated by the fact that it exihibits a strong temperature hysteresis 
loop. The accepted transformation temperatures are 1150 °C for the monoclinic to 
tetragonal transition and 900 °C for the tetragonal to monoclinic transition(figure 
2.23) [5].  These transition temperatures tend to shift to lower temperatures with 
increasing doping levels of other oxides. 28 
Figure 2.12. Fluorite-like tetragonal zirconia unit cell. Starting from the basic fluorite 
structure, the cell is stretched along one direction to create a tetragonal c-axis and 
oxygen chains are shifted. 
2.2.2. Zirconia-Ceria/Yttria/India Solid Solutions 
The cubic, tetragonal, and monoclinic phases persist with appreciable amounts 
of yttria and ceria doping; however, a phase diagram of zirconia-india is not available 
in the literature. The transition temperatures of the zirconia phases tend to decrease 
with increasing doping levels. The phase diagram of the zirconia-yttria system and the 
phase diagram of the zirconia-ceria system are shown in figure 2.13. While a zirconia-
india phase diagram is not offered here, the important issue concerning this research 
is the solubility of india in zirconia. This solubility is reported to be 9 mol % In203 
[31]. 2000 
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Figure 2.13. Zr02-Y203 and Zr02-Ce02 phase diagrams [32] [33]. 
2.2.3. Partially Stabilized Zirconia 
The previous zirconia phase diagrams are qualitatively correct, but there is 
some dispute about the various equilibrium transition temperatures. This is because 
a metastable tetragonal phase (and cubic phase, not discussed here) can exist all 
the way to room temperature, making it difficult to determine the exact value for the 
equilibrium transition temperature. Performing PAC measurements in tetragonal zir-
conia well below the equilibrium transition temperature would give more information 
about the interaction between oxygen vacancies and cadmium than measurements at 
high temperature give. Preparing zirconia in the tetragonal phase for low temperature 
PAC measurements is difficult because the conditions for existence of the tetragonal 
phase below the equilibrium transition temperature are not well understood. 30 
Doping with appreciable quantities of other oxides can partially stabilize the 
tetragonal phase to lower temperature in a way not yet understood [2]  [34].  Re-
searchers have also investigated the tetragonal metastability as  a function of low 
temperature chemical preparation and have found a dependence on the pH at pre-
cipitation [35] [36] [37] [38]. Other researchers have observed a dependence  on the 
grain size or grain surface to volume ratio [39] [40] [41]. This second observation is 
more disputed than the pH dependence. Very few papers have addressed both effects; 
however, two papers indicate that the pH dependence is more important for samples 
calcined at low temperatures and that the calcining temperature is more important 
at high temperatures [37] [42]. 
The tetragonal phase can be partially stabilized to room temperature; however 
it is not in equilibrium there. Doping with other oxides assists the partial stabilization 
of the tetragonal phase. Oxides commonly used are MgO, CaO, Y203, and CeO2. 
Magnesia partially stabilized zirconia (MgPSZ) consists of 25-30 nm tetragonal, lens-
shaped grains in a cubic matrix following a sophisticated, often proprietary thermal 
history. CaPSZ is similar, with 6-10 nm size tetragonal grains. Yttria leads to 100% 
tetragonal phase when the grains are kept small enough and the material is referred 
to as TZP for tetragonal zirconia polycrystal [2].  Ceria can also fully stabilize the 
tetragonal phase to room temperature [34]. 
To make analysis easier, this study is concerned with 100 % tetragonal mate-
rial; therefore, the yttria and ceria doped zirconia systems have been the focus of the 
study. Even with the addition of yttria or ceria, the tetragonal phase of the doped 
zirconia does not exist at room temperature without special preparation conditions 
that are not well understood. A discussion of the dependences on pH and grain size 
follows. 
Although the reason that the percent of tetragonal phase stabilized to room 
temperature is strongly dependent on the pH of the solution is not understood, there 31 
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Figure 2.14. Tetragonal retention versus pH. Open shapes are data from Davis [35]. 
Samples were precipitated from a zirconyl nitrate solution in NH4OH (traingles), 
NaOH (squares), and KOH (circles) and calcined in air at 600 °C for about  a half 
hour. Closed circles are data from Denkewicz et al. [36]. Samples  were precipiated 
from a zirconyl nitrate solution in KOH and calcined hydrothermally at 200 °C. To 
emphasize the sensitivity to preparation conditions, data from Mamott et al. [37] are 
shown as x's. These samples were prepared from oxychloride solutions and calcined 
at 1000 °C for different dwell times with different heating and cooling rates. The 
x's at pH = 8.1 are (from bottom to top) for data heated with no dwell time with a 
ramp rate of 30 °C/min, heated with no dwell time with a ramp rate of 5 °C/min, 
and heated with a two hour dwell time and a ramp rate of 30 °C/min. The x at 
pH = 9.8 is for three samples prepared under comparable heating conditions. 
is clear evidence that the dependence exists. Figure 2.14 shows the tetragonal fraction 
at room temperature following calcination under varying conditions for different pHs. 
The dependence seems to be independent of the source solution used as long as the 
anions of the source are completely laundered before calcining. It is also independent 
of the base used, as shown in the figure. Likewise, the figure demonstrates dependence 
on calcining time, temperature, and atmosphere. 
The rate of precipitation also plays a role in determining the phase at room 
temperature. Zirconia rapidly precipitated from tetrachloride solution in ammonium 32 
hydroxide with a final pH of 10.5 became monoclinic at room temperature following a 
500 °C anneal for four hours, while zirconia slowly precipitated remained tetragonal 
[38].  The calcining atmosphere also plays a role.  Zirconia precipitated from an 
oxychloride source in ammonium hydroxide calcined at 250 °C in pure water had an 
appreciable tetragonal fraction at room temperature which decreased with increasing 
calcining time. However, when calcined in a mixture of NaOH and water, the  room 
temperature material was entirely monoclinic after a very short calcining time. 
The pH is speculated to play a role in determining the phase  upon formation 
of the zirconium hydroxide precipitate. There are two possible scenarios [37]:  one 
involves a combination of ZrOC12.8H20-like tetramers and the other involves chains of 
Zr atoms joined by double hydroxy-bridges characteristic of zirconium sulphates [37]. 
In the case of the tetrameric formation, authors have explained the tetragonal versus 
monoclinic dependence in terms of a dependence on the ordering of the tetrameric 
[37] [36]. They attribute the appearance of the monoclinic phase to materials 
in which the tetramers joined slowly and in a well-ordered fashion as under conditions 
of low pH or slow addition of base. Similarly, they attribute the appearance of the 
tetragonal phase to materials in which the tetramers joined rapidly and not in a 
well-ordered manner as under conditions of high pH or fast addition of base. 
Other researchers have put forth the idea that the percent of tetragonal phase 
stabilized to room temperature depends on the ratio of surface area to volume of the 
grains [39] [40] [41]. Experimental data in support of this theory is sparse, but the 
explanation is clearer than explanations of the pH dependence. 
Garvie [39], based on the observation that grains approximately 300 A in size 
transformed from tetragonal to monoclinic at 300 K, concluded that the two phases 
were in equilibrium at that point and could be described by the equation: 
Gm + -y,,A77,= Gt + 7tAt  (2.5) 33 
where G is the molar free energy of bulk Zr02, -y is the surface energy, and A is the 
molar surface. Hence a larger surface energy for the monoclinic grains results in the 
preferred existence of the tetragonal phase until a certain critical size governed by 
the differences in molar free bulk energies and surface energies. Garvie estimated the 
critical size to be about 30 nm but acknowledged that other data [44] pointed to  a 
critical size less than 12 nm. 
The grain-size dependence has also been observed in Y-TZP.  Figure 2.15 
shows the critical grain size versus yttria content which yields ninety percent tetrag-
onal phase at room temperature. The temperature of the tetragonal to monoclinic 
transition when cooling also has been shown to be grain-size dependent but indepen-
dent of particle (agglomerations of grains) size [45]. 
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Figure 2.15. Critical grain size of Y-TZP versus yttria content [46]. 
A number of researchers have questioned the above size dependence. One ob-
jection arises from the result shown by x-ray diffraction (XRD) that the monoclinic 
grains following the transition were smaller than the tetragonal grains before the 
transition [47].  Careful observation using transmission electron microscopy (TEM) 34 
revealed that the monoclinic grains appeared as twinned particles which were previ-
ously untwinned tetragonal grains [48]. This explained the size difference; however, 
the critical grain size theory is still not saved. They detected no appreciable grain 
growth of the tetragonal grains prior to twinning. Another objection comes from the 
observation of tetragonal grains larger than 100 nm and monoclinic grains smaller 
than 10 nm at room temperature [40]. There has also been confusion in the literature 
regarding a discrepency in sizes of grains based on TEM and those based on XRD 
[41] [40]. 
The appearance of tetragonal grains larger than the critical size and monoclinic 
grains smaller than the critical size can partially be explained in terms of strain. 
Equation 2.5 can be modified slightly to give 
Gm + -ymAnt + V?,  Gt + 7tAt + Vt  (2.6) 
where V is the strain energy of the phase [40]. For example, Vt > Vm results in a 
lower critical grain size; that is, tetragonal grains would transform to monoclinic at 
a smaller grain size. 
Another explanation for the discrepency in critical grain size is that measuring 
the size does not give an accurate measure of the surface to volume ratio. Two grains 
which have the same volume may have different surface areas. One grain might be a 
dense sphere, and a second grain could have an intricate, branched structure, resulting 
in a higher surface area. Grain two may have the tetragonal phase stabilized whereas 
grain one doesn't even though XRD and TEM report the same grain size for both 
[41]. 
Two papers [37] [42] acknowledge that both pH and grain size may play a role 
in determining whether or not the tetragonal phase is present at room temperature. 
Samples calcined at lower temperatures are more sensitive to pH; whereas, samples 
calcined at higher temperatures are less sensitive.  In addition, XRD showed that 35 
the grain sizes of their samples increased with calcining temperature and correlated 
linearly with the transition temperature. 
2.2.4. Zirconia Grain Growth and Sintering 
Because of the partial dependence of the phase of zirconia  on the grain size, 
and because of a shift in the observed PAC frequency, which will be discussed later, 
at a critical temperature in the sintering of zirconia, an introduction to what is known 
about grain growth in zirconia is presented. An overview is presented in figure 2.16. 
The lower temperature studies focus on undoped zirconia and consist of more in situ 
scattering experiments than the higher temperature studies. In situ experiments in 
the higher temperature range are often not possible due to instrumental restrictions. 
Hence, the higher temperature measurements are done on doped zirconia samples 
which are completely stabilized to room temperature, the temperature at which the 
measurements are made. It is assumed, for the purposes of this introduction, that the 
growth and sintering behavior of the doped samples at high temperature adequately 
represents the behavior of undoped samples. 
A hydrated amorphous zirconium oxide is precipitated when zirconium oxy-
chloride is added to a strong base such as ammonia. From about 150 °C until the 
crystallization temperature, samples show appreciable weight loss (up to 25%) as 
revealed by TGA [49]. This, naturally, is interpreted as the dehydration of the amor-
phous zirconium oxide. Neutron scattering measurements on dehydrated amorphous 
samples show certain Zr-O distances characterisitic of tetragonal zirconia [50]. The 
distances suggest a 2-D structure consisting of zirconium atoms in tetragonal <111> 
positions sandwiched between two similar oxygen layers offset from the zirconium 
layer to form an ABC hexagonal close packed-like arrangement.  It was proposed 
that amorphous zirconium dioxide is made up of these 2-D plates, and the size and 
ordering of these plates are determined by the precipitation pH and speed. 36 
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Figure 2.16. Zirconia sintering and grain growth. The stages of sintering are shown 
at the left. The stage boundaries are assigned to temperatures based upon observa-
tion of processes associated with each stage shown in shaded boxes. The observation 
of processes generally associated with a sintering stage that are not readily avail-
able in the literature are shown in unshaded boxes. The stage boundaries are only 
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Depending on sample preparation and the measurement technique used, crys-
tallization of zirconia takes place anywhere from 100 °C to 600 °C. Crystallization 
temperatures as low as 110 °C to 230 °C are only achieved under hydrothermal con-
ditions. At these temperatures, zirconia crystallizes in the monoclinic phase if  the 
pH=1 at precipitation, and for higher pH, the zirconia first crystallizes in the tetrago-
nal phase [36]. X-ray and neutron scattering have shown slow, nucleated, partial crys-
tallization between 290 °C and 350 °C [50]. In situ high-temperature x-ray diffraction 
has shown full tetragonal crystallization at about 450 °C [38]. Similar experiments 
have shown that the tetragonal crystallization temperature can be as high as 600 °C 
depending on the pH at precipitation [37]. 
Neck growth in precipitated samples calcined in air has been deduced to occur 
below 900 °C by determining the loss in surface area in powders using  x-ray diffrac-
tion line broadening (XRDLB) in conjunction with N2 absorption [51]. This study 
determined  surface diffusion is the rate-limiting mechanism. Other 
have observed neck formation and growth under special conditions.  Transmission 
electron micrographs show the gradual formation and growth of necks at 250 °C by 
a dissolution/precipitation mechanism under hydrothermal conditions [52].  In situ 
transmission electron microscopy was also used to observe the reorientation, contact 
formation, and neck growth of nanosized zirconia grains at 890 °C following suspen-
sion in acetone to minimize the number of contacts formed [53]. This latter study 
estimates the surface diffusion coefficient to be between 10-12 and 10-13 cm2s-1 at 
890 °C. 
Grain growth in zirconia has been observed over a large temperature  range by 
a number of researchers as shown in figure 2.17. In situ high temperature XRDLB was 
used to determine undoped zirconia grain sizes up to 800 °C and showed little or no 
growth from crystallization to just below 800 °C [38]. The Scherrer equation of x-ray 
line broadening data was used to find the grain sizes of different combinations of ceria, 38 
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Figure 2.17. Average grain size of zirconia versus calcining temperature. Data is in-
cluded for pure zirconia (circles) [38], 4%Y/2%Ce-Zr02 (squares) [51], 3%Y203-Zr02 
(triangles) [54], and 2%Y203-Zr02 (crosses) [46]. 
yttria, and zirconia solid solutions [51].  It was found that different percentages of 
yttria and ceria changed the grain growth rates slightly, but not significantly. XRDLB 
has also been used in conjunction with TEM to study the grain sizes of Zr02-3 mol% 
Y203 [54]. The intercept method for analyzing scanning electron micrographs was 
used to determine grain sizes in Zr02-2 mol% Y203 [46].  All these measurements 
yield results consistent with one another. Slight differences are seen in figure 2.17 due 
to ramp rates and hold times of measurements. 
The above grain size measurements show that grain size begins to increase 
dramatically around 1000 °C. Below this temperature, the grains grow much  more 39 
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Figure 2.18. Zirconia densification. Shown on the plot: 5.8 wt.% Y203-Zr02 (solid 
circles) [51], 3 wt.% Y203-Zr02 (squares) [54], and undoped Zr02 (open circles) [56] 
all from oxychloride precipitation in ammonium hydroxide; individual sol-gel derived 
microspheres (open triangles) [56]; and sol-gel compacts (closed triangles) [56]. 
slowly. This lower temperature region has been studied in more detail by using a 
hard-sphere progressive potential model to determine crystallite sizes from small-angle 
neutron scattering data. Isothermal measurements versus time between 300 °C and 
800 °C revealed that the grains follow a D4 = kt behavior, indicating a grain boundary 
diffusion mechanism, and is consistent with Ostwald ripening [55]. Isothermal and 
non-isothermal measurements above 1000 °C show a D2 behavior indicating that 
grain boundary diffusion is the grain growth mechanism [51]. 
Densification occurs in pressed zirconia samples at about the same temper-
ature that the grain growth rate dramatically increases, as expected.  Figure 2.18 
shows densification of several different types of zirconia samples. As seen in the pic-
ture, there isn't much difference between pure zirconia [56] and zirconia containing 40 
ceria or yttria [51] when it is derived from putting an oxychloride source solution in 
ammonium hydroxide. Some difference in the densification is seen in the handling 
following precipitation.  Freshly precipitated hydrous zirconium oxide washed with 
ethanol gets only just above ninety percent theoretical density [54]. Other  chemical 
techniques produce different densification behaviors. The sol-gel produces  sphere-
shaped agglomerates which individually can reach 100 % density; however, the  com-
pact of agglomerates does not densify enough to produce a useful ceramic [56]. Not 
shown in the figure are sintering behaviors of other chemically produced zirconias. 
The citrate technique can produce well sintered samples; however, the peroxide, hot 
kerosene and acetone-toluene techniques result in poorly densified samples [56]. 
Following precipitation and crystallization, the grains tend to agglomerate 
to form larger particles. These agglomerated particles have a signficant amount of 
pores before sintering. When the particles are pressed together, there are also pores 
between the agglomerated particles.  There have been several studies of the pore 
structure of zirconia prior to full densification using N2 absorption/desorption and 
Hg intrusion. They find that when the intra-agglomerate pores are smaller than the 
inter-agglomerate pores, the inter-agglomerate pores shrink more rapidly and can 
fully densify; however, the intra-agglomerate pores shrink  more slowly and cannot 
completely disappear. When the inter- and intra- agglomerate pores are about the 
same size, both shrink at the same rate, and neither completely disappears. These 
studies have been done in 2.2 mol% Y203- and 6.6 mol% Y203-Zr02 [57], calcia-
stabilized ZrO2 [58], and 1.83 mol% Y203-8.55 mol% MgO- ZrO2 [57]. Furthermore, 
the pore size distribution in 6 mol% Y203-2 mol% CeO2- ZrO2 sharpens  up and the 
mean pore size increases slightly up to 900 °C. The pores in the unsintered compact 
can be considered as tubular capillaries with variable internal widths, while the pores 
in a sample sintered at 1000 °C are considered cylindrical [51]. 41 
There is already evidence that there is closed porosity present in 6 mol% Y203-
2 mol% CeO2- ZrO2 by 1100 °C. Studies of the closed porosity must then be done 
with a different technique, such as TEM. There aren't many available TEM pictures 
showing zirconia following densification. One photo shows calcia stabilized zirconia 
following sintering at 1700 °C and clearly shows that the pore phase is discontinuous 
[59]. Moreover, it shows that sintering was not optimal because the pores were not 
completely eliminated before the grain growth rate became very rapid, and the pores 
were incorporated into the grains. 
2.2.5. Point Defect Thermodynamics in Zirconia 
Fewer conductivity and TGA experiments have been performed on zirconia 
than ceria. The studies have sparse data points, and firm dependencies of the con-
ductivity and weight change on the oxygen partial pressure cannot be determined from 
the data alone. Rather, conclusions have been reached according to what sounds rea-
sonable and still fits the data. At high oxygen partial pressures, the predominant 
ionic point defect is believed to be fully charged zirconium vacancies in both mono-
clinic zirconia [60] and tetragonal zirconia [61]. The predominant ionic point defect at 
low oxygen partial pressures is the fully charged oxygen vacancy in both monoclinic 
zirconia [62] and tetragonal zirconia [61]. 
Figure 2.19 shows the conductivity versus oxygen partial pressure for three 
different zirconia samples. The important features of the data include the 1/5 be-
havior of the monoclinic data at high Po, and the tendency of the data towards a 
1/6 behavior at low oxygen partial pressure. Not shown is the ionic conductivity 
behavior which was also measured by [62]. They found that the ionic conductivity 
does not change appreciably by varying the oxygen partial  pressure.  Figure 2.20 
shows the deviation from stoichiometry versus oxygen partial pressure in monoclinic 42 
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Figure 2.19. Pure zirconia conductivity [62] [60]. Sample one (in circles) was pressed 
at room temperature at 2000 psi and heated in air at 1900 °C.  Sample two (in 
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the text. 
and tetragonal zirconia as determined from TGA. There is a clear difference in the 
oxygen partial pressure dependence at low and high Po,. The authors claim a 1/6 
behavior at low oxygen partial pressures and a 1/5 behavior at high  oxygen partial 
pressure by fitting the data to 
po-21/6  As  so  (2.7) 
where (5° is the deviation from stoichiometry at a reference, and (5 is the absolute 
deviation measured at a particular oxygen partial pressure.  The data are shown 
again in figure 2.21 in a more conventional log-log plot. In this form, the high oxygen 
partial pressure dependence appears to be closer to 1/3. 
Various authors have interpreted the zirconia data at either or both extreme 
limits of Po,. The low oxygen partial pressure behavior of the conductivity and the 
weight change can be described in terms of reduction by incorporation of oxygen 44 
-3.5 
-1/6 
1/3
A 
A A 
A 
-4.5  I  I  I  I  I  I ' I  I  I 
-12 -10  -8  -6  -4  -2  0 
log[P02 (atm)] 
Figure 2.21. Log-log plot of deviation from stoichiometry in zirconia Zr02+5. Data 
has been taken from Xue and Dieckmann [61] and replotted. Circles are data taken at 
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phase. 
vacancies. When the oxygen vacancies dominate, they and compensating electrons 
are the predominant defects and the electron concentration is the same as region II 
in ceria 
[el a Kp1/3/3,1/6  (2.8) 
The high oxygen partial pressure behavior can be described in terms of oxidation by 
the incorporation of zirconium vacancies in the following reaction: 
Zrzr + 02 (g) + VZr + 4h + Zr02 (g) .  (2.9) 45 
This gives the mass action equation 
[Vr] [1114 x KoxP02- (2.10) 
With the electroneutrality condition that 4 [VT,1 = [hi, the hole concentration is given 
by 
[h.] a KOTIDIc/,:,  (2.11) 
and the conductivity is proportional to the concentration of holes rather than the 
concentration of electrons. 
Xue, and Dieckmann [61] fit their TGA data assuming that the above defect 
mechanisms are the only dominant ones and intrinsic ionic disorder  is negligible. 
The fits based on this assumption fit the data well as shown in figure 2.20.  The 
relevant heats of formation which have been measured are Hox (mono.) = 0.11 eV, 
Hox 
measurements concluded that the bulk hopping barrier of oxygen vacancies in yttria-
doped zirconia falls between 0.6 eV and 0.7 eV [63]. 
It is conventional wisdom that in fluorite-related oxides,  an oxygen vacancy 
sits next to a lower-valence dopant in a near-neighbor position if the dopant is under-
sized and in a next-near-neighbor position for oversized dopants. As an example of 
investigations of such behavior, x-ray absorption spectroscopy has investigated the de-
fect structures for different dopants in zirconia [64]. The study showed that oversized 
dopants (Y and Gd) in zirconia have 8-fold oxygen coordination, and it shoed under-
sized dopants (Fe and Ga) are 6-fold coordinated and distort the next-near-neighbor 
shell of oxygen ions. The ionic radii relevant for this study are: 
cation  radius  cation  radius  cation  radius 
(A)  (A)  (A) 
Zr4+  0.80  In3+  0.81  Y3+  0.93 
Ce4+  1.01  Cd2+  0.97  Nb3+  0.70 46 
2.2.6. Previous PAC Studies of Zirconia  
Zirconia has also been the subject of multiple PAC studies.  Its martensitic 
phase transformation has been studied using Hf PAC, and oxygen vacancies have 
been studied using In PAC. Typical Hf PAC data for pure zirconia are shown in 
figure 2.22. Since hafnium has the same valence as zirconium, one does not expect 
hafnium to attract point defects in the material. Hafnium's daughter, tantalum, is 
1+ with respect to the lattice and can, in principle, attract negatively charged point 
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Figure 2.22. Typical Hf PAC spectra for zirconium dioxide. The plot shows spectra 
for tetragonal zirconia (top), monoclinic zirconia (bottom), and a mixture of both 
(middle). 47 
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Figure 2.23. Tetragonal/monoclinic transition in zirconia as observed by PAC [65]. 
Note the large hysteresis in the transition. 
defects. If an appreciable quantity of negative defects with high enough mobility are 
present, the tantalum can trap the defects before emitting its 7-rays. This is not 
the case for the temperatures at which zirconia has been measured. Consequently, 
the electric field gradient measured by PAC is due entirely to the lattice. Unlike in 
cubic ceria, where a defect-free probe is not expected to experience an interaction, the 
probe interacts with an electric field gradient in zirconia since the lattice is not cubic. 
Therefore, the measured electric field gradient should be axially symmetric in the 
tetragonal phase and non-axially symmetric in the monoclinic phase, as is observed 
[65]: 
phase 
monoclinic (800 °C) 
tetragonal (1200 °C) 
w1 (Mrad/s) 
847(2) 
993(1) 
0.32(2) 
0.01(1) 
The monoclinic to tetragonal and tetragonal to monoclinic phase transitions were 
observed by PAC (see figure 2.23). 
Indium PAC can also resolve the monoclinic and tetragonal phases as shown 
in figure 2.24.  Since indium and its daughter cadmium have lower valences than 
zirconium, the probes attract oxygen vacancies and the observed electric field gradient 48 
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Figure 2.24. Typical In PAC spectra for zirconium dioxide. The figure shows spectra 
for tetragonal zirconia (top), monoclinic zirconia (bottom), and a mixture of both 
(middle). 
is affected. The monoclinic signal is relatively well behaved, and it is assumed that 
this signal is due to the lattice (no oxygen vacancy bound with the probe). The 
monoclinic signal disappears at lower temperatures and several broad, poorly defined 
PAC sites appear which could be related to oxygen vacancies in the monoclinic phase. 
The tetragonal phase interaction frequency changes depending on the concentration 
of oxygen vacancies (figure 2.25). In order to assign a value to the tetragonal phase 49 
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interaction, zirconia samples were doped with niobia to eliminate oxygen vacancies. 
The monoclinic and oxygen vacancy-free, tetragonal hyperfine parameters are [67]: 
phase  w1 (Mrad/s) 
monoclinic (800 °C)  104.6(3)  0.63(2) 
tetragonal (1200 °C, 0.5 at% Nb)  38.5(3)  0.19(1) 
The shift in frequency depending on the concentration of oxygen vacancies 
in the tetragonal phase was explained using a simple model. At high measurement 
temperatures the oxygen vacancies move very rapidly, and it was assumed that when 
an oxygen vacancy was trapped by a probe, its rapid motion about the probe averaged 
to a very small electric field gradient interaction. When an oxygen vacancy was not 
trapped by a probe, the electric field gradient interaction was due to the lattice (value 
given by the 0.5 at.% Nb-doped zirconia). The observed interaction frequency should 50 
then be an average of the two electric field gradients, weighted by the fraction of time 
the oxygen vacancy spent trapped. 
Wobserved = fwvo + (1  I)Wlattice  (2.12) 
where f is the trapping fraction or average occupancy of oxygen vacancies around 
the cadmium probe, wvo is the interaction frequency when an oxygen vacancy is next 
to the probe, and wlattice is  the interaction frequency with the lattice. The average 
occupancy, in turn, is 
I =  1 
1 
(2.13) E IkT Nce  A
where N is the number of occupancy sites about the probe (8 for near-neighbor 
positions), c is the concentration of oxygen vacancies, EA is the association energy, 
R is Boltzmann's constant and T is the temperature in Kelvins. The PAC fits also 
required a Marshall-Meares damping parameter. Fits using such a model gave best 
results when N = 24 (next-near-neighbor oxygen vacancies) and wvo = 0 Mrad/s (i.e. 
the lattice is locally cubic as a result of the trapped vacancy). Values of 0.44(3) eV for 
the association energy [66] and 0.8(1) eV for the hopping barrier [67] were obtained. 
By using some of the preparation techniques discussed in section 2.2.3, this thesis 
extends the indium PAC work in tetragonal zirconia to lower temperatures. 51 
3. INTRODUCTION TO PAC  
The primary technique used in this study was perturbed anglular correlation 
spectroscopy (PAC). It correlates the direction between two radiations emitted from 
a nucleus as a function of the time between the emissions. When applied in nuclear 
physics, this correlation provides information about the nucleus. This study focuses 
on the information, also obtainable from the correlation, about the electromagnetic 
fields acting on the nucleus and in so doing, uses results known from previous nu-
clear physics studies. In general, the technique can be used to observe a-, i13-, and 
7-radiations. The technique can allow both the polarization and the direction of de-
tection of the radiations to be correlated. Depending on the radioactive nuclei used 
in the study, both magnetic fields and electric field gradients can be observed. This 
study and the following discussion is limited to the directional correlation of two -y-
rays emitted by nuclei subject to interaction with an electric field gradient with a few 
references to the effect a magnetic field has. 
The behavior of a nucleus in PAC terms is adequately described by the angular 
momentum I, parity 7, and electromagnetic moments ,u and Q of its ground and 
excited states. The projection of the angular momentum along a defined z-axis is 
given by m, and the states are denoted by 1/m,7). The I, it, ,u, and Q depend on the 
individual or correlated motions of nucleons in the nucleus. In the study of condensed 
matter systems, the exact nature of these motions need not be known, as the details 
of the nuclear dynamics can be arranged into experimentally determined constants 
in PAC theory. 
Section 3.1 provides an overview of the PAC technique, saving details for the 
later sections. The characteristics of 7-ray emission essential for understanding PAC 
are presented in section 3.2. A mostly qualitative explanation of how the angular cor-52 
relation experiment effectively aligns the nuclei is given in section 3.3. The interaction 
between the nucleus and an electric field gradient in condensed matter is discussed in 
section 3.4. The results from the formal theory of PAC are presented without deriva-
tion in section 3.5.  Finally, the derivation of a PAC fitting function involving the 
trapping and detrapping of an oxygen vacancy to a PAC probe in tetragonal zirconia 
is given in section 3.6. 
3.1. OVERVIEW OF PAC 
Perturbed angular correlation spectroscopy, when applied in condensed mat-
ter physics, is a probe of the local environment about radioactive atoms intentionally 
placed in a material to be studied. Once in the material, a radioactive atom (probe 
atom) decays to an excited state of a daughter atom. The daughter atom then emits 
radiation to relax to its ground state. Perturbed angular correlation requires radioac-
tive atoms to be used which emit at least two radiations with different enough energies 
to be distinguished by external detectors. In addition, the time between the emissions 
must be measurable but short enough to reduce the probability of simultaneously de-
caying atoms. The radioactive atoms must also possess a dipole moment if magnetic 
features of the material are to be studied or a quadrupole moment (non-spherical 
distortion) if structural studies are desired. There are very few atoms which meet the 
above requirements. In addition, the radioactive atoms for a particular study must 
be selected according to chemical properties leading to appropriate behavior in the 
material to be studied. 
With the properties of the possible PAC probe atoms taken into consideration, 
the probe used in this study is 111In. The important features of its decay scheme are 
shown in figure 3.1.  It decays to the 7/2+ state of 111Cd by electron capture. The 
cadmium then decays to an intermediate 5/2+ excited state by emitting a -y-ray. The 
cadmium remains in the intermediate state for a time characterized by a half life of 53 
85 ns after which the cadmium decays to its ground 1/2+ state by emitting a second 
'y -ray. Indium is 3+ and cadmium is 2+ but are chemically similar enough to cerium 
and zirconium to sit in their lattice positions as substitutional dopants. Since cerium 
and zirconium are both 4+, indium and cadmium have negative charges relative to the 
lattice. From simple Coulombic considerations, the probes can attract any positively 
charged point defects present. Thus,  'In makes a good probe in ceria and zirconia 
for the study of oxygen vacancies and other positive defects. 
9/2- 2.83 d 
EC 
7/2'  120 ps 
Y.  171 keV 
5/2'  85 ns 
Y2  245 keV 
1/2  stable nicd 
Figure 3.1. Decay scheme of 'In. 
Perturbed angular correlation works by correlating the directions of detection 
of the two 7-rays from a single nucleus with the time between their emissions. Often, 
it is sufficient to consider the correlations between -y-rays detected 90° apart and 180° 
apart. When the first 7-ray is detected in the top detector depicted in figure 3.2, 
it is more likely for the second -y-ray to be detected at 90° with respect to the first 
one than at 180° as indicated by the probability distribution shown in the figure. 
When the nucleus is in free space, or more practically in a cubic crystal, there  are 
no electromagnetic fields acting on the nucleus. The number of counts which would 54 
be detected at 90° and at 180° versus time is also shown in the figure. The number 
of counts falls off exponentially according to the half life of the intermediate state, 
and the number of counts at 90° is larger.  If one plots a counting rate ratio R(t) 
which is essentially the normalized difference in counts between the two angles, a 
constant function is obtained. Its value is known as the nuclear anisotropy or A, and 
A = 0.18 for the two 'y radiations of 111Cd. 
det. 90° 
0 
CO 
time 
-o  0 
A 
time 
R(t) = 2 
N(180°,t) 
N(180°,t) + 2 
N(90°,t) 
N(90°,t) 
Figure 3.2. Interaction-free angular probability distribution. 55 
Experiments of the type illustrated in figure 3.2 are useful to obtain nuclear 
properties; however, they are not particularly illuminating in condensed matter stud-
ies. When a radioactive nucleus is located in a non-cubic crystal or in a cubic crystal 
with nearby defects, an electromagnetic field interacts with the nucleus.  A magnetic 
field interacts with the nuclear dipole moment and an electric field gradient interacts 
with the non-spherical charge distribution of the nucleus. The result of the interaction 
is analogous to the precessional motion of a spinning top induced by  a gravitational 
field, and the nucleus precesses. Considering the angular probability distribution for 
detection of the second 'y-ray to be fixed to the nucleus, the number of counts ex-
pected in the detectors located at 90° and 180° changes with time. This is illustrated 
in figure 3.3. The difference between the numbers of counts at 90° versus 180° os-
cillates with frequencies associated with the precessional motion. The figure shows 
an R(t) for a spin 5/2+ nucleus such as cadmium in an electric field gradient. The 
physical source of the frequencies is difficult to explain with the classical picture, and 
one must turn to quantum mechanics. 
The quantum mechanical explanation for the oscillations in the R(t) will be 
discussed in general; however, results will be limited to the R(t) from probes with 
a 5/2+ intermediate state in the presence of an electric field gradient. When the 
cadmium is in a defect-free cubic crystal, the intermediate states all have the  same 
energy as shown in the middle of figure 3.4. This degeneracy is lifted when a magnetic 
field interacts with the nuclear dipole moment as shown on the left of the figure. The 
degeneracy is also removed when an electric field gradient interacts with the electric 
quadrupole moment as shown on the right of figure 3.4. The frequencies associated 
with the energy splittings are the frequencies which appear in the oscillations of the 
R(t).  Hence, measuring the frequencies of the oscillations reveals the interaction 
between the nuclear probe atoms and any electromagnetic fields present.  Proper 
interpretation of the R(t) resulting from PAC measurements can give the strengths, 56 
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Figure 3.3. Angular probability distribution with interaction. 
symmetries. fluctuation rates, and directions of any electric field gradients which act 
on the probe atoms. depending on the experimental conditions. 
3.2. -,-RAY EMISSION 
The quantum mechanical treatment of the angular distribution of emitted -y-
rays presented in this section primarily comes from a treatment by Rose [68]. Details 
about the derivation of the vector potential have been presented by Alder and Steffen 57 
B = Bz 
Q  1/1 
0  TI 
m = +5/2  m = ±5/2 
m = +3/2 
m = +1/2 
I = 5/2' 
m = -1/2  rn = +3/2 
m = -3/2 
m = ±1/2 
m = -5/2 
Figure 3.4. Intermediate 5/2+ state energy levels. 
[69]. The distribution of emitted 7-rays can also be described classically in terms of 
electromagnetic radiation, and such a description is frequently found in electrody-
namics textbooks. Such descriptions are insufficient to fully describe the radiation 
from an ensemble of sources, a situation which George and Gamliel [70] have treated. 
I I,m,n,> 
y (1,m) 
I 12M2TC2> 
Figure 3.5. Gamma emission between two nuclear levels. 58 
When a nucleus decays from an excited state characterized by an initial total 
angular momentum /1, an initial projection of the total angular momentum along a 
chosen quantization axis m1, and an initial parity 711  to a final state with correspond-
ing quantities /2, m2, and 7r2, a 7-ray is frequently emitted to conserve energy, angular 
momentum, and parity (figure 3.5). There are other  processes which can conserve 
these quantities, but only 7 emission is considered in conjunction with perturbed 77 
angular correlation spectroscopy. The emitted 7 radiation is partly classified accord-
ing to the changes in nuclear parity and nuclear angular momentum. The parity  71 of 
the 7 radiation is related to the nuclear parities by 71 =  and the angular mo- 712 'Th' 7 
mentum of the -y radiation can have a range of values given by I/2  /11 < 1 < 1-1 + 1-2 
.  They radiation is further classified as electric if its parity it = ( -1) /, and it is said 
to be magnetic if its parity it = (-1)1+1. The classifications for the lowest orders of 
7 radiation are: 
change of parity  / = 1  1 = 2  1 = 3 
yes  El  M2 E3 
no  MI E2 M3 
The transition probabilities come from irreducible matrix elements that will be in-
troduced shortly. Development of PAC theory allows the transition probabilities to 
be buried in a term that is independent of the interaction with which this study is 
primarily concerned. The value of the term is assigned based upon nuclear physics 
experiments in which the transition probabilities were of primary interest. Typically, 
only magnetic dipole (M1) and electric quadrupole (E2) radiation is observed in PAC 
experiments. 
In the angular correlation experiments, one is concerned with the spatial distri-
bution of 7 radiation or the probability of detecting a 7-ray in a particular direction. 
In either point of view, they radiation is characterized by a vector potential A which 
must satisfy Maxwell's equations. Since the wavelength of the 7-ray is far smaller 
than the distance away from the nucleus where it is detected, the electromagnetic 59 
wave describing the 7-ray at the detector can be described by a plane wave with 
wavevector k in the far-field limit. Since the source of the 7-ray is  a nuclear tran-
sition between states with different angular momentum, it is convenient to expand 
the vector potential in terms of spherical vector harmonics. The wavelength of the  7 
radiation is much larger than its nuclear source, and the long-wavelength limit allows 
the plane wave solution and the spherical wave solution to be coupled in phase  to 
form the general multipole vector potential for a point at r at time t: 
co  +1 
Akp (r, t) = -VT7rE  1D4(0, 0, 0) [4m) + ipALE)]  (3.1) 
1=0 m=-1 
where the direction of detection is in a direction k at spherical polar angles 0 and 0 
with respect to the quantization axis. p is +1 for right handed polarization and is 
1 for left handed polarization. Dam, (a, 0,-y) is the Wigner D-function which gives 
the matrix elements of a rotation specified by Euler angles. 47,E) and ALAI)  are the 
transverse electric and magnetic mutlipole solutions defined by: 
lm = Ri(r)Y,(0, 0)e-iwt  (3.2) 
1 
Aim) = {-421  'R1+1(017117;11(0, 0) 
\/ 1 + 1 
(r)Y117,,i(6),  Ciwt  (3.3) 21 + 1 
where R1(r) are spherical Bessel functions or spherical Hankel functions depending 
on the type of radiation and Yin, is a vector spherical harmonic defined as 
1 YL(0,  =  ,  LYin,(0, 0)  (3.4) 
V1(1 + 1) 
with Yini(0, th) is the spherical harmonic function and L is the angular  momentum 
operator. 7 radiation has spherical Hankel functions as its radial contribution to the 
vector potential. 60 
In the quantum mechanical view of detecting the -y radiation, one is interested 
in the probability of detecting a -y ray in a direction defined by spherical polar coor-
dinates 0 and 0 with respect to the quantization axis. This probability is then given 
by 
W(0, o) = E 1(i2m2u A09, 01-11M1)12  (3.5) 
unobserved 
where 1/1m1) is the initial nuclear state, 1/2m2) is the final nuclear state, j is an 
effective charge current of the transition, and the summation symbol indciates that 
a sum must be performed over any unobserved quantities. The j arises from the 
shifting of charge in the nucleus as it decays. As will be seen later, the j A term has 
a geometrical component and a physical component. The geometrical component is 
independent of the actual details of the interaction which the single nucleon picture 
fails to accurately represent. The remaining component is independent of geometry, 
than worry about using an accurate model to determine its value, 
result from experiment is used in the study of solid state systems. 
Equation 3.5 is first simplified by noting that only the ALT) terms in the vector 
potential expansion in which 1/2 1-11 < 1 < /1+12 are nonzero where 7 is the parity of 
the field. To simplify the analysis only one value for 1 is considered, and the  nonzero 
vector potential contribution is 
1 
Aip(0, 0) = ar E D4(0,0, 0)kin.,?  (3.6) 
m=-1 
with a, a constant factor which depends on the polarization. When this is inserted 
into equation 3.5, one obtains 
i /
W(0,0= E  101,12 E E 131.27,((/), 6 ,  0)14,(2!),,(0,  B ,  0) 
unobserved  m = -1 m' = -1 
(i2m2UN A(/,, Iiimi)(i2m2UAT  Ait7,, Iiimi) *  (3.7) 
The Wigner-Eckart Theorem can be applied to simplify the matrix elements 61 
(i2m2UN 4,;),  =  mimm2)(1-21IT  Ih)  (3.8) 
with CH .) denoting the Clebsch-Gordan coefficient and ([21171(011h) denoting the 
reduced matrix element of a tensor T of rank 1. With this simplification, equation 
3.7 becomes 
w(8, 0) = E la-,121(/21171(T)ivoi2 E  E 
unobserved  m=/ m'=/  
Da(cb, 9, 0)D:(iPp(0, 9, 0)C (1-11.12; mimm2)C (11112; mini' 7712)  (3.9)  
Equation 3.9 is further simplified using a Clebsch-Gordan series to reduce the  two 
Wigner-D functions into Legendre polynomials. The simplified form is 
W(9)  E  la,12 I(I2IITi(T)iiii)12 (-1)m 
unobserved  v=0,even 
C(11v;p,p,O)C(11v;m,m, 0) [C (11112; ml, rn; m2)]2 Pv(cos(0))  (3.10) 
where the sum over v comes from the expansion of the D-functions into the Legendre 
polynomials. 
It is instructive to combine all the non-angular terms in equation 3.10 into  a 
single term 
Av = E  ia,12 i(him(-011/012 (-1)m 
unobserved 
C(11v;p, p,O)C(11v; rn, m,0) [C(11112; m1, m, 7722)]2  (3.11) 
so that equation 3.10 becomes 
2/
W(9) = E AvPv (COS(0))  (3.12) 
v=0,even 
This last simplification hides the information about the interaction of the nucleus 
and the electromagnetic field in parameters which can be measured experimentally 
(Au). This is why the exact form of the reduced matrix element need not be known 62 
theoretically. The A, also contain information about the coupling between the initial 
and final states of the transition. The signs of A, come from this coupling. The effect 
of a mixed transition between the initial state and final state (more than one value of 
1 and T) is also contained in the values of A. The A, simplification was made here to 
illustrate the simplification which is made in the general theory of angular correlation. 
This simplification is not as useful in illustrating the -y-ray distribution since part 
of the distributiton information is in the Clebsch-Gordan coefficients.  Defining a 
radiation field 
TIT/m(0) = constant  F1, (9),  (3.13) 
the unmixed radiation patterns for transitions from various 1/imi) to 1/2m2) states 
can be illustrated. Evaluating the Clebsch-Gordan coefficients yields for the various 
F/77/(9): 
m = 0  m = ±1  m = ±2 
/ = 1 (dipole)  1 sine 0  1(1 + cos2 0) 
1 = 2 (quadrupole)  sine  cos20  4 (1  3 cos2 0 + 4 cos' 0)  4 (1  cos' 0) 
The radiation patterns, Fin,, (9) are illustrated in figure 3.6.  There are two 
important observations to be made about the emitted radiation. First, the probability 
for detecting a -y in the z-direction is zero unless m = ±1. Second, when all the 
radiation patterns of order 1 are added together, a spherical radiation pattern is 
obtained. That is, when all allowed transitions from /1 to /2 are made, an isotropic 
radiation pattern results.  Therefore, in order to observe an anisotropic radiation 
pattern, the ensemble of nuclei must be prepared in such a way that all initial in-
states are not equally populated. One way to do this is by observing an angular 
correlation between two 'y-rays as described in the next section. 
The form of the radiation patterns can also be evaluated by considering the 
nucleus to be an antenna of multipole order /m. The emitted radiation pattern is 
then described by the Poynting vector which is constructed from the magnetic and 
electric fields arising from the vector potential in equation 3.6. 63 
m = 0  m = +1  m = +2 
1= 1 (dipole) 
1= 2 (quadrupole) 
Figure 3.6. Fim(e) for dipole and quadrupole radiation. 
Equation 3.5 describes the probability for detecting a 'y -ray in a certain direc-
tion for a nucleus decaying from a specific excited m-state to a specific lower energy 
m-state. When there are no external fields present, and the quantization axis is taken 
as the z-axis of the coordinate system, equation 3.5 can be generalized as 
wo, (b) = E E EPrni R-12?n2li A(e, 0)11-07012  (3.14) 
unobserved m2 ml 
where pm, is the probability that each 1/1m1) state is initially occupied. 
3.3. NUCLEAR ALIGNMENT THROUGH ANGULAR CORRELA-
TION 
Perturbed angular correlation spectroscopy measures the change in  an 
anisotropic radiation pattern of nuclear 7-ray emission.  In order to obtain an 
anisotropic radiation pattern an aligned subset of otherwise randomly oriented nuclei 
must be selected. This is done by detecting a first -y-ray. The radiation pattern of 64 
the second 7-ray with respect to the first 7-ray is anisotropic. This is conventionally 
illustrated by a fictitious nucleus which decays from an I = 0 state, to an I = 1 state, 
and finally to a I = 0 state [71] [72]. This illustration is repeated here, followed by 
some general results. 
Mi = 0 
I, = 0 
I, = I 
m, = -1  m, = 0 
Figure 3.7. 0-1 decay. 
Defining a quantization axis to coincide with the z-axis of a coordinate system 
in figure 3.7, the emission of the first 7 can be discussed. Three possible transitions 
may take place such that Am = ±1 or Am = 0. The radiation patterns for each 
transition are described by the Fim (0) of the last section and are illustrated in the 
figure. Since all transitions are allowed, the resulting radiation is isotropic. The trick 
is to place a detector along the z-axis and to consider only the nuclei which have 
emitted a 7 which is detected in that detector. Since the Am = 0 transition does 
not result in a 7 detection in the z-axis, only nuclei which underwent an Am = ±1 
transition are considered. The radiation pattern emitted from such a subset of nuclei 
is illustrated in figure 3.8. Since the m = 0 state is not initially occupied, the Am = 0 
transition does not occur and an anisotropic radiation pattern results. 65 
= 1  detector 1 
I, = 0 
111, = 0 
Figure 3.8. 1-0 decay. 
V 
Figure 3.9. General double cascade. 
The 0-1-0 cascade is now generalized as in figure 3.9. In the notation of figure 
3.9 and equation 3.14, the 1-0 transition described above can be written as 
T47(9,0) = E E Epm, 1K/37n3u2 A2(0,  1/2m2)12  (3.15) 
unobserved 77/3 m2 
where the subscript on j and A indicates they refer to the second -y radiation field. 
The sum over m3 is a sum over the final states, and in the case of the 1-0 transition, 
is just m3 = 0. The pm-2 are given by a similar expression for the first 'y emission 
Pm2 = E  Pm' 1(12m2Iji A1(0 0)11-1mi)12  (3.16) 
unobserved mi 66 
In the case of the 0-1 transition, the sum over m1 is just m1  = 0. Combining equation 
3.15 and equation 3.16 gives 
W(19, 0) =  E EEE 1(I3m302 A2(0, 0)11-2m2)12
unobserved m3 7112 mi 
1(12m2Ii1 .A1(0,01'0711)12.  (3.17) 
Equation 3.17 is only valid when the quantization axis coincides with the z-axis and 
no external fields are present. The presence of an external field complicates matters 
in two ways. The first way is that it is inconvenient to choose the quantization axis 
to coincide with the z-axis or direction of the first 7-ray's detection. Equation 3.17 
can be generalized to an arbitrary orientation of quantization axis by making the sum 
over intermediate states coherent: 
W (0,0= E EE
unobserved m3 mi 
2 
E(I3m302 A2(9, 0)1/27n2) (1.277221  A1(9, 0) Ihnii)  (3.18) 
m2 
The second complication which an external field causes is that the intermediate state 
changes with time. This effect is discussed descriptively in section 3.4 and the formal 
results are presented in section 3.5. Equation 3.18 is not the best form for calculating 
the radiation pattern since the ensemble of nuclei in the intermediate state are mixed 
by the external field. To correctly handle mixed states, the density operator must be 
used. The density operator describing the initial state of the system can be defined 
by 
Pop = Eln)P(n)(77,1  (3.19) 
where {In)} is a basis which diagonalizes pop and P (n) is the probability of finding 
the initial state in state In). The state of the system as a result of an interaction 
described by Hint is described in first order perturbation theory by 67 
Hint Pop Hitit  (3.20) 
Successive interactions can be added in a similar manner. Using this kind of notation, 
equation 3.18 can be written as 
w(e, 0)  E E (.6m311/21-0,mop(I,m,)(i,m1IHIV/3m3)  (3.21) 
unobserved mi ,m3 
where Hi, =  An. When external fields interact with the intermediate state, the 
operator describing the interaction is inserted between H1 and H2. It is the solution 
of this last expression which yields the formal theory of PAC. 
3.4. ELECTRIC FIELD GRADIENT INTERACTION WITH THE NU-
CLEUS 
Before reporting the results of the formal derivation, the interaction between an 
external field and a nucleus is described. This is followed by a qualitative description 
of why the radiation pattern of the second 7 emitted with respect to the first  -y 
changes with time. This section ends with a discussion of the physical sources of 
extranuclear electric fields in a solid. This discussion is based primarily on an overview 
by Stoneham [73], and key points are not explicity referenced. 
The nucleus behaves experimentally like a slightly non-spherical charge dis-
tribution. When a uniform electric field is present at the nucleus, the energy of the 
system is increased; however, the energy increase does not depend on the orientation 
of the nucleus with respect to the uniform electric field. When the electric field is 
nonuniform at the nucleus, or an electric field gradient (EFG) exists, the total energy 
does depend on the nuclear orientation. Classically, the nucleus experiences a torque; 
however, it does not simply align to the EFG because it has spin which causes it to 
precess. 
The energy of interaction between a nucleus with spatial charge distribution 
p(r) and an extranuclear electric field with potential (I)(r) is given by 68 
W = f p(x)cI)(x)d3x.  (3.22) 
Expanding the potential in a taylor series about the center of the nucleus gives 
1  1  DK, (1)(x) = CO)  x E(0) + r2V E(0)  E(ex,xi  r2,5i3)-(0) +  (3.23) 6  6  aX2 
where E = VI. has been inserted and t.r2V E(0), the isotropic part of the charge 
distribution, has been added and subtracted to give the quadrupole term when the 
expanded potential is put back into equation 3.22: 
aE 4)(x) = q(I)(0)  p E(0) + 6 V E(0) f p(r)r2d3r  E Q,  (0) +  .  (3.24)
6 
23  3 ax, 
The first term in the energy expansion is the contribution of a point charge (q = eZ) 
interacting with the potential and is a constant.  The second term describes the 
interaction between a dipole moment of the nucleus and the electric field. The second 
term is zero since the nuclear states have a definite parity which forces the dipole 
moment to be zero [72]. The third term is a correction to the first term, describing 
the contribution to the total energy arising from the extended nature of the nucleus. 
It is also independent of the nuclear orientation and is responsible for the isotope 
shift. It is the fourth term, called the quadrupole term, which depends on the nuclear 
orientation. 
Since the m-state of a nucleus defines the nuclear orientation and since the 
quadrupole term depends on the orientation of the nucleus, each m-state can have a 
different interaction energy associated with it. This is the source of the energy split-
tings in figure 3.4. The Hamiltonian of the quadrupole term, in spherical coordinates, 
is written 
471 /1=2
/2
AL=  2  Hquad 5 E (-1)(2(2)02)  (3.25) 
and the matrix elements are of the form 
(im'IHquacd/m)  (3.26) 69 
where 1/m) are the angular momentum states of the nucleus. 
These matrix elements are nonzero for 
(Iml.flquadlIm) = hcvc2 [3m2  I(I + 1)]  ,  (3.27) 
and 
(Irn+21HquadlIm) = hwQ722-
m +1)(I +m + 2)(I  m + 1)(I  m)11/2  (3.28) 
with 
eQVzz 
(3.29) 41(21 1)h' 
the quadrupole frequency. Q is the quadrupole moment of the nucleus describing its 
deviation from perfect sphericity and is defined as 
167r  2 Q =  1 f (3z2  r2)p(r)d3r =  r Y2,op(r)d3r = Qzz.  (3.30)
5 
Q has dimensions of area and is usually reported in units of barns (1 barn = 10-28 
m2). Geometrically, 
Q = 
2 
(c2  a2)Z e,  (3.31)
5 
where Z e is the charge of the nucleus, c is the length of a spheroid semi-axis parallel 
to the z-axis, and a is the dimension of the semi-axes perpendicular to the z-axis. 
Vzz refers to the z-component of the electric field gradient in a cartesian princi-
pal axis system. The coordinate system is chosen so that  1Vzzl > I Vyy I >  hence 
Vzz is the major component of the EFG. Laplace's equation requires Vxs+Vyy+Vz, = 0; 
therefore, only two parameters are required to characterize it. The commonly chosen 
parameters are Vzz and an asymmetry parameter 77: 
Vrx  Vyy 
=  (3.32) 
VZZ 70 
where 0 <  < 1.  i = 0 corresponds to an axially symmetric EFG. The physical 
source of the EFG in a solid is discussed later in this section.  First, the quantum 
mechanical consequences of the interaction are discussed. 
As seen in equations 3.27 and 3.28, the Hamiltonian is not diagonal in the 
u/m) basis. Without the interaction, the intermediate state populated after the first 
'y emission could be described in the 1/m) basis, which was also the eigenbasis. With 
the interaction, the initially populated intermediate state is not an eigenstate, and 
the populations of the 1/m) states change with time. Since the radiation pattern of 
the second 'y depends on the populations of the intermediate m-states, qualitatively 
the radiation pattern also changes. The frequencies of the changing populations and 
therefore observed in the radiation pattern are proportional to the energy differences 
between the eigenstates. When the Hamiltonian is diagonalized for an I  = 5/2+ 
intermediate nucleus like mCd, the resulting frequencies are 
E3/2  E112 
wl =  = 2-15aw(2 sin(3 1 cos-1 )3) 
E5/2  E312  1 
4.02 =  = 2.xacoQ sin(-(Or  cos-1 )3))
3 
1 
E512  E1/21
W3 =  = 20-awQ sin(-1((7 + cos-1 0))  (3.33)
h, 
where 
± 3) a=  3 (  (3.34) 
and 
80(1  172) 
n  (3.35)
aa 
This discussion has shed light on why the radiation pattern changes with time, 
and what the source of the frequencies in the changing pattern is. A full description 
of the radiation pattern's evolution with time must be worked out rigorously, and the 
results are given in section 3.5. 71 
This study is concerned with the material surrounding the PAC probes, rather 
than the probes themselves. It is possible to study the interaction between the probes 
and the surrounding material through a magnetic interaction; however, this study is 
concerned only with the electric interaction. There are four contributions to the elec-
tric field gradient which is present at a probe's nucleus. Depending  on the material, 
the significance of each contribution may vary; however, they will be presented in an 
order that is least significant to most significant for many materials including ceria 
and zirconia. 
The first contribution to the electric field gradient comes from the surrounding 
ions and electrons of the crystal lattice. Considering the nuclei and localized electrons 
of the other ions as point charges, their contribution to the potential is simply 
V = E e7 ,  (3.36) 
ion j 77 
where q is the net charge of ion j, and r is the distance between a probe and ion j. 
The principle component of the electric field gradient, then, is given by 
a2v 
Vzz(lattiCe ions) =  = E 
45 (34  rD.  (3.37)
z2  j r 
3 
The non-localized electrons in states Onk contribute to the electric field gradient in a 
similar fashion: 
3z2  r2 
Vzz (Bloch electrons) = E f d3r '0,2*k  (3.38) 'Onk r5 n,k 
The total electric field gradient due to the lattice, ideally, is 
Vz, (ideal lattice) = V (lattice ions) + Vzz (Bloch electrons).  (3.39) 
Since the lattice ions and Bloch electrons have the same symmetry as the crystal, the 
electric field gradient also has the crystal symmetry. 
The next significant contribution to the electric field gradient comes from PAC 
probe electrons in unfilled atomic shells. To a first approximation, the electrons in 72 
filled shells are spherically symmetric and don't contribute. The remaining electrons 
can contribute to Vz, and can reduce the electric field gradient symmetry from that of 
the crystal. Since the electric field gradient is proportional to r-3, this contribution, 
if present, is very significant.  In general, the contribution from unfilled d orbitals 
is 1/10 the contribution from unfilled p orbitals. The contribution from unfilled f 
orbitals is roughly a factor of 1/30 that of unfilled p orbitals. This effect is handled 
well by Hartree-Fock theory. 
Yet another contribution comes from the filled electronic shells.  The filled 
shells are spherical for a probe in free space, reflecting the spherical  symmetry of 
free space; however, the effective potential due to the crystal at  a probe site has the 
crystal's symmetry. This reduction in symmetry reduces some degeneracy of atomic 
energy levels. This in turn contributes the the electric field gradient. Again, since the 
filled-shell electrons are close to the nucleus, this has a large effect on the magnitude 
and can effect the symmetry of the electric field gradient. This contribution is difficult 
to calculate. 
The most significant contribution to the electric field gradient  comes from 
defects in the lattice. In a defect-free lattice, the electric field gradient has a symmetry 
determined by the lattice (neglecting the previous two effects). A single charge-misfit 
defect, such as a vacancy in ceria or zirconia, reduces the symmetry. As an example, 
the electric field gradient in ceria at a probe site is zero because of the cubic symmetry. 
A charge misfit along a cubic symmetry axis from the probe creates a non-zero electric 
field gradient with axial symmetry. A charge misfit that is not along a symmetry axis 
induces an electric field gradient that is asymmetric. The second  type of lattice 
defect is a local distortion about the probe.  Since the PAC probe is frequently a 
substitutional defect, as is Cd in ceria and zirconia, the surrounding lattice ions may 
relax slightly to new positions. This also affects Vzz and  can reduce or increase the 
symmetry. 73 
If  the  only  contributions  to  the  electric  field  gradient came from 
14, (ideal lattice) and from charge misfits, measuring the electric field gradient would 
allow accurate determination of lattice structure and identification  of charge-misfit 
defect complexes. In general, the contributions from the other terms make model-
ing of the lattice structure or defect complexes based on the electric field gradient 
impractical. PAC is still informative because the V and 77 for a particular defect 
complex is usually quite distinct from those of other complexes.  Consequently, PAC 
readily distinguishes between different defect complexes; although, results from other 
techniques are often necessary to identify the complexes. The sensitivity of PAC 
makes research of defects at lower concentrations than those required of traditional 
techniques possible. PAC can also observe defect dynamics in the immediate vicinity 
of the PAC probes. 
3.5. RESULTS FROM THE FORMAL THEORY OF PAC 
The results presented in this section come primarily from a good overview of 
PAC theory by Frauenfelder and Steffen [74]. More details  are available in articles 
collected by Hamilton [69]. A good introduction to the experimental aspects of PAC 
and effects of fluctuating electric field gradients can be found in Rinneberg [71]. More 
thorough introductions to fluctuating electric field gradients have been written by 
Guan [26] and Lu [75]. Any unreferenced equations come from the aforementioned 
sources. Formally, one calculates the probability of detecting a first -y in direction k1 
and a second -y in direction k2 at time t: 
w(k,, k2, t) , E E(f1H2A(01/11n)P(n)(n1HIAI (t)HI I f)  (3.40) 
unobserved f,n 
where H1 and 112 are the interaction Hamiltonians of the of emissions and A(t) is the 
time evolution operator. A(t) satisfies the Schrodinger equation 
i 
atA(t) =  hKAM,  (3.41) 74 
where K is the perturbing Hamiltonian. For a static interaction, K is independent 
of time, and 
A(t)==e-iliquadt/h.  (3.42) 
where Hquad is the Hamiltonian describing the interaction between the intermediate 
state of the decaying nucleus and an external field.  k1 and k2 are now specified 
because their directions with respect to the diagonalized quadrupole Hamiltonian axes 
are important. Using a technique similar to that used in section 3.2, concealing the 
coupling between initial and final transition states and the reduced matrix elements 
of the first transition in Ak, (71) and of the second transition in Ake (y2), one obtains 
the general expression: 
k2, t) oc e-t/TN E Aki (-yi)Ak2 (-y2) (2ki + 1)-1/2(2k2 + 1)-1/2 
\ xN*  \NT  2 in 
E GZikN22  (pi )  (p2).  (3.43) 
N1,N2 
Between 7 emissions, the nucleus remains in the intermediate state for a half life 
t1/2 = TN ln(2) giving rise to the e-t/TN term. The interaction between the EFG and 
the nucleus is completely contained in GkNAN22 (t) where 
GkviN2(t)  E  (_1)2/+rna±mbV(2ki + 1) (2k2 + 1)  (  I 
ik2  in 'a Ma N1 ) k1 
(  k 2) (mb IA (t)Ima) (m  b  i * 1A(t) 1ma) (3.44) 
in terms of the Wigner-3j symbol. 
Equation 3.43 can be simplified further in the case of a powder sample. In a 
powder sample, the EFG orientation is random with respect to the detection direc-
tions k1 and k2. In such a case, only the angle between the emissions is important 
and expression 3.43 simplifies to 
W (0, t) cx e'ITN E AkGk(opk(cose)  (3.45) 75 
where Ak = Ak('y1)Ak(y2), and 
Gk = (2k + 1)-1 E G;c7kN(t).  (3.46) 
N =- k 
Ao is normalized so that the first term equals one, and A4 and higher terms  are often 
small enough to neglect. This leaves 
W(0, t) oc e-t/TN (1 + A2G2 (t)P2 (cos 0))  .  (3.47) 
Experimentally, the probability distribution is not observed; counts recorded 
by pairs of detectors are observed. The apparatus checks to make sure that the  -y 
which arrives first has an energy which corresponds to the first 'y in the cascade. 
It then checks to make sure the second 7 has the appropriate energy. When both 
conditions are fulfilled, it is assumed that both 'y -rays came from the same nucleus, 
and the spectrometer records the event. Letting Di3(0, t) represent the number of 
times 'y- rays were detected a time t apart by detectors i and j which have an angle 
0 between them, one can write 
NO
Di3 (0, t) = EzE -e-tl TN (1 + A2G 2(0 P2(COSO))  B (0, t).  (3.48) 
N0 is the sample activity, 6, and Ei are detector efficiencies, and Bi3 is a background 
count. The background is caused by coincidences in which the first 7 comes from one 
nucleus and the second 7 comes from another nucleus. Such 7s are uncorrelated and 
lead to a constant background. This background is subtracted to give the count rate: 
Cij(0,t) = Dij(0,t)  B23.  (3.49) 
To eliminate the relative detector efficiencies and the e-t/TN term, a counting 
rate ratio R(t) is formed. The experimental configuration used in this research for 
powder samples requires placement of four detectors in a plane 90 degrees apart. This 
makes 0 = 180° (CO2 or C13) or 0 = 90° (CO3 or C12). The counting rate ratio is then 
formed by 76 
1/CO2C13  VC03 C12 R(t) = 2  (3.50)
-VCO2C13  2VC03C12 
which simplifies to 
R(t) = A2G2(t).  (3.51) 
Information about the interaction between the nucleus and extranuclear fields 
is contained only in G2(t).  It is this interaction that this study is interested in. 
Consequently, the value of A2 which contains the nuclear parameters such as the 
coupling between states and the reduced matrix elements, is determined by other 
experiments in which the nuclear physics was of primary interest. For 111Cd, A2 = 
0.18 under ideal circumstances. While the relative detector efficiencies cancel in the 
formation of the counting rate ratio, the finite size of the detectors effectively reduces 
A2. Hence, R(t) is correctly defined as 
R(t) = A2eff.G2(t)  (3.52) 
where A2eff is left as a fitting parameter and is frequently referred to as A2.  It is 
possible to estimate A2eff to check that all counts are observed. 
When A(t) describes a static interaction, the G k (t) of which G2 (t) is a member, 
from equation 3.46 are of the form 
k)( I  I  k)
(  m1 p  m13 m3 p mi m3 mil ne319 nn, 
e-k(En-En,)t 
(rim3 Imini)* (ni m31min)  (3.53) 
Written in a more illuminating form, this becomes 
((En  En, E [Sin + E sti, cos  (3.54) 
Ti 
with 77 
gnlc  E  (_1)2,+.,±m3 ( I  I  k) 
L'n 
1 m 1  13 )  minivnfim'313 
( I  I  k  (En-E,Otnm,imini)*(n'm3Im'n). e	  i  (3.55) n3 m3 p 
Equation 3.54 shows that the Gk(t) have oscillations with frequencies given 
by the energy differences between eigenstates of the diagonalized interaction Hamil-
tonian. Furthermore, the amplitudes of the oscillations, SL,, are functions of the 
coupling between eigenstates of the Hamiltonian. When the static electric quadrupole 
Hamiltonian (equation 3.25) is put into equations 3.54 and 3.55, one obtains for the 
I = 5/2 case, 
3 
G k (t) = S ko E Skn,(77) COS (Writ)  (3.56) 
n=1 
with 
skn (wi, 77)	  E Smk  (wl 17) (5n,Im2rn/21/2  (3.57) 
mm' 
The ce,, are the frequencies of equation 3.33, and 71 is defined in equation 3.32.  i 
affects the forms of the eigenstates; consequently, it influences the values of the Smkm,. 
In this notation, 
3 
G2 (t) = S20 + E s2n (77) cospno,  (3.58) 
n=1 
and the functional dependence of S2 on i is complicated but determined. For 11 = 0, 
S20 =  S21 = 131- S22 =  S23 = 
and 
W1 = 6WQ  W2 = 12WQ  W3 = 18WQ. 
The G2 (t) of equation 3.58 results when all the PAC probes experience the 
same electric field gradient. This may not be the case if different PAC probes are in 78 
different environments, for example more than one phase of a material or in a material 
with more than one type of defect. In this case, the total G2 (t) total is written in terms 
of each G2 (t)t which describes the interaction the PAC probes experience weighted 
by the fraction of probes which experience such an interaction 
G2(t)totai = E fic2(t)i  (3.59) 
The fractions L enter as parameters into fits of R(t). For the remaining discussion, 
any reference to G2 or Ck refers to the individual G2(t)i. 
PAC probes may also experience slightly different electric field gradients if 
the probes are in a material which has randomly distributed, static defects that are 
not attracted to the probe. If the concentration of free defects is small enough and 
the total EFG is large either because of the defect-free lattice or trapped defect, a 
distribution of interaction frequencies results. For a Gaussian distribution 
1 
f (co  w') =  e  202  (3.60) 
equation 3.58 becomes 
3 
G2 (t) = S20 + E s2.(77)e-(---0-02/2 COS (Writ)  .  (3.61) 
n=1 
For a Lorentzian distribution 
2 1 f  co') =  (3.62)
7ra 1 + (4/0-2) (CO  W1)2 
equation 3.58 becomes 
3 
G2 (t) = 820 E 82. (n) e-40702.Q) cos(wnt).  (3.63) 
n=1 
So far, the discussion has only considered the case when A(t) describes a static 
interaction. The equations become more involved when one adds a time-dependent 
interaction in A(t). Time-dependent interactions were first studied by Abragam and 
Pound [76] for PAC probes in a molecule or complex dissolved in solution. In such a 79 
situation, the probe interacts with an electric field gradient that rotates with respect 
to the probe. The source of the electric field gradient is the surrounding medium, and 
it rotates as a result of the rapid tumbling of the molecule or complex in the medium. 
The form they found is 
Gk(t) = e-Akt  (3.64) 
with 
Ak =  -3 (w2 )7,k(k + 1)[4/(/ + 1)  k(k + 1)  1],  (3.65)
5 
where 'r  is the characteristic rotational correlation time. This form is applicable when 
(4)1/27c < 1. 
Marshall and Meares [77] considered the Abragam and Pound problem in the 
slow rotation limit. They found 
G k(t) = e-Aktqatic (t)  (3.66) 
with 
Ak = k(k + 1)D,  (3.67) 
where D is the rotational diffusion constant. 
Equations 3.64 and 3.66 give Gk(t) for rotating molecules; however, it has 
been found that they also describe electric field gradients which fluctuate with a rate 
w among N directions but don't change in magnitude. When only the fluctuating 
electric field gradient is present, in the rapid fluctuation limit, Winkler and Gerdau 
[78] obtained equation 3.64 with 
Ak = 
3N1 (w2 )7 k(k +1)[4.4.1 + 1)  k(k +1)  1],  (3.68)
5 w  Q c 
using Blume's stochastic model. This model rigorously derives the distribution func-
tion starting from a time-dependent Hamiltonian: 80 
H = E fi(t)K-;  (3.69) 
where K3 is the Hamiltonian of the jth static electric field gradient, and f3(t)  = 1 for 
only one value of j at a time and fio3(t) = 0 otherwise. Assuming that the fluctuations 
between different electric field gradients are random, independent of history, and 
described by a probability w,b(t) of jumping from state a to state b that is only 
dependent on the time t the Hamiltonian has been in state a, one ultimately finds 
that 
G k k (t) = E skne(An+i(Jn)t,  (3.70) 
Ti  
where 
( I  I k)( I  I  k) Skn =  E(_1)2/±.,+.3
m,rn3rn'in3p  mi m1 P  m3 m3 P 
EPa(bm3mt31Mqr)(Nqrlami  )  (3.71) 
a br 
The IWO  are right eigenfunctions of the Blume matrix, and the (N1 are the left 
eigenfunctions.  Equation 3.70 is similar to equation 3.56.  Each cos(wn) term is 
damped by an exponential factor An, and there are more terms (16 for I = 5/2). 
When a static electric field gradient is present in addition to the fluctuating 
gradient, Baudry and Boyer [79] obtained numerical solutions for G2 (t) using Blume's 
stochastic model. They fit their results to equation 3.66, 
G (t) = e-At qtatic (t),  (3.72) 
with 
A  (N  1)w  (3.73) 
in the slow fluctuation limit and equation 3.64, 
G2(t) = e-At,  (3.74) 81 
with 
100w02 
(3.75) N w-
in the rapid fluctuation limit. 
Blume's stochastic model has been solved numerically for a number of XYZ 
and N-state models. The XYZ model describes an electric field gradient which is 
constant in magnitude and fluctuates between cubic X, Y, and Z directions. Similarly, 
the XYZ+Z model, which considers a axially symmetric static electric field gradient 
oriented along the z-axis in conjunction with the fluctuating gradient, has been worked 
out. The XYZ model has been worked out most thoroughly along with the XYZ+Z 
model by Evenson et al. [27] who include a number of references to previous work on 
the XYZ model. The XYZ+Z model has been studied further for the case when the 
static electric field gradient is non-axial (XYZ(771)+Z(773)) and for the case when the 
static electric field gradient is aligned in an arbitrary direction (XYZ+S(0, 0)) [26]. In 
a material such as ceria, an electric field gradient caused by an oxygen vacancy that 
is a near neighbor to the PAC probe has four orientations, and the XYZ model does 
not accurately describe the situation. Consequently, a family of N-state+Z models 
(N = 3, 4, 6) has been solved numerically [26]. Finally, an XYZ(llt)d(lld, 0,0) model 
that describes an XYZ fluctuating electric field gradient when a defect is trapped 
and a static electric field gradient along an arbitrary direction when the defect is 
detrapped has been investigated. Using activation energies obtained by Su et al. [66], 
the XYZd model gives 
/ 3 
G2 (t) = 0.184e-A't + 0.016e-Aot + E sne-Ant COS(Wnt),  (3.76) 
n=1 
where the wn depend on fd, the ratio of detrapped to trapped oxygen vacancies, and 
on -y, the ratio of detrapped Vzz to trapped V. The Ai, A2, and A3 depend on 
-y, but they also depend on the hopping rates of the oxygen vacancy described in 
the introduction in a complicated way. Calculations produce G2(t) functions which 82 
qualitatively resemble the data; however, fits have not been performed because it 
takes too long to compute the G2(t) function. In order to use this model to fit the 
high temperature data, the dependences of An on 7 and the various hopping rates 
need to be determined explicitly [75]. 
Returning to the single crystal W(k1, k2, t), some qualitative results can be 
presented. For 111Cd in a single crystal, considering only the lowest order Ak1Ak2, as 
for powder samples, is not sufficient. The next three terms are needed: 
W(ki, k2, t) a e-t/r^' (1 + 
N  (& )vN i A22  1 2  (911 11 01)YN2 (92) 02) + 
N1,N2 
4
1  E GN:N2(t)y2 N 1 (01, 01)y4N2 (92, 02) + 1-124 A24 
N1,N2 
1  E 0121 N2 (t)3741Vi (91, 00y2N2 (92, 02) + 1142 34  N1,N2 
E G:41 N2 (t)y4Ni(91, 01) y4N2 (92, 02) A44- (3.77) 
9  N1,N2 
where Ak1k2 = Ak, (71)Ak2 (72) and have been determined by previous experiments. 
DEPACK evaluates W(k1, k2, t) in this form by numerically evaluating the spherical 
harmonics and Glk\:lkN22; although, an analytical expression has been worked out by 
Butz [80]. As with A2 in the polycrystal case, the Ak1k2 are also reduced by the finite 
detector and sample sizes. DEPACK models this reduction due to the finite sample 
and detector sizes rather than using effective values. 
The single crystal distribution function in equation 3.77 can be compared with 
the powder result for a static electric field gradient. The time dependence of GkNAN22 
comes from the quantum mechanics described in section 3.4, so Glk:1kN22 is a function of 
the frequencies due to the energy level splittings. Using this fact to rewrite equation 
3.77 in a form similar to the powder form, one obtains 83 
w(kl, k2, t) oc ethwi + E S2n(kl, k2, A22, A24, A42, A44, 77) cos(cont).  (3.78) 
n 
In the powder case, the Skr, were only functions of 77.  In the single crystal case, the 
Skn depend on the orientation of the EFG with respect to the directions of detection. 
When one plots the Fourier transform of a single crystal R(t), the amplitudes of the 
observed frequencies depend on the orientation. 
3.6. TRAPPING/DETRAPPING MODEL 
The zirconia spectra in this work show highly damped PAC spectra not charac-
terizable by fitting functions describing an electric field gradient which only fluctuates 
in direction. The strong dependence of the PAC signal on oxygen vacancy-inducing 
dopants and the success of previous work relating the PAC interaction frequency 
to the concentration of oxygen vacancies strongly indicate that the time-dependent 
damping of the PAC signal is caused by oxygen vacancies. At low enough tempera-
ture, an oxygen vacancy should be trapped by the PAC probe, and a static electric 
field gradient should be measured. As the measurement temperature is raised, the 
electric field gradient should start to fluctuate, as the electric field gradient of the 
ceria a-site did (see figure 2.9). In the case of ceria, the rapidly fluctuating electric 
field gradient time averages to a cubic signal  the same signal as a probe in a defect-
free environment. In zirconia the defect-free PAC probe experiences an electric field 
gradient caused by the lattice, which in principle, is different from the time-averaged 
PAC signal from a rapidly hopping oxygen vacancy. The difference becomes impor-
tant at temperatures where the oxygen vacancy has enough energy to hop away from 
the PAC probe. In this temperature range, the theoretical fitting function for the 
PAC signal must take into account the detrapping and trapping of oxygen vacancies 
in addition to their rapid motion about the probe while trapped. 84 
The XYZd model discussed in section 3.5 correctly describes this kind of oxy-
gen vacancy hopping. Instead of solving the Blume matrix with parameters of the 
XYZd model that are appropriate, a different approach is used here to avoid the 
Blume matrix formalism because of the long computer time needed for those calcula-
tions. The model developed here assumes that when an oxygen vacancy is trapped, 
it hops among equivalent trapped sites quickly enough that the PAC signal looks 
like a relaxed cubic site as in the case of ceria in the rapid fluctuation limit. This 
assumption is based on the success of the model used by Su et al. [66] to fit the data 
taken above 1200 °C, where the PAC signal of the rapidly fluctuating oxygen vacancy 
was taken as cubic. It was concluded that the presence of an oxygen vacancy caused 
the lattice immediately about a PAC probe to relax to a locally cubic lattice. This 
conclusion was based on the observation that the average electric field gradient fit to 
zero within error bars. 
The trapping/detrapping model further assumes that the PAC signal looks like 
the static perturbation function associated with the lattice electric field gradient when 
the oxygen vacancy is not trapped. This second assumption, again, is based upon 
the success of Su's model. The oxygen vacancy's motion can then be summarized in 
terms of three hopping rates: the rate at which it hops among equivalent trapped 
sites as described by a damping parameter (A), the rate at which it detraps from a 
trapped site (Ad), and the rate at which it is trapped by a PAC probe (At). 
One further assumption is made which allows the fitting function to be  ex-
pressed as a time convolution of two previously derived fitting functions describing 
the trapped and untrapped cases. This assumption is that when an oxygen vacancy 
is trapped, the rapid fluctuations cause only an attenuation in the G2 function, and 
there is no change of phase.  Such an assumption would not, in general, be true; 
however, for an electric field gradient fluctuating rapidly enough, this should be  a 
good approximation. This assumption further means that the attenuation of the G2 85 
function depends only on the total trapped time and not on the number of times 
trapped and detrapped. Hence, the observed counting rate ratio is given by 
R(t) = A2 f CATC2(t  7)Ft (T)dr  (3.79) 
where A2 is the nuclear anisotropy, CAT is the attenuation when an oxygen vacancy is 
trapped for time 7-, G2 is the standard static PAC function due to the lattice electric 
field gradient, and Ft(7) gives the probability that an oxygen vacancy is trapped for 
time T during total time t. 
Essential to this expression is the correct form for the distribution function 
Ft (r). The derivation is shown in the appendix, and the result is that 
Ft(7)  6(T)e-Att  e-At(t-T)e-Adr 
AtAd(t  _
{AtIo (2.VAtAd(t  r)r) +  7)11 (2VAtAd(t  ,  (3.80) 
which assumes that an oxygen vacancy is not initially trapped by a probe. Strictly 
speaking, this is not correct, but for high enough Ad it is a reasonable approximation. 
Io and II are the zero and first order modified bessel functions. 
This form for Ft(T) does not allow equation 3.79 to be easily, analytically 
integrated. The delta function term, of course, is easily integrated, but the rest is 
left to be done numerically in the fitting routine. As shall be shown in the analysis 
section, equation 3.79 fits individual spectra well; however, the true test of the model 
depends on the behavior of the various hopping rates with temperature. 
One expects that the detrapping rate should only depend on the energy barrier 
for detrapping and the temperature. Assuming a single step process, the expected 
behavior of the detrapping rate is 
EdIkT Ad = gdvoe  (3.81) 
where gd is a geometrical factor of order unity that desribes the number of ways the 
vacancy can detrap, vo is the phonon frequency (around 1013 or 1014 s'), Ed is the 86 
detrapping energy barrier, k is Boltzmann's constant, and T is the temperature in 
Kelvins. 
The trapping rate is expected to be of a similar form, except that its value 
also depends on the concentration of oxygen vacancies. The expected behavior is 
At . gt [V0] rtvoe-Et/kT  (3.82) 
where gt is a geometrical factor of order unity that desribes the number of  ways 
the vacancy can trap, [Vol is the oxygen vacancy concentration, n is the number of 
trapping positions, and Et is the trapping energy barrier. 
The attenuation factor, A, is expected to relate to the hopping rate among 
equivalent trap sites, w, according to the high fluctuation limit of a fluctuating electric 
field gradient: 
100w2 
A =  Q  (3.83) Nw 
where WQ is the interaction frequency of the static electric field gradient and N is the 
number of directions available to an electric field gradient from a given position. The 
fluctuation rate, w, is also assumed to have a thermally activated physical source and 
is expressed by 
W = VoeEa IkT  (3.84) 
where Ea is the hopping barrier between equivalent trap sites. Combining equations 
3.83 and 3.84 gives the expected behavior for A as 
(.0(22 100E IkT A =  e a  .  (3.85)
Nv0 
The model predicts that when the natural logarithm of the fit values of the 
various hopping rates is plotted versus 1/kT, one obtains straight lines whose slopes 
represent the activation energies of the different hopping rates (Arrenhius behavior). 87 
Moreover, all the activation energies should be independent of sample. The magni-
tudes of the hopping rate and the detrapping rate should also be the same for every 
sample; however, the trapping rate will vary with oxygen vacancy concentration from 
sample to sample. 88 
4. EXPERIMENTAL 
4.1. EQUIPMENT 
Primary emphasis of this work involved taking PAC data. Four spectrometers 
were used in the course of the work. All four are eight sector slow-fast coincidence 
spectrometers. Three are equipped with BaF detectors while the fourth is outfitted 
with NaI detectors. The spectrometers are slightly modified versions of the spectrom-
eter design described by Jaeger et al. [81]. 
Each spectrometer station has a furnace allowing in situ measurements of 
samples at temperatures as high as 1200 °C. The PAC furnace's outer shell is water-
cooled and has a radius of about 3 cm to allow the PAC detectors to be placed near 
the desired sample-to-detector measuring distance of five cm. The heating element 
used is 18 gauge Kanthal A-1 [82] which allows high temperature operation in air. 
The heating element is wrapped lengthwise around a 1.25 cm outer diameter, high 
purity alumina tube. The heating element was fed through 1.5 mm inner diameter 
alumina tubes with 0.7 mm thick walls to insulate the element windings from one 
another. The heating element and insulating tubes were then wrapped in an yttria-
stabilized zirconia felt [83] for heat insulation. The typical power required to reach 
1200 °C is around 500 watts. For heat treating samples while not being measured or 
heat processing samples at higher temperatures, a Lindberg box furnace capable of 
1900 °C operation [84] with MoSi2 heating elements was used. 
For samples requiring processing under special atmospheric conditions, a pump 
station was used to seal the samples in quartz or platinum tubes. The pump station 
consists of a mechanical pump with a Micromaze trap [85] to catch backstreaming 
pump oil. The pump/Micromaze trap pumped on a chamber which could be valved 
off to the pump. This chamber had a thermocouple gauge to measure pressures in 89 
the 1 to 10-3 torr range and a bourdon type gauge to  measure pressures closer to 
atmospheric pressure. The chamber had a valve leading to flexible steel hose with 
an attachment at the end allowing a quartz or platinum tube to be attached with 
plastic hose as a coupler. Another valve on the chamber had a hose which could be 
connected to a gas bottle so different gasses could be backfilled into  a tube after the 
pump had evacuated it. 
4.2. SAMPLE PREPARATION 
4.2.1. Chemical Techniques 
Since aliovalent dopants affect the native defect thermodynamics, precautions 
were taken to reduce accidental doping with impurities. Reagent grade ammonium 
hydroxide, nitric acid, and hydrochloric acid were used. Test tubes and pipette tips 
used to handle the source solutions and other chemicals were cleaned in 20 % nitric 
acid for several hours and rinsed thoroughly with deionized water. 99.995% pure fused 
quartz tubes [86] were ultrasonically cleaned while containing high purity ethanol. 
The alcohol was poured from the tube and the remainder was pumped out using the 
pump station described above. Low powder gloves [87] were used while handling the 
samples. 
Whatman 41, ashless filter paper [88] and standard weighing paper [89] were 
used.  The 111In came in the form of InC13 dissolved in microliter quantities of 
0.05M HC1 [90]. 
4.2.2. Ceria powder 
In the previous indium PAC work on ceria, indium was put in the sample by 
coprecipitation. Consequently, a starting cerium solution was required. The InC13 
was added to the solution and the two were coprecipitated by adding the combined 90 
solution to ammonium hydroxide. To compare results, the powder used for indiffusion 
and implantation experiments was prepared the same way but without the radioactive 
indium. 
The cerium ammonium nitrate solution ((NH4)2Ce(NO3)6)  was prepared by 
James A. Sommers (Teledyne Wah Change Albany, Albany, OR) from a high pu-
rity powder from Iowa State University Rare Earth Research Center. An analysis of 
their powder is shown in table 4.1. Two concentrations of cerium have been used, 
Mce=0.4554 and Mce=0.5636, and the PAC results have not shown a dependence  on 
concentration. A cerium hydrous oxide is formed by adding the ammonium nitrate 
solution to concentrated ammonium hydroxide and stirring vigorously. The precipi-
tate is filtered and rinsed with 20 % ammonium hydroxide followed by rinsing with 
deionized water. 
Element  ppm  Element  ppm  Element  ppm  Element  ppm 
Li  <.005  Be  <.02  B  .1  Na  <2 
S  <6 Cl  4 K  1 Ca  3 
Fe  4  Co  <.3 Ni  <.3 Cu  .35 
Se  <.07  Br  <.1  Rb  <.02  Sr  <.05 
Rh  <.2  Pd  <.4  Ag  <.07  Cd  <.2 
I  <.09  Cs  <.01  Ba  <2  Hf  <2 
Ir  <.7  Pt  <.9  Au  <.2  Hg  <.2 
Mg  <4  Al  <1 U  <.5 P  <.2 
Ti  <.3  V  <.1 Cr  <.6  Mn  .60 
Zn  <.2  Ga  <.2  Ge  <.2  As  <.04 
Zr  <.6  Nb  <1  Mo  2.3 Ru  <.7 
In  <.07  Sn  <.2  Sb  <.1  Te  <.2 
Ta  <.8 W  <4 Re  <1 Os  <2 
Tl  <.1  Pb  <.4  Bi  <.09  Th  <1 
Sc  <.1  Y  <.3 La  <2 
Gd  <2 Tb  <4 Dy  <1 Ho  <2 
Pr  <5  Nd  <2  Sm  <2 Eu  <.4 
Er  <2  Tm  <.4 Yb  <.7 Lu  <.8 
Table 4.1. ISU analysis of high purity ceria. 91 
The best way found to prepare the powder for implantation was to press the 
powder at a force of about 37 kN. The resulting 1 mm thick pellet  was calcined 
at 1200 °C for 13 hours. The sintered sample was then implanted at an  energy of 
350 keV with a typical resulting indium concentration of 3x10' cm-2.  Following 
implantation, the powder samples were annealed by sealing them in a quartz tube 
which was evacuated by a turbomolecular vacuum pump and placing the tube in a 
box furnace. 
The powder was not pressed in preparation for indiffusion since a loose powder 
would be more agreeable to indiffusion. The powder was immersed in high purity 
ethanol, and the radioactivity was added. The liquid was driven off under  a heat 
lamp. This resulted in a powder with radioactive indium on the surface. The powder 
was then sealed in a quartz tube under a 50 micron vacuum using the pump station 
described in section 4.1. The tube was taken up to 1200 °C for varying times. At 
least six hours are needed for reasonable indiffusion. 
4.2.3. Ceria Film 
Thin films of ceria grown on <100> Si, quartz glass, and sapphire glass by 
MOCVD were provided by Dr. Klaus-Hermann Dahmen from the Laboratorium fiir 
Anorganische Chemie, Zurich. The preparation technique is described by Gerfin et 
al. [911. Smaller pieces of the films were broken off in preparation for introducing the 
indium via implantation. The films grown on quartz and Si were broken by etching 
the substrate and then cleaving. The film grown on sapphire was separated into 
smaller pieces using a diamond-edge saw. The films were implanted at 150 keV with 
typical indium concentrations of 1013 cm-2. 
Following implantation, the films were annealed by sealing the film in a quartz 
tube which was evacuated by a turbomolecular vacuum pump and placing the tube 
in a box furnace. 92 
4.2.4. Ceria single crystal 
Because of the high melting point of ceria, flux methods are used to grow single 
crystals [92] [93]. The ceria single crystals used in this work  were grown using the 
lead fluoride flux method [93] by Steffen Ganschow at the Institut fiir Kristallziichtung 
located in Berlin. The actual growth parameters chosen resulted in cubic crystals  as 
opposed to octahedral crystals. They grew as large  as 3 mm per side and were a 
very dark grey. They had a slight metallic luster. Neutron activation analysis did 
not reveal any appreciable contaminants in the crystals; however, it is not sensitive 
to lead which is known to be present up to 0.1 wt% in ceria crystals grown similarly 
[93]. 
The dark color of the as-grown crystals is probably due to some sort of cation 
disorder since yellow crystals could only be obtained after heating at 1550 °C for 
around 24 hours. Shorter heating times or lower temperatures did not affect the color 
of the crystals. 
The crystals were cleaned for approximately five minutes in a boiling 20 % 
nitric acid solution and rinsed thoroughly with deionized water.  Several different 
procedures were tried to diffuse in the indium after that. 
The most successful procedure for getting indium into the single crystals in-
volved putting the radioactivity in its shipped form directly on the crystal surface and 
letting the HC1 evaporate away aided by a heat lamp. The sample is then put in a Pt 
tube with one end sealed and the other end crimped tightly but not sealed. The Pt 
was placed in the box furnace and quickly taken to 1550 °C where it sat for 48 hours. 
The sample was then cooled to room temperature in about 2 hours. Approximately 
95 percent of the activity escaped the Pt tube, but the remaining 5 percent diffused 
into the crystal as evidenced by obtaining PAC spectra similar to those previously 
reported. The crystals were a translucent yellow following such a treatment. To avoid 
the loss of activity, Pt tubes were sealed containing various atmospheres; however, 93 
this procedure was less successful for diffusing indium into the single crystal.  To 
avoid indium diffusing into Pt, a sufficient oxygen pressure is needed. Consequently, 
the tubes were sealed at room temperature with 1 atm, 0.75 atm, and 0.25  atm. 
Following such treatments, the crystals remained dark gray, and only the 0.25 atm 
condition resulted in successful indiffusion. The 0.25 atm procedure, while successful, 
was unreliable, and a more reliable indiffusion technique can probably be obtained 
under slightly smaller pressures like 0.2 atm or 0.15 atm. 
Several unsuccessful attempts were made to diffuse indium in at 1200 °C. 
Several attempts were made since quartz is easier to work with and indiffusion was 
successful in powder samples at this temperature. Both as-grown crystals and crystals 
pretreated at 1550 °C were sealed in air, 0.5 atm Ar, and 0.5 atm 02. When heated 
at lower temperatures, two new PAC signals appeared under certain conditions as 
discussed in chapter 5. 
In these samples, care was taken not to damage the surface by performing an 
activity transfer  not placing the HC1 containing the indium directly on the sample. 
The activity transfer was performed by placing the radioactivity on an ultrasonically 
cleaned quartz chip. The HC1 was driven off under a heat lamp. The chip and the 
sample were sealed in a quartz tube containing approximately 1 atm H2. The quartz 
tube was placed in a temperature gradient such that the quartz chip at  one end 
was 800 °C and the sample at the other end was 280 °C. Under these conditions, the 
InC13 dissociates as the Cl and H2 form HC1, and the temperature gradient encourages 
indium to be deposited on the surface of the crystal. 
4.2.5. Zirconia 
The zirconia samples were prepared in similar fashion to those in previous PAC 
work. Neutron activation analysis revealed large quantities of Cl present in samples 
prepared from oxychloride source solutions. To eliminate chlorine contamination, a 94 
procedure in which the precipitated hydrous oxide is redissolVed in nitric acid was 
developed to wash away the chlorine. 
The  starting  solution  is  very  pure  zirconium  oxychloride  solution 
(ZrOC121-120) with zirconium concentration, Mzr=1.73, also provided by James A. 
Sommers. Several solutions with different concentrations of yttrium were used to ob-
tain yttria-doped zirconia samples: 0.1 at% Y, 0.2 at% Y, 1.0 at% Y, and 2.0 at% Y. 
An appropriate amount of radioactivity was added to a selected source so-
lution. The active source solution was then pipetted into concentrated ammonium 
hydroxide, and the resulting slurry was rigorously stirred. The slurry was centrifuged 
and the ammonium hydroxide was pipetted away. The remaining ammonium hydrox-
ide was driven away under a heat lamp. Once dry, concentrated nitric acid was added, 
and the slurry redissolved under a heat lamp which accelerated the reaction. This 
new solution was then treated like the original source with activity and the procedure 
was repeated so that two more chlorine purges via redissolving were performed. 
After the final dissolving, the source was again pipetted into concentrated 
ammonium hydroxide and stirred.  This time the slurry was poured into a funnel 
containing filter paper. The sample was rinsed three times with 20% ammonium 
hydroxide and then twice with deionized water. The sample was further dried under 
a heat lamp. The dried sample was then transferred into a quartz tube in which 
calcining and measuring were done. 95 
5. DATA  
The traditional way of preparing PAC ceria samples was to introduce the 
PAC probes (indium) by coprecipitating with the ceria. This produced samples with 
indium well distributed throughout the grains. This technique of introducing the PAC 
probe at the time of preparation worked well for the powder; however, it is impractical 
for crystals since the preparation time of the crystal is so long. Therefore, alternative 
techniques for introducing indium into ceria were explored. 
At the time a heavy ion implanter was available, there were no single crystals 
available. Therefore, implantation experiments were performed only on the powders 
and films which were available. During implantation, heavy damage is incurred which 
must be annealed out. Investigation of the annealing of radiation damage is shown 
in section 5.1.1. While the damage could not be completely eliminated, enough was 
eliminated to make comparisons to the previous powder results, as shown in section 
5.1.2. 
The limited ability to anneal out radiation damage prompted exploration of 
diffusing indium into pre-existing ceria powder. This proved successful, and some 
of the data taken on such samples are shown in section 5.2. Indiffusion into single 
crystals proved to be much more difficult and conditions which allowed indiffusion 
into powder did not allow indiffusion into single crystals. Some interesting dynamics 
and two new sites were observed in the process of trying to diffuse indium into ceria 
single crystals as reported in section 5.3.1. 
While an ideal technique has yet to be found, enough indium has been diffused 
into ceria single crystals to allow orientation measurements of three of the four previ-
ously observed PAC sites. These data are shown in section 5.3.2. As a precautionary 96 
measure, the crystallographic symmetry of the crystal was checked using transmission 
Laue photography. The result is shown in section 5.3.3. 
The preparation technique described in section 4.2.5 results in tetragonal zir-
conia below 950 °C. PAC signals characteristic of the tetragonal phase have been ob-
served to low temperature in samples with (section 5.4.1) and without (section 5.4.2) 
yttrium. Signals indicative of the presence of oxygen vacancies have been observed 
in samples after they have been taken above 1050 °C, and these signals persist as the 
samples are cooled until the tetragonal to monoclinic phase transition is reached. The 
transition occurs at higher temperatures for samples that have been above 1050 °C 
than samples that have not. 
5.1. IMPLANTED CERIA 
5.1.1. Annealing implantation damage 
Following implantation of ceria powders or films the PAC spectra contained 
no well-defined static PAC signals due to high disorder about the probes from im-
plantation damage. Annealing the samples at elevated temperature reduced the lo-
cal damage and well-defined PAC sites characteristic of the previous powder work 
emerged (figure 5.1). 
To investigate the repair of implantation damage, implanted samples were an-
nealed at increasing temperatures. Each anneal was followed by a room temperature 
or 160 °C measurement to determine the amount of repair.  Parts of two such se-
quences are shown in figures 5.2 and 5.3. Each sample was annealed at the indicated 
temperature under vacuum. Well-defined PAC signals are seen to grow qualitatively 
with increasing anneal temperature until some maximal temperature, after which the 
well-defined PAC signals disappear. In the film samples, this loss of PAC signal oc-97 
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Figure 5.1. Before and after annealing implantation damage. Typical PAC spectra 
in a ceria film before annealing implantation damage (top) and after a partial anneal 
of implantation damage (bottom). 
curs when the film becomes visibly damaged, probably as a result of mismatch in the 
thermal expansions of the substrate and film. 
5.1.2. Comparison with coprecipitated results 
Since the a-, b-, and c-sites were observed in coprecipitated powder samples 
after being heated in reduced oxygen partial pressures, one would expect the same to 
be true in the implanted samples. At the very least, one would expect to see just the 
a-site. Consequently, it came as a surprise that the d-site was frequently observed 
following an anneal in argon or vacuum as seen in figures 5.2 and 5.3. Furthermore, 
the a- and d-sites were never observed simultaneously in the coprecipitated powders. 98 
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Figure 5.2. Annealing of ceria powder following implantation. PAC data following 
implantation and anneal under vacuum at the indicated temperatures. 99 
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Figure 5.3. Annealing of an implanted ceria film. PAC data of a 1000 A ceria film 
grown on <100> Si following implantation and anneal under vacuum at the indicated 
temperatures. 100 
The relationship between the a- and d-sites in the implanted samples was par-
tially investigated but seemingly contradictory results were obtained. In an implanted 
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Figure 5.4. A-site and d-site behavior in an implanted film. PAC spectra obtained 
first at room temperature (top), then at 160 °C (middle), and finally at room tem-
perature (bottom) following an 800 °C anneal in vacuum. 
film, following an 800 °C anneal in vacuum, both a- and d- sites were observed at 
room temperature in air.  At 160 °C in air, the a-site disappeared and the d-site 
fraction grew. This situation persisted when the sample was measured again at room 
temperature in air as shown in figure 5.4. In an implanted powder, following a 500 °C 101 
anneal in vacuum, both a- and d- sites were observed at room temperature in air like 
the film. This time, though, the a-site remained when measured at 290 °C in air (as-
suming that it is appropriately damped as shown in figure 2.9) and when measured 
again at room temperature in air (figure 5.5). 
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Figure 5.5. A-site and d-site behavior in an implanted powder. PAC spectra ob-
tained first at room temperature (top), then at 290 °C (middle), and finally at room 
temperature (bottom) following a 500 °C anneal in vacuum. 102 
5.2. INDIFFUSED CERIA POWDER 
Because the implantation damage could be only partly removed, a less forceful 
technique, namely indiffusion, was attempted.  To avoid problems with the film-
substrate interface and the substrate itself, the films were not used with this technique. 
Indium was found to diffuse into the ceria powder around 1200 °C under vacuum. 
Spectra taken at room temperature following indiffusion are shown for two samples 
in figure 5.6. PAC sites familiar to ceria are seen in the samples; however, they are 
not as well defined as the sites seen in the coprecipitated powder samples. 
0  100  200  0  200  400  600  800 
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Figure 5.6. Typical PAC spectra from ceria powders following indiffusion. 
Despite the noise in the spectra associated with the indiffusion technique, the 
relationship between the a-site and d-site was comparable to the behavior in the 
implanted samples. Figure 5.7 shows a highly oxygen deficient sample (determined 103 
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Figure 5.7. A-site and d-site behavior in an indiffused powder. PAC spectra obtained 
first at room temperature (top), then at 200 °C (middle), and finally at 350 °C. These 
spectra are taken on a sample which had just been to 1200 °C in vacuum. 
by the presence of a-, b-, and c-sites) at room temperature, the same sample with less 
oxygen deficiency at 200 °C, and the sample exhibiting both a- and d-sites at 350 °C. 
This sample was then taken to 1200 °C in air and back to room temperature. Figure 
5.8 shows that the a- and d-sites are still present at room temperature and again at 
200 °C; although, the d-site is broader than before the high temperature treatment. 104 
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Figure 5.8. More a-site and d-site behavior in an indiffused powder. PAC spectra 
obtained first at 350 °C (top), then at room temperature following heat treatment at 
1200 °C (middle), and then at 200 °C (bottom) in air. 
5.3. CERIA SINGLE CRYSTAL 
Indium did not appear to diffuse into ceria single crystals under the same 
conditions as it diffused into powder. The success of diffusing indium into the ceria 
powder prompted a more thorough analysis of the changes in the PAC spectra under 
different atmospheric conditions. It was observed that by 800 °C, the radioactivity 
drifted away from the single crystal, which was in the hottest part of the furnace, 105 
towards the cooler end of the sample-containing quartz tube.  Consequently, the 
following spectra are taken at 800 °C or below. 
The failure to observe PAC sites characteristic of ceria by attempting to indif-
fuse indium at 1200 °C prompted the use of higher indiffusion temperatures. 
5.3.1. Indiffusion in single crystals 
When single crystals with indium on the surface were sealed in quartz tubes 
containing 0.5 atm Ar, gradual changes in the spectra with time were observed at 
elevated temperatures. Figure 5.9 shows an initial broad site disappear and a new 
broad site appear at 600 °C. Figure 5.10 shows the same initial broad site disappear 
and the same new broad site appear along with a more well-defined site that has not 
been observed previously.  This new site persists to room temperature, and figure 
5.12 shows this new site is independent of sampledetector geometry. If the sample 
is further heat treated by taking it to 1550 °C in air for several hours, the new site 
disappears and a second new site shown in figure 5.13 appears. 
5.3.2. PAC orientation results 
Refinement of the indiffusion procedure allowed successful incorporation of in-
dium into ceria single crystals as evidenced by the appearance of PAC sites whose 
interaction frequencies corresponded to the powder sites. Samples exhibiting the vari-
ous sites were measured with three different orientations with respect to the detectors 
as is the standard procedure for determining the electric field gradient orientations 
in cubic crystals. The orientations were chosen such that the detectors were located 
along the <100>, <110>, and <111> crystallographic axes. 
As in the indiffused powders, it was not possible to obtain 100% a-site. A 
sample showing mostly a-site as its well-defined PAC signal is shown in figure 5.14. 106 
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Figure 5.9. The PAC signal versus time for indium not yet diffused in a single crystal 
at 600 °C in argon. 107 
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Figure 5.10. The PAC signal versus time for indium not yet diffused in a single crystal 
at 700 °C in argon. 108 
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Figure 5.11. The PAC signal does not change with temperature for indium not yet 
diffused in a single crystal in an oxygen atmosphere. 109 
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Figure 5.14. A-site electric field gradient orientation measurements. PAC spectra 
obtained from a single crystal exhibiting mostly a-site with detectors along the <100> 
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Figure 5.15. A-site and d-site electric field gradient orientation measurements. PAC 
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Figure 5.16. C-site electric field gradient orientation measurements. PAC spectra 
shown from a single crystal exhibiting mostly c-site with detectors along the <100> 
(top), <110> (middle), and <111> (bottom) crystallographic directions. 114 
As can be seen in the figure, a very small fraction of d-site is in the spectrum. Figure 
5.15 shows both a- and d-sites in appreciable fractions. Figure 5.16 shows a-, b-, and 
c-sites. It is peculiar that the c-site fraction is much higher than in powder samples, 
where the a- and b-site fractions are more dominant features of the spectra. 
5.3.3. Laue results 
To verify that the single crystal faces corresponded to the <100> crystalo-
graphic planes, transmission Laue photography was used.  Figure 5.17 shows the 
alignment photograph and the precession photograph. The alignment photo was 
taken with a 10° rotation and 25 minute exposure. The final photograph was taken 
with Ni filter, with a screen having a ring of transmission with 15 mm inner radius 
and 20 mm outer radius located at 26 mm, and with the film located 60 mm away 
from the sample. The final photograph had a 30° precession angle and 23 hour ex-
posure. The final photograph shows the proper symmetry for a cubic crystal with its 
<100> planes corresponding to the crystal phases. The spot seperation gives a value 
of at) = 5.35;1 for the lattice constant which is pretty close to the accepted value of 
ao = 5.41;1 and within the uncertainty of lattice constant determination by the Laue 
method. 
5.4. ZIRCONIA 
5.4.1. Yttria-Doped Zirconia 
The procedure that eliminates most chlorine prior to final precipitation was 
used to prepare yttria-doped zirconia samples. This results in samples with a PAC 
signal characteristic of the tetragonal phase. This signal persists in samples all the way 
down to 200 °C, by which temperature the signal becomes broad (figure 5.18). The 115 
Figure 5.17. Transmission Laue photographs of a ceria crystal. The alignment photo 
is on the left, and the final photo is on the right. Experimental parameters are listed 
in the text. 
existence of the tetragonal phase down to 200 °C is promising for the low temperature 
study of oxygen vacancies; however, no oxygen vacancies appear to be present. 
It is surprising to find the interaction frequency characteristic of the tetrag-
onal lattice without oxygen vacancies in 0.1 and 0.2 at% Y-doped ZrO2 at 800 °C. 
The lattice interaction frequency persists up to around 1050 °C where a PAC signal 
associated with the presence of oxygen vacancies finally appears (see figures 5.19 and 
5.20). 
Samples in which the lattice interaction frequency disappears in favor of a PAC 
signal characteristic of oxygen-vacancy-laden zirconia were studied using incremental 
temperature steps between their maximum calcining temperature and the tempera-
ture at which they transformed to monoclinic. While samples which had only been 
calcined at 800 °C or 900 °C maintained a significant tetragonal fraction all the way 
down to 250 °C, the samples 116 
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Figure 5.18. 0.1 at% Y-doped Zr02: 800 °C to 200 °C. 117 
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Figure 5.19. 0.1 at% Y-doped Zr02: 900 °C to 1200 °C. 118 
0.05 
0.00 
-0.05 
-0.10 
-0.15 
0.00 
- 0.05 
-0.10 
-0.15 
0.00 
0.05 
-0.10 
0.15 
0.00 
0.05 
0.10 
-0.15 
0.00 
-0.05 
-0.10 
0.15 
0  100  200  300  0  100  200  300  400 
time (ns)  frequency (MHz) 
Figure 5.20. 0.2 at% Y-doped Zr02: 800 °C to 1200 °C. 119 
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Figure 5.21.  0.2 at% Y-doped Zr02 tetragonal to monocinic transition.  This se-
quence shows the appearance of the monoclinic phase in a 0.2 at% Y-doped Zr02 
sample which had been to 1100 °C. The spectra were taken first at 750 °C, then at 
825 °C, next at 700 °C, and finally at 800 °C. 120 
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Figure 5.22. 0.2 at% Y-doped Zr02: 1200 °C to 800 °C. 121 
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Figure 5.23. 0.2 at% Y-doped Zr02: 1100 °C to 750 °C. 122 
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Figure 5.24. 0.2 at% Y-doped Zr02: 1050 °C to 700 °C. 
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Figure 5.25. 0.2 at% Y-doped Zr02: 1100 °C to 300 °C. 124 
calcined at higher temperatures transformed at higher temperatures.  The samples 
that had been to 1050 °C and 1100 °C transformed around 725 °C. Figure 5.21 shows 
a sample which had been calcined at 1100 °C exhibiting a tetragonal signal at 750 °C 
and then again at 825 °C. That sample was then taken to 700 °C where the PAC 
spectrum does not clearly indicate what phase exists, but the issue is resolved when 
the sample is taken back up to 800 °C where a broad monoclinic fraction appears. 
The spectra obtained from 0.2 at% Y-doped ZrO2 samples in the range be-
tween their calcining and transformation temperatures  are shown in figures 5.22, 
5.23, and 5.24. The final spectra in the sequences of figures 5.22  5.24 show that 
samples transformed to monoclinic at the lowest temperatures shown in the graphs. 
When a sample is taken far enough below the transformation temperature, a 
PAC site appears which had not been previously observed at such low temperatures. 
This is shown for 0.2 at% Y-doped ZrO2 in figure 5.25. 
5.4.2. Undoped Zirconia 
While yttria-doped zirconia is the major emphasis of this thesis, the partial 
tetragonal stabilization to low temperature and an increase in oxygen vacancies with 
increasing calcining temperature are also seen in pure samples.  Some previously 
unpublished data from undoped samples are presented. 
The tetragonal phase has been observed as low as 400 °C in undoped samples 
prepared from a nitrate source solution. Some spectra for this  are shown in figure 
5.26. The tetragonal phase has also been observed in an undoped sample from a 
redissolved oxychloride source solution prepared in the same way as the yttria-doped 
samples. The spectra are shown in figure 5.27. 
The undoped zirconia samples behave similarly to the yttria doped samples 
when heating from 800 °C to 1200 °C. A sequence of spectra for a sample derived 
from a nitrate source solution is shown in figure 5.28. 125 
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Figure 5.26. Undoped Zr02: 800 °C to 400 °C. 126 
0.05 
R(t)  - 5 
0.00  4 
0.05 
-0.10 
-0.15  -
2 
0 
0.00 
-0.05 
0.10 
-0.15 
4
_ 3 
2 
0  -
0.00  4 
-0.05 
0.10 
-0.15 
_ 
2 
0  -
0.00  4 
-0.05 
0.10 
2 
1 
0.15  0  _ 
0.00  4 
-0.05 
0.10 
Tm= 1200 °C 
2 
1 
-0.15 
I  I  0 
0  100  200  300  0  100  200  300  400 
time (ns)  frequency (MHz) 
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Figure 5.28. Undoped Zr02 from a nitrate source: 800 °C to 1200 °C. 128 
6. ANALYSIS  
Once PAC spectra are obtained, the physical quantities are extracted by per-
forming a least squares fit with a theory function which contains the physical parame-
ters. The theory functions were discussed in chapter 3. The least squares fit provides 
estimates for uncertainties in the fitting parameters. The goodness of a fit is reported 
by the reduced chi-squared whose value should equal one for a theory function which 
ideally fits data with uncertainties described by a Guassian distribution. Chi-squares 
less than 1.1 are considered excellent, and chi-squares less than 1.2 are acceptable. It 
is not uncommon to find chi-squares less than one when fitting PAC data. Chi-squares 
less than one indicate that the uncertainty in the data is not characterizable by an 
assumed Gaussian distribution or indicate that the assumed error bars on the data 
are too large. When chi-squares less than one are obtained in the fits, it is assumed 
that the theory function describes the data well. 
The fitting routines attempt to minimize the chi-squared value by adjusting 
the fitting parameters  adjustable physical quantities. The analysis program most 
frequently used in this study employs the Marquardt algorithm [94]. The key results 
for fits of the ceria data are reported in section 6.1. The results from fits of the 
zirconia data are reported in section 6.2. 
6.1. CERIA 
The ceria results can be divided into four categories. Section 6.1.1 examines 
the disappearance of implantation damage versus anneal temperature in both the 
powders and films. Section 6.1.2 looks at the relationship between the a-site and d-
site in two implanted and one indiffused sample. Section 6.1.3 shows the fit results of 
PAC spectra obtained from indium atoms which most likely had not yet diffused into 129 
single crystals. This section characterizes the time evolution of two sets of spectra and 
introduces the hyperfine parameters of two previously unobserved PAC sites. Finally, 
section 6.1.4 presents the electric field gradient orientations of the PAC sites which 
have been previously observed in ceria powder. 
6.1.1. Annealing Implantation Damage 
The PAC spectra obtained from implanted ceria samples contained large frac-
tions of probes which did not experience a well-defined electric field gradient inter-
action. This is most easily identified in the data shown in figures 5.2 and 5.3 by a 
fast drop from A2 at short times and a broad, hill-like feature in the FFT. Normally, 
the spectra obtained under such circumstances are fitted by a standard static PAC 
site with large line broadening. The implanted ceria samples needed an exponential 
site in addition to the broad static site to achieve good fits. The selection of fitting 
parameters for these sites is motivated by wanting to achieve lowest possible chi-
squares and not by physical considerations. Most of the fits using the two broad sites 
give acceptable chi-squares. The larger chi-squares are interpreted as being caused 
by inadequacies in describing disordered sites rather than well-defined sites. This is 
because the interaction frequencies and ns agree well with those obtained for the PAC 
sites previously observed in ceria. 
Interpreting the broad sites as arising from PAC probes in disordered material 
caused by implantation damage, the PAC probes in well-defined sites as a function 
of anneal temperature for two different samples are shown in figure 6.1. The fraction 
of good sites is taken as twice the fit fraction of a-site plus the fraction of d-site at 
room temperature. The a-site is counted twice since PAC in coprecipitated powder 
at room temperature has shown an afteraffected site with the same fraction as a-site. 
At 160 °C the afteraffected site is gone and the total fraction of good sites is taken 130 
as the a-site plus the d-site fractions. Exponential curves are shown in figure 6.1 and 
are only there as a guide. 
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Figure 6.1. Annealing behavior of implanted ceria. The total fraction of well-defined 
PAC sites is shown for an implanted powder measured at room temperature (left) 
and an implanted film measured at 160 °C (right). 
The exponential site used in the fits requires more examination. It is a static 
site with frequency nearly zero which is damped in an Abragam-Pound fashion. Such 
damping is appropriate when dynamic processes are at work such as fluctuating elec-
tric field gradients. The nearly zero frequency suggests that the corresponding PAC 
probe atoms are in a cubic environment with something hopping rapidly nearby. Such 
a situation was also observed accompanying the d-site in the original PAC work in 
ceria [24]. In the original work, the PAC data could be explained by a hole trapping 
and detrapping. This causes exponential damping in an otherwise cubic environment. 
The exponential damping constants in the implanted samples do not correspond to 
those in the original work. Moreover, they are not consistent with one another. In 131 
addition, the fraction of the exponential site is nearly 20 % as implanted and remains 
roughly constant with anneal temperature. If the exponential site corresponded to 
PAC probes in a dynamically damped cubic site, one would not expect such a high 
fraction immediately after implantation, and one would expect the fraction to in-
crease with annealing temperature. Hence, it is difficult to assign a physical source 
for the exponential site. 
6.1.2. A-site and D-site relationship 
The relationship between the a- and d- sites is considered for three different 
samples. Two of them were implanted with indium, and indium was diffused into the 
third. The heat treatments immediately prior to the measurements shown for each 
were similar. The three samples are considered together because they all showed a-
and d- sites simultaneously at one point or another. Additionally, each sample showed 
an increase in the d-site fraction from an initial room temperature measurement to an 
elevated temperature measurement in air. Beyond that, the results from each sample 
vary and are considered in more detail. 
The first sample considered is an implanted powder whose data are shown in 
figure 5.5. As an implanted sample, it required the broad site and exponential site 
described in section 6.1. The fractions by site for each measurement were: 
measurement  a-site  d-site  cubic  exponential  broad  T, 
fraction  fraction  fraction  fraction  fraction  (°C) 
1  9(1)  13.5(9)  0  37(3)  40(2)  RT 
2  0  20.5(9)  15.8(3)  64(4)  0  290 
3  5.8(7)  9.3(7)  0  37(3)  47(2)  RT 
The first measurement was taken at room temperature in air following an anneal at 
500 °C in vacuum. The second measurement was taken at about 300 °C in air. The 
third measurement was again at room temperature. The relative fractions in mea-
surements 1 and 3 are similar. If the discrepancies in fractions between measurements 132 
1 and 3 are due to additional uncertainty created by the presence of the broad site, 
the change observed at 300 °C is nearly reversible. The a-site fraction at 300 °C goes 
to zero because it was fitted using a static, undamped fraction. As seen in figure 2.9, 
the a-site is heavily damped. Qualitatively, the 300 °C spectrum agrees with figure 
2.9, and it shows an increase in the exponential and cubic fractions. 
The second sample is an implanted film whose spectra are shown in figure 5.4. 
Like the previous sample, it needs a broad site and an exponential site to produce 
acceptable chi-squares. The fitted fractions were: 
measurement  a-site  d-site  cubic  exponential  broad  T, 
fraction  fraction  fraction  fraction  fraction  (°C) 
1  16(1)  8.8(8)  0  14(1)  61(3)  RT 
2  0  20.6(9)  0  25(1)  55(3)  160 
3  0  19(1)  0  27(2)  54(4)  RT 
The first measurement was taken at room temperature in air following an anneal 
at 800 °C in vacuum. The second measurement was in air at 160 °C, and the third 
measurement was taken at room temperature. Unlike the previous sample, the change 
observed above room temperature does not appear to be reversible. It appears that 
the exponential fraction and the d-site fraction grow at the a-site's expense. 
The third sample is a powder in which the indium was diffused at about 
1200 °C under a vacuum. The sample was moved to a new container and the following 
fitted fractions come from measurements in air: 
measurement  a-site  d-site  cubic  exponential  broad  Tm, 
fraction  fraction  fraction  fraction  fraction  (°C) 
1  27 (AB&C)  0  5.3(5)  67(8)  0  RT 
2  39(2)  37(3)  23.8(3)  0  0  200 
3  0  28(2)  25.2(3)  48(1)  0  350 
4  8.7(6)  4.4(5)  0  0  87(1)  RT 
5  25(2)  5.9(7)  0  69(1)  0  200 
The first measurement was taken at room temperature and exhibited the a-, b-, 
and c-sites. The total fraction of these sites is indicated in the first position of the 
table. By the second measurement at 200 °C, the b- and c-sites disappear. The third 133 
measurement was taken at 350 °C. Along with the disappearance of the b- and  c-
sites, the exponential fraction also decreases. In their places, the a-site fraction and 
d-site fraction increase at 200 °C. The d-site fraction then decreases  a little at higher 
temperature. Like the first sample in this section, the a-site was fitted only by a static 
site. The increase in the exponential site at 350 °C is probably the damped version 
of the a-site. 
The third sample was then taken to about 1200 °C in an alumina capsule 
for ten hours followed by a slow cool. The fourth measurement was taken at room 
temperature, and the fifth was taken 200 °C. Following this second high temperature 
treatment, a broad site appears, and the a- and d-site fractions decrease. The increase 
of the a-site fraction at 200 °C is probably just the doubling of the a-site fraction 
that was previously reported when going from room temperature to 200 °C. The 
d-site does not change appreciably, and the apparent change from a broad site to an 
exponential site may have physical significance. 
While only qualitative observations can be made of these three samples, two 
key points stand out. First, the sample that initially had been to a lower temperature 
in vacuum showed a nearly reversible change when measured above room temperature 
in air; however, the samples which had been to a higher temperature in vacuum 
showed an irreversible change when measured above room temperature in air. Second, 
the d-site can be observed in air when the sample was originally processed at higher 
temperatures in vacuum. The d-site's fraction can be reduced by processing the 
sample at 1200 °C in air. Further discussion of the meaning of these results is left for 
section 6.1.5. 
6.1.3. Indiffusion Studies 
Generally, the data taken from ceria single crystals into which indium has not 
yet diffused can be fitted using three sites. Two of these sites are broad sites, one 134 
of which has an interaction frequency which is nearly zero and is the initial observed 
site. The physical sources of these broad sites are not clear. The broad site with 
a nearly zero interaction frequency is, strictly speaking, unphysical since the theory 
function assumes that the line width is small compared to the interaction frequency. 
Consequently, these fits were performed to characterize a qualitative change in time 
rather than to rigorously quantify the hyperfine interactions. 
The initially observed broad site gradually disappears with time when the 
sample is heated at 600 °C or 700 °C in an argon atmosphere as shown in figures 6.2 
and 6.3. In the sample held at 600 °C, the initial broad site disappears in favor of a 
new broad site. In the sample held at 700 °C, the inital broad site disappears in favor 
of the new broad site and a well-defined site. The well defined site and second broad 
site seem to appear at the same rate. The apparent fluctuation of their site fractions 
versus time is probably just a result of the fits not resolving the two sites well. Instead 
of fitting the appearance of the new sites, the disappearance of the initial site is fitted 
because the data behave better. Using a simple exponential decay, the half lives for 
the disappearance of the initial broad site are 6.66 hours for the 600 °C data and 
6.13 hours for the 700 °C data. Speculation as to what is disappearing and what is 
appearing is saved for a later section. 
Since the identities of the sites are unknown, the changing site fractions are the 
most meaningful aspects of the data; however, the other details of the fits should be 
mentioned. As the initial broad site's fraction decreases, its line width also decreases. 
Additionally, the line width of the second broad site appears to increase as its fraction 
increases, as shown in figures 6.4 and 6.5. The line width of the well-defined site stays 
relatively constant, as does its interaction frequency. The interaction frequency of the 
second broad site appears to stay constant also; although, there is more fluctuation 
in the data (figures 6.6 and 6.7). The first interaction frequency measured in the 
600 °C data is much lower than the other measurements; however, this may just 135 
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Figure 6.2. Site fractions versus time at 600 °C. Fractions of the initial broad site 
(left) and the second broad site (right) are shown. The solid curve is a fitted expo-
nential decay. 
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Figure 6.3. Site fractions versus time at 700 °C. Fractions of the initial broad site 
(left), the second broad site (solid squares, right), and the well-defined site (open 
squares, right) are shown. The solid curve is a fitted exponential decay. 136 
be error caused by the small site fraction. At room temperature, the  new site has 
wi=137.7(3) Mrad/s, n=0.29(2), and line width .5=8.5(3)%.  It does not have an 
orientation dependence, indicating that the signal does not emanate from the ceria 
single crystal. One peculiarity of the data is the unusually large magnitude of A2 
which is required to fit the room temperature data (A2  = -0.145 to -0.167). While 
these values of A2 are still physically possible, the detector and sample sizes used 
usually result in an A2 around 0.11. The large magnitude of A2 in the fits  may 
indicate that something phyical is happening at short times (less than 3 ns) which 
is not properly accounted for in the fits. Regardless, the fits should give an accurate 
representation of the disappearence of the original site and appearance of the  new 
sites. 
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Figure 6.4. Line width versus time at 600 °C. The line widths of the initial broad 
site (circles) and the second broad site (squares) are shown. 
In samples exhibiting the new site that are then taken to 1550 °C in air and 
subsequently measured at room temperature or 200 °C, yet another new site, shown 137 
0.08 
I  I '  I ' 
0.07 
0.06 
0.05 
0.04 
0.03 
0.02- i  Y 
0.01  x  zt __ =  211 
I 
I  I  1  1 1 1 1  0.00  1 
0  20  40  60  80  100 
<time> (hours) 
Figure 6.5. Line width versus time at 700 °C. The line widths of the initial broad site 
(solid circles), the second broad site (open circles), and the well-defined site (triangles) 
are shown. 
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Figure 6.6. Interaction frequency versus time at 600 °C of the second broad site. 138 
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Figure 6.7. Interaction frequencies versus time at 700 °C. Frequencies of the second 
broad site (circles) and the well defined site (squares) are shown. 
in figure 5.13, is seen. The w1 is clearly seen in the spectra; however, the higher 
frequencies are not.  This may be due to the time resolution of the NaI detectors 
and poor statistics of the data. The statistics are poor because most of the radioac-
tivity was lost when the sample was heated.  ri fits anywhere from 0 to 0.16, and 
W1=283(2) MHz. As with the other new site, an unusually high anisotropy is needed 
to fit the data (A2=-0.19). Unlike the other site, this value is too high to be physical. 
Whereas it was not definitive that an effect at short times was present with the first 
site, it is necessary for this site in order to provide an explanation for the unphysical 
A2 of the fit. 
6.1.4. Electric Field Gradient Orientations in Ceria 
The single crystal spectra were fitted with a modified version of DEPACK by 
Dr. Bengt Lindgren. In powder fits, only the A2 (A22 in fuller notation) term is impor-
tant. In oriented samples, the higher-order A24, A42, and A44 terms make meaningful 139 
contributions. For powder fits, the finite sample and detector sizes effectively reduce 
the A2 term, and the effective A2 is a fitting parameter. The higher-order terms are 
also affected by the finite sample and detector sizes, but the effects cannot be taken 
into account simply by fitting the various Akl,k2 terms. DEPACK models the finite 
size effect by averaging over a center position and 8 directions about  a solid cone 
defined by a parameter "angles". Given the size of the detectors and their distance 
from the sample, one can calculate the idealized value of "angles"; however, values 
slightly smaller yield better fits. This effect might be explained in terms of detector 
efficiency, which effectively reduces the radius of the detector. The Aki,k2 values were 
taken as ( [95] [96]): 
A22 = 0.180  A24 = 0.204  A42 = -0.001  A44 = 0.002 
DEPACK was modified slightly to average over the 48 symmetrically equivalent di-
rections of a cubic crystal. Actually, only 24 directions were calculated, taking ad-
vantage of inversion symmetry. DEPACK was also modified to take into account the 
time resolution of the NaI detectors. This was necessary to correctly fit the c-site 
whose w2 and ci)3 are large enough to show an effective damping due to the detector 
time resolution. 
The ceria single crystal data with fitting results are shown in figures 5.14, 5.15, 
and 5.16. Each figure shows spectra from three different sample-detector geometries. 
The top spectrum was taken with detectors along the <100> crystal directions, the 
middle spectrum was taken with detectors along <110> directions, and the bottom 
spectrum was taken with detectors along the <111> directions for each figure. Least 
squares fits were performed on data from a given sample on all three sample-detector 
geometries simultaneously. Excellent fits were obtained when the electric field gradi-
ent orientation of the a-site was fixed as <111> and the orientation of the c-site was 
fixed as <111>. Assuming orientations other than <111> for either site resulted in 140 
fits with higher chi-squares. It is therefore concluded that the a-site and c-site electric 
field gradients are oriented along the <111> crystallographic directions. 
The b-site and d-site orientations were allowed to fit in the calculations. The 
small fraction of the b-site makes the orientation reported from the fits highly uncer-
tain; however, the d-site fraction is quite substantial and is probably reliable. Their 
orientations, in terms of Euler angle deviations from <100> are: 
site a  13  'Y 
b  -5(19)  34(2)  38(29) 
d  95(5)  36.2(8)  63(7) 
6.1.5. EFG Identification 
The results of sections 6.1.2 and 6.1.4 are now further discussed with respect 
to other experiments presented in chapter 2.  The previous experiments indicate 
that the observed electric field gradients are created by point defect complexes and 
not by alternate phases of ceria.  It is difficult to completely reconcile the results 
of the previous and current PAC studies with the results of conductivity and TGA 
measurements. The aspects of the b- and d-sites which make them difficult to identify 
are discussed along with the evidence and identification of the a- and c-sites. 
The measurements discussed in this work are taken under atmospheric condi-
tions corresponding to the far left side of the phase diagram in figure 2.1. PAC probes 
sitting substitutionally for Ce in any of the non-a phases of the diagram would experi-
ence an electric field gradient arising from the lattice. The simultaneous appearance of 
the b- and c-sites in the original ceria PAC work [24] suggests they might correspond 
to cadmium ions sitting substitutionally in two different Ce ion positions in a non-a 
phase such as C-Ce203 bixbyite. This is highly unlikely since the preparation condi-
tions barely flirted with the a-a + 6 border of the diagram. This work shows that the 
previously observed PAC signals are also observed in single crystals that Laue x-ray 141 
measurements indicate are cubic (a). The single crystals showed no macroscopically 
visible indication that a phase transformation occurred while processing. 
Concluding that the ceria PAC measurements are taken from the cubic phase, 
the observed electric field gradients must arise from defects present near the PAC 
probes. The original PAC work established that the a-site is present in nominally 
pure samples and that the b- and c-sites appear when the ceria is sufficiently reduced. 
Because such a dilute quantitity of probes is used, the defects causing the electric 
field gradients must be attracted to the probes.  The conductivity measurements 
indicate that the positive native defects present in ceria under similar conditions to 
the conditions in the PAC studies are oxygen vacancies. Therefore, it was deduced 
that the a-, b-, and c-sites were defect complexes involving oxygen vacancies and 
cadmium PAC probes. 
The d-site has been difficult to identify. Evidence indicates the electric field 
gradient does not arise from impurities such as niobium, hydrogen, or carbon [23]. 
The d-site's presence in ceria prepared via a variety of techniques, including coprecip-
itation, implantation, and indiffusion indicates, it most likely involves a native defect. 
The persistence of the d-site to 700 °C without evidence of motion in the PAC spectra 
[24] strongly indicates a cation-related defect, since cations typically have high diffu-
sion energy barriers in the refractory oxides. Cerium interstitials meet the cation and 
positive defect requirements; however, calculations indicate their formation energy is 
too high to provide the solution. 
This study has not provided enough information to identify the d-site; al-
though, it has further characterized the d-site. The original observation that the d-
site only occurs in samples without oxygen vacancies [23] is inaccurate, as indicated 
by the simultaneous observation of a- and d-sites. The data in this study further show 
that the fraction of the d-site changes between 200 °C and room temperature. If the 
d-site involves a cation defect, the change in d-site fraction cannot be attributed to 142 
the appearance or disappearance of the cation defect, since it is immobile at such low 
temperatures. The change in d-site fraction, then, must be attributed to an aftereffect 
at lower temperatures  perhaps arising from a different charge state of the cationic 
deffect or a trapped polaron. 
If the d-site involved a positive native defect, which occurs as ceria is reduced, 
the d-site-inducing defect must be present under conditions in which the a-, b-, and c-
sites are observed. This allows the possibility that any of these three sites may involve 
the d-site-cation defect in a different charge state or in a complex with another defect 
such as an oxygen vacancy. In attempting to ascertain the identity of the d-site, the 
original interpretation of the a-, b-, and c-sites is brought under scrutiny. 
The questions raised about the a- and c-site identities are answered by the 
electric field gradient orientation measurements. The data indicate that the a- and 
c-site symmetry axes are oriented along the <111> crystal directions. The a- and 
c-site  that sit in the <111> direction from 
cadmium. Either site may involve multiple defects as long as they are colinear with 
the cadmium in the <111> direction. A cerium interstitial, sitting in the body-center 
position of figure 2.2, is in the <111> direction from eight cerium sites; however, it is 
also in the <100> direction from six sites. Unless there were a substantial difference 
in energies for the two types of sites, if the c-site came from a cerium interstitial, 
it would be accompanied by another site with a symmetry axis oriented along the 
<100> direction. Considering a complex involving a cerium interstitial and an oxygen 
vacancy to be unlikely because of Coulombic considerations, the original identification 
of the a- and c-sites fits the data best. The d-site remains a mystery; although, the 
determination of the orientation of its symmetry axis may aid in identification through 
simulation. 143 
6.2. ZIRCONIA 
The zirconia results can be divided into three sections. Section 6.2.1 analyzes 
the interaction frequencies between cadmium and the oxygen-vacancy-free tetragonal 
lattice in a pure sample, a 0.1 at% Y-doped sample, and a 0.2 at% Y-doped sample. It 
also compares their frequencies to those previously obtained from 0.5 at% Nb-doped 
samples. Section 6.2.2 demonstrates the increase of oxygen vacancy concentration 
above 800 °C in two different pure samples, a 0.1 at% Y-doped sample, and a 0.2 
at% Y-doped sample. Section 6.2.3 discusses the results of fits using the trapping 
and detrapping model. 
6.2.1. Tetragonal Interaction Frequencies 
The pure and the yttria-doped data in samples calcined at 800 °C can be fitted 
with a static PAC function previously identified as the oxygen vacancy-free tetragonal 
lattice interacting with the cadmium and a broad site. There are two possible physical 
explanations for the broad site, which decreases with increasing calcining temperature. 
One is that an appreciable fraction of the indium is not yet dissolved in the zirconia 
by 800 °C. Another explanation is that the average tetragonal grain size is small 
enough that a large fraction of the cadmium is close enough to surfaces that the 
surfaces dominate the tetragonal interaction. The undoped sample from the nitrate 
source also shows a PAC signal from the monoclinic lattice, and that site is used for 
fits of that data. 
The interaction frequencies of the 0.1 at% Y-doped zirconia and the undoped 
nitrate sample are plotted versus temperature with previous results from 0.5 at% Nb-
doped zirconia samples in figure 6.8. w1 tends to decrease with increasing temperature 
for all the samples. Linear fits of col with temperature are also shown in the figure. 
The nitrate data and niobia-doped data fall on the same line; however, the 0.1 at% 144 
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Figure 6.8. Fitted w1 below 800 °C compared with niobia-doped zirconia wi above 
1000 °C. 
Y-doped data fall on a nearly parallel line shifted higher in frequency. Such a shift 
could arise from a change in the lattice parameter due to the yttria doping which the 
niobium doping does not cause. The electric field gradient's source is mainly from 
the puckering in the oxygen lattice. To explain the data, the oxygen puckering must 
change with the yttria doping perhaps as a result of a change in the lattice parameter. 
The w1 from the undoped, redissolved oxychloride source also falls on the line drawn 
through the nitrate wis. 
If the shift in w1 of the 0.1 at% Y-doped zirconia arises from the presence 
of yttria, then the shift in w1 of 0.2 at% Y-doped zirconia should be twice as large. 
The fitted wis of 0.2 at% Y-doped zirconia are actually lower than the undoped 
zirconia w1s.  This is interpreted to mean that the 0.2 at% Y-doped zirconia has 
enough yttrium to induce oxygen vacancies as compensation for the lower-valence 
dopant. In further discussions of the 0.2 at% Y-doped zirconia, the oxygen-vacancy-145 
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Figure 6.9. Fitted i below 800 °C. 
free tetragonal lattice interaction frequency will be assumed to be twice the observed 
shift from undoped to 0.1 at% Y-doped zirconia. 
The ns for the samples shown in figure 6.8 are shown in figure 6.9.  Ideally, 
the electric field gradient due to the tetragonal lattice is axially symmetric; however, 
below 800 °C, 7/ is non-zero. As discussed in section 3.4, there are several reasons a 
PAC probe's electronic environment can be distorted. The data below 800 °C indicate 
that the distortion results in 77 = 0.25(5). Data above 800 °C indicate i = 0.25(5) 
for lightly doped yttrium samples, 77 = 0 for undoped samples [67], and n = 0.10(2) 
for 0.5 at% Nb-doped samples [67]. The discrepancy in ns among samples at higher 
temperatures is probably caused by the same effect which results in different wis for 
the different samples.  It is difficult to explain why an undoped sample has 77 = 0 
at higher temperatures and i > 0 at lower temperatures. The explanation may lie 
in the correlation of nonzero i and existence of a broad fitting site in pure samples 
below 1050 °C. The 77 may fit to a non-zero value because the broad site does not 
adequately represent the probes that do not sit in a tetragonal environment. This 146 
possibility can be investigated if sample preparation can be improved to yield a 100 
% tetragonal PAC signal at temperatures below 1050 °C. 
6.2.2. Growth of Oxygen Vacancy Concentration 
The PAC spectra obtained from an undoped nitrate sample, an undoped, 
redissolved oxychloride sample, a 0.1 at% Y-doped sample, and a 0.2 at% Y-doped 
sample above 800 °C can be fitted as described in section 6.2.1. The missing fraction 
decreases with increasing calcining temperature and is no longer needed in the fits 
by 1100 °C. The chi-squares from the fits that will be discussed are shown with the 
spectra in the data section and are all acceptable. The wis obtained by the fits are 
shown as a function of temperature for each sample in figure 6.10. As temperature 
increases, the interaction frequency of the nitrate sample drops, the frequency of 
the redissolved oxychloride sample falls even more, the frequency of the 0.1 at% Y-
doped samples decreases even more, and the frequency of the 0.2 at% Y-doped sample 
drops the most. Equations 2.12 and 2.13 were used to calculate the oxygen vacancy 
concentrations corresponding to the fitted interaction frequencies, taking into account 
the variation in wlattice with yttria doping. The results are shown in figure 6.11. 
The oxygen vacancy concentrations as deduced from the interaction frequen-
cies in figures 6.10 and 6.11 are surprising. While one might expect very low oxygen 
vacancy concentrations for the pure samples at lower temperatures like 800 °C, one 
would expect that the oxygen vacancy concentration in the yttria doped samples be 
such that the yttrium is compensated. One expects 250 ppm oxygen vacancies to 
compensate the 0.1 at% Y-doped zirconia and 500 ppm oxygen vacancies to com-
pensate the 0.2 at% Y-doped zirconia. One possible explanation for the discrepancy 
is that there are other positive defects  point or extended  which compensate the 
yttrium ions. 147 
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Figure 6.10. Fitted u  above 800 °C. 
The oxygen vacancy concentrations of pure samples at 1200 °C are also sur-
prising. While there is some variation not shown in the figure among equivalently 
produced samples in the oxygen vacancy concentration at 1200 °C, there is a clear de-
pendence of the concentration on preparation conditions. Undoped samples obtained 
from the boiling procedure result in the fewest oxygen vacancies. Samples from the 
nitrate source have more oxygen vacancies, and undoped samples derived from the 
redissolved oxychloride procedure have many more oxygen vacancies. A possible in-
terpretation is that negative defects are present and create a charge imbalance which 
requires oxygen vacancies for compensation. The appearance of the oxygen vacan-
cies is irreversible, indicating that the required negative charge does not arise from 
point defects in equilibrium. The dependence on preparation conditions suggests that 
the defects are structural in nature. Allowing an uncertainty in the oxygen vacancy 
concentration of undoped, redissolved samples to be 18 ppm, the discrepancy in the 
expected concentrations and observed concentrations in the yttria-doped samples can 148 
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Figure 6.11. w1 and oxygen vacancy concentration at 1200 °C.  Each data point 
is accompanied by its corresponding oxygen vacancy concentration.  For the two 
yttria-doped samples, the dotted lines labeled "expected" show the oxygen vacancy 
concentrations required to charge compensate the yttrium. 
be explained by whatever causes the discrepancy in the undoped, redissolved samples. 
This doesn't help identify the source of the oxygen vacancies; however, it does show 
consistency among similarly prepared samples. 
The transition from a material with too few oxygen vacancies to one with 
too many oxygen vacancies occurs around 1050 °C. Deviations in either direction 
from the expected oxygen vacancy concentration can be explained by the presence 
of extended defects that are charged. The suspected disorder arising from high pH 
and rapid precipitation may be one of the responsible defects. Studies indicate that 149 
this disorder anneals out around the same temperature the shift in oxygen vacancy 
concentration occurs, making this kind of disorder a prime suspect for contributing 
excess positive charge. A different type of extended defect is then required to ex-
plain the excess of oxygen vacancies at high temperature. Dislocations from grain 
boundaries is a possibility. The variation in vacancy concentrations among different 
sample preparations would arise from a difference in grain size and porosity among 
samples. Further study correlating the vacancy concentration with sample morphol-
ogy is needed to check the dislocation hypothesis. Whatever the cause of the excess 
oxygen vacancies, their dynamics can be investigated using the trapping/detrapping 
model. 
6.2.3. Trapping/Detrapping Model Results 
The success of the trapping/detrapping model is judged on three criteria. One, 
it must generate R(t)s which describe the data well  give low x2 when fitting. Two, 
the hyperfine parameters such as w1 and 77 must be consistent with the parameters 
in zirconia without oxygen vacancies. Third, the fitted hopping rates of the model 
must follow an Arrhenius behavior, the detrapping and hopping rates being equivalent 
from sample to sample. The fits which gave best agreement to all these criteria are 
presented. The inability of the model to fit some data and meet the above criteria is 
then discussed with suggestions for improving the model. 
The bulk of the fits are discussed with respect to three sets of spectra, all of 
which are from 0.2 at% Y-doped ZrO2. The first set of spectra, in which samples 
were taken to 1200 °C before any of the spectra were taken, are referred to as the 
1200 spectra. The second set is called the 1100 spectra, as the spectra taken were 
all following a maximal temperature of 1100 °C. Likewise, the third set is called the 
1050 spectra. 150 
The 1200 spectra are shown in figure 5.22. To fit this data, all parameters 
except w1 and 77 were allowed to fit.  wi was kept fixed at the values projected by 
taking twice the difference between the fitted 0.1 at% Y-doped ZrO2 wis and the 
pure wis.  n was kept fixed because when allowed to fit, it varied from 0.2 at 1200 °C, 
to nearly 1.0 at 900 °C. According to the model, 7/ is the asymmetry of the electric 
field gradient due to the lattice without an oxygen vacancy present, and it should not 
change appreciably with temperature. The data from lower temperatures indicate 
that i may not be zero when there are not oxygen vacancies, and the data from 
higher temperatures in the pure data indicate that i is zero. For the data shown in 
figure 5.22, n was fixed at all temperatures at the value fitted at 1200 °C. Using the 
parameters of the model discussed in section 3.6 and keeping w1 and ri fixed did not 
result in fits with low x2s. Inspection of the Fourier transforms of the data and the 
fits suggested that damping from a different physical source was needed to properly 
fit the data. 
The model, as discussed in section 3.6, assumes that all PAC probes are in 
material which has a specific oxygen vacancy concentration. For samples which are in 
thermodynamic equilibrium, this should be true; however, as will be discussed shortly, 
samples which had not been up to 1200 °C showed clear evidence of not being in 
equilibrium. Consequently, the 1200 spectra may not be completely in equilibrium. To 
account for that, it was assumed that a distribution of oxygen vacancy concentrations 
was present: 
f ([V0]) = [vo]e-Gvoi-A)2/2,2  (6.1) 
where [Vo] is the oxygen vacancy concentration, p is the location of the distribution 
peak, and a describes the width of the distribution. This form for the distribution 
was chosen because its shape is heuristically similar to the expected distribution. This 
distribution results in a distribution of trapping rates: 151 
f (At) = Ate(At<At>)2/284  (6.2) 
where (At) is the average At (denoted by just At from now on) and sAt is the width 
of the distribution. Assuming that [V0] is independent of temperature, sAt should 
follow Arrhenius behavior: 
sit = sAtoe-Et
IkT,  (6.3) 
where Et is the trapping barrier. 
Including an oxygen vacancy concentration distribution in the model, the fits 
of the 1200 spectra are shown in figure 6.12. The fits give relatively good x2s. The 
various hopping rates are shown in figure 6.13. Neglecting the 1200 °C data point, the 
hopping rates exhibit Arrhenius behavior. The trapping barriers obtained from linear 
fits of At and sAt agree within error bars. The difference in Ed and Et is the same 
within error bars as 0.44 eV obtained by Su [66]. The hopping barrier is lower than 
the previously obtained value of 0.8 eV [66]. Before discussing these discrepancies, 
the 1050 and 1100 spectra are presented. 
The 1050 spectra are shown in figure 5.24. These data cannot be explained 
by the model alone. At short times, the R(t) decays to zero more rapidly than the 
model predicts. This is also seen in other spectra from samples which have not been 
to 1200 °C. More than likely, a significant fraction of the PAC probes are not in bulk 
zirconia, and this fraction is fitted appropriately by a broad, static site. A signal 
characteristic of oxygen-vacancy-free zirconia is also present in the 1050 spectra. One 
explanation for this is that the sample has not been to a high enough temperature 
for whatever induces the oxygen vacancies to be uniformly distributed in the sample. 
This would result in a distribution of oxygen vacancies as was fit in the 1200 spectra; 
however, the distribution would be much wider to account for the appearance of a 
small fraction of lattice-like signal. Fits using such a broad distribution of oxygen 
vacancies failed to give good x2s at all temperatures. To obtain better x2s,  a third 152 
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Figure 6.12. R(t) and FFT of the 1200 spectra with fits. 153 
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Figure 6.13. Arrhenius plots of 1200 spectra hopping rates. 
static site was added to the fits to account for the lattice-like signal. This resulted in 
good x2s, and the spectra with fits are shown in figure 6.14. The value of 77 was fixed 
at 0.28, the value fitted at 1050 °C. The fitted hopping rates are shown in figure 6.15. 154 
The fits give values for A and At which are consistent with the 1200 spectra; however, 
Ad is much higher at 1.6 eV. sit is not plotted, as it remained roughly constant. 
Attempts to fit the 1100 spectra like the 1050 spectra failed because at most 
temperatures, the broad fraction arising from probes undissolved in bulk and the 
model fraction were unresolvable. Consequently, the fits shown in figure 6.16 were 
performed like the 1050 spectra but without the broad site.  77 was fixed at 0.26, the 
value fitted at 1100 °C. The hopping rates are plotted in figure 6.17. Ed is consitent 
with the 1200 spectra; however, Et and Eh are much lower with fitted values of 0.4 eV 
and 0.25 eV respectively. This strong deviation is most likely due to not taking into 
account the probes undissolved in the sample. 
Some attempts were made to fit data from undoped zirconia that had been to 
1200 °C or higher. Performing fits similar to the 1200 spectra (with col appropriately 
chosen for undoped zirconia) gave good x2s but never resulted in an Arrhenius behav-
ior for the hopping rates. Moreover, the trapping and detrapping rates did not even 
show the trend of decreasing as temperature is decreased. This does not necessarily 
indicate that the model is invalid. The inability of the fits to produce the expected 
Arrhenius behavior in the pure samples may be a result of lower At. Since At is pro-
portional to the oxygen vacancy concentration, it is expected to be lower in the pure 
samples than the 0.2 at% Y-doped ZrO2 samples. Simulations of R(t) for different 
hopping rates showed that R(t)s became increasingly insensitive to variations in Ad 
as At decreased. 
Assuming that the fits of pure data did not produce the Arrhenius behavior of 
the hopping rates because of uncertainty in Ad, the fits were repeated with Ad fixed at 
the values determined by the 1200 spectra. i was allowed to fit and did not deviate 
far from  n = 0.0. Fits resulted in excellent x2s. The results from one set of data are 
shown in figure 6.18. The trapping energy (0.57(6) eV) is comparable to the trapping 155 
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energy of the 1200 spectra and 1050 spectra. The hopping barrier (0.3(3)) is closer 
to that of the 1100 spectra. 
Thus far, the prefactors of the hopping rates have not been discussed. The Ado 
prefactors fit somewhere between 4 x 1011 Hz to 2 x 1014 Hz. Such values are reason-
able for the attempt frequency to which the Ado prefactors correspond. Assuming the 
attempt frequency is 1012 and the oxygen vacancies are located in next-near-neighbor 157 
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positions, the fitted values of the other prefactors give physically reasonable values 
for the average oxygen vacancy concentration and static oxygen vacancy interaction 
frequency. The average oxygen vacancy concentration is in the range of 330 to 830 
ppm, and c4.)c2 falls between 8 and 63 MHz. 
Since the sit of the 1100 spectra and 1050 spectra don't follow an Arrhenius 
behavior, their values are unreliable. To compare the 1100 and 1050 spectra with 159 
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Figure 6.18. Arrhenius plots of pure Zr02 hopping rates. 
the 1200 spectra, the values of sAt/At at 1000 °C are considered. sat /)t  = 0.41(4), 
0.55(5), and 0.54(2) for the 1200, 1100, and 1050 spectra respectively. The value for 
the 1200 spectra is lower than the other two.  If the assumption that the damping 
in the spectra not accounted for by the model is due to a distribution of oxygen 
vacancies, the data at 1000 °C indicates that the distribution of oxygen vacancies is 
narrower for samples that have been to 1200 °C than for samples whose maximum 
processing temperatures were lower. 
The w1 of the site added to the 1100 and 1050 spectra fits to account for 
the fraction of R(t) that resembled a signal coming from the tetragonal lattice were 
constant with temperature. The fitted value is 35.0(5) Mrad/s which is significantly 
below the w1 for the tetragonal lattice. This suggests that the probes contributing to 160 
this signal are in material with a nonzero concentration of oxygen vacancies which is 
lower than the concentration present at the majority of the probes. Such a situation 
should result in an wi which appears to vary with temperature as in section 6.2.2. 
The fits strongly suggest that there is a distribution of oxygen vacancies. The 
fact that sat does not follow an Arrhenius behavior in the 1100 and 1050 spectra 
and the fact that wi of the static site is less than the tetragonal lattice frequency 
but remains constant indicate that equation 6.1 does not adequately describe the dis-
tribution. Determining how to accurately represent the oxygen vacancy distribution 
should provide better fits. 
The disagreement in Et, Ed, and Eh among the 0.2 at% Y-doped ZrO2 data 
sets is probably due to fixing 71 at the incorrect value. Simulations have shown that 
the hopping rates are strongly sensitive to the choice of i. The three data sets may be 
brought to agree with one another by changing 77. If consistent values for the energies 
could be found, they may still be lower than are in agreement with Su et al. 
Agreement between samples may also be achieved by fitting spectra from dif-
ferent temperatures simultaneously. The success in fitting the pure data by forcing Ad 
to have an Arrhenius behavior indicates that the R(t) model function is over parame-
terized for fitting a single temperature. More consistent results could be obtained by 
assuming Arrhenius behaviors for all three hopping rates and fitting the prefactors 
and energies for the entire temperature run. If such a procedure is successful, the val-
ues obtained could be used to calculate R(t) from the XYZd model. Agreement with 
the XYZd is then another way of checking the validity of the trapping/detrapping 
model. 
Refinements in the model are still needed; however without doing simultane-
ous fits, this work has shown that the trapping/detrapping model R(t) function fits 
data from individual temperatures well, giving low x2s. Fits of individual data sets 
yield hopping rates which obey Arrhenius behavior, and within error bars, it has re-161 
produced the previously measured difference between the detrapping energy barrier 
and trapping barrier. The prefactors give physically reasonable values. Fits using the 
model have also indicated that there may be a distribution in the oxygen vacancy 
concentration caused by a non-uniform distribution of whatever the oxygen vacancies 
are compensating. 162 
7. CONCLUSION  
This work has contributed to understanding the interaction between lower-
valence dopants and native defects in group IV oxides by studying defect complexes 
involving cadmium in ceria and zirconia.  The identities of two cadmium-oxygen 
vacancy defect complexes (a- and c-sites) in ceria have been confirmed.  Another 
previously observed defect complex (d-site) in ceria has been further characterized; 
however, its identity is still unknown. Successful fits of zirconia data using a trap-
ping/detrapping model indicate that oxygen vacancies trap to and detrap from cad-
mium rapidly above 700 °C. Furthermore, while trapped, the oxygen vacancy hops 
rapidly among equivalent trap positions around the cadmium. In addition to learning 
about defect interactions, some new information regarding preparation of ceria and 
zirconia samples has been obtained. 
Studies of the annealing of implantation damage in ceria have shown that the 
damage can only be partly repaired in powder before the activity diffuses out or in 
films before the film breaks down.  Partial annealing was sufficient to reveal that 
the d-site and a-site can be present simultaneously in a ceria sample. This had not 
been observed previously. Subsequent measurements on powder into which indium 
was diffused also showed this effect. This does not help much with the identification 
of the d-site; however, this observation combined with previous studies in hydrogen 
rich and hydrogen poor atmospheres strongly indicates that the d-site is a complex 
involving cadmium and native defects. 
The orientations of the symmetry axes of the a-, c-, and d-sites have been 
determined. The b-site does not appear in large fractions in the single crystal and its 
orientation is too uncertain to be useful. The a-site complex has its symmetry axis 
along the <111> crystallographic direction. This information, combined with previ-163 
ous work which identified the fluctuation of the site to correspond to an activation 
energy of 0.6 eV allows the firm conclusion that this complex is a cadmium ion with a 
bound, near-neighbor oxygen vacancy. The c-site complex also has its symmetry axis 
along the <111> axis. This and the fact that the electric field gradient interaction 
with the cadmium is stronger than the a-site elicits the conclusion that it is  a cad-
mium with oxygen vacancies in opposite near-neighbor positions. The symmetry axis 
of the d-site was found to point in a direction specified with respect to the <100> 
axis by Euler angles, a=95(5), 0=36.2(8), and 7=63(7). This information does not 
lend itself to an immediate identification of the d-site. 
In the process of developing a technique to diffuse indium into ceria single 
crystals, two new sites were observed. Their hyperfine parameters are 
site  w1 (Mrad/s)  77 
1  137.7(3)  0.29(2) 
2  283(2)  0.0-0.16 
The PAC signals most likely arise from probes dissolved in a material which forms 
on the crystal surface as a result of the processing. No attempt has been made to 
further characterize the sites, as they are not essential to understanding the defect 
behavior in bulk ceria. 
Several important observations in zirconia have been made. The col observed 
in the absence of oxygen vacnacies becomes larger as yttrium is added, whereas w1 
was found to be independent of comparable levels of niobium doping. Fewer oxy-
gen vacancies than are required to compensate yttrium dopants are observed below 
1050 °C. Additionally, more oxygen vacancies are observed than are needed to com-
pensate yttrium above 1050 °C. The excess of vacancies is consistent with the excess 
observed in similarly prepared samples without yttrium; however the excess varies as 
a function of sample preparation. Improved preparation techniques have allowed the 
acquisition of data from tetragonal zirconia with oxygen vacancies present at temper-
atures as low as 700 °C. Qualitative analysis of this data allowed the postulation of 164 
a PAC fitting function which quantitatively determines several hopping rates of the 
oxygen vacancies with respect to the PAC probes. 
The fitting function based on a trapping/detrapping model for the motion of 
the oxygen vacancies fits individual spectra well. Fits of spectra from a single sample 
taken at different temperatures allows the determination of the hopping rates. The 
hopping rates are the rate at which a bound oxygen vacancy hops among equivalent 
sites about the probe, the rate at which a bound vacancy detraps, and the rate at 
which a vacancy is trapped by cadmium. Fits of individual spectra using this model 
give respective activation energies of 0.3-0.6 eV, 0.9-1.6 eV, and 0.4-0.6 eV. The un-
certainty in these energies can most likely be reduced by fitting spectra from multiple 
temperatures simultaneously. Despite the large uncertainty in the fit energies, the 
values are physically reasonable and indicate that the model adequately describes the 
motion of the oxygen vacancy about cadmium. 165 
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APPENDIX  173 
APPENDIX: DERIVATION OF Ft(T) 
The trapping/detrapping model assumes that the total trap time,  not the number 
of times trapping and detrapping occurs, is important in determining G(t); however, 
the number of times trapping and detrapping occurs is important in determining 
the functional form of Ft(r).  The  Ft(7)d7, which represents the probability that an 
oxygen vacancy was trapped for a total time T to T + dT between 0 and t assuming 
that no oxygen vacancy was trapped initially, can be constructed by summing up the 
possibilities of when the oxygen vacancies trapped and detrapped during the time 
interval. Letting pri,m(t, 7)d7 represent the probability that vacancies are trapped n 
times and detrapped m times during the time interval (0, t) for a total time between 
7 and 7 + dr allows _Fi(r) to be written as 
CX) 
Ft(r)dT = po,o(t, 7)dr + E (73n,n-i (t, 7)dr  Pn,n(t, 71d7)  (7.1) 
n=1 
where it assumed that the vacancy starts detrapped. With the expected binding en-
ergy of an oxygen vacancy to indium being less than to cadmium at the temperatures 
under consideration, this is an appropriate assumption. 
With At representing the rate at which an oxygen vacancy is trapped to a 
site and Ad representing the rate at which a trapped oxygen  vacancy detraps, the 
probabilities of finding an oxygen vacancy trapped or detrapped after some time can 
be found. When starting trapped, the probability that the vacancy is still trapped at 
time  7 is e-Adr ,  and the probability that the vacancy detraps between  T and 7 
is e'drAddr.  Similarily, when an oxygen vacancy starts detrapped, the probability 
that it is still detrapped at time T is e-Atr, and the probability that it traps between 
7 and 7 + d7 is e-AtrAt 
With that, the forms of the indiviudal pri,m(t T) can be expressed.  po,o(t, T) is ,  
only meaningful when T is zero and is given by 
po,o(t, 7) = 6(7)e-at.  (7.2) 174 
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Figure 7.1. Time lines for trapping and detrapping. 
The next three p,,n(t, T) terms are shown schematically in figure 7.1 and are written 
tT, Ate AdT Pi,o(t, 7) = e-
At  ) (7.3) 
tT 
Pi,i(t, r) =  f dtie-Atti Ate-AdrAde-At(t-ti-T) 
ti =0 
= e-At(t-T)e-AdrAtAd(t  (7.4) 
and 
f dt2e-Attl Ate-Ad(t2t1) Ade-At(t3-t2)Ate-Ad(t-t3) p2,1(t, r) = f dti 
ti=o  t2 =t1 
= e--),,(t-T)e-AdrAt2Ady(t  7)  (7.5) 
A pri,(t, r) term can be written in terms of a pn,n-i(e, 7). The latter represents 
the probability that an oxygen vacancy has trapped n times and detrapped n-1 times 
and is still trapped at the end of the interval at time t'. It is turned into a probability 
that the oxygen vacancy detraps once more at time t' by multiplying by Ad. The time 175 
of the final trap t' is not fixed and can vary from its first possible value of T until 
its last possible value of t.  Finally, the probability that the oxygen vacancy stays 
trapped from time t' to the end time t needs to be multiplied in to give 
t 
Pon,ni(T,t1) Ade At(te ) Pn,n(t, r) =  f de (7.6) 
ti =7. 
Likewise, a pn+i,n(t, 7) term can be written in terms of a pn,(t',7-') term. The 
latter term represents the probability that an oxygen vacancy has trapped n times and 
detrapped n times such that it is still detrapped at the end time t'. It is transformed 
into a probability that the oxygen vacancy traps at the time t' by multiplying by At. 
The oxygen vacancy is then trapped until the time t requiring that a term e'd(t-e) 
be multiplied. The total time that an oxygen vacancy is trapped, then, is given by 
Ti + t  t'; therefore, Ti = T  t + e. Finally, t' is not fixed, but can vary anywhere 
from t  T to t requiring an integration which gives 
t 
Pn+1,n(t, T) =  f  de pn,n(T  t + e,ti)Ate-Ad(t-e).  (7.7) 
t,._-_,-
Finally, the explicit form of pn,m(t, r) can be stated as 
(t  TriTn-1 
Pn,m(t, T) = e-At(t-T)e-AdTAI2Ardn  (7.8) m!(n  1)! 
Using equation 7.3, equation 7.8 can be proven by induction by showing equations 
7.6 and 7.7 are consistent with the assumption that equation 7.8 is correct. 
Plugging equations 7.8 and 7.2 into equation 7.1 gives  
ao  n-1  E e-At(t-T)e-Adr In \ n-1  (t Ft(T) = S(T)e-Att +  d "t ^
n=1  (n  1)!(n  1)!+ 
eAt(tT)eAdrAtnAdn (tn70,17)_nrin)-11 }  (7.9) 
or, in a more telling form, 
Ft(r) = (5(r)e-Att  cAt(t-T)e-Adr  (7.10) 
[AtAd(t  T)T]m  AtAd(t  T) [AtAd(t  T)Tr /A  (t  T)T 00 {At  + 
m=o  m!m!  T  171!(712 ± 1)! 176 
Ft (7) is now expressed in terms of sums which define the zeroth and first order 
modified bessel functions. Ft (T) in its final form, then, is 
Ft (T) = (5 (T)eAtt + eAt (tr)eAdr 
AtAd(t  T)
{AtIo (2VAtAd(t  7)7-) +  1  (21.1AAd(t  T)T)}  (7.11) 
'T 
-