Abstract. In the paper, we study the well-posedness of the Prandtl system without monotonicity and analyticity assumption. Precisely, for any index σ ∈ [3/2, 2], we obtain the local in time well-posedness in the space of Gevrey class G σ in the tangential variable and Sobolev class in the normal variable so that the monotonicity condition on the tangential velocity is not needed to overcome the loss of tangential derivative. This answers the open question raised in the paper of D. Gérard-Varet and N.
Introduction and main results
The Prandtl equations introduced by Prandtl in 1904 describe the behavior of the incompressible flow near a rigid wall at high Reynolds number:
y u P + ∂ x p = 0, t > 0, x ∈ R, y > 0, ∂ x u P + ∂ y v P = 0, u P | y=0 = v P | y=0 = 0, lim y→+∞ u = U (t, x), u P | t=0 = u P 0 (x, y) ,
where u P (t, x, y) and v P (t, x, y) represent the tangential and normal velocities of the boundary layer, with y being the scaled normal variable to the boundary, while U (t, x) and p(t, x) are the values on the boundary of the tangential velocity and pressure of the outflow satisfying the Bernoulli law
We refer to [14, 17] for the mathematical derivation and background of this fundamental system in the field of boundary layer. By using the divergence free condition, one can represent v in terms of u so that the above system is reduced a scalar equation. Moreover, note that the above U and p are known functions coming from the outflow so that the Prandtl system is a degenerate parabolic mix-type equation with loss of derivative in the tangential direction x because of the term v∂ y u. In fact, this is the main difficulty in the study of this boundary layer system.
Up to now, the well-posedness on the Prandtl system is achieved in various function spaces. Precisely, when the initial data satisfy the monotonic condition, that is, when the tangetial velocity is monotonic with respect to y, in the classical work by Oleinik and her collaborators, they obtained the local in time well-posedness by using Crocco transformation. And this result together with some of her other works were well presented in the monograph [17] . Recently, Alexandre-Wang-Xu-Yang [1] and Masmoudi-Wong [15] independently obtained the well-posedness in the Sobolev space by the virtue of energy method instead of the Crocco transformation, where the key observation in their proofs is the cancellation of the loss derivative terms. On the other hand, for the initial data without the monotonicity assumption, it is natural to perform estimate in the space of analytic functions, and in this context, the well-posedness results were achieved by Sammartino and Caflisch, after the earlier work of Asano [2] ; cf also [16, 10] for the improvement. The first result that does not require monotonicity and analyticity was established by Gérard-Varet and Masmoudi [6] in which they obtained the well-posedness in the Gevrey space G 7/4 . In fact, our paper is motivated by [6] and we give an affirmative answer to an open question raised in it. Also in the very recent work of Chen-Wang-Zhang [3] , the well-posedness for the linearized Prandtl equation is studied in Gevrey space G σ for any index 1 ≤ σ < 2.
Recall that the Gevrey class, denoted by G s , s ≥ 1, is an intermediate function space between analytic functions and C ∞ functions. Note that the Gevrey space G σ , σ > 1 contains compactly supported functions that are more physical, and this is main difference from analytic functions. We also refer to [12] for the smoothing effects in Gevrey space under the monotonicity assumption, and the global weak solutions by Xin-Zhang [19] . On the other hand, without the monotonicity assumption on the tangential velocity field, the degeneracy may cause strong instability so that the system is ill-posed in Sobolev spaces, cf. [4, 5, 11] and references therein.
Without the assumption on monotonicity and analyticity, in the recent interesting paper [6] , the authors established G 7/4 well-posedness for Prandtl equation with non-degenerate critical points with respect to the normal variable, and they also conjectured the result should be valid for G 2 . In this paper, we will give an affirmative answer to this conjecture. In fact, we show the well-posedness in all Gevrey space G σ with σ ∈ [3/2, 2] and this includes the case studied in [6] . In addition, we believe the well-posedness result can be extended, with some new technique such as subelliptic estimates, to σ ∈ [1, 3/2]. Finally, as the aforementioned works, the present paper also aims at giving insight on the justification of inviscid limit for the Navier-Stokes equation with physical boundary, for this, we refer to [7, 8, 13] and the references therein for the recent progress.
To have a clear presentation, we will construct a solutions u P that is a small perturbation around a shear flow, that is, u P (t, x, y) = u s (t, y) + u(t, x, y). For this, we suppose that the initial data u P 0 in (1) can be written as 
where
Note the equation (2) is the heat equation and the well-posedness problem is well studied. In this paper, we assume that the initial datum u s 0 in (2) admits non-degenerate critical points. Precisely, we impose Assumption 1.1 (Assumption on the initial data u s 0 ). There exists a y 0 > 0 such that u s 0 ∈ C 6 (R + ) satisfies the following properties (see Figure 1 ): Recall c 0 , c 1 , δ are the constants given in Assumption 1.1.
Observe that the solution to (2) has explicit representation by virtue of heat kernels. Then the above proposition follows from direct estimation. For brevity, we omit its proof and refer to Lemma 2.1 in the second version of [20] for detailed discussion. So it remains to solve (3), which is the main part of the paper. And we will solve the equation in the framework of Gevery space in x and Sobolev space in y. To state the main result, we first introduce the function spaces to be used.
Definition 1.4 (Gevrey space in tangential variable).
Let α be the number given in Assumption 1.1, and let ℓ be a fixed number satisfying that ℓ > 3/2, α ≤ ℓ < α + 1 2 .
With each pair (ρ, σ), ρ > 0, σ ≥ 1, we associate a Banach space X ρ,σ , equipped with the norm · ρ,σ that consists of all the smooth functions f such that f ρ,σ < +∞, where 
Remark 1.5. For the classical Gevrey space G σ = ∪ L>0 G σ (L) in x variable, f ∈ G σ (L) if the following estimates hold:
and
The space X ρ,σ given in Definition 1.4 is equivalent to the classical Gevrey space G σ in the following sense. If f ∈ X ρ,σ for some ρ > 0 then we can find a constant C such that f ρ,σ ≤ C. Thus direct calculation shows f ∈ G σ (L) if we choose
In view of the definition · ρ,σ , we see the the order of y derivatives is at most 5. Then, if the equation (3) is well-posed in X ρ,σ , the initial data u 0 should satisfy the following compatibility conditions, using the notation ω 0 = ∂ y u 0 ,
Now we state the main result in this paper as follows.
, let the initial datum u 0 in (3) belong to X 2ρ 0 ,σ for some ρ 0 > 0 and moreover
for some η 0 > 0. Suppose that the compatibility condition (6) holds for u 0 . Then (3) admits a unique solution u ∈ L ∞ [0, T ]; X ρ,σ for some T > 0 and some 0 < ρ < 2ρ 0 , provided η 0 is sufficiently small. Remark 1.7. (i) For clear presentation, we consider the solution as a perturbation around the shear flow. In fact, the method can be applied to the general periodic case, cf. [6] .
(ii) As pointed out in [6] , it is natural, inspired by [5] , to ask whether the σ = 2 is the critical Gevrey index for the well-posedness for Prandtl equation.
The methodologies. At the end of the introduction, we will present the main methodologies used in the proof. (i) After applying ∂ m x to the equation (3) for the velocity, the main difficulty arises from the term
which results in the lost of derivative in x variable. Under Oleinik's monotonicity assumption on the tangential velocity field, this can be overcome by using the cancellation introduced by AWXY [1] and Masmoudi-Wong [15] . In fact, this cancellation method works at least in the domain where u s + u admits monotonicity. Precisely, we apply ∂ m x to the equation for the vorticity ω = ∂ y u
To capture the cancellation, one can work on the function, [6] ,
where χ 1 is a smooth function supported in the monotonic region.
(ii) As for the domain near the critical points, we do not have the monotonicity anymore. One of the new observations in this paper is that we can also apply the cancellation to the equations for the vorticity and the equation for ∂ y ω
by using another auxilliary function
where χ 2 is a cut-off function compactly supported in the region admitting the non-degenerate critical points. However, even with this, we also have the loss of x derivative because
appears in the equation for h m . Nonetheless, we can use again the cancellation method to the equations for the velocity and the vorticity, to obtain a equation for g m+1 . Precisely, we apply ∂ x to the equations for velocity u and for vorticity ω = ∂ y u, and then multiply respectively the obtained equations by the factors ∂ y ω s + ∂ y ω and ω s + ω respectively, and finally subtract one from another. We then obtain the equation for g 1 def = ω∂ x ω − (∂ y ω s + ∂ y ω) ∂ x u as follows.
Note that the order of x derivative for terms on right hand side is equal to 1 that is the same as in the representation of g 1 . The above equation allows us to perform estimation on g m+1 = ∂ m x g 1 in Gevrey norm by standard energy method.
(iii) From the above procedure, we have the upper bound, by energy method, for the auxilliary functions f m and h m . It remains to control the original ∂ m x u and ∂ m x ω as well as the mixed derivatives, in terms of the auxilliary functions. This is clear when there is no cut-off functions χ i involved, by virtue of the Hardy-type inequality (see [15] for instance under the monotonicity assumption). In case considered in this paper, we first follow the cancellation idea used in [6] , by taking L 2 inner product with
∂yω s +∂yω on both sides of the equation for ∂ m x ω, to obtain the estimate on χ 2 ∂ m x ω. Then by using the representation of h m , we can derive similar estimate on χ 2 ∂ m x ∂ y ω from those on h m . Roughly speaking, this implies χ 2 ∂ m x ∂ y ω behaves similarly as the terms with m order derivatives involved, rather than the m + 1 order of mixed derivatives in Definition 1.4. And this is the advantage of the new auxilliary function h m introduced in this paper and this enables us to extend the wellposedness of the Prandtl system from the Gevrey index σ = 7/4 obtained in [6] 
The rest of the paper is organized as follows. Section 2-6 are devoted to the proof of the uniform estimate in Gevrey norm for the approximate solutions to a regularized Prandtl equation. In Section 7, we will give the proof of existence of the regularized Prandtl equation and in Section 8 we will prove the main result of this paper. The proofs of some technical lemmas will be given in the Appendix.
Regularized Prandtl equation and uniform estimates in Gevrey norm
In this section as well as Sections 3-7, we will study the initial-boundary problem for the following regularized Prandtl type equation of (3) by recalling u s given in Proposition 1.3,
where ε > 0 is an arbitrarily small number and
We remark the regularized equation above shares the same compatibility condition (6) as the original one (3).
The existence of solutions to (7) will be given in Section 7, where the life span T * ε may depend on the ε. Thus in order to obtain the solution to the original equation by letting ε → 0, we need an uniform estimate, for example, in the Gevrey norm for u ε , that will be stated in this section with the proof given in Sections 3-6. To simplify the notations, we will use the notations ω ε = ∂ y u ε and ω s = ∂ y u s from now on.
Throughout the paper, we will work on those solutions u ε that the properties listed in Proposition 1.3 for u s can be preserved by u s + u ε . Precisely, we suppose that the solution u ε ∈ L ∞ ([0, T ]; X ρ 0 ,σ ) to (7) has the following properties. For any t ∈ [0, T ] and any x ∈ R, we have
where c 0 , c 1 and δ are the constants given in Assumption 1.1. According to the properties (8) above, we can divide the normal direction y ≥ 0 into two parts, one is near the critical points of u s + u ε , and another one is away from the critical points where u s + u ε admits the monotonicity condition. That is, we can find two non-negative C ∞ smooth functions χ 1 and χ 2 depending only on y such that
From the properties listed in (8) , it follows that |ω s + ω| > 0 on supp χ 1 , and |∂ y ω s + ∂ y ω| > 0 on supp χ 2 . Moreover, χ
because χ 2 ≡ 1 on supp χ ′ 1 , χ 1 ≡ 1 on supp χ ′ 2 , and χ 1 ≡ 1 on supp (1 − χ 2 ). Here and throughout the paper, f ′ and f ′′ stand for the first and the second order derivatives of f . Definition 2.1. Let χ 1 and χ 2 given above and let u ε satisfy the properties (8) . For m ≥ 1, we define three auxilliary functions f m,ε , h m,ε and g m,ε according to the cancellation property:
Definition 2.2. Let X ρ,σ be given in Definition 1.4, equipped with the norm · ρ,σ defined by (5). Let χ 1 , χ 2 be given by (9)- (10), and let u ε satisfy the properties listed in (8) . We will use the notation |·| ρ,σ which is given by
Similarly we can define |u 0 | ρ,σ . (ii) Direct calculation shows that
for any ρ < ρ * , with C ρ,ρ * being a constant depending only on the difference ρ * − ρ.
Theorem 2.4 (uniform estimates in Gevrey space
be a solution to (7) such that the properties listed in (8) hold. Then there exists a constant C * > 1, independent of ε and the solution u ε , such that the estimate
holds for any pair (ρ,ρ) with 0 < ρ <ρ < ρ 0 , and for any t ∈ [0,T ], where [0,T ] is the maximal interval of existence for |u ε |ρ ,σ < +∞.
The above theorem is the key part of the paper, and its proof follows from the discussion in Sections 3 to 6. This section along with Sections 4-6 are devoted to proving Theorem 2.4, the uniform estimates for the approximate solutions u ε . To simplify the notations, we will remove in the following discussion the subscript ε in u ε , ω ε if no confusion occurs. Similarly, we write f m , h m and g m for the auxilliary functions f m,ε , h m,ε and g m,ε defined in (12)- (14) . Moreover, we will use the capital letter C to denote some generic constants, which may vary from line to line that depend only on the constants c j , δ, ρ 0 and α in Assumption 1.1 as well as on the Sobolev embedding constants, but are independent of ε and the order m of derivatives.
We begin with a uniform estimate on g m = g m,ε with g m,ε defined by (14) , that is,
The main result in this section can be stated as follows. 
3.1. Preliminaries. Before proving Proposition 3.1, we first list some inequalities used throughout the paper.
Lemma 3.2 (Some inequalities).
(i) Given any non-negative integers p and q, we have
(ii) We have |·| ρ,σ ≤ |·|ρ ,σ for ρ ≤ρ.
(iii) For any integer k ≥ 1 and for any pair (ρ,ρ) with 0 < ρ <ρ ≤ 1, we have
(iv) Let χ 2 be given in (10) and let σ ≥ 1. Then for any 0 < r ≤ 1, we have
(v) Let σ ≥ 1 and let m ≥ 7. Then for any 0 < r ≤ 1 we have
Proof. The first statement (i) is clear. The second and the fourth statements (ii) and (iv) follow directly from the definition of |·| ρ,σ (See Definition 2.2). As for (iii), we have for any k ≥ 1 and any pair (ρ,ρ) with 0 < ρ <ρ ≤ 1,
from which the desired inequalities follow. Now we prove (v). In view of (11) we see χ 1 ≡ 1 on supp 1 − χ 2 so that
In the above, the second inequality uses (12) , the definition of f m . This along with (19) and (20) yield
The proof is then completed.
Let g m be given in (17) , and we define its key componentg m by setting
The next lemma is concerned with the difference g m −g m .
Lemma 3.3. Let m ≥ 6 and let 1 ≤ σ ≤ 2. We have
Proof. First, direct calculation shows
Thus
We first handle the second term on the right side of the above estimate, and write
with [m/2] standing for the largest integer less than or equal to m/2, and
To estimate R 2 , we use (19) and (21) along with the Sobolev inequality (see Lemma A.1 in Appendix), to compute
Moreover, by (21) and the last inequality in (8), we have
Direct computation gives
and, using the statement (i) in Lemma 3.2,
Finally, for any small κ > 0, we use (22) and the last inequality in (8) to obtain
Combining the inequalities above we conclude
The estimation on R 1 is similar as above with simpler so that we omit it for brevity. Then we have
Thus the desired estimate follows and the proof of Lemma 3.3 is completed.
3.2. Proof of Proposition 3.1. The rest of this section is devoted to proving Proposition 3.1 by energy method, and the proof is inspired by the arguments used in [6] . To do so, we first write the equation for g m as follows with its derivation given in the Appendix (see Lemma B.3 in the Appendix).
Moreover, observe that ∂ y ω s | y=0 = ∂ y ω| y=0 = 0 and then
Thus multiplying both sides by m 2 g m and then taking integration over R 2 + , we have
with
ds,
ds.
In the following lemmas, we will estimate P i , 1 ≤ i ≤ 6 respectively.
Lemma 3.4 (Estimate on P 3 ). Let 3/2 ≤ σ ≤ 2. Then for any small κ > 0 and for any pair (ρ,ρ) with 0 < ρ <ρ, we have
Proof. We write
.
Estimate on J 1 and J 2 : For J 1 , we use the third estimate in (8) as well as (20) to obtain
where the last inequality follows from (18) in Lemma 3.2. Similarly,
where the last inequality follows from the fact that σ ≥ 3/2 ≥ 1. Estimate on J 3 : By using the statement (iv) in Lemma 3.2 as well as the Sobolev inequality (see Lemma A.1 in the Appendix), we have
where in the last inequality, we have used m −2(σ−1) ≤ m −1 because σ ≥ 3/2. Estimate on J 4 : By integration by parts, for any small κ > 0, we have
Now we use the statements (iii) and (iv) in Lemma 3.2 to get by repeating the arguments used for the terms J 1 -J 3 ,
It remains to treat J 4,1 . To do so, we use (22) and the last inequality in (8) to obtain by using σ ≥ 3/2 > 1,
This along with the estimates on J 4,2 and J 4,3 given above imply that for any small κ > 0,
Then combining the estimates on the terms J 1 -J 4 , the desired estimate follows. Thus the proof of the lemma is completed.
Then for any small κ > 0, and for any pair (ρ,ρ) with 0 < ρ <ρ, we have
Proof. Let χ 2 be the function given in (10). We can decompose P 4 by
Estimate on S 1 : Note that S 1 ≤ S 1,1 + S 1,2 with
Moreover, we use (20) and (21) in Lemma 3.2 and the Sobolev inequality (see Lemma A.1 in the Appendix), by following the arguments used for the terms J 1 -J 3 in Lemma 3.4, to obtain
Similar estimate holds for S 1,2 . Thus, we conclude that
Estimate on S 2 : Write S 2 = S 2,1 + S 2,2 with
Following the arguments for J 1 -J 3 in Lemma 3.4, we have
As for S 2,1 , integration by parts yields
where the last two terms on the right side of (28) are bounded above by
for any small κ > 0. This can derived from a similar calculation as in Lemma 3.4, observing 3/2 ≤ σ ≤ 2. It remains to treat the first term on the right side of (28), for this, we claim that
To confirm this, we use the fact that |ω s + ω| ≥ c 1 /4 on supp (1 − χ 2 ) to write, in view of (23),
As a result, for any κ > 0, we use (8) to have
where the the last three terms on the right of the above inequality are bounded above by
by using the statements (iii) and (iv) in Lemma 3.2. Furthermore, by Lemma 3.3 we have
where for the last inequality we again use the fact that σ ≥ 3/2 and (18). Combining these estimates gives (29). Consequently, in view of (28) we conclude
which along with (27) yields
Combining the estimates on S 1 and S 2 yields the desired estimate, and this completes the proof of the lemma.
Lemma 3.6 (Estimate on P 1 and P 2 ). Let 3/2 ≤ σ ≤ 2. Then for any small κ > 0, and for any pair (ρ,ρ) with 0 < ρ <ρ, we have
Proof. Following the argument in Lemma 3.4, we can obtain that
It remains to treat P 2 . Firstly, integration by parts gives,
Moreover, by observing m 4−2σ ≤ m due to σ ≥ 3/2, for any small κ > 0 we have
where for the last inequality we have again used the argument for Lemma 3.4. Similarly, we have
Thus we obtain
This along with the upper bound for P 1 completes the proof of the lemma.
Lemma 3.7 (Estimate on P 5 and P 6 ). Let 3/2 ≤ σ ≤ 2. Then for any pair (ρ,ρ) with 0 < ρ <ρ and for any small κ > 0, we have
Proof. We only need to handle P 5 , because the estimation on P 6 is similar so that we omit it for brevity. Integrating by parts yields, for any κ > 0,
Moreover, following the arguments used in Lemma 3.4 for J 3 , we see the
As for K 3 we have, for any κ > 0,
where the last term was bounded above by
which can be derived similarly as the terms J 1 -J 4 in Lemma 3.4. On the other hand, for the second term above, we use the interpolation inequality to obtain, observing the fact that 3/2 ≤ σ ≤ 2 as well as the last inequality in (8),
Thus, combining the estimates above we obtain the upper bound for K 3 , that is,
The estimation on K 1 is similar, and we have
Then the upper bound for P 5 follows. Similar argument works for P 6 . Then the proof is then completed.
Completion of the proof of Proposition 3.1. Combining (25) and the estimates in lemmas 3.4-3.7, we have, for any κ > 0,
The second and third terms on the right sides can be absorbed provided κ ≤ 1/4. Moreover, recalling the definition of |·| ρ,σ (see Definition 2.2), we have
Thus the desired estimate in Proposition 3.1 follows and the proof is completed.
Proof of Theorem 2.4: uniform estimates away from the critical point
In this section, we will perform estimates in the domain where u s + u admits monotonicity, and derive uniform upper bound for f m appearing the definition of |·| (see Definition 2.2). Recall f m is defined in (12) , that is,
with χ 1 given in (9) . Moreover, we denotef m the main component of f m bỹ
The main result in this section is the following proposition.
Proposition 4.1. Let m ≥ 6 and u ∈ L ∞ ([0, T ]; X ρ 0 ,σ ) be a solution to (7) under the assumptions in Theorem 2.4. Then we have, for any t ∈ [0, T ], and for any pair (ρ,ρ) with 0 < ρ <ρ ≤ ρ 0 ,
Before presenting the proof of the above proposition, we give an immediate corollary.
be a solution to (7) under the assumptions in Theorem 2.4. Then we have
Proof of the corollary. The first inequality follows from Proposition 3.1 and Proposition 4.1, and the second one holds because Lemma 3.3 and Proposition 4.1 as well as the fact that σ ≥ 3/2, since applying Proposition 4.1 for m − 1 gives
The proof is completed.
The rest of this section is devote to proving Proposition 4.1 by the following lemmas and the main tool used here is the cancellation property observed in [15] . 
Proof. This proof is based on direct calculation that will be sketched in the Appendix (see Lemma B.1).
In the next two lemmas, we will derive the energy estimates on f m andf m , starting from the equations (32) and (33).
Lemma 4.4. We have
The above estimate also holds when F m,ε and f m are replaced respectively byF m,ε andf m .
Proof. We multiply both sides of (32) by y 2ℓ f m and then take integration over R 2 + ;. Integrating by parts with the boundary condition (39) gives
Moreover, as for the last two terms on the right side, using the last inequality in (8) as well as (20), we have
Combining the above equalities gives the desired estimate and then completes the proof of the lemma.
Lemma 4.5. Let 3/2 ≤ σ ≤ 2. We have, for any κ > 0, and for any pair (ρ,ρ) with 0 < ρ <ρ,
The above estimate also holds with F m,ε and f m replaced byF m,ε andf m respectively.
Proof. We only need prove the first statement. To do so, we estimate term by term in the representation of F m,ε . Estimate on the terms in (34)-(36) : We apply similar arguments as for J 1 -J 3 used in Lemma 3.4 to obtain that
This gives the upper bound for the terms in (34). Similarly, observe |a(t, x, y)| ≤ C y −1 and thus
This gives the estimates on the terms in (35). Furthermore, observing χ ′ 1 ∂ m x ∂ y ω = χ ′ 1 χ 2 ∂ m x ∂ y ω due to (11) and thus using (20) , we obtain
This gives the upper bound for the terms in (36). Estimate on the terms in (37)-(38): As for the term in (37), we can verify that, for any y ∈ supp χ 1 ,
due to the fact that α ≤ ℓ and the last inequality in (8) . Similarly using (8) gives, for any y ∈ supp χ 1 ,
and |∂ y a(t, x, y)| ≤ C y −1 1 + |u| ρ,σ .
Hence, we have
and, for any κ > 0,
This gives the upper bound for the terms in (37)-(38). The proof of Lemma 4.5 is completed.
Completion of the proof of Proposition 4.1. Combining Lemma 4.4 and Lemma 4.5, we have for any
Letting κ be small sufficiently and then taking integration over [0, t] yields the estimate on f m as stated in Proposition 4.1 because
The estimation onf m is the same as that of f m . The proof is thus then completed.
Proof of Theorem 2.4: uniform estimates near the critical point
Here we will perform the estimation, by virtue of the cut-off function χ 2 introduced in(10), in the domain that contains the non-degenerate critical point. Precisely, in this part we will work on the terms h m and χ 2 ∂ y ∂ m x ω, recalling
The main result can be stated as follows. 
We will prove the above proposition through the following subsections. As a preliminary we first estimate χ 2 ∂ m x ω in Subsection 5.1. The estimation on h m and χ 2 ∂ y ∂ m x ω is given in Subsection 5.2. 5.1. Uniform upper bound for χ 2 ∂ m x ω. Here we estimate χ 2 ∂ m x ω, following the same cancellation method used in [6] . The main result can be stated as follows.
Proposition 5.2. Let χ 2 be the cut-off function given in (10), and let u ∈ L ∞ ([0, T ]; X ρ 0 ,σ ) be the solution to (7) under the assumptions in Theorem 2.4. We have, for any t ∈ [0, T ], and for any (ρ,ρ) with 0 < ρ <ρ,
The proof follows from the same strategy as in [6] . The key part is to estimate the term
Before presenting the proof of Proposition 5.2, we first recall the upper bound for the term above, established in [6] by virtue of a crucial representations of ∂ m x u in terms ofĝ m (see [6, Lemma 3] ), witĥ g m defined bŷ
where m ≥ 1 and ψ(y) ∈ C ∞ 0 (R) is a given function such that ψ ≡ 1 in [0, y 0 + 2δ]. Precisely, by implicit function theorem, if the level set (x, y); ω s + ω = 0 of ω s + ω is non-empty and it is a curve in R 2 + denoted by y = γ(x). Then ∂ m x u can be represented as
for y < γ(x), and for y > γ(x) ∂ m x u(t, x, y) = (ω s (t, x, y) + ω(t, x, y))
with β(t, x) = ∂ m x u(t, x, y 0 +2δ)/ ω s (t, y 0 +2δ)+ω(t, x, y 0 +2δ) . By virtue of the above representations we can derive that, cf. [6, Lemma 6],
and thus
The rest is for the proof of Proposition 5.2. We first have the equation for χ 2 ∂ m x ω:
This can be derived directly from the equation of the vorticity ω. In view of (8), we see |∂ y ω s + ∂ y ω| ≥ c 0 /4 on supp χ 2 , and without loss of generality, we can assume |∂ y ω s + ∂ y ω| = − (∂ y ω s + ∂ y ω) on supp χ 2 . This enables us to take L 2 inner product on both sides of the above equation with the function
This gives
As for the last three terms on the right side of the above equation, we follow the argument used in Lemma 4.5 to get
In the following two lemmas, we will estimate the term on the left hand side of (43) and the first term on the right side respectively. Lemma 5.3. We have
Proof. Direct computation shows
Then integration by parts gives
Moreover, it follows from the equation of the vorticity that
Hence, combining these estimates gives
with the modulus of the last four terms on the right side bounded above by
due to the inequalities in (8) . Thus by integrating both sides over [0, t], we have
Observe that (−∂ y ω s − ∂ y ω) −1/2 ≥ √ c 0 /2 on supp χ 2 and that the first term on the right side is bounded above by
Then the estimate in Lemma 5.3 follows. The proof is completed.
Lemma 5.4. We have
Proof. Integrating by parts gives
Moreover, in view of (42), we have
On the other hand, since σ ≤ 2, we can use (19) and (20) 
Moreover, by the second inequality in Corollary 4.2 we have
where in the last inequality we have used the statement (iii) in Lemma 3.2. Inserting these inequalities into (45) gives the desired estimate. Thus the proof of Lemma 5.4 is completed.
Completion of the proof of Proposition 5.2. In view of (43), we combine (44) and the estimates in Lemmas 5.3-5.4 to conclude
This is just the estimate in Proposition 5.2. The proof is then completed. 
Proof of Proposition 5.1. ( uniform estimate for
where b = ∂ 2 y ω s +∂ 2 y ω ∂yω s +∂yω and
It remains to estimate the terms on the right hand side of the last inequality that will be given in the following two lemmas.
Lemma 5.5. We have, for any small κ > 0,
Proof. Since the proof is similar to the one for Lemma 4.5. We omit it for brevity.
Lemma 5.6. Let σ ≤ 2. We have, for any small κ > 0,
Proof. It is clear that
Moreover, integrating by parts yields, for any κ > 0,
where in the last inequality we have used the first estimate in (22). Finally, we use (20) and the statements (ii)-(iii) in Lemma 3.2, to get by noticing σ ≤ 2 that
Combining these inequalities gives the estimate as desired. The proof is completed.
Completion of the proof of Proposition 5.1. In view of (47) and (46), we combine the estimates in Lemma 5.5-5.6 to obtain that by choosing κ being sufficiently small,
where in the last inequality we have used Proposition 4.1. This gives the upper bound for h m . Moreover, in view of (40),
Finally, we use Proposition 5.2 and the estimate on h m to get
The upper bound for χ 2 ∂ m x ∂ y ω follows. Thus we complete the proof of Proposition 5.1.
Completeness of the proof of Theorem 2.4: uniform estimates for u ρ,σ
To complete the proof of Theorem 2.4, it remains to estimate u ρ,σ that is given in Definition 1.4. We will perform estimates on tangential derivatives and mixed derivatives of u and ω respectively in the following two subsections. In the last subsection we will give the proof of Theorem 2.4 by combining all the estimates obtained in the previous sections.
6.1. Estimate on tangential derivatives. The main estimate in this subsection can be stated as follows.
be the solution to (7) under the assumptions in Theorem 2.4. Then for any m ≥ 6, for any t ∈ [0, T ], and for any pair (ρ,ρ) with 0 < ρ <ρ ≤ ρ 0 , we have
As a preliminary to prove the above proposition, we need the following Lemma 6.2. Let χ 1 , χ 2 be given in (9) and (10), and let u satisfy the condition (8). Then
with f m andf m defined in (30) and (31).
Proof. by using the fact that
due to (8) , integration by parts gives
This implies
Moreover, for the term on the right side of the above inequality, we have in view of the definition of f m given in (30) that
Next we estimate the last term in (50). Observe that the condition (8) implies
for some constantc depending only on the constants c 0 , c 1 , δ and α in Assumption 1.1. Then
where for the second inequality we have used (31), the definition off m , and the last inequality follows from (11). Now we combine the above estimates with (50) to obtain
that yields the upper bound for the first term in (48). On the other hand, note that
because (8), and then
that along with (30) and (51) yield
The upper bound for the second term in (48) follows. We have proven (48). It remains to prove the second statement (49). Note that
and moreover, direct calculation gives
because of (8) and the fact that α ≤ ℓ. Thus
Similar estimate holds for f m+1 L 2 . This estimate and (48) give the second statement (49) in Lemma 6.2. The proof is then completed.
Proof of Proposition 6.1. In view of Lemma 6.2 we have
Moreover, the terms on the right side of the above inequality are bounded above by
by using Proposition 4.1 and Proposition 5.2. Thus
Note that 1 ≤ χ 1 + χ 2 and y ℓ is equivalent to a constant on supp χ 2 . Then combining the above inequality and Proposition 5.2, we obtain
Moreover, by Poincaré inequality we have, for j = m and j = m + 1,
when in the last inequality we have used the fact that χ ′ 2 = χ 1 χ ′ 2 by (11). This and (52) give
Consequently, we combine the above inequality and (52) to conclude, by using again the fact that
Thus we get the desired estimate in Proposition 6.1 and this completes the proof.
6.2. Estimate on the mixed derivatives. For the mixed derivatives ∂ i x ∂ j y ω of vorticity, we have
be a solution to (7) under the assumptions in Theorem 2.4. Then we have, for any pair (i, j) with 1 ≤ j ≤ 4 and i + j ≥ 6, for any t ∈ [0, T ], and for any pair (ρ,ρ) with 0 < ρ <ρ ≤ ρ 0 ,
The proof of the above proposition can be obtained by similar argument used in the previous sections, and the main difference arises from the boundary values since higher derivatives in y are involved when we perform integration by parts. So we first calculate ∂ j y ω y=0 . Firstly, we have
Then by the equation of vorticity, we obtain that
and direct computation yields
We apply y ℓ+1 ∂ i x ∂ j y to the equation for vorticity ω to have
We will estimate the terms on both sides of (54) in the following lemmas.
Lemma 6.4. Let 1 ≤ j ≤ 4 and i + j ≥ 6. Then we have
Proof. We only need to discuss the boundary terms when we us integration by parts:
where we have used (21) in the last inequality. Note that the boundary value is well-defined in view of (53). Thus the estimate in Lemma 6.4 follows by standard energy method if we can show that, for any κ > 0, 1 ≤ j ≤ 4 and i ≥ 0 with i + j ≥ 6 that
Note that (55) holds obviously for j = 1 because ∂ y ω(t, x, 0) = 0. It remains to consider the cases when j = 2, 3, 4.
The case when j = 4: Recall, in view of (53),
Then direct computation gives, using the argument in Lemma 3.4 as well as the Sobolev inequality (see Lemma A.1 in the Appendix),
Hence, for any small κ > 0,
Thus we obtain (55) for j = 4. The case when 2 ≤ j ≤ 3: The estimation on
for j = 2 and j = 3 is simpler than the case j = 4, since only lower order derivatives are involved. And thus for brevity we omit the details. The proof is then completed.
Lemma 6.5 (Estimate on A i,j,1 ). Under the same assumption as in Proposition 6.3, we have
Moreover, note that for 1 ≤ j ≤ 4 we have y ℓ+1 y −α−j−1 ∈ L 2 (R + ) because of ℓ < α + 1/2, and thus
Consequently,
Direct calculation also shows
Then the desired estimate follows and we complete the proof.
Lemma 6.6 (Estimate on A i,j,3 and A i,j,6 ). Under the same assumption as Proposition 6.3, we have, for any κ > 0,
Proof. We decompose A i,j,3 as follows by using
Following the similar argument as in Lemma 3.4, we have
Next, we will prove that, for any small κ > 0,
To do so, integration by parts gives
Moreover, as in Lemma 3.4 and Lemma 4.5, we can prove that the first term on the right side of (58) is bounded above by Thus combining the above estimate, (57) follows. This and (56) give
Thus the proof is completed.
Lemma 6.7. Let 1 ≤ j ≤ 4 and i + j ≥ 6. Then we have
Proof. Since there is no j + 1 order derivative in y involved, the proof is straightforward so that we omit the detail for brevity.
Completion of the proof of Proposition 6.3. Let 1 ≤ j ≤ 4 and i + j ≥ 6. In view of (54), we combine the estimates in Lemmas 6.4-6.7 to concludeby choosing κ sufficiently small that
Note that
Then the desired estimate in Proposition 6.3 follows. The proof is then completed.
6.3. The proof of Theorem 2.4. By Proposition 6.1 and Proposition 6.3, we have
From Proposition 4.1 and Proposition 5.1, it follows that
Moreover, we combine the first estimate in Corollary 4.2 and Proposition 6.1 to have
Finally, direct computation gives
Combining these inequalities yields
This completes the proof of Theorem 2.4.
Existence for the regularized Prandtl equation
In this section, we study the existence of the regularized Prandtl equation introduced in Section 2:
with v ε = − y 0 ∂ x u ε (x,ỹ) dỹ. This is a nonlinear parabolic equation. The main result can be stated as follows.
Theorem 7.1 (Existence for the regularized Prandtl equation). Let ρ 0 > 0, σ ≥ 1 be two given constants. Suppose the initial datum u 0 ∈ X 2ρ 0 ,σ satisfies the compatibility condition (6). Then there exists T * ε > 0, such that the regularized Prandtl equation
Sketch of the proof of Theorem 7.1. We will use iteration to prove the existence. Since (59) is a parabolic equation, then we can apply the standard energy estimate in Gevrey norms.
Step (i). We first choose u j , j ≥ 0, as follows. Let u 0 be the initial datum in (59) and let u j be the solution to the linear parabolic equation
Note that the existence of solution to above the linear initial-boundary problem is guaranteed by using the heat kernel
Indeed, define two heat operators M 1 and M 2 by
then we have
Step (ii). Now we consider the difference
and for j ≥ 2 we have
In view of equation (60), the estimation on ξ 1 follows from the classical Gevrey regularity theorem for parabolic equation. And we conclude, for some T > 0 independent of ε,
Note that the higher order derivatives are involved in the initial datum u 0 on the right side of (60). This can be overcome by reducing the initial Gevrey radius 2ρ 0 to a smaller one, saying 3ρ 0 /2 for instance. Now we consider the case j ≥ 2. Applying y ℓ−1 ∂ m x to the above equation (61) we have
Moreover for the terms on right side, direct computation yields
Thus for m ≥ 6,, we can apply energy method and the Gronwall inequality to (63) to obtain by noting that ξ j t=0 = 0,
The upper bound estimate for m ≤ 5 is straightforward, and we have
Similarly, for m ≥ 6,
and for 1 ≤ q ≤ 4 and p + q ≥ 6, repeating the argument used in Proposition 6.3 yields
And the above two estimates for m ≤ 5 and p + q ≤ 5 are also straightforward. Combining the above inequalities we conclude
The above estimate and (62) enable us to use induction on j to conclude that there exists a constant M, depending only on u 0 2ρ 0 ,σ , such that
with C the constant in (64). This implies u j , j ≥ 0, is a Cauchy sequence in the Banach space L ∞ [0, T * ε ]; X 3ρ 0 /2,σ , with T * ε depending only on ε but independent of j. Thus the limit u ε of the Cauchy sequence u j in L ∞ [0, T * ε ]; X 3ρ 0 /2,σ solves the initial-boundary problem (59). The proof is thus complete.
Proof of the main result Theorem 1.6
In this section, we will prove the main result Theorem 1.6. 8.1. Proof of Theorem 1.6: existence. Here we will adopt the idea of abstract Cauchy-Kovalevskaya theorem to prove the existence of solution to equation (3) , by virtue of the uniform estimate established in Theorem 2.4. Let the initial data u 0 ∈ X 2ρ 0 ,σ satisfy the assumptions listed in Theorem 1.6. Then by Theorem 7.1, we can find a solution u ε ∈ L ∞ [0, T * ε ]; X 3ρ 0 /2,σ to the regularized equation (7) . In the following discussions we will remove the ε-dependence of the lifespan and derive an uniform upper bound for u ε
Step (i). We begin with the construction of two constants R and λ, which depend only on the initial datum u 0 and the constants C * , c j given respectively in Theorem 2.4 and Assumption 1.1, as well as the constants in the Sobolev imbedding inequalities. First, in view of (15), we can find a constant C ≥ 1, depending only on ρ 0 , such that
And by Sobolev inequalities and the definition of |·| ρ,σ (see Definition 2.2), we deduce that, for any t ≥ 0 and for any (x, y) ∈ R 2 + ,
withC being a constant depending only on the Sobolev imbedding constants but independent of ε. Let C * ≥ 1 be the constant given in Theorem 2.4 and letĈ,C be the constants given in (65)-(66). Now we take two positive constants R > 0, λ > 0 such that R ≥ 4C * Ĉ u 0 2ρ 0 ,σ , and
recalling c 0 , c 1 are the constants given in Assumption 1.1. We remark that the above R indeed exist, provided
In the following discussion we will let R and λ be fixed so that (67) and (68) hold.
Step (ii). We define, for each T > 0,
where the supremum is taken over all pairs (ρ, t) such that ρ > 0, 0 ≤ t ≤ T and ρ + λt < ρ 0 . Then it is clear that
is a increasing function of T. Moreover, we have
where in the second inequality we have used (65) and the last one follows from (67).
Step (iii). In this step, we will prove that
To confirm this, suppose on the contrary to (71) that
Then in view of (70), we can find some
since T → |||u ε ||| (λ,T ) is a increasing function of T. Thus
As a result, for any t ∈ [0, T ε ],
because (66) and (67), so that the property (8) holds by u ε for all t ∈ [0, T ε ] due to the fact that α ≤ ℓ.
This gives
Now let ε → 0 and we have, by compactness arguments, the limit u of u ε solves the equation (3) . We complete the existence part of Theorem 1.6.
8.2.
Proof of Theorem 1.6: uniqueness. Let u 1 , u 2 ∈ L ∞ [0, ρ 0 /(4λ)]; X ρ 0 /2,σ be two solutions to the Prandtl equation (3), and let v j = − y 0 ∂ x u j (x,ỹ) dỹ. Then the differences
satisfy the following initial boundary problem, using the notation ω = ∂ y u and ω j = ∂ y u j as before,
Moreover, we have the equations for ω and ∂ y ω:
Now we apply ∂ m x to the three equations above, and then we have, as in the previous sections, several terms have loss of x derivative. Precisely, (∂ m x v)(ω s + ω 2 ) is involved in the equation for ∂ m x u, and (∂ m x v)(∂ y ω s + ∂ y ω 2 ) in the equation for ∂ m x ω, and meanwhile two terms (∂ m x v)(∂ 2 y ω s + ∂ 2 y ω 2 ) and
To overcome the degeneracy, we just follow the same strategy as in Sections 3-6, with f m , h m and g m therein replaced respectively by
Then just repeating the argument in the Sections 3-6, with slight modification, we can obtain, observing u| t=0 = 0,
where the definition of |||u||| ρ,σ is similar as |u| ρ,σ by just replacing respectively the summations . Now we emphasize the difference between (80) and (16) . Note that we work on |||u||| ρ,σ instead of |u| ρ,σ because we lose y-derivative for the term v ∂ 2 y ω s + ∂ 2 y ω 2 in (79). So we have to reduce the order of y derivatives from 4 to 2. Moreover, observe that we also lose x derivatives for u 1 and u 2 in equations (77)-(79) and this can be overcome by reducing the Gevrey radius ρ to ρ/2. Then by virtue of (80), we can follow the argument used in the existence part to conclude
where the supremum is taken over all pairs (ρ, t) such that ρ > 0 and ρ + λt < ρ 0 /2. And thus u ≡ 0 and the uniqueness follows.
Appendix A. Sobolev inequality
Proof. We begin with the 1D Sobolev inequality:
, Ω = R + or R.
To see this, let ω = R + and let r ∈ R + . By mean value Theorem, we can find a ξ ∈ [r, r + 1] such that .
, which implies, taking the supremum over r ∈ R + ,
Similarly, the above estimate also holds with R + replaced by R. Then (81) follows. Now we use (81) to prove Lemma A. Taking the supremum over (x, y) ∈ R 2 + , we obtain the desired estimate in Lemma A.1. where a = ∂yω s +∂yω ω s +ω .
Proof. Observe that ∂ x u + ∂ y v = 0 and then it follows from the equation
that ω = ∂ y u satisfies 
We apply the operator ∂ m x to the two equations above and then multiply the resulting equations by χ 1 (y); this gives 
Observe |ω s + ω| > 0 on suppχ 1 and then we can multiply both sides of (84) On the other hand we notice that, for any y ∈ supp χ 1 , ∂ t a + (u s + u) ∂ x a + v∂ y a − ∂ 2 y a − ε∂ 2 x a = −∂ x ω + (∂ x u) a + 2a∂ y a + 2ε
Then combining the above equations completes the proof. Proof. Observe ω = ∂ y u and ∂ y ω solve the following equations: 
by recalling g 1 = (ω s + ω) ∂ x ω − (∂ y ω s + ∂ y ω) ∂ x u. Now we perform χ 2 ∂ m x , m ≥ 1, on both sides of (86)-(87), to obtain that ∂ t + (u s + u) ∂ x + v∂ y − ∂ 
