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Abstract
Typical techniques for sequence classification are de-
signed for well-segmented sequences which have been
edited to remove noisy or irrelevant parts. Therefore, such
methods cannot be easily applied on noisy sequences ex-
pected in real-world applications. In this paper, we present
the Temporal Attention-Gated Model (TAGM) which inte-
grates ideas from attention models and gated recurrent net-
works to better deal with noisy or unsegmented sequences.
Specifically, we extend the concept of attention model to
measure the relevance of each observation (time step) of
a sequence. We then use a novel gated recurrent network
to learn the hidden representation for the final prediction.
An important advantage of our approach is interpretability
since the temporal attention weights provide a meaningful
value for the salience of each time step in the sequence.
We demonstrate the merits of our TAGM approach, both for
prediction accuracy and interpretability, on three different
tasks: spoken digit recognition, text-based sentiment analy-
sis and visual event recognition.
1. Introduction
Sequence classification is posed as a problem of assign-
ing a label to a sequence of observations. Sequence clas-
sification models have extensive applications ranging from
computer vision [17] to natural language processing [1].
Most existing sequence classification models are designed
for well segmented sequences and do not explicitly model
the fact that irrelevant (noisy) parts may be present in
the sequence. To reduce the interference of these irrele-
vant parts, researchers will often manually pre-process the
dataset to remove irrelevant subsequences. This manual
pre-processing can be very time consuming and reduce ap-
plicability in real-world scenarios.
A popular approach for sequence classification is gated
recurrent networks like Gated Recurrent Units (GRU) [4]
and Long Short-Term Memory (LSTM) [11]. They employ
gates (e.g., the input gate in the LSTM model) to balance
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Figure 1. Our proposed model first employs an attention module
to extract the salient frames from the noisy raw input sequences,
and then learns an effective hidden representation for the top clas-
sifier. The wider the arrow is, the more the information is incor-
porated into the hidden representation. The dashed line represents
no transfer of information.
between current and previous time steps when memoriz-
ing the temporal information flow. However, these vecto-
rial gates are applied individually to each dimension of the
information flow, thus it is hard to interpret the relative im-
portance of the input time observations (i.e., time steps).
What subset of sequential observations is the most salient
for the classification task? Another way to balance the in-
formation flow, as we do in this work, is the adoption of
attention-based mechanism, which applies individual atten-
tion scores to each observation (time step), allowing for bet-
ter interpretability.
In this paper, we introduce the Temporal Attention-
Gated Model (TAGM) which extends the idea of attention-
based mechanism to sequence classification tasks (see
overview in Figure 1). TAGM’s attention module automat-
ically localizes the salient observations which are relevant
to the final decision and ignore the irrelavant (noisy) parts
of the input sequence. We created a new recurrent neural
unit that can learn a better sequence hidden representation
based on the attention scores. Consequently, TAGM’s clas-
sification decision is made based on the selected relevant
segments, improving accuracy over the conventional mod-
els that take into account the whole input sequence.
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Notably, compared to conventional sequence classifica-
tion models, TAGM benefits from the following advantages:
• It is able to automatically capture salient parts of the
input sequences thereby leading to better performance.
• The inferred attention (scalar) scores provide a mean-
ingful interpretation for the informativeness of each
observation in the sequence.
• Compared to conventional gated recurrent models such
as LSTM, our model reduces the number of parameters
which leads to faster training and inference and better
generalizability with less training data.
• The proposed model is able to generalize to tasks in
computer vision, speech recognition, and natural lan-
guage processing.
2. Related Work
While a full review of previous sequence classification
models is beyond the scope of this paper, in this section we
summarize approaches most relevant to our proposed ap-
proach, grouping them in three areas: sequence classifica-
tion, attention models and recurrent networks.
Sequence Classification. The conventional sequence clas-
sification models can be divided roughly into two cate-
gories: generative and discriminative models.
The first category focuses on learning an effective inter-
mediate representation based on generative models. These
methods are typically based on the Hidden Markov Models
(HMMs) [31]. The HMM is a generative model which can
be extended to class-conditional HMMs for sequence clas-
sification by combining class priors via Bayes’ rule. HMM
can also be used as the base model for Fisher Kernel [14] to
learn a sequence representation.
The second category is the discriminative graphical mod-
els which model the distribution over all class labels con-
ditioned on the input data. Conditional random fields
(CRF) [20] are discriminative models for sequence labeling
which aims to assign one label for each sequence observa-
tion. A potential drawback of common CRFs is that the lin-
ear mapping between observations and labels cannot model
complex decision boundaries, which gives rise to many
non-linear CRF-variants (e.g., latent-dynamic CRFs [29],
conditional neural fields [27], neural conditional random
fields [5] and hidden-unit CRF model [39]). Hidden-state
CRF (HCRF) [30] employs a chain of k-nomial latent vari-
ables to model the latent structure and has been success-
fully used in the sequence labeling. Similarly, hidden unit
logistic model (HULM) [26] utilizes binary stochastic hid-
den units to represent the exponential hidden states so as to
model more complex latent decision boundaries.
Aforementioned works are specifically designed for well
segmented sequences and hence cannot cope well with
noisy or unsegmented sequences.
Attention Models. Inspired by the attention scheme of hu-
man foveal vision, attention model was proposed to focus
selectively on certain relevant parts of the input by measur-
ing the sensitivity of output to variances of the input. Do-
ing so can not only improve the performance of the model
but can also result in better interpretability [41]. Atten-
tion models have been applied to image and video caption-
ing [41, 3, 6, 42], machine translation [1, 22, 32], depth-
based person identification [10] and speech recognition [8].
To the best of our knowledge, our TAGM is the first end-to-
end recurrent neural network to employ the attention mech-
anism in the temporal domain of sequences, with the added
advantage of interpretability of its temporal salience indi-
cators (i.e., temporal attention) at each time step (sequence
observation). Our work is different from prior work focused
on spatial domain (e.g., images) such as the model proposed
by Sharma et al. [34].
Recurrent Networks. Recurrent Neural Networks (RNN)
learn a representation for each time step by taking into ac-
count both the observation at current time step and the rep-
resentation in the previous one [33]. The biggest advantage
of recurrent neural networks lies in their capability of pre-
serving information over time by the recurrent mechanism.
Recurrent networks have been successfully applied to vari-
ous tasks including language modeling [23], image genera-
tion [38] and online handwriting generation [7]. To address
the gradient vanishing problem of plain-RNN when dealing
with long sequences, LSTM [11] and GRU [4] were pro-
posed. They are equipped with the gates to balance the in-
formation flow from the previous time step and current time
step dynamically. Inspired by this setup, our TAGM model
also employs a gate to filter out the noisy time steps and
preserve the salient ones. The difference from the LSTM
and GRU is that the gate value in our model is fed from the
attention module which focuses on learning the salience at
each time step.
3. Temporal Attention-Gated Model
Given as input an unsegmented sequence of possibly
noisy observations, our goal is to: (1) calculate a salience
score for each time step observation in our input sequence,
and (2) construct a hidden representation based on the
salience scores, best suited for the sequence classifica-
tion task. To achieve these goals, we propose the Tem-
poral Attention-Gated Model (TAGM) which consists of
two modules: temporal attention module, and recurrent
attention-gated units. Our TAGM model can be trained in
an end-to-end manner efficiently. The graphical structure of
the model is illustrated in Figure 2.
3.1. Recurrent Attention-Gated Units
The goal of the recurrent attention-gated units is to learn
a hidden sequence representation which integrates the at-
tention scores (inferred from the temporal attention module
that will be discussed in the next section). In order to inte-
Figure 2. The graphical representation of our Temporal Attention-
Gated Model (TAGM). The top part of the figure is the Recurrent
Attention-Gated Units and the bottom is the Temporal Attention
Module. Note that at is the saliency score represented as a scalar
value instead of a vector, hence  in the figure means multiplica-
tion between a scalar and a vector.
grate the attention scores in the recurrent network units, we
define an attention gate to control how much information is
incorporated from the input of the current time step based
on the salience and relevance to the final task.
Formally, given an input sequence x1,...,T =
{x1, . . . ,xT } of length T in which xt ∈ RD denotes
the observation at the t-th time step, the attention score
at time step t is denoted as at, which is a scalar value
that indicates the salience of current time step to the final
decision. For this purpose, we define our core recurring
process where the hidden state ht at time step t is modeled
as a convex summation:
ht = (1− at) · ht−1 + at · h′t (1)
Wherein, ht−1 is the previous hidden state and h′t is the
candidate hidden state value which fully incorporates the
input information xt in the current time step:
h′t = g(W · ht−1 +U · xt + b) (2)
Herein, W and U are respectively the linear transformation
parameters for previous and current time steps while b is the
bias term. We use the rectified linear unit (ReLU)[24] as the
activation function g. Equation 1 uses attention score at to
balance the information flow between current candidate hid-
den state h′t and previous hidden state ht−1. High attention
value will push the model to focus more on the current hid-
den state h′t and input feature xt, while low attention value
would make the model ignore the current input feature and
inherit more information from previous time steps.
The learned hidden representation at the last time step
hT of the sequence is further fed into the final classifier,
often a softmax function, to perform a classification task,
which calculates the probability of a predicted label yk
among K classes as:
P (yk|hT ) = exp{W
>
k hT + bk}∑K
i=1 exp{W>i hT + bi}
(3)
where W>i and bi refer to the parameters calculating the
linear mapping score for the i-th class.
3.2. Temporal Attention Module
The goal of this module is to estimate the saliency and
relevance of each sequence observation. This saliency score
should not only be based on the input observation at the cur-
rent time step, but also take into consideration information
from neighboring observations in both directions. To model
this neighborhood influence, we infer the attention score at
in Equation 1 using a bi-directional RNN:
at = σ(m
>(
−→
h t;
←−
h t) + b) (4)
Herein, m is the weight vector of our fusion layer which
integrates both directional layers of our bi-directional RNN
and b is the bias term. A sigmoid function is employed as
the activation function σ at the top layer of the attention
module in Equation 4 to constraint the attention weight to
lie between [0, 1].
−→
h t and
←−
h t are the hidden representa-
tions of a bi-directional RNN model:
−→
h t = g(
−→
Wxt +
−→
U
−→
h t−1 +
−→
b ) (5)
←−
h t = g(
←−
Wxt +
←−
U
←−
h t+1 +
←−
b ) (6)
The ReLU functions are used as the activation functions g.
Our choice of using plain bi-directional RNN model is mo-
tivated by the design goal of reducing the number of param-
eters in our model.
The learned attention weights at serve as the attention
gate for Recurrent Attention-Gated Units to control the in-
volved information flow. Furthermore, another important
role the learned attention weights play is to provide an in-
terpretability about the degree of salience of each time step.
3.3. End-to-End Parameter Learning
Suppose we are given a training set D =
{(x(n)1,...,T , y(n))}n=1,...,N containing N sequences of
length T and their associated labels y(n). x(n)t ∈ RD
denotes the observation at the t-th time step of the n-th
sample and T can differ from sequence to sequence. We
learn jointly the two TAGM modules (temporal attention
module and recurrent attention-gated units) and the final
sequence classifier by minimizing the conditional negative
log-likelihood of the training data with respect to the
parameters:
L = −
N∑
n=1
logP
(
y(n)|x(n)1,...,T
)
(7)
Since all three modules (including the final sequence classi-
fier) are analytically differentiable, our TAGM model can
be readily trained in an end-to-end manner. The loss is
back-propagated through top recurrent attention-gated units
and temporal attention module successively using back-
propagation through time algorithm [40].
3.4. Comparison with LSTM and GRU
While our model is similar to RNN variants like GRU
and LSTM, it is specifically designed with salience detec-
tion in mind and has four key differences when compared
to them:
• We only focus on one scalar attention score to measure
the relevance of the current time step instead of gen-
erally modeling gate’s multi-dimensional values for
each hidden unit as done by GRU and LSTM. In this
way, we can obtain an interpretable salience detection
(demonstrated on three tasks in Section 4).
• We separate the attention modeling and recurrent hid-
den representation learning as two independent mod-
ules to decrease the degree of coupling. One of the
advantages of this is our ability to customize the spe-
cific recurrent structure for each module with different
complexity according to the requirements (eg., differ-
ent size of hidden units in two modules of TAGM in
Table 1).
• We employ a bi-directional RNN to take into account
both the preceding and the following information of
the sequence in the temporal attention module. It helps
to model the temporal smoothness of the sequence of
salience scores (demonstrated in Figure 4). It should
be noted that it is different from the design of the gates
in the bi-directional LSTM model since the latter just
concatenates the hidden representations of two unidi-
rectional LSTMs, which does not remedy the down-
side that all vectorial gates are still calculated by con-
sidering only one-directional information.
• Our model only contains one scalar gate, namely the
attention gate, rather than 2 vectorial gates in GRU
and 3 gates in LSTM. Doing so enforces the atten-
tion gate to take full responsibility of modeling all the
salience information. In addition, the model contains
fewer parameters (compared to LSTM) and simpler
gate structure with less redundancy (compared to GRU
and LSTM). It eases the training procedure and can al-
leviate the potential over-fitting and has better gener-
alization given small amount of training data, which is
demonstrated in Section 4.1.3.
4. Experiments
We performed experiments with TAGM on three pub-
licly available datasets , selected to show generalization
across different tasks and modalities: (1) speech recogni-
tion on an audio dataset, (2) sentiment analysis on a text
dataset, and (3) event recognition on a video dataset.
Experimental setup shared across experiments. For
all the recurrent networks mentioned in this work (TAGM,
GRU, LSTM and plain-RNN), the number of hidden units is
tuned by selecting the best configuration from the option set
{64, 128, 256} using a validation set. The dropout value is
validated from the option set {0.0, 0.25, 0.5} to avoid po-
tential overfitting. We employ RMSprop as the gradient
descent optimization algorithm with gradient clipping be-
tween −5 and 5 [2].
We validate the learning rate for parameters m and b
in Equation 4 to make the effective region of the sigmoid
function of TAGM model adaptive to the specific data.
Larger learning rate leads to sharper distribution of attention
weights. Code reproducing the results of our experiments is
available 1.
4.1. Speech Recognition Experiments
We first conduct preliminary experiments on a modified
dataset constructed from the Arabic spoken digit dataset [9]
to (1) evaluate the effectiveness of the two main modules of
TAGM; (2) compare the generalizability of three different
gate-setup recurrent models (TAGM, GRU and LSTM) with
the varying size of the training data.
4.1.1 Dataset
The Arabic spoken digit dataset contains 8800 utterances,
which were collected by asking 88 Arabic native speak-
ers to utter all 10 digits ten times. Each sequence con-
sists of 13-dimensional Mel Frequency Cepstral Coefficents
(MFCCs) which were sampled at 11,025Hz, 16-bits using a
Hamming window. We append white noise to the begin-
ning and the end of each sample to simulate the problem
with unsegmented sequences. The length of the unrelated
sub-sequences before and after the original audio clips is
randomized to ensure that the model does not learn to just
focus on the middle of the sequence.
4.1.2 Experimental Setup
We use the same data division as Hammami and Bedda [9]:
6600 samples as training set and 2200 samples as test set.
We further set aside 1100 samples from training set as the
validation set. There is no subject overlap in the three sets.
We compare the performance of our TAGM with three
types of baseline models:
Attention Module + Neural Network (AM-NN). To study
the impact of our recurrent attention-gated unit, we include
a baseline model which employs a feed-forward network
1https://github.com/wenjiepei/TAGM
directly on top of the temporal attention module. In this
AM-NN model, v is defined as the weighted sum of input
features:
v =
T∑
t=1
at · xt, h = g(W · v + b) (8)
Sequence classification is performed by passing h into a
softmax layer, as done for our TAGM (see Equation 3).
Discriminative Graphical Models. HCRF and HULM are
both extensions of CRF [20] by inserting hidden layers to
model the non-linear latent structure in the data. The dif-
ference lies in the structure of hidden layers: HCRF uses a
chain of k-nomial latent variables while HULM utilizes k
binary stochastic hidden units.
Recurrent neural networks. Since our model is a recur-
rent network equipped with a gate mechanism, we com-
pare it with other recurrent networks: plain-RNN, GRU,
LSTM. We also investigate the bi-directional variant of
our TAGM model (referred as Bi-TAGM), which employs
the bi-directional recurrent configuration in the recurrent
attention-gated units.
In our experiments, we also evaluate the generalizabil-
ity when varying size of training data: from 1,100 to 5,500
training samples. During these experiments, the optimal
configuration is selected automatically during validation
from the option set {64,128,256}.
4.1.3 Results and Discussion
Evaluation of Classification Performance Table 1
presents the classification performance of several sequence
classifiers on Arabic dataset. In order to investigate the ef-
fect of the manually added noise information, we perform
experiments on both clean and noisy versions of data.
While the Plain-RNN is unable to recognize spoken dig-
its in a noisy setting, other three recurrent models with gate-
setup do not suffer from the noise and obtain comparable
performance with the result achieved by HCRF on clean
data. Our model achieves the best results among all clas-
sifiers with single-directional recurrent configuration. This
probably results from better generalization of our model on
the relatively small dataset due to the simpler gate setup and
also the attention mechanism. We also perform experiments
with the bi-directional version of GRU, LSTM and TAGM,
in which our Bi-TAGM performs best. Bi-GRU achieves its
best performance with 64 hidden units. It is worth mention-
ing that our (single-directional) TAGM using 47 K parame-
ters already achieves comparable result with the Bi-LSTM
and Bi-GRU, which indicates that the bi-directional mecha-
nism in the attention module of TAGM enables it to capture
most bi-directional information in the attention layer alone.
Comparison of generalizability with the varying size of
training data. We first conduct experiments to compare
Table 1. Classification accuracy (%) on Arabic spoken digit dataset
by different sequence classification models. Asterisked models
(∗) are trained and evaluated on the clean version of data. Note
that we can customize separately the complexity of TAGM’s two
modules. This design advantage is shown when looking at the
optimal TAGM model (after validation) which has 128 dimensions
for the Temporal Attention Module, and 64 dimensions for the
Recurrent Attention-Gated Units.
Model #Hidden units #Parameters Accuracy
HULM∗ [26] − − 95.32
HCRF∗ [26] − − 96.32
HULM − − 88.27
HCRF − − 90.41
Plain-RNN∗ 256 75 K 94.95
Plain-RNN 256 75 K 10.95
GRU 128 61 K 97.05
LSTM 128 81 K 95.91
NN 64 2.4 K 65.50
AM-NN 128-64 43 K 85.59
TAGM 128-64 47 K 97.64
Bi-GRU 64 37 K 97.68
Bi-LSTM 256 587 K 97.45
Bi-TAGM 128-128 83 K 97.91
the generalizability of TAGM to GRU and LSTM by vary-
ing the size of training data on the noisy Arabic dataset.
Figure 3 presents the experimental results. It can be seen
that TAGM exhibits better generalizability than GRU and
LSTM on smaller training data sizes, which we believe is
caused by the need to learn fewer model parameters, avoid-
ing overfitting.
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Figure 3. The classification accuracy on the noisy Arabic speech
dataset as a function of the size of training data. Note that our
TAGM model outperforms GRU and LSTM when less training
data is available.
Sequence Salience Detection. In order to evaluate the
performance of sequence salience detection by our TAGM
model, we visualize the attention weights of our model
trained on the noisy Arabic dataset, which is illustrated in
Figure 4.a. It shows that the attention model can correctly
detect the informative section of the raw signal.
To investigate the effect of the temporal information con-
tained in the hidden representation, we also visualize the at-
tention weight of the Attention module + Neural Network
classifier, which is shown in Figure 4.b. It shows that the
(a)
(b)
Figure 4. The visualization of attention weights of TAGM in Fig-
ure a and Attention module+NN in Figure b (the weighted features
are fed into Feed-forward Neural Networks) on 10 samples (one
sample for each digit). For each subfigure, the top subplot shows
the spectrogram of the original sequence data, the bottom subplot
shows the attention values at over time. The red lines indicate
the ground-truth of salient segments. Note that TAGM attention
weights result in a cleaner attention representation.
TAGM results in a cleaner and smoother attention weight
profile, also notice the spiky behavior, which is mainly
achieved by the bi-directional RNN in our temporal atten-
tion module.
4.2. Sentiment Analysis Experiments
Sentiment analysis is a popular research topic in the field
of natural language processing (NLP) which aims to iden-
tify the viewpoint(s) underlying a text span [25]. We con-
duct experiments for sentiment analysis to evaluate the per-
formance of our TAGM model on the text modality.
4.2.1 Dataset
The Stanford Sentiment Treebank (SST) [36] is a data cor-
pus of movie review excerpts. It consists of 11,855 sen-
tences each of which is assigned a score to indicate the sen-
timental attitude towards the movie reviews. The dataset of-
fers two types of annotations, sentiment annotations at the
sentence level (with a total of 11,855 sentences) and at the
phrase level (with a total of 215,154 phrases). The sentence-
level and phrase-level labels are provided with two resolu-
tions: binary-classification task (positive or negative) and
fine-grained task (5-level classes).
4.2.2 Experimental Setup
Following previous work [36], we utilize 300-d Glove
word vectors (300 dimensions) pretrained over the Com-
mon Crawl [28] as the features for each word of the sen-
tences. Our model is well suited to perform sentiment anal-
ysis using sentence-level labels. Nevertheless, we also per-
form experiments with phrase-level labels so as to have a
fair and intuitive comparison with state-of-the-art baselines.
Table 2. Classification accuracy (%) on Stanford Sentiment Tree-
Bank dataset when training with only the sentence-level labels.
We conduct experiments on both binary and fine-grained (5-class)
classification tasks. Note that our model outperforms all others in
the task.
Model Binary Fine-grained
Graphical models
HULM 81.3 44.1
HCRF 84.8 45.3
Syntactic compositions DAN-ROOT [13] 85.7 46.9
Recurrent models
Plain-RNN 83.9 42.3
GRU 85.4 46.7
LSTM 85.9 47.2
Our model TAGM 86.2 48.0
Table 3. Classification accuracy (%) on Stanford Sentiment Tree-
Bank dataset when training with both phrase-level and sentence-
level labels. Our TAGM achieves the best overall result.
Model Binary Fine-grained
Overall
Performance
Unordered
compositions
NBOW-RAND [13] 81.4 42.3 123.7
NBOW [13] 83.6 43.6 127.2
BiNB [13] 83.1 41.9 125.0
Syntactic
compositions
RecNN [35] 82.4 43.2 125.6
RecNTN [36] 85.4 45.7 131.1
DRecNN [12] 86.6 49.8 136.4
DAN [13] 86.3 47.7 134.0
TreeLSTM [37] 86.9 50.6 137.5
CNN-MC [18] 88.1 47.4 135.5
PVEC [21] 87.8 48.7 136.5
Our model TAGM 87.6 50.1 137.7
We follow the same data split as described by Socher
et al. [36]: 8544/1101/2210 samples are used for train-
ing, validation and testing respectively in the 5-class task.
The corresponding splits in the binary classification task are
6920/872/1821.
4.2.3 Results and Discussion
Evaluation of Classification Performance We conduct
two sets of experiments to evaluate the performance of our
model in comparison with the baseline models. Since our
model is designed for unsegmented and possibly noisy se-
quences modeling, it is more suitable to only use sentence-
level labels, although phrase-level labels are also provided
in SST dataset. Table 2 shows the experimental results
of several sequential models trained with only sentence-
level labels. Our model achieves the best result in both
binary classification task and fine-grained (5-class) task.
LSTM and GRU outperform plain-RNN model due to
the information-filtering capability performed by additional
gates. It is worth mentioning that our model achieves better
performance than LSTM with only half the hidden parame-
ters.
To have a fair comparison with the existing sentiment
analysis models, we conduct the second set of experiments
with both sentence-level and phrase-level labels. The results
are presented in Table 3. It shows that our model outper-
A grim , flat and boring werewolf movie that refuses to develop an energy level .
Score = 0.208
Pryor Lite , with half the demons , half the daring , much less talent , many fewer laughs .
Score = 0.361
Once again , director Jackson strikes a rewarding balance between emotion on the human scale and action effects on the spectacular scale .
Score = 0.75
A thoughtful , provocative , insistently humanizing film .
Score = 0.819
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1
To the film 's credit , the acting is fresh and unselfconscious , and Munch is a marvel of reality versus sappy sentiment .
Score = 0.792
For me , this opera is n't a favorite , so it 's a long time before the fat lady sings .
Score = 0.167
The cartoon that is n't really good enough to be on afternoon TV is now a movie that is n't really good enough to be in theaters .
Score = 0.167
(a) Correct predictions.
Watching the film is like reading a Times Portrait of Grief that keeps shifting focus to the journalist who wrote it .
Score = 0.139
Opens as promising as any war adventure film you 'll ever see and dissolves into a routine courtroom drama , better suited for a movie titled ‘‘ Glory : A Soldier 's Story . ''
Score = 0.278
(b) Wrong predictions.
Figure 5. The visualization of attention weights of Recurrent Attention Model: (a) correct predictions and (b) wrong predictions. The
scores displayed are the groundtruth label indicating the writer’s overall sentiment for this review. Darker color indicates smaller scores.
forms most of the existing models and achieves comparable
accuracy with the state-of-the-art results. Our TAGM model
actually obtains overall best results considering both binary
and fine-grained cases. This is an encouraging result, in par-
ticular, since our model is not specifically designed towards
NLP tasks.
Sequence Salience Detection In order to investigate the
performance of salience detection by our TAGM model on
Sentiment dataset (SST), we visualize the calculated atten-
tion weights for each word in the test sentences. Group (a)
in Figure 5 presents a number of examples that are predicted
correctly by our model in the binary-classification task. It
shows that our model is able to successfully capture the key
sentimental words and omit irrelevant words, even for the
sentences with complicated syntax. We also test the exam-
ples that include negated expressions. As shown in the last
two sentences of group (a), our model can deal with them
very well. We also investigate the samples our model fails
to predict the correct sentiment label (see Figure 5b).
4.3. Event recognition Experiments
We subsequently conduct experiments for video event
recognition to evaluate our model on the visual modality.
4.3.1 Dataset
Columbia Consumer Video (CCV) Database [16] is an un-
constrained video database collected from YouTube videos
without any post-editing. It consists of 9317 web videos
with average duration of 80 seconds (210 hours in total).
Except for some negative background videos, each video is
manually annotated into one or more of 20 semantic cate-
gories such as ‘basketball’, ‘ice skating’, ‘biking’, ‘birth-
day’ and so on. It is a very challenging database due to the
many noisy and irrelevant segments contained inside these
videos.
4.3.2 Experimental Setup
Following Jiang et al [16], we use the same split for train-
ing and test sets: 4659 videos as the training set and 4658
as the test set. We compare our model with the base-
line method [15] on this dataset, which performs classifica-
tion separately with Support Vector Machine (SVM) mod-
els trained on the bag-of-words representations for several
popular features separately and then combines the results
using late fusion. Its experimental results show that Con-
volutional Neural networks (CNNs) features perform best
among all features they tried, hence we choose to use CNN
features with the same setup, i.e., the outputs (4,096 dimen-
sions) of the seventh fully-connected layer of a pre-trained
AlexNet model [19]. For the sake of computational effi-
ciency, we extract CNN features with a sampling rate 1/8
Event: biking
Event: birthday
Event: baseball
Figure 6. The calculated attention weights of our TAGM model for examples from test set of CCV database. The attention weight is
indicated for representative frames. Our TAGM is able to capture the action of ‘riding bike’ for the event ‘biking’, ‘cake’ for the event
‘birthday’ and ‘infield zone’ for ‘baseball’. A video containing these three complete sample sequences is presented in the supplementary
material.
(one out of every eight frame).
We adopt mean Average Precision (mAP) as the evaluation
metric, which is typically used for CCV dataset [16, 15].
Since more than one event (correct label) can happen in a
sample, we perform binary classification for each category
but train them jointly, hence the prediction score for each
category is calculated by a sigmoid function instead of soft-
max Equation 3:
P (yk = 1|hT ) = 1
1 + exp{−(W>k hT + bk)}
(9)
and joint binary cross-entropy over K categories is mini-
mized:
L=−
N∑
n=1
K∑
k=1
[
logP (yk = 1|hT ) + log(1− P (yk = 0|hT ))
]
4.3.3 Results and Discussion
Evaluation of Classification Performance. We compare
our model with the event recognition system proposed by
dataset authors [15]. Table 4 presents the performance of
several models for event recognition, in which our TAGM
outperforms the other recurrent models by a large margin.
The baseline BOW+SVM employs the one-vs-all strategy
to train a separate classifier for each event while our model
trains all events jointly in a single classifier. Our model
still shows encouraging results since it is quite a challeng-
ing task for TAGM to capture salient sections for 20 events
with complex scenes simultaneously. Moreover, our TAGM
can provide a meaningful interpretation which the baseline
models cannot do.
Sequence Salience Detection. Salience detection for
CCV database is a difficult but appealing task due to com-
plex and long scenes in videos. Figure 6 shows some ex-
amples where TAGM correctly locates the salient subse-
quences by the attention weights. Our model is able to
Table 4. Mean Average Precision (mAP) of our TAGM model and
baseline models on CCV dataset.
Model Training strategy Feature mAP
BOW+SVM
+late average fusion
Separately
(one-vs-all)
SIFT 0.52
STIP 0.45
SIFT+STIP 0.55
CNN 0.67
Plain-RNN Jointly CNN 0.45
GRU Jointly CNN 0.56
LSTM Jointly CNN 0.55
TAGM Jointly CNN 0.63
capture the relevant action, object and scene to the event,
e.g., the action of riding bike for the event ‘biking’, cake for
the event ‘birthday’ and baseball playground for the event
‘baseball’. It is interesting to note that the frame with the
score 0.42 in event ‘baseball’ achieves the high score prob-
ably because of the real-time screen in the top right corner.
5. Conclusion
In this work, we presented the Temporal Attention-Gated
Model (TAGM), a new model for classifying noisy and un-
segmented sequences. The model is inspired by attention
models and gated recurrent networks and is able to detect
salient parts of the sequence while ignoring irrelevant and
noisy ones. The resulting hidden representation suffers less
from the effect of noise and and thus leads to better perfor-
mance. Furthermore, the learned attention scores provide a
physically meaningful interpretation of relevance of each
time step observation for the final decision. We showed
the generalization of our approach on three very different
datasets and sequence classification tasks. As future work,
our model could be extended to help with document or
video summarization.
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