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Preface
These are the notes from an Oberwolfach Seminar which we ran from 23–29 May
2010. There were 24 graduate student and postdoctoral participants. Each morn-
ing consisted of three lectures, one from each of the organisers. The afternoons
consisted of problem sessions, apart from Wednesday which was reserved for the
traditional hike to St. Roman. We have tried to be reasonably faithful to the lec-
tures and problem sessions in these notes, and have added only a small amount of
new material for clarification.
The seminar focused on recent developments in classification methods in
commutative algebra, group representation theory and algebraic topology. These
methods were initiated by Hopkins back in 1987 [35], with the classification of
the thick subcategories of the derived category of bounded complexes of finitely
generated projective modules over a commutative noetherian ring R, in terms
of specialisation closed subsets of SpecR. Neeman [44] (1992) clarified Hopkins’
theorem and used analogous methods to classify the localising subcategories of
the derived category of unbounded complexes of modules in terms of arbitrary
subsets of SpecR. In 1997, Benson, Carlson and Rickard [9] proved the thick sub-
category theorem for modular representation theory of a finite p-group G over an
algebraically closed field k of characteristic p. Namely, the thick subcategories of
the stable category of finitely generated kG-modules are classified by the special-
isation closed subsets of the homogeneous non-maximal prime ideals in H∗(G, k),
the cohomology ring. The corresponding theorem for the localising subcategories
of the stable category of all kG-modules has only recently been achieved, in the
paper [11] by the three organisers of the seminar.
Thick subcategories Localising subcategories
of compact objects of all objects
D(R) Hopkins 1987 Neeman 1992
StMod(kG) Benson, Carlson Benson, Iyengar
and Rickard 1997 and Krause 2008
In the process of achieving the classification of the localising subcategories of
StMod(kG), a general machinery was established for such classification theorems
in a triangulated category; see [10, 12]. It is also worth mentioning at this stage
the work of Hovey, Palmieri and Strickland [36], who did a great deal to clarify
the appropriate settings for these theorems.
The general setup involves a graded commutative noetherian ring R acting
on a compactly generated triangulated category with small coproducts T. Write
SpecR for the set of homogeneous prime ideals of R. For each p ∈ SpecR there is
a local cohomology functor Γp : T → T . The support of an object X is defined to
be the subset of SpecR consisting of those p such that ΓpX is non-zero.
viii Preface
The object of the game is to establish conditions under which this notion of
support classifies the localising subcategories of T. This is given in terms of two
conditions. The first is the local-global principle that says for each object X in T,
the localising subcategory of T generated by X is the same as that generated by
{ΓpX} as p runs over the elements of SpecR. The second is a minimality condition,
which requires that each ΓpT is either a minimal localising subcategory of T or it
is zero. Under these two conditions, we say that T is stratified by the action of R,
and then we obtain a classification theorem.
In the case of the derived category D(R), Neeman’s classification made es-
sential use of the existence of “field objects”—for a prime ideal p of R, the field
object is the complex consisting of the field of fractions of R/p, concentrated in a
single degree. One of the principle obstructions to carrying out the classification
in the finite group case is a lack of field objects; the obstruction theory of Benson,
Krause and Schwede [15, 16] can be used to show that the required field objects
usually do not exist. Circumventing this involves an elaborate series of changes of
category, and machinery for transferring stratification along such changes of cat-
egory. For a general finite group, the strategy is first to use Quillen stratification
to reduce to elementary abelian p-groups, where there are still not enough field
objects, but then to use a Koszul construction to reduce to an exterior algebra
for which there are enough field objects. At this stage, a version of the Bernstein–
Gelfand–Gelfand correspondence can be used to get to a graded polynomial ring,
where the problem is solved. One consequence of this strategy is that we obtain
classification theorems in a number of situations along the route.
In these notes we manage to give a complete proof in the case of charac-
teristic two, where matters are considerably simplified by the fact that the group
algebra of an elementary abelian 2-group is already an exterior algebra. We found
it frustrating that in spite of having an entire week of lectures to explain the
theory, we were not able to give a complete proof of the classification theorem
for localising subcategories of StMod(kG), in odd characteristic. An overview of
the classification in general characteristic is given in Section 3.3, while the proof
in characteristic two may be obtained by combining Theorems 5.4 and 5.19 with
results from Section 3.3.
A guide to these notes
In this volume, we have attempted to stick as closely as possible to the format
of the Oberwolfach seminar. So the notes are divided into five chapters with four
sections in each, corresponding to the five days with three lectures each morning
and a problem session in the afternoon. The lecturing, and writing, styles of the
three authors are different, and we have not tried to alter that for the purposes of
these notes. In particular, there is a small amount of repetition. But we have tried
to be consistent about important details such as notation, and grading everything
cohomologically rather than homologically.
Prerequisites for this seminar consist of a solid background in algebra, in-
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cluding the basic theory of rings and modules, Artin–Wedderburn theory, Krull–
Remak–Schmidt theorem; basic commutative algebra from the first chapters of the
book of Atiyah and MacDonald; and basic homological algebra including derived
functors, Ext and Tor. The appendix, describing the theory of support for modules
over a commutative ring, is also necessary background material from commutative
algebra that is not easy to find in the literature in the exact form in which we
require it. The following books may be helpful.
[1] M. Atiyah and I. MacDonald, Commutative Algebra. Addison-Wesley, 1969.
[2] D. J. Benson, Representations and cohomology of finite groups I, II, Cam-
bridge Studies in Advanced Mathematics 30, 31. Cambridge University Press,
2nd edition, 1998.
[3] W. Bruns and J. Herzog, Cohen–Macaulay rings, Cambridge Studies in Ad-
vanced Mathematics 39. Cambridge University Press, 2nd edition, 1998.
[4] R. Hartshorne, Local cohomology: A seminar given by A. Grothendieck (Har-
vard, 1961), Lecture Notes in Math. 41. Springer-Verlag, 1967.
[5] A. Neeman, Triangulated categories, Annals of Mathematics Studies 148.
Princeton University Press, 2001.
[6] C. Weibel, Homological algebra, Cambridge Studies in Advanced Mathemat-
ics 38. Cambridge University Press, 1994.
About the exercises: These are from the problem sessions conducted dur-
ing the seminar, though we have added a few more. Some are routine verifica-
tions/computations that have been omitted in the text, while others are quite
substantial, and given with the implicit assumption (or hope) that, if necessary,
readers would hunt for solutions in other sources.
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1 Monday
The first section gives a rapid introduction to the subject matter of the seminar.
In particular, readers will encounter many notions and constructions, which will
be defined and developed only in later sections. It is not expected that everything
is to be understood in the first reading. The second section, 1.2, is a more leisurely
(or, a less rapid) discussion of some of the basic theory of group algebras, while
the last one, Section 1.3, is an introduction to triangulated categories.
1.1 Overview
1.1.1 Historical Perspective
This first lecture begins with a brief historical perspective on modular represen-
tation theory of finite groups, to give a context for the main results presented in
this seminar.
Representation theory of finite groups began in the nineteenth century with
the work of Burnside, Frobenius, Schur and others on finite dimensional repre-
sentations over R and C. In this situation, we have the following theorem; see
Theorem 1.33 for a more elaborate statement, and a proof.
Theorem 1.1 (Maschke, 1899). Every representation of a finite group G over a field
k of characteristic zero (or more generally, characteristic not dividing the group
order) is a direct sum of irreducible representations. Equivalently, every short exact
sequence of kG-modules splits. 
If the characteristic of k does not divide |G|, the group order, we talk of
ordinary representation theory. By contrast, modular representation theory refers
to the situation where the characteristic does divide |G|. In this case, the regular
representation of the group algebra kG is never a direct sum of irreducible repre-
sentations, because the augmentation map kG → k sending each group element
to the identity is a surjective module homomorphism that does not split.
Tentative beginnings of modular representation theory were made by Dick-
son in the early twentieth century. But it was not until the work of Richard Brauer
from the 1940s to the 1970s that the subject really took off the ground. Brauer
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introduced modular characters, defect groups, the Brauer homomorphism, decom-
position numbers, and so on; this is still the basic language for modular represen-
tation theory.
For Brauer, one of the principal goals of modular representation theory was
to obtain information about structure of finite groups. This was the era where a
great deal of effort was going into the classification of the finite simple groups, and
Brauer’s methods were an integral part of this effort.
J. A. Green, in the decades spanning the nineteen sixties to the nineties,
pioneered a change of emphasis from characters to modules. He introduced such
tools as the Green correspondence, vertices and sources, Green’s indecomposability
theorem, the representation ring, etc.
This paved the way for Jon Carlson and others, starting in the nineteen eight-
ies, to introduce support variety techniques, which form the basis for the methods
discussed in this seminar. These techniques were very successful in modular repre-
sentation theory, and soon spread to adjacent fields such as restricted Lie algebras,
finite group schemes, commutative algebra, and stable homotopy theory.
1.1.2 Classification of finite dimensional modules
In ordinary representation theory, one classifies finite dimensional modules by their
characters. Two representations are isomorphic if and only if they have the same
character. There are a finite number of irreducible characters, corresponding to
the simple modules, and everything else is a sum of these. In particular, a module
is indecomposable if and only if it is irreducible (Maschke’s theorem).
In modular representation theory, non-isomorphic modules can have the same
character. The best one can say is that two modules have the same Brauer char-
acter if and only if they have the same composition factors with the same mul-
tiplicities. There are only a finite number of simple modules, corresponding to
the irreducible Brauer characters, and they also correspond to the factors in the
Wedderburn decomposition of the semisimple algebra kG/J(kG).
The Krull–Remak–Schmidt theorem tells us that every finite dimensional
(or equivalently, finitely generated) kG-module decomposes into indecomposable
factors, and the set of isomorphism classes of the factors (with multiplicities) is
an invariant of the module.
Let p be the characteristic of the field k. Then there are a finite number of
isomorphism classes of indecomposable kG-modules if and only if the Sylow p-
subgroups of G are cyclic (D. G. Higman, 1954). In this situation, we say that kG
has finite representation type. The classification of the indecomposable modules
for a group with cyclic Sylow p-subgroup, or more generally for a block with cyclic
defect, was carried out by the work of Brauer, Thompson, Green, Dade and others.
If the Sylow p-subgroups of G are non-cyclic, the indecomposables are “un-
classifiable” except if p = 2 and the Sylow 2-subgroups are in the following list.
• dihedral: D2n = 〈x, y | x2n−1 = 1, y2 = 1, yxy = x−1〉, for n ≥ 2
1.1. Overview 3
• generalised quaternion: Q2n = 〈x, y | x2n−1 = 1, y2 = x2n−2 , yxy−1 = x−1〉,
for n ≥ 3
• semidihedral: SD2n = 〈x, y | x2n−1 = 1, y2 = 1, yxy = x2n−2−1〉, for n ≥ 4.
In these cases we say that kG has tame representation type, while in all
remaining cases with non-cyclic Sylow p-subgroups, we say that kG has wild rep-
resentation type. In fact, this trichotomy between finite, tame and wild representa-
tion type occurs in general for finite dimensional algebras over a field, by a theorem
of Drozd.
Example 1.2. If G = Z/2 × Z/2 = 〈g, h〉 and k is an algebraically closed field of
characteristic two, the classification of the indecomposable kG-modules is given
by the following list.
• dimension 1: just the trivial module
• dimension 2n+1 (for n ≥ 1): two indecomposables denoted Ωn(k) and Ω−n(k)
• dimension 2n (for n ≥ 1): an infinite family of modules parametrized by
points ζ ∈ P1(k), denoted Lζn .
For example, the infinite family of two dimensional modules in the above
classification is described as follows. If (λ : µ) is a point in P1(k) then M(λ:µ) is
the representation given by the matrices
g 7→
(
1 0
λ 1
)
h 7→
(
1 0
µ 1
)
.
It is easy to check that if (λ : µ) and (λ′ : µ′) represent the same point in P1(k)
(i.e., if λµ′ = λ′µ) then the representations are isomorphic.
1.1.3 Module categories
Given that the indecomposable modules are usually unclassifiable, how do we make
progress understanding them? Are there organisational principles that we can use?
Can we make less refined classifications that are still useful?
In categorical language, we study the category mod(kG) of finitely generated
kG-modules, and the larger category Mod(kG) of all kG-modules. Our goal is to
understand “interesting” subcategories.
The first thing we need to discuss is the projective and injective modules.
Recall that P is projective if every epimorphism M → P splits, and I is injective
if every monomorphism I →M splits.
Theorem 1.3. A kG-module is projective if and only if it is injective.
Proof. Here is a sketch of a proof. One of the exercises is to fill in the details. First
one proves that kG is injective as a kG-module (this is called self-injectivity) by
giving a kG-module isomorphism between kG and its vector space dual. Since kG
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is noetherian, direct sums of injective modules are injective, so free modules are
injective. Direct summands of injectives are injective, so projectives are injective.
For the converse, we show that every module M embeds in a free module.
Namely, if we denote by M↓{1}↑G the free module obtained by restricting to the
trivial subgroup and then inducing back up to G, then there is a monomorphism
M →M↓{1}↑G. IfM is injective, then this map splits andM is a direct summand
of a free module, hence projective. 
Remark 1.4. It is also true that a kG-module is projective if and only if it is
flat; we shall not make use of this fact. Furthermore, if G is a p-group (p is the
characteristic of k), then a kG-module is projective if and only if it is free; see
Proposition 1.34.
There are only a finite number of projective indecomposables, or equivalently
injective indecomposables, and for any given group these can be understood. If P
is projective indecomposable then P has a unique top composition factor and a
unique bottom composition factor, and they are isomorphic simple modules S. The
projective module P = P (S) is determined up to isomorphism by S, and this gives
a one to one correspondence between simples and projective indecomposables.
Thus P (S) is both the projective cover and the injective hull of S.
1.1.4 The stable module category
Recall that the categoryMod(kG) has as its objects the kG-modules, as its arrows
the module homomorphisms.
It is often convenient to work “modulo the projective modules”, which leads
to the stable module category StMod(kG). This has the same objects as Mod(kG),
but the arrows are given by quotienting out the module homomorphisms that
factor through some projective module. We write
HomkG(M,N) = HomkG(M,N)/P HomkG(M,N)
where P HomkG(M,N) denotes the linear subspace consisting of homomorphisms
that factor through some projective module. Note that M → N factors through
some projective module if and only if it factors through the projective cover of N
(M → P (N)→ N), and also if and only if it factors through the injective hull of
M (M → I(M)→ N). This implies in particular that P HomkG(M,N) is a linear
subspace of HomkG(M,N).
We write mod(kG) and stmod(kG) for the full subcategories of finitely gener-
ated modules inMod(kG) and StMod(kG) respectively. Note that by the discussion
above, a homomorphism of finitely generated modules factors through a projective
module if and only if it factors through a finitely generated projective module.
Warning 1.5. It is not true that if a homomorphism of kG-modules factors through
a finitely generated module and it factors through a projective module then it
factors through a finitely generated projective module.
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The categories Mod(kG), mod(kG) are abelian categories, but StMod(kG),
stmod(kG) are not. Roughly speaking, the problem is that every homomorphism
M → N of kG-modules is equivalent in StMod(kG) to the surjective homomor-
phism M ⊕ P (N) → N and to the injective homomorphism M → I(M) ⊕N , so
we lose sight of kernels and cokernels.
Instead, StMod(kG) and stmod(kG) are examples of triangulated categories.
This is proved in detail in the book of Happel [33], and will be discussed in Sec-
tion 1.3. For now, we just mention that the distinguished triangles in StMod(kG)
come from short exact sequences in Mod(kG) and the shift in StMod(kG) is Ω−1.
Next, we discuss how you tell whether a kG-module is projective. This is
done through Chouinard’s theorem and Dade’s lemma.
1.1.5 Chouinard’s theorem
Let p be a prime number and k a field of characteristic p.
Definition 1.6. A finite group is an elementary abelian p-group if it is isomorphic
to (Z/p)r = Z/p× · · · × Z/p for some r. The number r is called the rank.
Theorem 1.7 (Chouinard [26] (1976)). A kG-module is projective if and only if its
restriction to every elementary abelian subgroup of G is projective. 
Remark 1.8. In fact, Chouinard proved this theorem in the context where k is an
arbitrary commutative rings of coefficients. In this case, one needs to use elemen-
tary abelian subgroups at all primes dividing the group order. We shall only make
use of the case where k is a field of characteristic p, in which case we only need
the elementary abelian p-subgroups.
Example 1.9. Let G = Q8, the quaternions and k a field of characteristic 2. The
only elementary abelian subgroup of G is its centre Z(G) = {1, z}. In this case,
Chouinard’s theorem states that a kG-module M is projective if and only if its
restriction to Z(G) is projective. If the module is finite dimensional, this is equiv-
alent to the statement that the rank of the matrix representing 1 + z is as large
as it can be, namely one half of the dimension of M . This can be seen using the
theory of Jordan canonical forms.
1.1.6 Dade’s lemma
Let E be an elementary abelian p-group of rank r:
E = (Z/p)r = 〈g1, . . . , gr〉
and let k be an algebraically closed field of characteristic p.
Write xi for the element gi− 1 in J(kE), the Jacobson radical of kE, so that
kE = k[x1, . . . , xr]/(x
p
1, . . . , x
p
r).
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Definition 1.10. If α = (α1, . . . , αr) ∈ Ar(k) \ {0} we set
xα = α1x1 + · · ·+ αrxr ∈ J(kE)
so that xpα = 0, and 1 + xα is a unit of order p in kG. We call the group 〈1 + xα〉
generated by 1 + xα a cyclic shifted subgroup of E.
Recall that projective kE-modules (equivalently, injective modules) are free.
Lemma 1.11 (Dade [27] (1978)). A finitely generated kE-module M is projective
if and only if its restriction to every cyclic shifted subgroup 〈1 + xα〉 is free. 
Remark 1.12. Using the theory of Jordan canonical forms, we can see that the
restriction ofM to 〈1+xα〉 is free if and only if the rank of the matrix representing
xα is as large as it can be, namely
(
p−1
p
)
. dimk(M).
1.1.7 Rank varieties
Although it is logically not necessary to discuss rank varieties for the purpose of
understanding the proofs of the main results presented in this seminar, cohomolog-
ical varieties, which are needed, are very difficult to compute without reference to
rank varieties. We therefore include a discussion of rank varieties, first for finitely
generated modules and then for infinitely generated modules.
Dade’s lemma motivates the following definition.
Definition 1.13 (Carlson [23, 24]). Let E be an elementary abelian p-group and k
a field of characteristic p. If M is a finitely generated kE-module then the rank
variety of M is
V rE(M) = {0} ∪ {α 6= 0 |M↓〈1+xα〉 is not free} ⊆ V rE = Ar(k)
Here are some properties of rank varieties; some of these are obvious, while
others are difficult to prove. A detailed account of the theory can be found in
Chapter 5 of [5].
(1) V rE(M) is a closed homogeneous subvariety of A
r(k).
(2) V rE(M) = {0} if and only if M is projective.
(3) V rE(M ⊕N) = V rE(M) ∪ V rE(N).
(4) V rE(M ⊗k N) = V rE(M) ∩ V rE(N).
(5) In any exact sequence 0→M1 →M2 →M3 → 0 of kE-modules the variety
of each module is contained in the union of the varieties of the other two.
(6) The Krull dimension of V rE(M) measures the rate of growth of the minimal
projective resolution of M .
(7) Given a closed homogeneous subvariety V of Ar(k), there exists a finitely
generated kE-module M such that V rE(M) = V .
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1.1.8 Infinitely generated modules
Why study infinitely generated modules?
Here is an analogy. If you were only interested in finite CW complexes, or
even only interested in manifolds, you’d end up looking at homology theories
(ordinary homology, K-theory, etc.). The representing objects for these are infinite
CW complexes such as K(pi, n), BU(n), etc.
Similarly, in representation theory the representing objects for some natural
functors on finitely generated modules are infinitely generated. Relevant examples
for us are Rickard’s idempotent modules and idempotent functors [53], which we
shall be discussing later.
Another relevant motivation comes from commutative algebra. Over a com-
mutative noetherian ring, the injective hull of a finitely generated module is usually
not finitely generated. Since the definition of local cohomology functors in this con-
text involves injective resolutions, we should expect to have to deal with infinitely
generated modules.
More care is needed in dealing with infinitely generated modules, as many
of the well known properties of finitely generated modules fail. So for example a
non-zero kG-module need not have any indecomposable direct summands. Even
if it is a finite direct sum of indecomposables, the Krull–Remak–Schmidt theorem
need not hold.
Warning 1.14. Dade’s lemma as stated earlier in this lecture is false for infinitely
generated kG-modules, as is explained in the following example.
Example 1.15. This is the generic module for (Z/2)r = 〈g1, . . . , gr〉, for r ≥ 2.
Let K = k(t1, . . . , tr), a pure transcendental extension of k of transcendence
degree r, and let M = K ⊕ K as a k-vector space, with each gi acting on M as
the matrix (
I 0
ti I
)
.
Here, I is the identity map on K, and ti is to be thought of as multiplication by
ti on K. You are asked to prove in the exercises that M is projective on all cyclic
shifted subgroups, but it is not projective.
In fact, in a sense that we are about to explain, the variety of this module
M is the generic point of Ar(k).
The following modification of Dade’s lemma was proved by Benson, Carlson
and Rickard [8].
Lemma 1.16. A kE-module M is projective if and only if for all extension fields K
of k and all cyclic shifted subgroups 〈1+ xα〉 of KE the module (K ⊗kM)↓〈1+xα〉
is free. 
If k is algebraically closed, write VrE(k) for the set of non-zero homogeneous
irreducible closed subvarieties V of Ar(k). Then each cyclic shifted subgroup of
KE is generic for some V ∈ VrE(k) in a sense described in [8].
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Definition 1.17. If M is a, possibly infinite dimensional, kE-module then the rank
variety is no longer a single variety, but a set of varieties:
VrE(M) =
{
V ∈ VrE(k)
∣∣∣∣∣ K ⊗k M restricted to a generic cyclicshifted subgroup for V is not projective.
}
The following is a list of properties of the rank varieties VrE(M); cf. §1.1.7.
Again, some are obvious and some are difficult to prove; see [8].
(1) VrE(M) = ∅ if and only if M is projective.
(2) VrE(M ⊕N) = VrE(M) ∪ VrE(N), and more generally
VrE(
⊕
α
Mα) =
⋃
α
VrE(Mα).
(3) VrE(M ⊗k N) = VrE(M) ∩ VrE(N).
(4) If 0 → M1 → M2 → M3 → 0 is a short exact sequence of kE-modules then
the variety of each module is contained in the union of the varieties of the
other two.
(5) For a finitely generated kE-module M , VrE(M) is the set of closed homoge-
neous irreducible subvarieties of V rE(M),
(6) For any subset V ⊆ VrE(k) there exists a kE-moduleM such that VrE(M) = V .
1.1.9 Localising subcategories
Our goal in these lectures is to understand the subcategories of Mod(kG) in terms
of varieties. Let us state the main theorem for an elementary abelian group E.
Definition 1.18. Consider full subcategories C of Mod(kE) satisfying the following
two properties:
(1) C is closed under direct sums, and
(2) C has the “two in three property”:
If 0 → M1 → M2 → M3 → 0 is an exact sequence of kE-modules and
two of M1,M2,M3 are in C then so is the third.
Such subcategories, if they are non-zero, contain the projective modules (Ex-
ercise!) and pass down to the localising subcategories of StMod(kE).
The following is the main theorem of [11], reinterpreted for rank varieties in
the case of an elementary abelian p-group.
Theorem 1.19. The non-zero subcategories of Mod(kE) satisfying the above two
conditions are in bijection with subsets of the set VrE(k) of non-zero closed homoge-
neous irreducible subvarieties of Ar(k). Under this bijection, a subset V ⊆ VrE(k)
corresponds to the full subcategory consisting of those kE-modules M satisfying
VrE(M) ⊆ V. 
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1.1.10 Thick Subcategories
The corresponding result for the finitely generated module category mod(kE) was
proved in [9], and goes as follows.
Definition 1.20. A subset V of a set of varieties is specialisation closed if whenever
V ∈ V and W ⊆ V we have W ∈ V .
Definition 1.21. Consider full subcategories C of mod(kE) satisfying the following
two properties:
(1) C is closed under finite direct sums and summands, and
(2) C has the “two in three property” as before.
Such subcategories if they are non-zero, contain the projective modules and
pass down to the thick subcategories of stmod(kE).
Theorem 1.22. The non-zero subcategories of mod(kE) satisfying the above two
conditions are in bijection with subsets of VrE(k) that are closed under specialisa-
tion. Under this bijection, a specialisation closed subset V ⊆ VrE(k) corresponds to
the full subcategory consisting of those finitely generated kE-modules M with the
property that every irreducible component of V rE(M) is an element of V. 
1.2 Modules over group algebras
This section begins afresh, as it were, and introduces basic concepts and construc-
tions concerning modules over group algebra. Our basic reference for this material
is [4]; the commutative algebraists among readers may prefer to look also at [37].
In what follows G denotes a finite group and k a field. We write char k for
the characteristic of k. The group algebra of G over k is the k-vector space
kG =
⊕
g∈G
kg
with product induced from G. The identity element, denoted 1, of the group is also
the identity for kG and k is identified with the subring k1 of kG. It is a central
subring, so kG is a k-algebra. Evidently, the ring kG is commutative if and only
if the group G is abelian; see also Exercise 3 at the end of this chapter.
This construction is functorial, on the category of groups.
Example 1.23. When G = 〈g | gd = 1〉, a cyclic group Z/d of order d, one
has kG = k[x]/(xd − 1), the polynomial ring in the variable x modulo the ideal
generated by xd − 1.
More generally, if G = 〈g1, . . . , gr | gd11 = 1, . . . , gdrr = 1〉, with di ≥ 1, then
kG ∼= k[x1, . . . , xr]/(xd11 − 1, . . . , xdrr − 1) ,
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where xi corresponds to the element gi.
A further specialisation plays an important role in these lectures: For p a
prime number, the abelian group (Z/p)r is an elementary abelian p-group of rank
r. When char k = p, setting zi = xi − 1, gives an isomorphism of k-algebras
kG ∼= k[z1, . . . , zr]/(zp1 , . . . , zpr ) .
Remark 1.24. As a k-vector space, the rank of kG equals |G|, the order of the
group G; in particular, kG is a finite dimensional algebra over k, so it is artinian
and noetherian, both on the left and on the right.
Now we move on to module theory over kG. From this perspective, there are
many remarkable features that distinguish kG for arbitrary (even finite dimen-
sional) k-algebras. For a start one has:
Remark 1.25. Each right kG-moduleM is, canonically, a left module with product
defined by gm = mg−1, for m ∈ M and g ∈ G. Said otherwise, the map g 7→ g−1
gives an isomorphism between kG and its opposite ring. Thus, the category of
right modules is equivalent to the category of left modules.
For this reason, henceforth we focus on left modules.
Definition 1.26. Let M and N be (left) kG-modules. There is a diagonal action of
kG on the k-vector space M ⊗k N defined by
g(m⊗ n) = gm⊗ gn for all g ∈ G, m ∈M and n ∈ N.
One can verify that the diagonal action onM ⊗kN defines a kG-module structure
as follows: Since M,N are kG-modules, M ⊗kN is a module over kG⊗k kG, with
(g ⊗ h) · (m⊗ n) = (gm⊗ hn) .
By functoriality of the construction of group algebras, the diagonal homomorphism
of groups G → G ×G, where g 7→ (g, g), induces a homomorphism of k-algebras
kG → kG ⊗k kG; see Exercise 1. Restriction the kG ⊗k kG along this map gives
the diagonal action on M ⊗k N .
In what follows M ⊗k N will always denote this kG-module. This is not to
be confused with action of kG-action on M ⊗k N induced by M (in which case,
one gets a direct sum of dimkN copies ofM), or the one induced by N . These are
also important and arise naturally; see Definition 1.31.
We note that there is a kG-linear isomorphism
M ⊗k N ∼= N ⊗k M
defined by m⊗ n 7→ n⊗m.
In the same vein, Homk(M,N) is a kG-module with diagonal action, where
for g ∈ G and α ∈ Homk(M,N) one has
(g · α)(m) = gα(g−1m) for m ∈M .
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Definition 1.27. For each kG-module M the subset
MG = {m ∈M | gm = m for all g ∈ G}
is a submodule, called the invariant submodule of M .
The augmentation of kG is the homomorphism of k-algebras
ε : kG→ k where ε(∑
g∈G
cgg
)
=
∑
g∈G
cg .
That this is a homomorphism of k-algebras can be checked directly, or by noting
that it is induced by the constant homomorphism G→ {1} of groups. The kernel
of ε is the (two-sided) ideal
⊕
g k(g− 1), where the sum runs over all g ∈ G \ {1}.
The kG-module structure on k thus obtained is called the trivial one. It is
immediate from the description of Ker(ε) that there is identification
HomkG(k,M) =M
G .
In particular, the functor defined on objects byM 7→MG is left exact; right exact-
ness is equivalent to the projectivity of k as a kG-module; see also Theorem 1.33.
Remark 1.28. It is easy to verify that for any kG-modules M and N one has
HomkG(M,N) = Homk(M,N)
G .
Recall that kG acts on Homk(M,N) diagonally; see Definition 1.26.
For each kG-module L, the adjunction isomorphism of k-vector spaces:
Homk(L,Homk(M,N)) ∼= Homk(L⊗k M,N)
is compatible with the kG-module structures; this can (and should) be verified
directly. Applying (−)G to it yields the adjunction isomorphism:
HomkG(L,Homk(M,N)) ∼= HomkG(L⊗k M,N) . (1.29)
The adjunction isomorphism has the following remarkable consequence.
Proposition 1.30. For any projective kG-module P the kG-modules M ⊗k P and
P ⊗k M are projective.
Note: The kG-modules M ⊗k kG and kG⊗kM are even free; see Exercise 5.
Proof. The functors Homk(M,−) and HomkG(P,−) of kG-modules are exact and
hence so is their composition HomkG(P,Homk(M,−)). The latter is isomorphic
to HomkG(P ⊗k M,−), by the adjunction isomorphism (1.29), so one deduces
that the kG-module P ⊗k M is projective. It remains to note that this module is
isomorphic, as a kG-module, to M ⊗k P . 
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Definition 1.31. Let H ≤ G be a subgroup and ι : kH ⊆ kG the induced inclusion
of k-algebras.
Restriction of scalars along ι endows each kG-module M with a structure of
a kH-module, denoted M↓H . One thus gets a restriction functor
(−)↓H : Mod kG→ Mod kH .
This functor is evidently exact. Base change along ι induces a functor
(−)↑G = kG⊗kH − : Mod kH → Mod kG .
This functor is called induction; it is also exact, because kG is a free kH-module;
see Exercise 8. One can, and does, also consider the coinduction functor
HomkH(kG,−) : Mod kH → Mod kG .
For any kH-module L there is a natural isomorphism HomkH(kG,L) ∼= L↑G of
kG-modules. The version of the adjunction
HomkG(L↑G,M) ∼= HomkH(L,M↓H) . (1.32)
is called Frobenius reciprocity.
1.2.1 Structure of the ring kG
Next we recall some of the salient features and results about the group algebra.
The starting point is a souped-up version of Maschke’s Theorem.
Theorem 1.33. The following conditions are equivalent.
(1) The ring kG is semi-simple.
(2) The trivial module k is projective.
(3) The functor (−)G on Mod kG is exact.
(4) char k does not divide |G|.
Proof. The implication (1) =⇒ (2) is clear.
(2) =⇒ (4) Let ε : kG → k be the augmentation homomorphism, which
defines the trivial action on k. When k is projective there exists a homomorphism
σ : k → kG of kG-modules such that ε ◦ σ = idk. Write
σ(1) =
∑
g∈G
cgg .
For each h ∈ G one has σ(1) = σ(h−1.1) = h−1∑g∈G cgg. So comparing coeffi-
cients of the identity element in G one gets that ch = c1. Thus, σ(1) = c1
∑
g∈G g
so that in k there is an equality 1 = εσ(1) = c1|G|; in particular |G| 6= 0.
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(4) =⇒ (3) Let M be a kG-module. Consider the map
ρ : M →M where ρ(m) = 1|G|
∑
g∈G
gm.
A straightforward computation shows that this map is kG-linear and an identity
when restricted toMG, the submodule of invariants. The construction is evidently
functorial, which means that (−)G is a direct summand of the identity functor,
and since the latter is exact so is the former.
(3) =⇒ (1) It suffices to prove that any epimorphismM։N of kG-modules
splits. Any such map induces an epimorphism Homk(N,M)։Homk(N,N), and
hence, since (−)G is exact, also an epimorphism
HomkG(N,M) = Homk(N,M)
G
։Homk(N,N)
G = HomkG(N,N) .
Then the identity on N lifts to a kG-linear map N →M , as desired. 
In any characteristic, the group algebra kG has the following properties:
• The Krull–Remak–Schmidt theorem holds in mod kG.
• The group algebra kG is self-injective, meaning, that it is injective as a
module over itself. A proof of this assertion is sketched in Theorem 1.3, and
also part of Monday’s exercises.
• There are canonical bijections of isomorphism classes
{
Simple modules
}↔ { indecomposable
projectives
}
↔
{
indecomposable
injectives
}
where Artin–Wedderburn theory gives the one on the left, and the one on
the right holds by self-injectivity of kG.
Given these properties, it is not hard to prove the following characterization
of p-groups; for a proof, see, for instance, [37, (1.5) and (1.6)].
Proposition 1.34. The following conditions are equivalent.
(1) The ring kG is local; i.e. it has a unique maximal ideal.
(2) The trivial module k is the only simple module.
(3) G is a p-group. 
1.2.2 Group cohomology
In the remainder of this section we assume char k divides |G|; equivalently, (−)G
is not exact; see Theorem 1.33. For each kG-module M and integer n, the nth
cohomology of G with coefficients in M is the k-vector space:
Hn(G;M) = ExtnkG(k,M) .
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We speak of Hn(G; k) as the cohomology of G. Yoneda composition induces on
the graded k-vector space H∗(G; k) the structure of a k-algebra, and on H∗(G;M)
the structure of a graded right H∗(G, k)-module.
Recall that a graded ring R is said to be graded commutative if
a · b = (−1)|a||b|b · a for all a, b ∈ A.
Here is a remarkable feature of the cohomology algebra of a group:
Proposition 1.35. The k-algebra H∗(G, k) is graded commutative. 
The key point is that kG is in fact a Hopf algebra, with diagonal induced by
the diagonal homomorphism G→ G×G; see, for instance, [37, Proposition 5.5 ].
The cohomology algebra of an elementary abelian group is easy to compute,
and has been known for long; see [25, Chapter XII, §7]. We give the argument
for 2-groups; see Section 2.3 for a different perspective on this computation and a
more detailed discussion of the group cohomology algebra.
Proposition 1.36. Let G = (Z/2)r and char k = 2. Then H∗(G, k) is a polynomial
algebra over k on r variables each of degree one:
H∗(G, k) ∼= k[y1, . . . , yr] where |yi| = 1 .
Proof. Consider first the case where r = 1, so G = Z/2. The claim is then that
there is an isomorphism of k-algebras H∗(G; k) ∼= k[y], where |y| = 1. Indeed, the
group algebra kG is then isomorphic to k[x]/(x2), and the complex
· · · → kG x−→ kG x−→ kG→ 0 ,
is a free resolution of the trivial kG-module k. It follows that ExtnkG(k, k)
∼= k for
each n ≥ 0, and that the class of the extension
0→ k η−→ kG ε−→ k → 0 ,
where η(1) = x and ε is the augmentation, generates H∗(G, k) as a k-algebra.
The structure of the cohomology algebra for r ≥ 1 then follows from repeated
applications of the Ku¨nneth isomorphism:
ExtA⊗kB(k, k)
∼= ExtA(k, k)⊗k ExtB(k, k)
where A and B are augmented k-algebras; see [25, Chapter XI]. 
Here is the corresponding result for odd primes. It can be proved along the
same lines as the preceding one.
Proposition 1.37. Let p be an odd prime, G = (Z/p)r and char k = p. Then
H∗(G, k) is the tensor product of an exterior algebra in r variables in degree one
and a polynomial algebra in r variables in degree two:
H∗(G, k) ∼= (
∧ r⊕
i=1
kyi)⊗k k[z1, . . . , zr] where |yi| = 1 and |zi| = 2 .
1.3. Triangulated categories 15
1.3 Triangulated categories
This lecture provides a quick introduction to triangulated categories. We give
definitions and explain the basic concepts. The triangulated categories arising in
this work are always algebraic which means that they are equivalent to the stable
category of some Frobenius category. We do not use this fact explicitly, but it
helps sometimes to understand the triangulated structure.
Triangulated categories were introduced by Verdier in his thesis which was
published posthumously [54]; it is still an excellent reference. Another source for
the material in this section is [42]. For the material on exact categories and Frobe-
nius categories see Happel [33] and also Bu¨hler’s survey article [22].
1.3.1 Triangulated categories
Let T be an additive category together with a fixed equivalence Σ: T
∼−→ T, which
one calls shift or suspension. A triangle in T is a sequence (α, β, γ) of morphisms
X
α−→ Y β−→ Z γ−→ ΣX ,
and a morphism between triangles (α, β, γ) and (α′, β′, γ′) is a triple (φ1, φ2, φ3)
of morphisms in T making the following diagram commutative.
X
α //
φ1

Y
β
//
φ2

Z
γ
//
φ3

ΣX
Σφ1

X ′
α′ // Y ′
β′
// Z ′
γ′
// ΣX ′
The category T is called triangulated if it is equipped with a class of distinguished
triangles (called exact triangles) satisfying the following conditions.
(T1) Any triangle isomorphic to an exact triangle is exact. For each object X , the
triangle 0 → X id−→ X → 0 is exact. Each morphism α fits into an exact
triangle (α, β, γ).
(T2) A triangle (α, β, γ) is exact if and only if (β, γ,−Σα) is exact.
(T3) Given exact triangles (α, β, γ) and (α′, β′, γ′), each pair of morphisms φ1 and
φ2 satisfying φ2α = α
′φ1 can be completed to a morphism of triangles:
X
α //
φ1

Y
β
//
φ2

Z
γ
//
φ3

ΣX
Σφ1

X ′
α′ // Y ′
β′
// Z ′
γ′
// ΣX ′
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(T4) Given exact triangles (α1, α2, α3), (β1, β2, β3), and (γ1, γ2, γ3) with γ1 =
β1α1, there exists an exact triangle (δ1, δ2, δ3) making the following diagram
commutative.
X
α1 // Y
α2 //
β1

U
α3 //
δ1

ΣX
X
γ1
// Z
γ2
//
β2

V
γ3
//
δ2

ΣX
Σα1

W
β3

W
δ3

β3 // ΣY
ΣY
Σα2 // ΣU
The axiom (T4) is known as octahedral axiom because the four exact triangles
can be arranged in a diagram having the shape of an octahedron. The exact
triangles A→ B → C → ΣA are represented by faces of the form
C
+
~~
~
~~
~
A // B
__@@@@@@@
and the other four faces are commutative triangles.
Let us give a more intuitive formulation of the octahedral axiom which is
based on the notion of a homotopy cartesian square. Call a commutative square
X
α′ //
α′′

Y ′
β′

Y ′′
β′′
// Z
homotopy cartesian if there exists an exact triangle
X
[
α′
α′′
]
−−−−→ Y ′ ∐ Y ′′ [β
′ −β′′ ]−−−−−−→ Z γ−→ ΣX.
The morphism γ is called a differential of the homotopy cartesian square. Note
that a differential of the homotopy cartesian square changes its sign if the square
is flipped along the main diagonal.
Assuming (T1)–(T3), one can show that (T4) is equivalent to the following
condition; see [42, §2.2].
1.3. Triangulated categories 17
(T4′) Every pair of morphisms X → Y and X → X ′ can be completed to a
morphism
X //

Y //

Z // ΣX

X ′ // Y ′ // Z // ΣX ′
between exact triangles such that the left hand square is homotopy cartesian
and the composite Y ′ → Z → ΣX is a differential.
1.3.2 Categories of complexes
Let A be an additive category. A complex in A is a sequence of morphisms
· · · → Xn−1 d
n−1
−−−→ Xn d
n
−→ Xn+1 → · · ·
such that dn ◦ dn−1 = 0 for all n ∈ Z. A morphism φ : X → Y between complexes
consists of morphisms φn : Xn → Y n with dnY ◦φn = φn+1 ◦ dnX for all n ∈ Z. The
complexes form a category which we denote by C(A).
A morphism φ : X → Y is null-homotopic if there are morphisms ρn : Xn →
Y n−1 such that φn = dn−1Y ◦ ρn+ρn+1 ◦ dnX for all n ∈ Z. Morphisms φ, ψ : X → Y
are homotopic if φ− ψ is null-homotopic.
The null-homotopic morphisms form an ideal I in C(A), that is, for each pair
X,Y of complexes a subgroup
I(X,Y ) ⊆ HomC(A)(X,Y )
such that any composite ψ ◦φ of morphisms in C(A) belongs to I if φ or ψ belongs
to I. The homotopy category K(A) is the quotient of C(A) with respect to this
ideal. Thus
HomK(A)(X,Y ) = HomC(A)(X,Y )/I(X,Y )
for every pair of complexes X,Y .
Given any complex X , its suspension or shift is the complex ΣX with
(ΣX)n = Xn+1 and dnΣX = −dn+1X .
This yields an equivalence Σ: K(A)
∼−→ K(A). The mapping cone of a morphism
α : X → Y of complexes is the complex Z with Zn = Xn+1 ∐ Y n and differential[−dn+1X 0
αn+1 dnY
]
The mapping cone fits into a mapping cone sequence
X
α−→ Y β−→ Z γ−→ ΣX
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which is defined in degree n by the following sequence.
Xn
αn−−→ Y n [
0
id ]−−−→ Xn+1 ∐ Y n [− id 0 ]−−−−−→ Xn+1
By definition, a triangle in K(A) is exact if it is isomorphic to a mapping cone
sequence as above. It is straightforward to verify the axioms (T1)–(T4). Thus
K(A) is a triangulated category.
1.3.3 Exact categories
Let A be an exact category in the sense of Quillen [50]. Thus A is an additive
category, together with a distinguished class of sequences
0→ X α−→ Y β−→ Z → 0
which are called exact . The exact sequences satisfy a number of axioms. In particu-
lar, the morphisms α and β in each exact sequence as above form a kernel-cokernel
pair , that is α is a kernel of β and β is a cokernel of α. A morphism in A which
arises as the kernel in some exact sequence is called admissible mono; a mor-
phism arising as a cokernel is called admissible epi . A full subcategory B of A is
extension-closed if every exact sequence in A with endterms in B belongs to B.
Remark 1.38. (1) Any abelian category is exact with respect to the class of all
short exact sequences.
(2) Any full and extension-closed subcategory B of an exact category A is
exact with respect to the class of sequences which are exact in A.
(3) Any small exact category arises, up to an exact equivalence, as a full and
extension-closed subcategory of a module category.
1.3.4 Frobenius categories
Let A be an exact category. An object P is called projective if the induced map
HomA(P, Y )→ HomA(P,Z) is surjective for every admissible epi Y → Z. Dually,
an object Q is injective if the induced map HomA(Y,Q)→ HomA(X,Q) is surjec-
tive for every admissible mono X → Y . The category A has enough projectives if
every object Z admits an admissible epi Y → Z with Y projective. And A has
enough injectives if every object X admits an admissible mono X → Y with Y
injective. Finally, A is called a Frobenius category, if A has enough projectives and
enough injectives and if both coincide.
Example 1.39. (1) Let A be an additive category. Then A is an exact category with
respect to the class of all split exact sequences in A. All objects are projective and
injective, and A is a Frobenius category.
(2) Let A be an additive category. The category C(A) of complexes is exact
with respect to the class of all sequences 0 → X → Y → Z → 0 such that
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0 → Xn → Y n → Zn → 0 is split exact for all n ∈ Z. A typical projective and
injective object is a complex of the form
IA : · · · → 0→ A id−→ A→ 0→ · · ·
for some A in A. There is an obvious admissible mono X → ∏n∈Z Σ−nIXn and
also an admissible epi
∐
n∈ZΣ
−n−1IXn → X . Also,∐
n∈Z
Σ−nIXn ∼=
∏
n∈Z
Σ−nIXn .
Thus C(A) is a Frobenius category. For a conceptual explanation, see Exercise 22
at the end of this chapter.
(3) Let k be a field and A a finite dimensional self-injective k-algebra. Then
injective and projective A-modules coincide. Thus the category of A-modules is a
Frobenius category.
1.3.5 The stable category of a Frobenius category
Let A be a Frobenius category. The stable category S(A) is by definition the quo-
tient of A with respect to the ideal I of morphisms which factor through an
injective object. Thus the objects of S(A) are the same as in A and
HomS(A)(X,Y ) = HomA(X,Y )/I(X,Y )
for all X,Y in A.
We define a triangulated structure for S(A) as follows. Choose for each X in
A an exact sequence
0→ X → E → ΣX → 0
such that E is injective. One obtains an equivalence Σ: S(A)
∼−→ S(A) by sending
X to ΣX . This equivalence serves as suspension. Every exact sequence 0→ X →
Y → Z → 0 fits into a commutative diagram with exact rows
0 // X
α // Y
β
//

Z //
γ

0
0 // X // E // ΣX // 0
such that E is injective. A triangle in S(A) is by definition exact if it isomorphic
to a sequence of morphisms
X
α−→ Y β−→ Z γ−→ ΣX
as above.
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Proposition 1.40. The stable category of a Frobenius category is triangulated.
Proof. It is easy to verify the axioms, once one observes that every morphism
in S(A) can be represented by an admissible mono in A. Note that a homotopy
cartesian square can be represented by a pull-back and push-out square. This gives
a proof for (T4′). We refer to [33, §I.2] for details. 
Example 1.41. (1) Let A be a finite dimensional and self-injective algebra. Then
the category of A-modules ModA is a Frobenius category, and we write StModA
for the stable category S(ModA).
(2) The category of complexes C(A) of an additive category A is a Frobenius
category with respect to the degreewise split exact sequences. The morphisms
factoring through an injective object are precisely the null-homotopic morphisms.
Thus the stable category of C(A) coincides with the homotopy category K(A). Note
that the triangulated structures which have been defined via mapping cones and
via exact sequences in C(A) coincide.
1.3.6 Exact and cohomological functors
An exact functor T→ U between triangulated categories is a pair (F, η) consisting
of a functor F : T→ U and a natural isomorphism η : F ◦ΣT → ΣU ◦F such that
for every exact triangle X
α−→ Y β−→ Z γ−→ ΣX in T the triangle
FX
Fα−−→ FY Fβ−−→ FZ ηX ◦Fγ−−−−−→ Σ(FX)
is exact in U.
Example 1.42. An additive functor A→ B induces an exact functor K(A)→ K(B).
A functor T→ A from a triangulated category T to an abelian category A is
cohomological if it sends each exact triangle in T to an exact sequence in A.
Example 1.43. For each object X in T, the representable functors
HomT(X,−) : T→ Ab and HomT(−, X) : Top → Ab
into the category Ab of abelian groups are cohomological functors.
1.3.7 Thick subcategories
Let T be a triangulated category. A non-empty full subcategory S is a triangulated
subcategory if the following conditions hold.
(S1) ΣnX ∈ S for all X ∈ S and n ∈ Z.
(S2) Let X → Y → Z → ΣX be an exact triangle in T. If two objects from
{X,Y, Z} belong to S, then also the third.
A triangulated subcategory S is thick if in addition the following condition holds.
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(S3) Every direct factor of an object in S belongs to S, that is, a decomposition
X = X ′ ∐X ′′ for X ∈ S implies X ′ ∈ S.
A triangulated subcategory S inherits a canonical triangulated structure from T.
Example 1.44. Let F : T→ U be an exact functor between triangulated categories.
Then the full subcategory KerF , called the kernel of F , consisting of the objects
annihilated by F forms a thick subcategory of T.
1.3.8 Derived categories
Let A be an abelian category. Given a complex
· · · → Xn−1 d
n−1
−−−→ Xn d
n
−→ Xn+1 → · · ·
in A, the cohomology in degree n is by definition the object
HnX = Ker dn/ Im dn−1.
A morphism φ : X → Y of complexes induces, for each n ∈ Z, a morphism
Hnφ : HnX → HnY ;
if these are all isomorphisms, then φ is said to be a quasi-isomorphism. Note that
morphisms φ, ψ : X → Y are homotopic, then Hnφ = Hnψ for all n.
The derived category D(A) of A is obtained from K(A) by formally inverting
all quasi-isomorphisms. To be precise, one defines
D(A) = K(A)[S−1]
as the localisation of K(A) with respect to the class S of all quasi-isomorphisms.
Proposition 1.45. The derived category D(A) carries a unique triangulated struc-
ture such that the canonical functor K(A)→ D(A) is exact. 
We identify any object X in A with the complex having X concentrated in
degree zero. This yields a functor A→ D(A) which induces for all objects X,Y in
A and n ∈ Z an isomorphism
ExtnA(X,Y )
∼−→ HomD(A)(X,ΣnY ).
For example, the functor sends each exact sequence η : 0→ A α−→ B β−→ C → 0 in
A to an exact triangle A
α−→ B β−→ C γ−→ ΣA. The above isomorphism maps the
class in Ext1A(C,A) representing η to γ : C → ΣA.
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1.3.9 Compact objects
Let T be a triangulated category and suppose that T admits set-indexed coprod-
ucts. A localising subcategory of T is a full triangulated subcategory that is closed
under taking coproducts. We write LocT(C) for the smallest localising subcategory
containing a given class of objects C in T, and call it the localising subcategory
generated by C. In the same vein, we write ThickT(C) for the smallest thick sub-
category containing C, and call it the thick subcategory generated by C.
An object X in T is compact if the functor HomT(C,−) commutes with all
coproducts. This means that each morphism X → ∐i∈I Yi in T factors through
X → ∐i∈J Yi for some finite subset J ⊆ I. We write Tc for the full subcategory
of compact objects in T. Note that Tc is a thick subcategory of T.
The category T is compactly generated if it is generated by a set of compact
objects, that is, T = LocT(C) for some set C ⊆ Tc. The following result provides a
useful criterion for compact generation. The proof uses the Brown representability
theorem, which we will learn about in Section 2.2.
Proposition 1.46. Let C be a set of compact objects of T. Then LocT(C) = T if
and only if for each non-zero object X ∈ T there are C ∈ C and n ∈ Z such that
HomT(Σ
nC,X) 6= 0.
Proof. Assume LocT(C) = T and fix an objectX ∈ T. The objects V ∈ T satisfying
HomT(Σ
nV,X) = 0 for all n ∈ Z form a localising subcategory of T. If this
localising subcategory contains C, then X = 0.
As to the converse, Corollary 2.13 yields that the inclusion LocT(C) → T
admits a right adjoint; we denote this by Γ . Given any object X ∈ T, this yields a
universal morphism ΓX → X . Completing this to an exact triangle ΓX → X →
X ′ → produces an object X ′ satisfying HomT(V,X ′) = 0 for all V ∈ LocT(C).
Thus X ′ = 0 and therefore X belongs to LocT(C). 
Example 1.47. (1) Let A be any ring and D(ModA) its derived category. Since
HomD(ModA)(Σ
nA,X) = H−n(X), it follows that A viewed as complex concen-
trated in degree zero is a compact object; it is also a generator, by Proposition 1.46.
Thus the derived category is compactly generated. The compact objects are de-
scribed in Theorem 2.2
(2) Let A be a finite dimensional and self-injective algebra. Then ModA
is a Frobenius category and the corresponding stable category StModA is com-
pactly generated. An object is compact if and only if it is isomorphic to a finitely
generated A-module. Thus the inclusion modA → ModA induces an equivalence
stmodA
∼−→ (StModA)c.
Indeed, ModA with exact structure given by exact sequences of modules is a
Frobenius category, with projectives the projective A-modules; see Example 1.41.
Its stable category is thus triangulated with suspension Ω−1, by the discussion in
Section 1.3.5. The simple A-modules form a set of compact generators. This follows
from Proposition 1.46. The thick subcategory generated by all simple A-modules
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coincides with stmodA, and this yields the description of the compact objects of
StModA, by Theorem 1.48 below.
The result below, attributed to Ravenel [51], is extremely useful in identifying
compact objects in triangulated categories; see [45, Lemma 2.2] for a proof.
Theorem 1.48. Let C and D be compact objects in a triangulated category T. If
D is in LocT(C), then it is already in ThickT(C). In particular, if C is a compact
generator for T, then the class of compact objects in T is precisely ThickT(C). 
1.4 Exercises
In the following exercises k is a field, G a finite group, and M,N are kG-modules.
Keep in mind that the kG action on M ⊗k N is via the diagonal. In what follows
chark denotes the characteristic of k.
(1) LetH be a finite group. Prove that the canonical homomorphismsG→ G×H
and H → G×H of groups induce an isomorphism of k-algebras:
kG⊗k kH
∼=−−→ k[G×H ] .
(2) Let G = 〈g1, . . . , gr〉 ∼= (Z/p)r and set xi = gi − 1, in kG. Prove that if
char k = p, then kG is isomorphic as a k-algebra to
k[x1, . . . , xr]/(x
p
1, . . . , x
p
r) .
(3) Describe the centre of the ring kG, for a general group G.
(4) Let pi : kG→ k be the k-linear map defined on the basis G by pi(1) = 1 and
pi(g) = 0 for g 6= 1. Verify that the following map is a kG-linear isomorphism.
kG→ Homk(kG, k) where g 7→ [h 7→ pi(g−1h)] .
This proves that kG is a self-injective algebra.
(5) Verify that the following maps are kG-linear isomorphisms.
M → k ⊗k M where m 7→ 1⊗m ;
M↓1↑G → kG⊗k M where g ⊗m 7→ g ⊗ gm .
The second isomorphism implies that kG⊗k M is a free kG-module.
(6) Verify that the following maps are kG-linear monomorphisms:
M → kG⊗k M where m 7→
∑
g∈G
g ⊗m ;
M →M↓1↑G where m 7→
∑
g∈G
g ⊗ g−1m.
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Since M↓1↑G is free, it follows that each module embeds into a free one, in
a canonical way.
(7) Prove that a kG-module M is projective if and only if it is injective. Hint:
use (4)—(6). It is also true that M is projective if and only if it is flat.
(8) Let H be a subgroup of G. Prove that kG is free as a kH-module, both on
the left and on the right, and describe bases.
(9) Let G be a finite p-group and char k = p. For any non-zero element m ∈ M
the Fp-subspace of M spanned by {gm | g ∈ G} is finite dimensional, and so
has pn elements for some n. Show that some non-zero element of this set is
fixed by G. Deduce that the trivial module is the only simple kG-module.
(10) Let G = (Z/p)r and char k = p. Describe J(kG), the Jacobson radical of kG,
and show that J(kG)/J2(kG) is a vector space of dimension r over k. Prove
that there is a natural isomorphism of k-vector spaces
H1(G, k) ∼= Homk(J(kG)/J2(kG), k) .
(11) Let G = 〈g | gpn = 1〉 ∼= Z/pn with n > 1 and char k = p. Use Jordan
canonical form to show that a finitely generated kG-module is free if and
only if its restriction to the subgroup
H = 〈gpn−1〉 ∼= Z/p
is free. This is a case of Chouinard’s theorem.
In the following exercises, assume the field k is algebraically closed.
(12) Write (Z/2)2 = 〈g1, g2〉 and assume chark = 2. For each λ ∈ k, compute the
rank variety of the following module Mλ:
g1 7→
(
1 0
1 1
)
g2 7→
(
1 0
λ 1
)
Deduce that the Mλ are non-isomorphic for different values of λ.
(13) Write (Z/3)2 = 〈g1, g2〉 and assume chark = 3. For each λ ∈ k, compute the
rank variety of the following module Mλ:
g1 7→
1 0 01 1 0
0 1 1
 g2 7→
1 0 0λ 1 0
0 λ 1

Prove that the Mλ are non-isomorphic for different values of λ.
(14) Generalise the last question to (Z/p)2 in characteristic p, and deduce that
there are infinitely many isomorphism classes of p-dimensional modules.
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(15) Write (Z/2)4 = 〈g1, g2, g3, g4〉 and assume chark = 2. Compute the rank
variety of the following module:
g1 7→

1 0 0 0
0 1 0 0
1 0 1 0
0 0 0 1
 g2 7→

1 0 0 0
0 1 0 0
0 1 1 0
0 0 0 1

g3 7→

1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1
 g4 7→

1 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1
 .
(16) Let G = 〈g1, . . . , gr〉 ∼= (Z/2)r for some r > 1 and assume char k = 2. Set
K = k(t1, . . . , tr), a transcendental extension of k and let M = K ⊕K as a
k-vector space, with G-action given by
gi 7→
(
I 0
tiI I
)
.
Prove that M is not free, but that its restriction to every cyclic shifted
subgroup of G is free.
Hint for the first part: if i 6= j then (gi − 1)(gj − 1) acts as zero.
(17) Let T be a triangulated category. Prove that for each object X in T, the con-
travariant representable functor HomT(−, X) and the covariant representable
functor HomT(X,−) are cohomological.
(18) Prove that the class of compact objects in a triangulated category admitting
arbitrary coproducts form a thick subcategory.
(19) Prove: In a triangulated category any coproduct of exact triangles is exact.
(20) Prove that given an adjoint pair of functors between triangulated categories,
one of the functors is exact if and only if the other is.
(21) Let A be an additive category. Prove that A is a Frobenius category with
exact structure given by the split short exact sequences in A.
(22) Let A be an additive category and C(A) the category of complexes over A,
with morphisms the degree zero chain maps. Prove that C(A) is a Frobenius
category, with exact structure given by the degreewise split exact sequences.
Hint: One can deduce this from general principles as follows. The functor
F : C(A)→∏n∈Z A forgetting the differential is exact. Here we use the exact
structure on
∏
n∈Z A coming from the additive structure. The functor F
has a left adjoint Fλ and a right adjoint Fρ. Thus Fλ sends projectives to
projectives, while Fρ sends injectives to injectives. For each complex X , the
counit FλFX → X is an admissable epi, and the unit X → FρFX is an
admissable mono.
26 Chapter 1. Monday
(23) Let F : T → U be an exact functor between triangulated categories that
admit set-indexed coproducts. Suppose also that T is compactly generated
by a compact object C. Then F is an equivalence of triangulated categories
if and only if F induces a bijection
HomT(C,Σ
nC)
∼−→ HomU(FC,ΣnFC)
for all n ∈ Z, and LocU(FC) = U.
Hint: See [11, Lemma 4.5].
2 Tuesday
The highlights of this chapter are Hopkins’ theorem on perfect complexes over
commutative noetherian ring, which is the content of Section 2.1, and its analogue
in modular representation theory, proved by Benson, Carlson, and Rickard; this
appears in Section 2.3. This requires a discussion of appropriate notions of support;
for commutative rings, this is based on the material from Appendix A., while for
modules over group algebras, one requires more sophisticated tools, from homotopy
theory, and these are discussed in Section 2.2.
2.1 Perfect complexes over commutative rings
In this lecture A will denote a commutative noetherian ring. Good examples to
bear in mind are polynomial rings over fields, their quotients, and localisations.
We write ModA for the category of A-modules, and modA for its full subcategory
of finitely generated A-modules.
Keeping with the convention in these notes, complexes of A-modules will be
upper graded:
· · · →M i−1 d
i−1
−−−→M i d
i
−→M i+1 → · · ·
The nth suspension of M is denoted ΣnM ; thus for each i ∈ Z one has
(ΣnM)i =Mn+i and dΣ
nM = (−1)ndM .
We write H∗(M) for the total cohomology
⊕
n∈ZH
n(M) of such a complex. It is
viewed as a graded module over the ring A.
Let D(A) denote the derived category of the category of A-modules, viewed as
a triangulated category with Σ as the translation functor. Let Db(modA) denote
the bounded derived category of finitely generated A-modules. Sometimes it is
convenient to identify Db(modA) with the full subcategory
{M ∈ D(A) | the A-module H∗(M) is finitely generated}
of D(A) consisting of complexes with finitely generated cohomology.
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2.1.1 Perfect complexes
We focus on thick subcategories of Db(modA). Recall that a non-empty subcat-
egory C ⊆ Db(modA) is said to be thick if it is closed under exact triangles,
suspensions, and retracts.
Our interest in thick subcategories of Db(modA) stems from the fact that
they are kernels of exact and cohomological functors. In addition most “reason-
able” homological properties of complexes give rise to thick subcategories; you
may take this as the definition of a reasonable property. A central problem which
motivates the techniques and results discussed in this lectures is:
Problem: Classify the thick subcategories of Db(modA).
In the course of these lectures you will encounter solutions to this problem
for important classes of rings. In this lecture, we present a classification theorem
for a small piece of the bounded derived category of a commutative ring.
Definition 2.1. Let M be a complex of A-modules. We write Thick(M) for the
smallest (with respect to inclusion) thick subcategory of D(A) containing M .
An intersection of thick subcategories is again thick, so Thick(M) equals
the intersection of all thick subcategories of D(A) containing M . The objects in
Thick(M) are the complexes that can be finitely built out of M using finite direct
sums, suspensions, exact triangles, and retracts. See [2, §2] for a more precise and
constructive definition.
When H∗(M) is finitely generated, Thick(M) is contained in Db(modA), for
the latter is a thick subcategory of D(A).
Theorem 2.2. Let M be in D(A). The following conditions are equivalent:
(1) M is in Thick(A).
(2) M is isomorphic in D(A) to a bounded complex 0→ P i → · · · → P s → 0 of
finitely generated projective A-modules.
(3) M is a compact object in D(A).
In commutative algebra any bounded complex of projective modules, as in
(2), is said to be perfect . We apply this terminology to any complex isomorphic
to such a complex, and so, given the result above, speak of Thick(A) as the sub-
category of perfect complexes in D(A).
Proof. Note that HomD(A)(A,X) = H
0(X) for any complex X of A-modules.
(1) =⇒ (3) It follows from the identification above that A is a compact ob-
ject, for H0(−) commutes with arbitrary coproducts. The class of compact objects
in any triangulated category, in particular, in D(A), form a thick subcategory—this
was an exercise in Chapter 1. Thus Thick(A) consists of compact objects.
(3) =⇒ (1) Since A is compact in D(A) and generates it (see Example 1.47),
this implication follows from Theorem 1.48.
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(1) =⇒ (2) Using the Horseshoe Lemma [55, Lemma 2.2.8], it is a straight-
forward exercise to prove that the complexes as in (2) from a thick subcategory.
Since A is evidently contained in it, so is all of Thick(A).
(2) =⇒ (1) Since Thick(A) is closed under finite sums, it contains An for
each n ≥ 1. Since it is closed also under direct summands, it contains all finitely
generated projectives, and also their shifts.
Any complex of the form P := 0 → P i → · · · → P s → 0 fits into an exact
sequence of A-modules
0→ Σ−sP s → P → P6s−1 → 0
Thus, an induction on the number of non-zero components of P yields that P ,
and hence anything isomorphic to it, is in Thick(A). 
Remark 2.3. There is an inclusion Thick(A) ⊆ Db(modA). In view of the impli-
cation (1) =⇒ (2) of the preceding result, equality holds if and only if eachM in
Db(modA) has a finite projective resolution. The latter condition is equivalent to
the statement that the ring A is regular , by a theorem of Auslander, Buchsbaum,
and Serre; see [43, Section 19] for the definition of a regular ring, and for a proof
of that theorem. We note only that fields are regular rings, and the regularity
property is inherited by localisations and polynomial extensions.
We are heading towards a description of the thick subcategories of Thick(A).
This involves a notion of support for complexes; what is described below is an
extension of “big support” of modules defined in Appendix A.
2.1.2 Support
Recall that the Zariski spectrum of the ring A is the set
SpecA = {p ⊆ A | p is a prime ideal}
with topology where the closed sets are V(a) = {p ∈ SpecA | p ⊇ a}, where a is
an ideal in A. For each M in D(A) we set
SuppAM = {p ∈ SpecA | H∗(Mp) 6= 0}
Note that passing to cohomology commutes with localisation:H∗(Mp) = H
∗(M)
p
.
The following properties of are readily verified.
(1) For each M ∈ Db(modA) one has
SuppAM = SuppAH
∗(M) = V(annAH∗(M)) .
In particular, SuppAM is a closed subset of SpecA.
(2) SuppAM = ∅ if and only if H
∗(M) = 0, that is to say, if M = 0 in D(A).
(3) SuppA(M ⊕N) = SuppAM
⋃
SuppAN
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(4) Given an exact triangle L→M → N → ΣL in D(modA) one has
SuppAM ⊆ SuppA L ∪ SuppAN .
Moreover, SuppA(ΣM) = SuppAM .
(5) SuppA(M ⊗LA N) = SuppAM ∩ SuppAN for all M,N in Db(modA).
Compare with properties of support for group representations in Section 1.1.7.
A routine verification, using the properties of support above, yields:
Lemma 2.4. For any subset U of SpecA, the full subcategory
CU = {M ∈ Db(modA) | SuppAM ⊆ U}
of Db(modA) is a thick subcategory. 
2.1.3 Koszul complexes
Let a be an element in the ring A. The Koszul complex on a is the complex
· · · → 0→ A a−−→ A→ 0 · · · →
of A-modules, where the non-zero components are in degree −1 and 0; remember
that the grading is cohomological. One can view it as the mapping cone of the
morphism of complexes A
a−→ A where A is viewed as a complex, in the usual way.
The Koszul complex on a with coefficients in a complex M is the mapping
cone of the morphism M
a−→M , namely, the graded module
ΣM ⊕M with differential
[−dM 0
a dM
]
In anticipation of analogous constructions in triangulated categories we denote
this complex M//a. One then has an mapping cone exact sequence of complexes
0→M →M//a→ ΣM → 0 .
The Koszul complex on a sequence of elements a = a1, . . . , an in A is defined by
iterating this construction: M//a =Mn, where M0 =M and
Mi =Mi−1//ai for i ≥ 1.
It is not hard to verify that there is an isomorphism of complexes
M//a ∼= (M//a1)⊗A · · · ⊗A (M//an) .
Indeed, this is one way to construct the Koszul complex; see [43, §16] for details.
Finally, given an ideal a of A, we let M//a denote a Koszul complex on some
generating set a1, . . . , an of a. It does depend on a; see, however, Lemma 3.11.
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Proposition 2.5. Let a be an ideal in A and M a complex of A-modules. The
following statements hold.
(1) M//a is in Thick(M); in particular, if M is perfect, so is M//a.
(2) SuppA(M//a) = SuppAM ∩ V(a) when M is in Db(modA).
(3) SuppA(A//a) = V(a).
Proof. It is clear from the mapping cone exact sequence that M finitely builds
M//a, for any element a ∈ A. An iteration yields (1). Moreover, (3) is a special
case of (2).
As to (2), it suffices to consider the case of one element a. Then the mapping
cone sequence yields in cohomology an exact sequence of graded R-modules:
0→ H∗(M)/aH∗(M)→ H∗(M//a)→ (0 :H∗(M) a)→ 0
The module on the right is the submodule of H∗(M) annihilated by (a); in par-
ticular, it is supported on SuppRM ∩ V(a). Moreover, since H∗(M) is finitely
generated, Nakayama’s Lemma yields the first equality below:
SuppR(H
∗(M)/aH∗(M)) = SuppRH
∗(M) ∩ V(a) = SuppRM ∩ V(a) .
Thus the exact sequence above yields SuppRH
∗(M//a) = SuppRM ∩ V(a). 
2.1.4 The theorem of Hopkins
We are now ready to discuss Hopkins’ theorem on perfect complexes.
Lemma 2.6. Let N be a complex in Db(modA). One then has SuppAM ⊆ SuppAN
for each M in Thick(N).
Proof. Apply Lemma 2.4 with U = SuppAN , noting that N is in CU . 
The converse of the preceding result does not hold in general.
Example 2.7. Let k be a field and set A = k[x]/(x2). One then has
SuppA k = SpecA = SuppAA ;
however, k is not in Thick(A) because, for example, k does not admit a finite
projective resolution.
It is a remarkable result, proved by Hopkins [35], see also Neeman [44], that
for perfect complexes Lemma 2.6 has a perfect converse.
Theorem 2.8 (Hopkins). If M and N are perfect complexes and there is an inclu-
sion SuppAM ⊇ SuppAN , then M ∈ Thick(N). 
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A proof of this result, following an idea of Neeman, will be given in Sec-
tion 5.1. For other proofs see [35], [44], and also [38].
A caveat: In Hopkins’ theorem it is crucial that both M and N are perfect.
Support over A cannot detect if one complex is built out of another, even for
complexes in Db(modA); see the exercises at the end of this chapter.
Corollary 2.9. When M is a perfect complex, Thick(M) = Thick(A//a) for any
ideal a with V(a) = SuppAM . 
We now explain how Hopkins’ theorem gives a classification of the thick
subcategories of perfect complexes. Recall that a subset V of SpecA is said to be
specialisation closed if it has the property that if q ⊇ p are prime ideals in A and
p is in V , then so is q. This is equivalent to the condition that V is a arbitrary
union of closed sets. For any subcategory C of Db(A), we set
SuppA C =
⋃
M∈C
SuppAM .
This is a specialisation closed subset of SpecR, as each SuppAM is closed.
Theorem 2.10. The assignment C 7→ SuppA C gives a bijection{
Thick subcategories
of perfect complexes
}
←→
{
Specialization closed
subsets of SpecA
}
Its inverse assigns V to the subcategory CV = {M ∈ Thick(A) | SuppAM ⊆ V}.
Proof. Let C be a thick subcategory of Thick(A) and set V = SuppA C. It is
clear that C ⊆ CV . For equality, it remains to prove that any perfect complex M
satisfying SuppAM ⊆ V is in C. This is a consequence of Theorem 2.8.
Indeed, for M as above, SuppAM is a closed set in SpecA, hence one can
find finitely many complexes in C, say N1, . . . , Nk, such that there is an inclusion
SuppAM ⊆
k⋃
i=1
SuppA(Ni)
= SuppAN , where N =
k⊕
i=1
Ni
The equality holds by properties of support. Since N is also perfect, one obtains
M ∈ Thick(N), by Theorem 2.8. It remains to note that Thick(N) ⊆ C, for the
latter is a thick subcategory and contains N .
Conversely, for any specialisation closed subset V of SpecA, there is evidently
an inclusion SuppA CV ⊆ V , while equality holds because, for any p ∈ V , the Koszul
complex A//p satisfies:
SuppA(A//p) = V(p) ⊆ V ,
and hence A//p is in CV . 
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2.2 Brown representability and localisation
In this section we introduce some technical tools that are important for the rest
of this seminar. The principal one is the Brown representability which provides an
abstract method for constructing objects in a triangulated category. For this it is
important to work in a triangulated category that admits set-indexed coproducts.
Localisation is a method to invert morphisms in a category. If the category
is triangulated, then each morphism σ : X → Y fits into an exact triangle X σ−→
Y → Z → ΣX , and an exact functor sends σ to an invertible morphism if and only
the cone Z is annihilated. Thus we can think of a localisation functor either as a
functor that inverts certain morphisms or as one that annihilates certain objects.
The objects that are killed by a localisation functor form a localising subcategory.
The first systematic treatment of localisation can be found in [32]. We follow
closely the exposition in [10, §3] and refer to [42] for further details.
2.2.1 Brown representability
The following result is known as Brown representability theorem and is due to
Keller [40] and Neeman [46]; it is a variation of a classical theorem of Brown [19]
from homotopy theory.
Theorem 2.11 (Brown). Let T be a compactly generated triangulated category. For
a functor H : Top → Ab the following are equivalent.
(1) The functor H is cohomological and preserves set-indexed coproducts.
(2) There exists an object X in T such that H ∼= HomT(−, X). 
The proof is in some sense constructive; it shows that any object in T arises
as the homotopy colimit of a sequence of morphisms
X0
φ0−→ X1 φ1−→ X2 φ2−→ · · ·
such that X0 and the cone of each φi is a coproduct of objects of the form Σ
nC,
with n ∈ Z and C an object from the set of compact objects generating T.
Here are some useful consequences of the Brown representability theorem.
The description of compact generation in Proposition 1.46 is another application.
Corollary 2.12. Each compactly generated triangulated category admits set-indexed
products.
Proof. Given a set of objects {Xi}i∈I in such a category T, apply the Brown
representability theorem to the functor Y 7→ ∏i∈I HomT(Y,Xi); check that it is
cohomological and takes set-indexed coproducts in T to products in Ab. 
Corollary 2.13. Let F : T→ U be an exact functor between triangulated categories
and suppose that T is compactly generated. Then F preserves set-indexed coprod-
ucts if and only if F admits a right adjoint.
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Proof. If F preserves set-indexed coproducts, then for each object X ∈ U the
functor HomU(F−, X) is representable by an object Y ∈ T. Sending X to Y
yields a right adjoint of F . The converse is clear, since each left adjoint preserves
set-indexed coproducts. 
2.2.2 Localisation functors
A functor L : C → C is called a localisation functor if there exists a morphism
η : IdC → L such that the morphism Lη : L → L2 is invertible and Lη = ηL.
Recall that a morphism µ : F → G between functors is invertible if and only if for
each object X the morphism µX : FX → GX is an isomorphism. Note that we
only require the existence of η; the actual morphism is not part of the definition
of L because it is determined by L up to a unique isomorphism L→ L.
A functor Γ : C → C is called colocalisation functor if its opposite functor
Γ op : Cop → Cop is a localisation functor. In this case there is a morphism θ : Γ →
IdC such that θΓ : Γ → Γ 2 is invertible and θΓ = Γθ.
The following lemma provides an alternative description of a localisation
functor. Given any class of morphisms S ⊆ MorC, the notation C[S−1] refers to
the universal category obtained from C by inverting all morphisms in S; see [32].
Lemma 2.14. Let L : C → C be a functor and η : IdC → L a morphism. The
following conditions are equivalent.
(1) The morphism Lη : L→ L2 is invertible and Lη = ηL.
(2) There exists an adjoint pair of functors F : C → D and G : D → C, with F
the left adjoint and G the right adjoint, such that G is fully faithful, L = GF ,
and η : IdC → GF is the adjunction morphism.
In this case, F : C→ D induces an equivalence C[S−1] ∼−→ D, where
S = {σ ∈ MorC | Fσ is invertible} = {σ ∈ MorC | Lσ is invertible}. 
Example 2.15. Let A be a commutative ring and denote by S−1A the localisation
with respect to a multiplicatively closed subset S ⊆ A. Consider the functors
F : ModA→ ModS−1A and G : ModS−1A→ ModA defined by
FM = S−1M =M ⊗A S−1A and GN = N .
Then the composite L = GF is a localisation functor.
2.2.3 Acyclic objects and local objects
Let T be a triangulated category which admits set-indexed products and coprod-
ucts. We write Σ for the suspension functor on T. Recall that a localising sub-
category of T is a full triangulated subcategory that is closed under taking all
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coproducts. Analogously, a colocalising subcategory of T is a full triangulated sub-
category that is closed under taking all products.
The kernel of an exact functor F : T→ T is the full subcategory
KerF = {X ∈ T | FX = 0} ,
while the essential image of F is the full subcategory
ImF = {X ∈ T | X ∼= FY for some Y in T}.
Let L : T → T be an exact localisation functor with morphism η : IdT → L
such that Lη = ηL is invertible. Note that the kernel of L is a localising subcat-
egory of T, because it coincides with the kernel of a functor that admits a right
adjoint by Lemma 2.14. Completing the natural morphism ηX : X → LX yields
for each object X in T a natural exact localisation triangle
ΓX −→ X −→ LX −→
This exact triangle gives rise to an exact functor Γ : T→ T with
KerL = ImΓ and KerΓ = ImL.
The objects in KerL are called L-acyclic and the objects in ImL are L-local .
The functor Γ is a colocalisation functor, and each colocalisation functor
on T arises in this way. This yields a natural bijection between localisation and
colocalisation functors on T. Note that KerΓ is a colocalising subcategory of T.
Given a subcategory C of T, consider full subcategories
⊥C = {X ∈ T | HomT(X,ΣnY ) = 0 for all Y ∈ C and n ∈ Z},
C⊥ = {X ∈ T | HomT(ΣnY,X) = 0 for all Y ∈ C and n ∈ Z}.
Evidently, ⊥C is a localising subcategory, and C⊥ is a colocalising subcategory.
The next lemma summarises basic facts about localisation and colocalisation.
Proposition 2.16. Let T be a triangulated category and S a triangulated subcategory.
Then the following are equivalent:
(1) There exists a localisation functor L : T→ T such that KerL = S.
(2) There exists a colocalisation functor Γ : T→ T such that ImΓ = S.
In that case both functors are related by a functorial exact triangle
ΓX −→ X −→ LX −→ .
Moreover, there are equalities
S⊥ = ImL = KerΓ and ⊥(S⊥) = S.
The functor Γ induces a right adjoint for the inclusion S → T, and L induces a
left adjoint for the inclusion S⊥ → T. 
Let us mention that L induces an equivalence of categories T/KerL
∼−→ ImL
where T/KerL denotes the Verdier quotient of T with respect to KerL. This can
be deduced from Lemma 2.14, but we do not need this fact.
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2.3 The stable module category of a finite group
This lecture consists of an introduction to the cohomology of groups, leading to
the definition of the cohomological variety of a kG-module.
2.3.1 Algebra
We begin with the algebraists view of group cohomology. Let k be a commutative
ring and G a group. Sooner or later, we shall specialise to the case where k is a
field and G is finite, but for the moment that is not necessary.
If M and N are a kG-modules, look at
Ext∗kG(N,M) .
We recall that this is defined as follows. Take a projective resolution of N as a
kG-module
· · · → Pn → · · · → P1 → P0 → 0
with Coker(P1 → P0) ∼= N . Apply HomkG(−,M) to get
0→ HomkG(P0,M)→ HomkG(P1,M)→ . . .
and the cohomology of this complex in nth place is ExtnkG(N,M).
If k is a commutative ring of coefficients and M is a kG-module, we define
H∗(G,M) = Ext∗
ZG(Z,M)
∼= Ext∗kG(k,M).
The isomorphism holds because, if P is a projective resolution of Z over ZG, then
k⊗ZP is a projective resolution of k over kG, and adjunction gives an isomorphism
of complexes HomZG(P,M) ∼= HomkG(k ⊗Z P,M).
There are two ways to define products in group cohomology, namely cup
products and Yoneda products . When they are both defined, they agree.
The cup product defines maps
Hi(G,M)⊗k Hj(G,N)→ Hi+j(G,M ⊗k N).
whereas the Yoneda product defines maps
ExtikG(M,L)⊗k ExtjkG(N,M)→ Exti+jkG (N,L).
These agree when L =M = N = k, giving maps
Hi(G, k)⊗k Hj(G, k)→ Hi+j(G, k).
This makes H∗(G, k) into a graded commutative ring, meaning that the multipli-
cation satisfies
xy = (−1)|x||y|yx.
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Here, |x| denotes the degree of an element x. Furthermore, cup and Yoneda product
give the same module structure for H∗(G,M) as a graded H∗(G, k)-module.
It is worth making a comment about graded commutativity versus commu-
tativity. If R is a graded commutative ring and x ∈ R has odd degree then
x2 = −x2
and so 2x2 = 0, which implies that (2x)2 = 0. Furthermore, again using graded
commutativity we see that for all y ∈ R, (2xy)2 = ±(2x)2y2 = 0. So 2x is in the
nil radical of R, and it follows that modulo the nil radical, x is congruent to −x.
The conclusion of this argument is as follows. If R is graded commutative
then R modulo its nil radical is strictly commutative. So it makes sense to talk
about the maximal ideal spectrum or the prime ideal spectrum of R.
Theorem 2.17 (Evens [29] (1961)). Let G be a finite group and k a commutative
ring of coefficients. If M is a noetherian k-module then H∗(G,M) is a noetherian
H∗(G, k)-module. In particular, if k is a noetherian ring then so is H∗(G, k). 
We’re interested in the case where k is a field of characteristic p. In this case,
Evens’ theorem implies that H∗(G, k) is a finitely generated graded commutative
k-algebra. If char(k) is zero or does not divide |G| then there’s nothing interesting
here. You just get k in degree zero. More generally, for any commutative ring of
coefficients k, |G| annihilates positive degree elements.
The cohomology of elementary abelian groups was described in Section 1.2.2.
Here is another interesting example; more are given later on in this section.
Example 2.18. Let G =M11, the Mathieu group, and suppose char(k) = 2. Then
H∗(G, k) = k[x, y, z]/(x2y + z2) where |x| = 3, |y| = 4 and |z| = 5.
To get further with the commutative algebra of the cohomology ring, we next
turn to Quillen’s stratification theorem [48, 49]. The first aspect is a characterisa-
tion of nilpotent elements, which should remind you of Chouinard’s theorem.
Theorem 2.19 (Quillen). Let G be a finite group and k a field of characteristic p. An
element of H∗(G, k) is nilpotent if and only if its restriction to every elementary
abelian p-subgroup is nilpotent. 
The next aspect is a determination of the Krull dimension of cohomology.
Theorem 2.20 (Quillen). The Krull dimension of H∗(G, k) is equal to the p-rank
of G, namely the largest r for which (Z/p)r ≤ G. 
More generally, Quillen described the prime ideal spectrum of H∗(G, k) in
terms of the set of elementary abelian subgroups of G, and their conjugations
and inclusions. In his paper, he talks in terms of the inhomogeneous maximal
ideal spectrum, so we shall begin by doing the same. Since H∗(G, k) modulo its
nil radical is a finitely generated commutative k-algebra, Hilbert’s Nullstellensatz
tells us that the prime ideal spectrum is determined by the maximal ideal spectrum
and vice versa.
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Theorem 2.21 (Quillen). Let VG = MaxH
∗(G, k), the spectrum of maximal ideals
in H∗(G, k). Then at the level of sets we have
VG = lim−→MaxH
∗(E, k). 
The limit is over the “Quillen category” whose objects are the elementary
abelian p-subgroups of G and whose arrows are group homomorphisms induced
by composing conjugations in G and inclusions.
It follows from Propositions 1.36 and 1.37 that MaxH∗(E, k) is an affine
space of dimension equal to rank(E), and this describes MaxH∗(G, k) as layers of
affine spaces quotiented by actions of normalisers and glued together.
In the last lecture we shall give a more precise statement of Quillen’s strati-
fication theorem, because it is an essential ingredient in the classification of local-
ising subcategories of the stable module category.
Remark 2.22. The homogeneous prime spectrum of a nonstandardly graded ring
can be quite confusing. For example its spectrum can have singularities even
though the ring itself is regular in the commutative algebra sense. An explicit
example of this is the ring k[x, y, z] with |x| = 2, |y| = 4, |z| = 6. The affine
open patch corresponding to y 6= 0 has coordinate ring generated by α = x2/y,
β = xz/y2, and γ = z2/y3, with the single relation αγ = β2. This has a singu-
larity at the origin. This example arises as H∗(G, k) modulo its nil radical with
G = (Z/p)3 ⋊ Σ3 for p ≥ 5, and k a field of characteristic p.
2.3.2 Topology
Next we examine group cohomology from the point of view of an algebraic topol-
ogist. Strictly speaking, this is not necessary for the development of the subject
of these lectures, but it would be a bad idea to know about group cohomology
only from an algebraic standpoint, as many of the ideas in the subject come from
algebraic topology.
Let EG be a contractible space with a free G-action. Such a space always
exists, even for a topological group, by a theorem of Milnor. The quotient space
by the action of G, denoted BG = EG/G is independent of choice of EG, up to
homotopy. This space BG is called the classifying space of the group G.
The topologist’s definition of group cohomology is the cohomology of the
space BG:
H∗(G, k) = H∗(BG; k).
We reconcile this with the algebraic definition
H∗(G, k) = Ext∗
ZG(Z, k)
as follows: The singular chain complex C∗(EG) has a Z-basis consisting of the
singular simplices; in degree n these are the continuous maps ∆n → EG where
∆n is a standard simplex. Since EG is contractible, this is an acyclic complex
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except in degree zero, where it augments onto Z. Since the action of G on singular
simplices is free, C∗(EG) is a complex of free ZG-modules. This means that it is
a free resolution of Z as a ZG-module. So we have
H∗(BG; k) = H∗(HomZ(C∗(BG), k))
= H∗(HomZG(C∗(EG), k))
∼= Ext∗ZG(Z, k).
2.3.3 Examples
Example 2.23. Our first example is an infinite group. Let G = Z, the additive
group of integers. We can take EG = R with G acting by translation. Then
BG = R/Z = S1, the circle. Thus
H0(Z, k) ∼= H1(Z, k) ∼= k, Hi(Z, k) = 0 for i ≥ 2.
Example 2.24. Let G = Z/2, the cyclic group of order two. Then G acts freely
on an n-sphere Sn by sending each point to the antipodal point. This is not a
contractible space, but if we embed Sn in Sn+1 equatorially then it contracts down
to the south pole. So taking the union of all the Sn, each embedded equatorially
in the next, we get the infinite sphere S∞ with the weak topology with respect
to the subspaces Sn. This is then a contractible space with a free G-action, so
we take EG = S∞. Then the quotient is BG = RP∞, the infinite real projective
space, again with the weak topology. If k is a field of characteristic two then
H∗(G, k) = H∗(RP∞; k) ∼= k[x]
with |x| = 1. See 1.2.2 for an algebraic perspective on this example and the next.
Example 2.25. For use later in this lecture, we next look at the Klein four group
G = Z/2×Z/2. In this case we can take EG = S∞×S∞ and BG = RP∞×RP∞.
If char(k) = 2 then using the Ku¨nneth theorem we obtain
H∗(G, k) = H∗(RP∞ × RP∞; k) ∼= H∗(RP∞; k)⊗H∗(RP∞; k) ∼= k[x, y]
with |x| = |y| = 1.
Example 2.26. Let G = Q8, the quaternions, viewed as the vectors of length one
in SU(2) ∼= S3. Then G acts freely on S3 by left multiplication. Taking cellular
chains C∗(S
3) and splicing in the homology gives us a chain complex
0→ Z→ C3 → C2 → C1 → C0 → Z→ 0
where C0, . . . , C3 are free ZG-modules.
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Form an infinite splice of copies of this complex:
· · · → C1 // C0 //
  
AA
AA
A
C3 // C2 → C1 → C0 → Z→ 0
Z
>>}}}}}
  B
BB
BB
0
>>|||||
0
to obtain a free resolution of Z as a ZG-module.
From the existence of this periodic resolution, we can deduce that for any
coefficients k, the cohomology H∗(Q8, k) is periodic with period 4. The interesting
case for us is when k is a field of characteristic 2. In this case the periodicity is
given by multiplication by an element z ∈ H4(Q8, k), and we have
H∗(Q8, k)/(z) ∼= H∗(S3/Q8; k) .
The same argument proves the following general theorem.
Theorem 2.27. If G acts freely on Sn−1 then H∗(G, k) is periodic with period
dividing n. 
Example 2.28. If G = Z/2 × Z/2 then G cannot act freely on any sphere of any
dimension, because we computed H∗(G, k) = k[x, y] and this is not periodic.
2.3.4 Cohomological varieties
Definition 2.29. Let G be a finite group and k a field of characteristic p. If M is
a finitely generated kG-module, we have a map
H∗(G, k) = Ext∗kG(k, k)
−⊗kM−−−−→ Ext∗kG(M,M).
Let IM be the kernel of this map, an ideal of H
∗(G, k). Then we define VG(M) to
be the subvariety of VG = Max H
∗(G, k) determined by this ideal.
The following properties should be compared with the properties of the rank
variety V rE(M) in Section 1.1.7.
Theorem 2.30. Let M,N be finitely generated kG-modules.
(1) VG(M) is a closed homogeneous subvariety of VG.
(2) VG(M) = {0} if and only if M is projective.
(3) VG(M ⊕N) = VG(M) ∪ VG(N).
(4) VG(M ⊗k N) = VG(M) ∩ VG(N).
(5) dim VG(M) measures the rate of growth of the minimal projective resolution
of M .
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(6) If G = E is elementary abelian then there is an isomorphism VE ∼= Ar(k)
taking VE(M) to V
r
E(M) for every M .
Note: for p odd, this isomorphism involves a Frobenius twist. 
The next step is a notion of support for infinitely generated modules.
2.3.5 Rickard idempotents
Let G be a finite group and k a field whose characteristic divides |G|. Recall that
StMod(kG) has the same objects as Mod(kG) but the arrows are module homo-
morphisms modulo those that factor through a projective module. The following
result is the entry point for the application of homotopy theoretic techniques to
the modular representation theory of finite groups.
Theorem 2.31. The stable module category StMod(kG) is triangulated, with sus-
pension defined by Ω−1. Moreover, it is compactly generated, with compact objects
the finite dimensional modules:
stmod(kG) ≃ StMod(kG)c .
Thus, the simple modules are a compact generating set for StMod(kG); in partic-
ular, if G is a p-group, then k is a compact generator for StMod(kG).
Proof. Since kG is a finite dimensional and self-injective, this result is a special
case of Example 1.47. 
The next result is due to Rickard [53].
Theorem 2.32. Given a thick subcategory C of stmod(kG), there exists a functorial
triangle in StMod(kG), unique up to isomorphism,
ΓC(M)→M → LC(M)→
such that ΓC(M) is in the localising subcategory of StMod(kG) generated by C and
there are no maps in StMod(kG) from C, or equivalently, from Loc(C) to LC(M).
Proof. The localizing subcategory Loc(C) generated by C viewed as a subcategory
of StMod(kG) is obviously compactly generated, and the inclusion
Loc(C) ⊆ StMod(kG)
preserves coproducts. Brown representability thus yields a right adjoint, which we
denote ΓC; see Corollary 2.13. The existence of the functor L, and the remaining
assertions, now follow from Proposition 2.16. 
By construction, see Proposition 2.16, the functors ΓC and LC are orthogonal
idempotents in the sense that
ΓCΓC ∼= ΓC LCLC ∼= LC ΓCLC ∼= LCΓC ∼= 0.
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Definition 2.33. Recall that a collection V of closed homogeneous irreducible sub-
varieties of VG is specialisation closed if V ∈ V , W ⊆ V ⇒W ∈ V .
We write CV for the thick subcategory of stmod(kG) generated by finitely
generated modules M such that every irreducible component of VG(M) is con-
tained in V , and set
ΓV = ΓCV and LV = LCV .
In Section 2.3.7 we prove that the CV are the only thick subcategories of
stmod(kG), provided G is a p-group.
2.3.6 Varieties for StMod(kG)
We write VG(k) for the set of non-zero closed homogeneous irreducible subvarieties
of VG = maxH
∗(G, k), or equivalently the set of non-maximal homogeneous prime
ideals in H∗(G, k).
Definition 2.34. Let V ∈ VG(k). Set V = {W ⊆ V } and W = V \ {V }, and define
ΓV = ΓVLW = LWΓV .
Definition 2.35. If M is in StMod(kG), we define
VG(M) = {V ∈ VG(k) | ΓV (M) 6= 0}.
The following list of properties should be compared with the properties of
VrE(M) from Section 1.1.7.
Theorem 2.36. Let M be a kG-module.
(1) VG(M) = ∅ if and only if M is projective.
(2) VG(M ⊕N) = VG(M) ∪ VG(N), and more generally
VG(
⊕
α
Mα) =
⋃
α
VG(Mα).
(3) VG(M ⊗k N) = VG(M) ∩ VG(N).
(4) If M is finitely generated then VG(M) = {C ∈ VG(k) | V ⊆ VG(M)}.
(5) For any subset V ⊆ VG(k) there exists a kG-moduleM such that VG(M) = V.
(6) If G = E is elementary abelian then the isomorphism VE ∼= Ar(k) of Theo-
rem 2.30 takes VE(M) to VrE(M) for every M . 
Remark 2.37. Observe that when dealing with the stable category stmod(kG)
of finitely generated modules, we used VG, the spectrum of maximal ideals in
H∗(G, k), whereas for the stable category StMod(kG) of all modules we used VG,
the spectrum of homogeneous prime ideals in H∗(G, k). In the case of a finitely
generated module, VG(M) is determined by VG(M), by the theorem above. It
would have been possible to use VG throughout, but we chose not to, partly for
historical reasons. The origin of the use of VG is Quillen’s work [49], and much of
the literature on finitely generated modules has been written in this context.
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2.3.7 Classification of thick subcategories
We begin with a definition.
Definition 2.38. Write Thick(M) for the thick subcategory of stmod(kG) generated
by a finitely generated kG-module M .
The following result due to Benson, Carlson, and Rickard [9] is the analogue
of Hopkins’ theorem 2.8 for the stable module category. For the sake of simplicity
we stick to the case of p-groups. For a more general finite group there are some
extra technicalities.
Theorem 2.39. Let G be a p-group, let M be a finitely generated kG-module, and
set V = {V ∈ VG(k) | V ⊆ VG(M)}. Then CV = Thick(M).
Remark 2.40. The hypothesis that G is a p-group comes in as follows: For any kG-
module M , if HomkG(k,M) = 0, then HomkG(M,M) = 0, since k is a compact
generator for StMod(kG), by Theorem 2.31, and hence M is projective.
Proof. Let C′ = Thick(M). It is clear that M is in C, so C′ ⊆ C. Consider Rickard
triangles associated with these subcategories:
ΓC → Id→ LC →, ΓC′ → Id→ LC′ → .
Since C′ ⊆ C, there is an equality ΓC′ΓC = ΓC′ . Therefore if N is in StMod(kG),
there is an exact triangle
ΓC′(N)→ ΓC(N)→ LC′ΓC(N)→ .
So LC′ΓC(N) is in Loc(C). This implies that VG(LC′ΓC(N)) ⊆ V . But there are no
homomorphisms from M to LC′ΓC(N), so with M
∗ = Homk(M,k), one gets
0 = HomkG(M,LC′ΓC(N))
∼= HomkG(k,Homk(M,LC′ΓC(N)))
∼= HomkG(k,M∗ ⊗k LC′ΓC(N)).
where the first isomorphism is by adjunction while the second one holds becauseM
is finite dimensional over k. Since G is a p-group, this implies thatM∗⊗kLC′ΓC(N)
is 0 in the stable module category. Noting that VG(M∗) = VG(M) (see the exercises
to this lecture) the tensor product theorem, 2.36(3), then yields
VG(M) ∩ VG(LC′ΓC(N)) = ∅.
Hence VG(LC′ΓC(N)) = ∅, and so LC′ΓC(N) = 0. So ΓC′(N) → ΓC(N) is an
isomorphism for all N . Finally, if N is in C then ΓC(N)→ N is an isomorphism,
so ΓC′ (N)→ N is an isomorphism. This implies that N is in C′. 
The result below can be deduced from Theorem 2.39 along the same lines
that Theorem 2.10 is deduced from Theorem 2.8.
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Corollary 2.41. Let G be a p-group. The thick subcategories of stmod(kG) are in
bijection with subsets of VG(k) that are closed under specialisation. Under this
bijection, a specialisation closed subset V ⊆ VG(k) corresponds to the full subcat-
egory consisting of those finitely generated kG-modules M with the property that
every irreducible component of VG(M) is an element of V. 
Remark 2.42. The extra technicality in the case where the finite group G is not a
p-group is the following. There is more than one simple kG-module, and we need to
impose the extra condition on our thick subcategories that they are closed under
tensor product with each simple module, or equivalently under tensor product
with all finitely generated kG-modules. This condition is automatically satisfied
in the case of a p-group since every finitely generated module has a finite filtration
whose filtered quotients are direct sums of copies of k.
For a general finite group G, we say that a thick subcategory of stmod(kG)
is tensor ideal if this extra condition holds. The proof above goes through for an
arbitrary finite group to yield a classification of the tensor ideal thick subcategories
of stmod(kG).
The classification of all thick subcategories of stmod(kG) when G is not a p-
group is problematic. There is a subvariety of VG called the nucleus which captures
the extra complication in this situation. For further details see [6, 7, 9].
2.4 Exercises
In the following exercises A denotes a commutative noetherian ring, G a finite
group, and, depending on the context, M is either a complex of A-modules, or a
kG-module defined over a field k, usually with chark dividing |G|.
(1) Find suppZM for a finitely generated abelian groupM . What is suppZ(Q/Z)?
(2) Compute SuppA k(p) and suppA k(p) for each prime ideal p.
(3) Verify that the following subcategories of D = Db(modA) are thick:
{M ∈ D |M is perfect}
{M ∈ D |M has finite injective dimension}
{M ∈ D | lengthAH∗M is finite}
Think of other interesting properties of complexes, and consider whether they
define thick subcategories of D.
(4) Prove that when M is perfect so is M//a, for any ideal a in A.
(5) Recall Hopkins’ theorem: if M and N are perfect complexes over A, then
suppAM ⊆ suppAN implies M ∈ Thick(N).
Even when the A-modules H∗(M) and H∗(N) are finitely generated,
the hypothesis that M,N are perfect is needed; find relevant examples.
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(6) Prove (without recourse to the result of Hopkins) that ifM and N are finitely
generated Z-modules (or, even bounded complexes of finitely generated Z-
modules) with SuppZM ⊆ SuppZN , then M is in Thick(N).
(7) When G is a p-group and M is a finitely generated kG-module, VG(M)
coincides with the subvariety of VG defined by the annihilator of H
∗(G,M)
as a module over H∗(G, k). Prove this.
(8) Assume M is a finite dimensional kG-module. Prove that the following con-
ditions are equivalent:
(a) VG(M) = {0};
(b) M has finite projective dimension as a kG-module;
(c) M is a projective kG-module.
(9) Prove that when M is a finite generated kG-module, there is an equality
VG(Homk(M,k)) = VG(M) .
(10) Let G = Z/2 and assume chark = 2. Prove that H∗(G, k) ∼= k[x], a polyno-
mial algebra over k on a indeterminate x of degree 1.
(11) Let G = Z/p with p ≥ 3 and char k = p. Prove that H∗(G, k) is the tensor
product of an exterior algebra and a polynomial algebra, that is, one has an
isomorphism of k-algebras:H∗(G, k) ∼= Λ(x)⊗kk[y], with |x| = 1 and |y| = 2.
(12) The Ku¨nneth isomorphism yields an isomorphism of graded k-algebras
H∗(G×H, k) ∼= H∗(G, k)⊗k H∗(H, k)
where the tensor product on the right is the graded tensor product:
(a⊗ b) · (c⊗ d) = (−1)|b||c|ac⊗ bd .
Using this isomorphism, compute the cohomology algebra of an elementary
abelian p-group of rank r, for any p ≥ 2.
(13) Prove that VG\{0} is connected for any finite group G.
Hint: Use Quillen’s theorem, noting that each non-trivial p-group has a cen-
tral element of order p.
(14) Describe the conjugacy classes of elementary abelian 2-subgroups of Q8.
Then, using Quillen’s theorem, compute the variety of Q8, when char k = 2.
(15) Let G = D8, the dihedral group of order 8 and char k = 2. The following
series of exercises leads to a description of VG:
(i) Prove that there are precisely two conjugacy classes of maximal elemen-
tary 2-subgroups of G (call them E1 and E2) both of rank 2, and that
they contain the centre, Z/2, of G.
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(ii) Show that Ei is normal in G, so that G/Ei ∼= Z/2.
(iii) Recall that H∗(Ei, k) ∼= k[x, y], with |x| = 1 = |y|. Prove that the Z/2
action on k[x, y], from (ii), is given by x 7→ x and y 7→ x+ y, and that
H∗(Ei, k)
G/Ei ∼= k[x, (x+ y)y] .
(iv) Use Quillen’s theorem to deduce that VG consists of two affine planes
glued along a line:
VG = A
2(k) ∪A1(k) A2(k) .
(16) This exercise describes how to rotate a triangle in StMod(kG) arising from
an exact sequence of kG-modules:
0→ A→ B → C → 0 .
Choose a surjective map P → C with P a projective module. Write ΩC for
the kernel of the composite surjection P → C. Prove that there is an exact
sequence of kG-modules
0→ ΩC → P ⊕A→ B → 0 .
One gets a triangle ΩC → A→ B → in StMod(kG) as A ∼= P ⊕A there.
Similarly, if we embed B into an injective module I and form the dual
construction, we obtain an exact sequence
0→ B → I ⊕ C → Ω−1A→ 0 .
This gives a triangle B → C → Ω−1A→ in StMod(kG).
(17) Let A be an abelian category with enough injectives; for example, the category
of modules over some ring. If X,Y are complexes over A such that Y n is
injective for all n and Y n = 0 for n≪ 0, then the canonical map:
HomK(A)(X,Y )→ HomD(A)(X,Y )
is an isomorphism. Using this, prove that for any M,N in A one has
HomD(A)(M,Σ
iN) ∼= ExtiA(M,N) for all i ≥ 0.
Here M,N are viewed as complexes concentrated in degree zero.
(18) Let T be a compactly generated triangulated category. Show that each object
X 6= 0 admits a non-zero morphism C → X from a compact object C.
3 Wednesday
The main goal of Wednesday’s lectures is to introduce and develop a theory of sup-
port for triangulated categories endowed with an action of a commutative ring.
The reason for doing this is that the proofs of the main results, to be presented in
Friday’s lectures, involve various triangulated categories (of modules over group
algebras, and differential graded modules over differential graded rings) and one
needs a notion of support applicable to each one of these contexts. In fact, what
is required is a more fundamental construction, which underlies support, namely,
local cohomology functors. This unifies and extends Grothendieck’s local coho-
mology for commutative rings [34] and the technology of Rickard functors for the
stable module category, presented in Section 2.3.5.
3.1 Local cohomology and support
In this lecture we explain the construction and the basic properties of local coho-
mology functors with respect to the action of a graded-commutative noetherian
ring. These functors are then used to define the support for objects in a triangu-
lated category. We follow closely the exposition in [10, §§4-5]. For an introduction
to local cohomology for commutative rings, on which much of our development is
based, see the original source [34]; see [39] for a more recent exposition, highlight-
ing its connections to various branches of mathematics.
3.1.1 Central ring actions
Let T be a triangulated category admitting set-indexed coproducts. Recall that
we write Σ for the suspension on T. For objects X and Y in T, let
Hom∗T(X,Y ) =
⊕
i∈Z
HomT(X,Σ
iY )
be the graded abelian group of morphisms. Set End∗T(X) = Hom
∗
T(X,X); this is
a graded ring, and Hom∗T(X,Y ) is a right End
∗
T(X) and left End
∗
T(Y )-bimodule.
Let R be a graded-commutative ring; thus R is Z-graded and rs = (−1)|r||s|sr
for each pair of homogeneous elements r, s in R. We say that T is R-linear , or that
48 Chapter 3. Wednesday
R acts on T, if there is a homomorphism φ : R → Z∗(T) of graded rings, where
Z∗(T) is the graded centre of T. Note that Z∗(T) is a graded-commutative ring,
where for each n ∈ Z the component in degree n is
Zn(T) = {η : IdT → Σn | ηΣ = (−1)nΣη}.
This yields for each object X a homomorphism φX : R → End∗T(X) of graded
rings such that for all objects X,Y ∈ T the R-module structures on Hom∗T(X,Y )
induced by φX and φY agree, up to the usual sign rule.
For the rest of this lecture, T will be a compactly generated triangulated
category with set-indexed coproducts, and R a graded-commutative noetherian
ring acting on T.
3.1.2 Local cohomology functors
We write SpecR for the set of homogeneous prime ideals of R. Fix p ∈ SpecR and
let M be a graded R-module. The homogeneous localisation of M at p is denoted
by Mp and M is called p-local when the natural map M →Mp is bijective.
Given a homogeneous ideal a in R, we set
V(a) = {p ∈ SpecR | p ⊇ a} .
A graded R-moduleM is a-torsion if each element ofM is annihilated by a power
of a; equivalently, if Mp = 0 for all p ∈ SpecR \ V(a).
The specialisation closure of a subset U of SpecR is the set
clU = {p ∈ SpecR | there exists q ∈ U with q ⊆ p}.
The subset U is specialisation closed if clU = U ; equivalently, if U is a union of
Zariski closed subsets of SpecR. For each specialisation closed subset V of SpecR,
we define the full subcategory of T of V-torsion objects as follows:
TV = {X ∈ T | Hom∗T(C,X)p = 0 for all C ∈ Tc, p ∈ SpecR \ V}.
This is a localising subcategory and there exists a localisation functor LV : T→ T
such that KerLV = TV ; see [10, Lemma 4.3, Proposition 4.5].
By Proposition 2.16, the localisation functor LV induces a colocalisation func-
tor on T, which we denote ΓV , and call the local cohomology functor with respect
to V . For each object X in T there is then an exact localisation triangle
ΓVX −→ X −→ LVX −→ . (3.1)
For each p in SpecR and each object X in T set
Xp = LZ(p)X , where Z(p) = {q ∈ SpecR | q 6⊆ p}.
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The notation is justified by [10, Theorem 4.7]: the adjunction morphism X → Xp
induces for any compact object C an isomorphism of R-modules
Hom∗T(C,X)p
∼=−→ Hom∗T(C,Xp) .
We say X is p-local if the adjunction morphism X → Xp is an isomorphism; this
is equivalent to the condition that there exists some isomorphism X ∼= Xp in T.
Consider the exact functor Γp : T→ T obtained by setting
ΓpX = ΓV(p)(Xp) for each object X in T,
and let ΓpT denote its essential image. One has a natural isomorphism Γ
2
p
∼= Γp,
and an object X from T is in ΓpT if and only if the R-module Hom
∗
T(C,X) is
p-local and p-torsion for every compact object C; see [10, Corollary 4.10].
3.1.3 Support
The support of an object X in T is by definition the set
suppRX = {p ∈ SpecR | ΓpX 6= 0}.
The result below, see [10, Theorem 5.15], collects basic properties of support; it is
in fact, an axiomatic characterization. It is convenient to set for each X in T
suppRH
∗(X) =
⋃
C∈Tc
suppR Hom
∗
T(C,X) .
Note that the support on the right hand side refers to that defined in Section A.5.
Theorem 3.2. The assignment that sends each object X in T to the subset suppRX
of SpecR has the following properties:
(1) Cohomology: For each object X in T one has
cl(suppRX) = cl(suppRH
∗(X)) .
(2) Orthogonality: For objects X and Y in T, one has that
cl(suppRX) ∩ suppR Y = ∅ implies HomT(X,Y ) = 0 .
(3) Exactness: For every exact triangle X → Y → Z → in T, one has
suppR Y ⊆ suppRX ∪ suppR Z .
(4) Separation: For any specialisation closed subset V of SpecR and object X in
T, there exists an exact triangle X ′ → X → X ′′ → in T such that
suppRX
′ ⊆ V and suppRX ′′ ⊆ SpecR \ V .
Any other assignment having these properties coincides with suppR(−). 
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3.2 Koszul objects and support
In the last lecture we defined a notion for support for triangulated category, based
on local cohomology functors. In this one we describe some methods for computing
it, in terms of the support, in the sense of Appendix A., of the cohomology.
Let R be a graded commutative noetherian ring and T an R-linear triangu-
lated category; see Section 3.1.1. To each specialisation closed subset V of SpecR
we associated an exact localisation triangle
ΓVX → X → LVX → .
One should think of ΓVX as the part of X supported on V and LVX as the part
supported on SpecR \ V ; this will be clarified in this lecture. This point of view
should at least make the following statement plausible.
Lemma 3.3. If V ⊆ W are specialisation closed sets, then for each X in T there
are natural isomorphisms
ΓVΓWX
∼=−−→ ΓVX
∼=←−− ΓWΓVX
ΓVLWX = 0 = LWΓVX
Proof. The hypothesis implies that V-torsion objects are W-torsion: TV ⊆ TW .
Thus, essentially by definition, the natural map ΓWΓVX → ΓVX is a isomorphism;
equivalently, LWΓVX = 0, as follows by considering the localisation triangle (3.1)
defined by W and the object ΓVX . This settles half the claims.
As to the rest: It is easy to verify that the composition ΓVΓW is a right
adjoint to the inclusion TV ⊆ T, and hence isomorphic to ΓV , by the uniqueness
of adjoints. Applying ΓV to the localisation triangle (3.1) defined by W , it then
follows that ΓVLWX = 0. 
Even when V is not contained in W , the local cohomology functors interact
in a predictable, and useful, way; see [10, Proposition 6.1]. One consequence of
these is worth recording:
Theorem 3.4. Fix a point p in SpecR. For any specialisation closed subsets V and
W of SpecR such that V \W = {p} there are natural isomorphisms
LWΓV ∼= Γp ∼= ΓVLW . 
This may be viewed as an expression of the local nature of the functor Γp.
3.2.1 Computing support
Let X be an object in T. For any compact object C in T, we write H∗C(X) for
Hom∗T(C,X), and think of it as the cohomology of X with respect to C.
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For any subset U of SpecR, we write min U for the prime ideals which are
minimal, with respect to inclusion, in the set U , and for any R-module M , set
minRM = min(SuppRM) .
This set coincides with min(suppRM), for SuppRM is the specialisation closure
of suppRM ; see Lemma A.15. The result below, which is [10, Theorem 5.2], is
often useful for computing supports.
Theorem 3.5. For each X in T there is an equality
suppRX =
⋃
C∈Tc
minRH
∗
C(X)
In particular, suppRX = ∅ if and only if X = 0. 
We omit the proof, and will focus on its consequences, one of which is:
Theorem 3.6. For each specialisation closed subset V of SpecR there are equalities
suppR ΓVX = suppRX ∩ V
suppR LVX = suppRX ∩ (SpecR \ V)
In particular, suppRX = suppR ΓVX
∐
suppR LVX.
Proof. To begin with, we verify the
Claim: suppR ΓVX ⊆ V and suppR LVX ⊆ SpecR \ V .
Indeed, for each p in V , the construction of Γp gives the first equality below:
Γp(LVX) = LZ(p)ΓV(p)LVX = 0 ,
while the second equality holds by Lemma 3.3 since V(p) ⊆ V . Thus suppR LVX
is contained in SpecR \ V . On the other hand, since the image of ΓV is in TV , for
each compact object C one gets the second inclusion below:
minRH
∗
C(ΓVX) ⊆ suppRH∗C(ΓVX) ⊆ V .
Thus Theorem 3.5 implies suppR ΓVX ⊆ V . This justifies the claim.
Now, since Γp is an exact functor, for any p ∈ SpecR, from the localisation
triangle (3.1) one gets inclusions
suppR ΓVX ⊆ suppRX ∪ suppR LVX
suppRX ⊆ suppR ΓVX ∪ suppR LVX
Combining the first inclusion with those in the claim yields:
suppR ΓVX ⊆ (suppRX ∪ suppR LVX) ∩ V
= (suppRX ∩ V) ∪ (suppR LVX ∩ V)
= suppRX ∩ V
In the same vein, an inclusion suppR LVX ⊆ suppRX ∩ (SpecR \ V) holds. The
desired equalities follow, as suppRX ⊆ suppR ΓVX ∪ suppR LVX . 
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Corollary 3.7. Let V be a specialisation closed subset of SpecR.
(1) suppRX ⊆ V ⇐⇒ X ∈ TV ⇐⇒ ΓVX
∼=−→ X ⇐⇒ LVX = 0.
(2) V ∩ suppRX = ∅ ⇐⇒ X
∼=−→ LVX ⇐⇒ ΓVX = 0.
Proof. It follows from the preceding result that suppRX ⊆ V holds if and only if
suppR LVX = 0, that is to say, if and only if LVX = 0; see Theorem 3.5. Now (1)
follows from the localisation triangle (3.1). A similar argument works for (2). 
Corollary 3.8. If cl(suppRX) ∩ suppR Y = ∅, then Hom∗T(X,Y ) = 0.
Proof. For V = cl(suppRX) the previous corollary yields isomorphisms
ΓVX
∼=−→ X and Y ∼=−→ LVY .
Hence Hom∗T(X,Y )
∼= Hom∗T(ΓVX,LVY ) = 0; the equality holds because there are
no non-zero morphisms from V-torsion to V-local objects, by Proposition 2.16. 
Corollary 3.9. For object X 6= in T and p ∈ SpecR the following are equivalent.
(1) ΓpX ∼= X;
(2) suppRX = {p};
(3) The R-module H∗C(X) is p-local and p-torsion for each C ∈ Tc.
Proof. (1) =⇒ (3) For each compact object C the R-module H∗C(ΓpX) is p-local
because there are isomorphisms of R-modules
H∗C(ΓpX) = H
∗
C(LZ(p)ΓV(p)X)
∼= H∗C(ΓV(p)X)p
It is also p-torsion, for it is localisation of the p-torsion module H∗C(ΓV(p)X).
(3) =⇒ (2) follows from Theorem 3.5, and Lemma A.17.
(2) =⇒ (1) When suppRX = {p} holds, so does suppR ΓV(p)X = {p}, by
Theorem 3.6. Corollary 3.7 then yields isomorphisms
X
∼=←− ΓV(p)X
∼=−→ LZ(p)ΓV(p)X = ΓpX .
For the second isomorphism, note that Z(p) ∩ {p} = ∅. 
3.2.2 Koszul objects
Let C be an object in T and r ∈ Rd, a homogeneous element of degree d. Since
T is R-linear, r induces a morphism C
r−→ ΣdC; completing it to an exact triangle
yields an object denoted C//r:
C
r−→ ΣdC → C//r→ ΣC →
3.2. Koszul objects and support 53
Note that C//r is well-defined, but only up to non-unique isomorphism. We call
it the Koszul object on r. For each X in T, the triangle above induces an exact
sequence of graded R-modules:
→ H∗C(X)[−d− 1] r−−→ H∗C(X)[−1]→ H∗C/ r(X)→ H∗C(X)[−d] r−−→ H∗C(X)→
This translates to an exact sequence of graded R-modules:
0 −→ H
∗
C(X)
rH∗C(X)
[−1] −→ H∗C/ r(X) −→ (0 :H∗C(X) r) −→ 0 . (3.10)
Compare this with the exact sequence appearing in the proof of Proposition 2.5.
Given a sequence r = r1, . . . , rn we denote C//r the object obtained by
iterated Koszul construction. To be precise, C//r = Cn where
C0 = C and Ci = Ci−1//ri for i ≥ 1.
Finally, given an ideal a in R, we write C//a for any Koszul object C//r, where r
is a finite generating set for the ideal a.
The following result is a consequence of [12, Proposition 2.11(2)]. It shows the
(in)dependence of the Koszul object on a generating set for the ideal defining it. For
tensor triangulated categories, one has a more precise result; see [36, Lemma 6.0.9].
Lemma 3.11. If a and b are ideals in R such that V(a) ⊆ V(b), then
LocT(C//a) ⊆ LocT(C//b) . 
The next result records the basic calculations concerning cohomology of
Koszul objects. We give only a sketch of the argument, referring the reader to
[10, Lemma 5.11] for details.
Proposition 3.12. Fix objects C and X in T and a point p ∈ SpecR.
(1) There exists an integer s ≥ 0, independent of C and X, such that
psHom∗T(C//p, X) = 0 = p
sHom∗T(X,C//p) .
In particular, Hom∗T(C//p, X) and Hom
∗
T(X,C//p) are p-torsion.
(2) C//p is in TV(p).
(3) Hom∗T(C,X) = 0 implies Hom
∗
T(C//p, X) = 0. The converse holds if the
Rp-module Hom
∗
T(C,X) is either p-torsion, or p-local and finitely generated.
(4) When C is compact, there is an isomorphism of R-modules:
Hom∗T(C//p, ΓpX)
∼= Hom∗T(C//p, X)p .
54 Chapter 3. Wednesday
Sketch of a proof. Statements (1) and (3) follow from (3.10) and an induction on
the number of generators for p. Then (2) is a consequence of (1), while (4) is
justified by the isomorphisms
Hom∗T(C//p, ΓV(p)Xp)
∼= Hom∗T(C//p, Xp) ∼= Hom∗T(C//p, Xp)
where the first one follows from (2) and the second holds as C//p is compact. 
Using Koszul objects one can establish a more precise (and economical) ver-
sion of Theorem 3.5.
Theorem 3.13. Let G ⊂ T be a compact generating set and X an object in T. Then
p ∈ suppRX ⇐⇒ H∗C/ p(X) 6= 0 for some C ∈ G .
In particular, there is an equality
suppRX =
⋃
p∈SpecR
C∈G
minRH
∗
C/ p(X)
Proof. Fix p in SpecR. The following equivalences hold:
ΓpX 6= 0 ⇐⇒ H∗C(ΓpX) 6= 0 for some C ∈ G
⇐⇒ H∗C/ p(ΓpX) 6= 0 by Proposition 3.12(3)
⇐⇒ H∗C/ p(X)p 6= 0 by Proposition 3.12(4)
⇐⇒ p ∈ minRH∗C/ p(X) by Proposition 3.12(1)
In the second step we have used the fact that HomT(C, ΓpX) is p-local and p-
torsion, by Corollary 3.9. 
3.3 The homotopy category of injectives
In this lecture, we explain how to enlarge the stable module category StMod(kG)
slightly to a category K(Inj kG). The effect of this on the variety theory is that it
puts back the “missing origin” in the collection of subvarieties of VG. Most of the
material in this lecture is taken from the paper of Benson and Krause [14].
3.3.1 The stable module category and Tate cohomology
Let G be a finite group and k be a field of characteristic p. Recall from Section 1.1
that the module category Mod(kG) has as its objects the kG-modules, and arrows
the module homomorphisms. The stable module category StMod(kG) has the same
objects, but its arrows are given by
HomkG(M,N) = HomkG(M,N)/P HomkG(M,N)
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where P HomkG(M,N) is the subspace of homomorphisms that factor through
some projective module. The categories mod(kG) and stmod(kG) are the full sub-
categories of finitely generated modules. The categories Mod(kG), mod(kG) are
abelian categories while StMod(kG), stmod(kG) are triangulated categories with
shift Ω−1.
The endomorphisms of k in StMod(kG) form a graded commutative ring
called the Tate cohomology ring whose degree n part is
Hˆn(G, k) = HomkG(Ω
nk, k) ∼= HomkG(Ωn+mk,Ωmk)
The multiplication is “shift and compose”: if x ∈ Hˆm(G, k) and y ∈ Hˆn(G, k)
then we choose corresponding homomorphisms Ωmk → k and Ωn+mk → Ωmk and
compose them to obtain a representative for the product xy.
If n ≥ 0 then Hˆn(G, k) ∼= Hn(G, k), while for n < 0 Tate duality implies
that Hˆn(G, k) is the vector space dual of H−n−1(G, k).
The result below identifies groups for which the Tate cohomology ring is
noetherian; see [10, Lemma 10.1] for a proof.
Theorem 3.14. If the Sylow p-subgroups of G are cyclic then Hˆ∗(G, k) is a local-
isation of H∗(G, k) given by inverting any positive degree non-nilpotent element.
In this case Hˆ∗(G, k) is noetherian.
If the Sylow p-subgroups of G are not cyclic then every element of negative
degree in Hˆ∗(G, k) is nilpotent. In this case Hˆ∗(G, k) is not noetherian. 
Next we describe another view of Tate cohomology. A Tate resolution of a
moduleM is obtained by splicing together a projective and an injective resolution:
· · · → Pˆ2 → Pˆ1 // Pˆ0 //
  
AA
AA
A Pˆ−1
// Pˆ−2 → · · ·
M
=={{{{{
""F
FF
FF
F
0
=={{{{{
0
If N is another module then the Tate Ext group Ex̂t
n
kG(M,N) is the cohomology
of the cochain complex HomkG(Pˆ∗, N). In particular the Tate cohomology is given
by Hˆn(G, k) = Ex̂t
n
kG(k, k).
3.3.2 The derived category of kG-modules
One of the problems with the stable module category StMod(kG) is that the
graded endomorphism ring of the trivial module is the Tate cohomology ring
Hˆ∗(G, k), which is usually not noetherian. So for example it is a hassle to deal with
injective resolutions over this ring. We can try to cure this by using the ordinary
cohomology ring, but then the maximal ideal of positive degree elements needs
special treatment, and keeping track of this is again a hassle.
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We can try to solve this problem by moving to the derived category, but this
creates new problems. Let us briefly recall the construction of the derived cate-
gory. The category of cochain complexes C(Mod kG) has as objects the complexes
of kG-modules and as arrows the degree preserving maps of complexes. The ho-
motopy category of cochain complexes K(Mod kG) has the same objects, but the
arrows are the homotopy classes of maps of complexes. Finally, the derived cate-
gory D(Mod kG) has the same objects, but the arrows are obtained by adjoining
inverses to the quasi-isomorphisms in K(Mod kG); recall that a map of cochain
complexes is a quasi-isomorphism if the induced map between the cohomologies
of the complexes is an isomorphism.
Note that C(Mod kG) is an abelian category while the categories K(Mod kG)
and D(Mod kG) are triangulated.
If M and N are modules, made into complexes whose only non-zero terms
are in degree zero, then the space of degree n homomorphisms in the derived
category from M to N is isomorphic to ExtnkG(M,N). In particular, the graded
endomorphism ring of k is H∗(G, k).
3.3.3 Problems with the derived category
The first problem we have with D(Mod kG) is that a finitely generated non-
projective module M regarded as a complex concentrated in a single degree is
not compact. In other words, HomkG(M,−) does not distribute over direct sums.
So for example ⊕
i
H∗(G,Xi)→ H∗(G,
⊕
i
Xi)
is not an isomorphism in general. In fact, the compact objects are the perfect
complexes, namely the complexes isomorphic to bounded complexes of finitely
generated projective modules.
Another problem is that there are not a lot of localising subcategories, so it is
unlikely to help us directly to classify the localising subcategories of StMod(kG).
Definition 3.15. We write LocT(C) for the smallest localising category of a trian-
gulated category T containing a subcategory (or collection of objects) C.
Theorem 3.16. If G is a p-group, the only localising subcategories of D(Mod kG)
are zero and the entire category.
Proof. If X is a non-zero object, we claim that Loc(X) is the whole category.
Since X is non-zero, it has some non-vanishing cohomology, say Hi(X). Since kG
has a filtration where the filtered quotients are isomorphic to k, X ⊗k kG is in
Loc(X). Then Hi(X ⊗k kG) = Hi(X) ⊗k kG is a free module. So it splits off
the complex (Exercise!) and kG concentrated in degree i is in Loc(X). But this
generates D(Mod kG). 
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3.3.4 The category K(Inj kG)
Better than either the stable module category or the derived category is the homo-
topy category of injective modules K(Inj kG). The following result is an analogue
of Theorem 2.31 for the homotopy category:
Theorem 3.17. The homotopy category K(Inj kG) is triangulated, with suspension
defined by Σ. Moreover, it is compactly generated, and the natural localisation
functor K(Inj kG)→ D(Mod kG) induces an equivalence of categories:
K(Inj kG)c ≃ Db(mod kG) .
The quasi-inverse associates to each complex in Db(mod kG) its injective resolu-
tion. In particular, the injective resolutions of the simple modules form a compact
generating set for K(InjkG).
Proof. The first part, namely that K(Inj kG) is a triangulated category, is special
case of Example 1.41(2). For the statement about compact generation and the
identification of compact objects, see [41, Proposition 2.3]. 
In view of this theorem, K(Inj kG) should be regarded as the correct “big”
category for Db(mod kG), whereas D(Mod kG) is not.
Let us give names for some particular objects in K(Inj kG) that we shall need.
We write:
• ik for an injective resolution of k,
• pk for a projective resolution of k, and
• tk for a Tate resolution of k.
In K(Inj kG) there is then an exact triangle
pk → ik→ tk → .
For the next step, we note that if X and Y are objects in K(Inj kG), then
X ⊗k Y can be made into an object in K(Inj kG) by taking the total complex of
the tensor product, with diagonal action:
(X ⊗k Y )i =
⊕
j+k=i
Xj ⊗ Yk
with differential
d(x⊗ y) = d(x) ⊗ y + (−1)|x|x⊗ d(y).
The object ik acts as a tensor identity:
Proposition 3.18. The map k→ ik induces an isomorphism X → X⊗k ik for any
object X in K(Inj kG). 
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3.3.5 Recollement
The relationship between K(InjkG), the derived category D(Mod kG) and the sta-
ble module category StMod(kG) is given by a recollement, as follows.
We write Kac(Inj kG) for the full subcategory of K(Inj kG) given by the acyclic
complexes of injective kG-modules. Every acyclic complex is a Tate resolution of
a module, namely the image of the middle map in the complex. Homotopy classes
of maps between acyclic complexes correspond to homomorphisms in the stable
module category. Thus Tate resolutions give an equivalence of categories
StMod(kG) ≃ Kac(Inj kG) .
The next result is from [14].
Theorem 3.19. There is a recollement
Kac(Inj kG)
Homk(tk,−)←−−−−−−−−−−−−−−−−→←−−−−−−−−
−⊗ktk
K(InjkG)
Homk(pk,−)←−−−−−−−−−−−−−−−−→←−−−−−−−−
−⊗kpk
D(Mod kG). 
Thus the category K(Inj kG) can be thought of as being glued together from
the categories StMod(kG) and D(Mod kG).
The compact objects in these categories are only preserved by the left ad-
joints, giving us the following sequence:
stmod(kG)←−−−−−
−⊗ktk
Db(mod kG)←−−−−−−
−⊗kpk
Db(projkG).
This expresses stmod(kG) as the quotient of Db(mod kG) by the perfect complexes.
This was first proved by Buchweitz [21]; see also Rickard [52].
3.3.6 Varieties for objects in K(Inj kG)
We now introduce a notion of support for objects in K(Inj kG). To begin with note
that the graded endomorphism ring of ik isH∗(G, k), which is graded commutative
and noetherian. For each object X in K(Inj kG) there is a homomorphism
H∗(G, k) = Ext∗kG(ik, ik)
−⊗kX−−−−→ Ext∗kG(X ⊗k ik,X ⊗k ik) ∼= Ext∗kG(X,X) ,
where the isomorphism is from Proposition 3.18. This allows us to apply the
technology developed in Sections 3.1 and 3.2 in this context.
Let VG be the set of homogeneous prime ideals in H∗(G, k) (including the
maximal one). Then for each p ∈ VG we have a local cohomology functor
Γp : K(Inj kG)→ K(Inj kG) .
Definition 3.20. For an object X in K(Inj kG), we define
VG(X) = {p ∈ VG | ΓpX 6= 0}.
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The assertions in the result below are all obtained as special cases of results
concerning local cohomology and support for triangulated categories, discussed in
the previous lectures.
Proposition 3.21. The assignment X 7→ VG(X) has the following properties:
(1) VG(X) = ∅ if and only if X = 0.
(2) VG(X ⊕ Y ) = VG(X) ∪ VG(Y ), and more generally
VG(
⊕
α
Xα) =
⋃
α
VG(Xα).
(3) VG(Γpik) = {p}.
(4) For any V ⊆ VG, there exists an object X in K(InjkG) with VG(X) = V. 
Properties of support that are specific to K(Inj kG), including a tensor prod-
uct formula for supports:
VG(X ⊗k Y ) = VG(X) ∩ VG(Y )
will be deduced as a consequence of results presented in later lectures.
3.3.7 Comparison with StMod(kG)
For objects in the subcategory
Kac(Inj kG) ≃ StMod(kG)
of K(Inj kG) the definition of VG(X) given in the previous section agrees with
that of Definition 2.35. Since the object k in StMod(kG) corresponds to tk in
Kac(Inj kG) we write VG(tk) for what was denoted VG(k) in the discussion of
varieties for StMod(kG). Thus we have
VG = VG(tk) ∪ {H>1(G, k)}
where H>1(G, k) is the maximal ideal of positive degree elements.
Referring back to the recollement (Theorem 3.19), X is isomorphic to X⊗k tk
if and only if X is in Kac(Inj kG). If X is not acyclic then
VG(X) = VG(X ⊗k tk) ∪ {H>1(G, k)} .
Remark 3.22. It is not necessary to understand the rest of this lecture for the
goals of this seminar. Our purpose is to place K(Inj kG) in a wider context.
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3.3.8 K(InjB) as a derived invariant
Recall that the blocks of a group algebra kG are the indecomposable two sided
ideal direct factors. So the block decomposition of kG is of the form
B0 × · · · ×Bs .
This decomposition is unique, and every indecomposable kG-module is a module
for Bi for a unique value of i.
Theorem 3.23. Let B and B′ be blocks of group algebras. The following conditions
are equivalent:
(1) There is a tilting complex over B whose endomorphism ring in Db(modB) is
isomorphic to B′
(2) Db(modB) and Db(modB′) are triangle equivalent
(3) D(ModB) and D(ModB′) are triangle equivalent
(4) K(InjB) and K(InjB′) are triangle equivalent. 
The equivalence of the first three of these is Rickard’s theorem.
3.3.9 K(Inj kG) is a derived category
Given complexesX and Y of kG-modules, we form a complexHomkG(X,Y ) whose
nth component is ∏
m∈Z
HomkG(Xm, Yn+m)
with differential given by
(d(f))(x) = d(f(x)) − (−1)|f |f(d(x)) .
Composition of maps makes EndkG(X) = HomkG(X,X) into a differential graded
algebra over which HomkG(X,Y ) is a differential graded module.
Theorem 3.24. If C is a compact generator for K(Inj kG) then
HomkG(C,−) : K(Inj kG)→ D(EndkG(C))
is an equivalence of categories.
If C is just a compact object, which does not necessarily generate, then
HomkG(C,−) : Loc(C)→ D(EndkG(C))
is an equivalence of categories.
Proof. This is a direct application of Monday’s Exercise 23. 
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In this theorem, we have used D(A) to denote the derived category of a
differential graded algebraA. To form this, we first form the category whose objects
are the differential graded modules and whose arrows are the homotopy classes of
degree preserving maps. Then we invert the quasi-isomorphisms just as we did in
the usual derived category of a ring.
If the differential graded algebra is just a ring concentrated in degree zero,
with zero differential, then a differential graded module is the same as a complex
of modules and we recover the usual definition of the derived category of a ring.
Observation 3.25. If G is a p-group, then k is the only simple kG-module, so that
ik is a compact generator for K(Inj kG); see Theorem 3.17. Therefore
K(InjkG) ≃ D(EndkG(ik)) .
For a non-p-group, we just get an equivalence between the localising subcategory
of K(Inj kG) generated by ik and D(EndkG(ik)).
The next result, which goes by the name Rothenberg–Steenrod construction,
provides a link to algebraic topology:
Theorem 3.26. For any path-connected space X we have a quasi-isomorphism of
differential graded algebras
EndC∗(ΩX;k)(k) ≃ C∗(X ; k)
where ΩX is the loop space of X. 
In case X = BG, the connected components of ΩX are contractible, and we
have ΩX ≃ G. So the differential graded algebra C∗(ΩX ; k) is quasi-isomorphic
to the group algebra kG. So the Rothenberg–Steenrod construction gives
EndC∗(ΩX;k)(k) ≃ EndkG(ik) ≃ C∗(BG; k).
Theorem 3.27. If G is a finite p-group, there are equivalences of categories
K(Inj kG) ≃ D(EndkG(ik)) ≃ D(C∗(BG; k)) .
For a more general finite group, the same argument shows that the right side
is equivalent to the subcategory Loc(ik) of K(InjkG).
Under this equivalence the tensor product −⊗k− with diagonal G-action on
the left hand side corresponds to the derived E∞ tensor product on the right hand
side. This is remarkable, for the latter takes a great deal of topological machinery
to develop, see for example Elmendorf, Kriz, Mandell, and May [28].
We have the following dictionary relating operations in K(Inj kG) with opera-
tions in D(C∗(BG; k)). Note that this dictionary turns things upside down, so that
induction corresponds to restriction and restriction corresponds to coinduction.
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K(Inj kG) D(C∗(BG; k))
−⊗k − −⊗LC∗(BG;k) −
diagonal G-action E∞ tensor product
induction, −H↑G restriction
kG⊗kH − via C∗(BG; k)→ C∗(BH ; k)
restriction, −G↓H coinduction
via kH → kG HomC∗(BG;k)(C∗(BH ; k),−)
ik C∗(BG; k)
kG k
3.4 Exercises
Take a hike and eat a cake.
4 Thursday
In the last chapter we introduced a notion of support for triangulated categories.
The starting point in this one is a notion that we call ‘stratification’ for an R-
linear triangulated category T. It identifies conditions under which support can be
used to parameterise localising subcategories of T. The crux of the stratification
condition is local in nature, in that it involves only the subcategories ΓpT, so can
be, and usually is, verified one prime at a time. We illustrate this technique by
outlining the proof of the main results of this seminar; all this is part of Section 4.1.
At first glance, the stratification condition is rather technical and of limited scope.
To counter this, in Section 4.2 we discuss a number of interesting consequences
that follow from this property. The last section has a different flavour: it makes
concrete some of the ideas and constructions we have been discussing by describing
them in the case of the Klein four group.
4.1 Stratifying triangulated categories
In this lecture we identify under what conditions the notion of support classifies
localising subcategories of a triangulated category. Most of the material in this
lecture is based on [12].
4.1.1 Classifying localising subcategories
Recall the setting from Wednesday’s lectures: T is an R-linear triangulated cate-
gory, meaning that T is a compactly generated triangulated category with small
coproducts and R is a noetherian graded commutative ring with a given homo-
morphism R→ Z∗(T) to the graded centre of T. This amounts to giving for each
object X in T a homomorphism of graded rings
R→ End∗T(X),
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and these homomorphisms satisfy the following compatibility condition. Given a
morphism φ : X → Y in T, the diagram
R //

End∗T(X)
Hom∗
T
(X,φ)

End∗T(Y )
Hom∗
T
(φ,Y )
// Hom∗T(X,Y )
commutes, up to the expected sign. We set
SpecR = {homogeneous prime ideals of R}.
For each p ∈ SpecR there is a local cohomology functor which is an exact functor
Γp : T→ T. For each object X in T there is a support
suppRX = {p ∈ SpecR | ΓpX 6= 0}.
The support of T is the set
suppR T = {p ∈ SpecR | ΓpT 6= 0} .
Our goal in this lecture is to examine under what conditions this notion of support
classifies localising subcategories. We have a map
{localising subcategories of T} σ−→ {subsets of suppR T}
given by
S 7→
⋃
X∈S
suppRX.
When this map is a bijection we say that support classifies localising subcategories.
Remark 4.1. If σ is a bijection then the inverse map
{localising subcategories of T} τ←− {subsets of suppR T}
sends a subset V of suppR T to the localising subcategory consisting of the modules
whose support is contained in V .
Proposition 4.2. If σ is a bijection, there are two consequences:
(1) The local-global principle: for each object X, the localising subcategory gen-
erated by X is the same as that generated by
{ΓpX | p ∈ SpecR}.
(2) The minimality condition: for p ∈ suppR T, the subcategory ΓpT of objects
supported at p is a minimal localising subcategory of T.
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Definition 4.3. We say that T is stratified by the action of R if the two conditions
listed in Proposition 4.2 hold.
We should note right away that the minimality is the critical condition; we
know of no examples where the local-global principle fails; see Section 4.1.3.
One of the crucial observations of [12] is the converse to Proposition 4.2: if
these two conditions hold then the map is a bijection. The map στ is clearly the
identity. To see that τσ is the identity, we use both the local-global principle and
the minimality condition. We’ll prove a more general statement in Theorem 4.5,
later in this lecture.
4.1.2 Minimality
It is useful to have a criterion for checking the minimality condition. The following
test is Lemma 4.1 of [12].
Lemma 4.4. Assume that T is compactly generated. A non-zero localising subcat-
egory S of T is minimal if and only if for every pair of non-zero objects X and Y
in S we have Hom∗T(X,Y ) 6= 0.
Proof. If S is minimal then Y ∈ LocT(X) so if Hom∗T(X,Y ) = 0 it would follow
that Hom∗T(Y, Y ) = 0 and so Y = 0.
Conversely if S has a proper non-zero localising subcategory S′, we may
assume S′ = LocT(X) for some X 6= 0. Since T is compactly generated, there is a
localisation functor for S′ (Lemma 2.1 of [12]). So if W ∈ S\S′, we have a triangle
W ′ →W →W ′′ → with W ′ ∈ S′ (so W ′′ 6= 0) and HomT(X,W ′′) = 0. 
What happens if just the local-global principle holds, without assuming that
the minimality condition holds? In this case, we have to take into account the
localising subcategories of ΓpT.
Theorem 4.5. Set V = suppR T. When the local-global principle holds, there are
inclusion preserving bijections{
Localizing
subcategories of T
}
σ //
τ
oo
{
Families (S(p))p∈V with S(p) a
localizing subcategory of ΓpT
}
defined by σ(S) = (S ∩ ΓpT)p∈V and τ(S(p))p∈V = LocT
(
S(p) | p ∈ V).
Proof. We first claim that στ is the identity. Set S = Loc(S(p) | p ∈ V). Since
ΓpΓq = 0 for q 6= p, we have ΓpS = S(p). Since ΓpΓp = Γp we therefore have
S ∩ ΓpT ⊆ ΓpS = S(p). The reverse inclusion is obvious.
Next we claim that τσ is the identity. Let S be a localising subcategory of T.
We have τσ(S) = LocT(S∩ ΓpT | p ∈ V) ⊆ S. So letting X be in S, we must prove
that X is in τσ(S). Using the local-global principle, we have
ΓpX ∈ S ∩ ΓpT ⊆ τσ(S) ,
and so X ∈ LocT(ΓpX | p ∈ suppRX) ⊆ τσ(S). 
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4.1.3 When does the local-global principle hold?
Turning now to the local-global principle, one has the following:
Theorem 4.6. Let T be compactly generated and X an object in T satisfying
dim suppRX <∞. Then LocT(X) = LocT{ΓpX | p ∈ suppRX}. 
As an immediate consequence, one gets:
Corollary 4.7. If dim SpecR is finite, then the local-global principle holds. 
The local-global principle also holds automatically in the context of tensor
triangulated categories. We discuss these next.
4.1.4 Tensor Triangulated Categories
Let (T,⊗,1) be a tensor triangulated category. For us, this means:
• T is a triangulated category,
• ⊗ : T × T → T is a symmetric monoidal tensor product (i.e., commutative
and associative up to coherent natural isomorphisms),
• ⊗ is exact in each variable and preserves small coproducts,
• 1 is a unit for the tensor product, and is compact.
The Brown representability theorem implies that there exist function objects.
Given objects X and Y in T there is an object Hom(X,Y ) in T, contravariant in
X and covariant in Y , together with an adjunction
HomT(X ⊗ Y, Z) ∼= HomT(X,Hom(Y, Z)).
By construction, Hom(X,Y ) will be functorial in X , and we assume also functo-
riality in Y ; all examples encountered in these notes have this property.
Since T is tensor triangulated category, the ring End∗T(1) is graded commu-
tative. It acts on T via
End∗T(1)
−⊗X−−−→ End∗T(X)
IfR is noetherian and graded commutative then any homomorphismR→ End∗T(1)
of rings induces an action R→ Z(T). Such an action is said to be canonical.
If the action of R is canonical, the adjunction defining function objects is
R-linear. Using this, we get
ΓVX ∼= X ⊗ ΓV1, LVX ∼= X ⊗ LV1, ΓpX ∼= X ⊗ Γp1
Here, V is a specialisation closed subset and p is a point in SpecR.
In a tensor triangulated category, we talk of tensor ideal localising subcate-
gories: S is tensor ideal if X ∈ S, Y ∈ T implies X ⊗ Y ∈ S.
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Definition 4.8. We write Loc⊗
T
(S) for the smallest tensor ideal localising subcate-
gory of T containing a subcategory (or a collection of objects) S.
The following result is [12, Theorem 7.2].
Theorem 4.9. Let T be a tensor triangulated category with canonical R-action.
Then for each object X in T we have
Loc⊗
T
(X) = Loc⊗
T
(ΓpX | p ∈ SpecR).
In particular, if 1 generates T then the local global principle holds for T. 
In a tensor triangulated category T with a canonical action of a graded com-
mutative noetherian ring R, the localising subcategories defined by the functors
Γp are all tensor ideal. It therefore makes sense to restrict our attention to the
classification of tensor ideal localising subcategories. In this context, we have the
following analogue of Theorem 4.5.
Theorem 4.10. Let T be a tensor triangulated category with canonical R-action.
Set V = suppR T. Then there is bijection{
Tensor ideal localizing
subcategories of T
}
σ //
τ
oo
{
Families (S(p))p∈V with S(p) a tensor
ideal localizing subcategory of ΓpT
}
The map σ and its inverse τ are defined in the same way as in Theorem 4.5,
and the proof is essentially the same as the proof of that theorem.
Since the local-global principle automatically holds for tensor ideal localising
subcategories, we say that a tensor triangulated category T is stratified by R if
every ΓpT is either minimal among tensor ideal localising subcategories or is zero.
Under this condition, the maps σ and τ establish a bijection between tensor ideal
localising subcategories of T and subsets of suppR T.
The analogue of the minimality test of Lemma 4.4 in the tensor triangulated
situation is as follows.
Lemma 4.11. Assume that T is a compactly generated tensor triangulated category
with small coproducts. A non-zero tensor ideal localising subcategory S of T is
minimal if and only if for every pair of non-zero objects X and Y in S there exists
an object Z such that we have Hom∗T(X ⊗ Z, Y ) 6= 0. 
In fact, the object Z can be chosen independently of X and Y . For example,
a compact generator for T always suffices.
4.1.5 The stable module category
The category StMod(kG) is a tensor triangulated category, so the local-global
principal holds. In [11] we prove:
Theorem 4.12. The tensor triangulated category StMod(kG) is stratified by the
canonical action of H∗(G, k). 
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What we have seen in this lecture is that in order to prove this, we only need
to see that each Γp StMod(kG) is minimal or zero. In fact the only case in which we
get zero is if p is the maximal ideal of positive degree elements. So the support of
StMod(kG) is the set of non-maximal homogeneous primes in VG = SpecH∗(G, k).
As a direct consequence one gets:
Corollary 4.13. Support defines a one to one correspondence between tensor ideal
localising subcategories of StMod(kG) and subsets of the set of non-closed points
in VG. 
We prove Theorem 4.12 by first establishing the corresponding result for the
homotopy category, K(Inj kG), discussed next.
4.1.6 The category K(Inj kG)
Again this is a tensor triangulated category, so the local-global principal holds.
The following is the main result of [11]:
Theorem 4.14. The tensor triangulated category K(Inj kG) is stratified by the canon-
ical action of H∗(G, k). 
This time, every point in VG, the homogenous spectrum of H∗(G, k), includ-
ing the maximal ideal, appears in the support of K(Inj kG).
Corollary 4.15. Support defines a one to one correspondence between tensor ideal
localising subcategories of K(Inj kG) and subsets of the set of all subsets of VG. 
4.1.7 Overview of classification for Mod(kG)
We finish this lecture with an outline of the strategy for proving the classification
theorem for subcategories of Mod(kG) satisfying the two conditions of Defini-
tion 1.18 together with the tensor ideal condition. The main theorem states that
these are in one to one correspondence with subsets of the set of non-maximal
homogeneous prime ideals in H∗(G, k).
Step 1. Go down from Mod(kG) to StMod(kG). Every non-zero subcategory of
Mod(kG) satisfying the given conditions contains the projective modules, and
passes down to a tensor ideal localising subcategory of StMod(kG). This gives a
bijection with the set of tensor ideal localising subcategories of StMod(kG), so we
are reduced to proving Theorem 4.12.
Step 2. Go up to K(Inj kG). According to the discussion in Lecture 3, each tensor
ideal localising subcategory of StMod(kG) corresponds to two such for K(Inj kG).
One is the image under the inclusion
StMod(kG) ≃ Kac(Inj kG)→ K(Inj kG)
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and the other is generated by this together with the extra object pk. So we are
reduced to proving Theorem 4.14.
Step 3. Reduce from K(Inj kG) to K(Inj kE) for E an elementary abelian p-group
using the Quillen Stratification Theorem and a suitably strengthened version of
Chouinard’s Theorem. This is the subject of the last lecture on Friday.
Step 4. If p = 2, we can go from K(Inj kE) to differential graded modules over a
graded polynomial ring, viewed as a differential graded algebra, using a version of
the Bernstein–Gelfand–Gelfand correspondence. This is explained in Section 5.2.
The proof is rather more complicated when p is odd. We still get down to a
graded polynomial ring, but the reduction involves a number of steps. The first
one is to pass to the Koszul complex of group algebra kE. The Koszul complex
can be viewed as a differential graded algebra, and then it is quasi-isomorphic
to a graded exterior algebra, since kE is a complete intersection ring. We then
again apply a version of the Bernstein–Gelfand–Gelfand correspondence to get to
a graded polynomial ring. The technical tools needed to execute this proof require
considerable preparation, beyond what is already presented in these lectures, so
we can do no more than refer the interested readers to the source [11].
Step 5. Deal directly with a graded polynomial ring using the minimality condition
discussed in this lecture. This is addressed in Section 5.1.
4.2 Consequences of stratification
In the last lecture we learnt about the stratification condition and its connection
to the problem of classifying localizing subcategories of triangulated categories.
In this lecture we present some other, not immediately obvious, consequences of
stratification that serve to illustrate how strong a condition it is, and how useful
it is when one can establish that it holds in some context. The basic reference for
the material presented below is again [12].
For most of the lecture T will be an R-linear triangulated category as in
Section 3.1; we tackle the tensor triangulated case at the very end. Recall that T
is said to be stratified by R if:
(S1) The local global principle holds; see 4.2. An equivalent condition is that
ΓVX ∈ LocT(ΓpX | p ∈ suppRX)
for any specialisation closed subset V of SpecR; see [12, Theorem 3.1].
(S2) ΓpT is minimal for each p ∈ suppR T.
Recall that an object X of T is in ΓpT if and only if H
∗
C(X) is p-local and p-torsion
for all C ∈ Tc; see Corollary 3.9. Condition (S2) is the statement that for any such
X 6= 0, one has LocT(X) = ΓpT; that is to say, X builds any other p-local and
p-torsion object.
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Remark 4.16. The local global principle (S1) holds when the Krull dimension of
R is finite, or if T is tensor triangulated with LocT(1) = T and the ring R acts on
T via a homomorphism R→ End∗T(1).
Example 4.17. When A is a commutative noetherian ring, D(A) is stratified by
the canonical A-action. Indeed, (S1) holds because D(A) is suitably tensor trian-
gulated, while (S2) is by a theorem of Neeman [44]. We will present a proof of this
result in Section 5.1.
Example 4.18. When G is a finite group and k a field with char k dividing |G|, both
StMod(kG) and K(Inj kG) are stratified by canonical actions of the cohomology
ring H∗(G; k). This is proved in [11], and is the focal point of this seminar.
4.2.1 Classification theorems
For the remainder of this lecture T will be a triangulated category stratified by
an action of a graded commutative ring R. The first consequence is that localising
subcategories are parameterised by subsets of suppR T, which is something that
was discussed already in the previous lecture.
Theorem 4.19. The maps assigning a subcategory S to its support, suppR S, induces
a bijection
{Localizing subcategories of T} suppR(−)−−−−−−−→ {Subsets of suppR T} .
Its inverse sends a subset U of suppR T to {X ∈ T | suppRX ⊆ U}. 
The following statement is an immediate consequence of the theorem; on the
other hand, it is not hard to prove that the corollary implies stratification.
Corollary 4.20. If suppRX ⊆ suppR Y , then X is in LocT(Y ). 
Next we explain how, under further, though mild, hypotheses on T stratifi-
cation implies a classification of the thick subcategories of compact objects.
Definition 4.21. We say that an R-linear triangulated category T is noetherian
if for all compact objects C in T the R-module End∗T(C) is finitely generated;
equivalently, if the R-module Hom∗T(C,D) is finitely generated for all D compact.
The derived category of a commutative noetherian ring R, viewed as an R-
linear category, is noetherian: This is easy to verify, once you accept that the
compact objects are the perfect complexes; see Theorem 2.2. Another example
of a noetherian category is K(Inj kG), the homotopy category of complexes of
injectives of a finite group G, viewed as H∗(G, k)-linear categories. This is a re-
statement of Even’s theorem 2.17, given the identification of compact objects in
the categories, Theorem 3.17. Note that the stable module category StMod(kG)
is not usually noetherian, see Theorem 3.14; however, it embeds in the noetherian
category K(Inj kG), by Theorem 3.19, and this usually suffices for applications.
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One consequence of the noetherian condition is that supports of compact
objects are closed. A more precise statement is proved in [10, Theorem 5.5].
Theorem 4.22. If C is a compact object in T and the R-module End∗T(C) is noethe-
rian, then
suppR C = V(a) where a = Ker(R→ End∗T(C)).
In particular, suppR C is a closed subset of SpecR. 
From the stratification condition on T one gets:
Theorem 4.23. When the R-linear triangulated category T is stratified and noethe-
rian, there are inclusion preserving inverse-bijections{
Thick subcategories
of compact objects in T
}
suppR(−) //
supp−1
R
(−)
oo
{
Specialisation closed
subsets of suppR T
}
where supp−1R (V) = {C ∈ Tc | suppR C ⊆ V}, for V specialisation closed.
Proof. There are two crucial issues: One is that for compact objects C,D, if
suppR C ⊆ suppRD, then C is in ThickT(D); second, any closed subset of suppR T
is the support of some compact object. We leave the latter to the exercises, and
sketch an argument for the former.
When suppR C ⊆ suppRD holds, it follows from Corollary 4.20 that C is in
the localising subcategory generated by D. Since C,D are compact, Theorem 1.48
implies that C is in fact in the thick subcategory generated by D, as desired.
A different proof for this part of the proof is presented in [12, Section 6]. 
4.2.2 Orthogonality
A central problem in any additive category is to understand when there are non-
zero morphisms between a given pair of objects. Lemma 4.4 makes it clear that
this is at the heart of the stratification property for the triangulated categories we
have been considering. Conversely, the stratification condition allows us to give
fairly precise answers to this problem. The one below is from [12, Section 5]. For
a proof in the case of tensor triangulated categories, see Theorem 4.26 and the
remarks following it.
Theorem 4.24. When the R-linear triangulated category T is noetherian and strat-
ified, there is an equality
suppRHom
∗
T(C,D) = suppR C ∩ suppRD ,
for each pair of compact objects C,D in T. 
The support on the left hand side is the usual one from commutative algebra,
as the R-module Hom∗T(C,D) is finitely generated; see Lemma A.15.
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As a corollary one gets the following “symmetry of Ext vanishing” type re-
sult that was proved for local complete intersection rings by Avramov and Buch-
weitz [1]. The corresponding result is also true for modules over group algebras,
and is much easier to prove; see Exercise 10 at the end of this chapter.
Corollary 4.25. When in addition Ri = 0 holds for i < 0, one has HomnT(C,D) = 0
for n≫ 0 if and only if HomnT(D,C) = 0 for n≫ 0.
Proof. ForR as in the statement, a finitely generatedR-moduleM satisfiesM i = 0
for i≫ 0 if and only if suppRM ⊆ V(R>1); we leave this as an exercise.
Assume HomnT(C,D) = 0 for n ≥ s. Then R>s annihilates Hom∗T(C,D).
Noting that R>s is an ideal of R, as Ri = 0 for i < 0, one gets the inclusion below:
suppR Hom
∗
T(D,C) = suppR Hom
∗
T(C,D) ⊆ V(R>s) = V(R>1) .
The equality on the left is by Theorem 4.24, while the one of the right holds because
R>1 and R>s have the same radical. The desired vanishing is thus a consequence
of the exercise from the previous paragraph. 
In [12, Section 5] we present variations of Theorem 4.24 where, for example,
D need not be compact. Using these one can give another proof of the classification
of thick subcategories of compact objects, Theorem 4.23.
4.2.3 Tensor triangulated categories
Let T be a tensor triangulated category with a canonical R-action. We assume that
T is stratified as a tensor triangulated category, so that for each p ∈ suppR T, the
subcategory ΓpT, which is tensor ideal, contains no non-zero tensor ideal localising
subcategories. There is then a tensor product theorem for support:
Theorem 4.26. For any objects X,Y in T there is an equality
suppR(X ⊗ Y ) = suppRX ∩ suppR Y .
Compare this identity with the one in Theorem 4.24. For compact objects,
these results can be deduced from each other, using Hom(C,D) ∼= Hom(C,1)⊗D.
Thus, Theorem 4.24 may be viewed as an analogue of the tensor product theorem
for categories that admit no tensor product.
Proof. For each p ∈ SpecR there are isomorphisms
Γp(X ⊗ Y ) ∼= ΓpX ⊗ ΓpY ∼= ΓpX ⊗ Y .
These follow from the fact that Γp(−) ∼= Γp1⊗ (−); see Section 4.1.4. They yield
an inclusion
suppR(X ⊗ Y ) ⊆ suppRX ∩ suppR Y .
As to the reverse inclusion: When ΓpX 6= 0, the stratification condition implies
that Γp1 is in Loc
⊗
T
(ΓpX), so that ΓpY is in Loc
⊗(ΓpX ⊗ Y ). Thus if ΓpY 6= 0
also holds, then Γp(X ⊗ Y ) 6= 0. This completes the proof. 
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4.3 The Klein four group
In this lecture we make some explicit calculations. We show how to compute the
local cohomology functors using homotopy colimits. Then we illustrate this method
by looking at a specific example. We use the Klein four group, because its group
algebra is of tame representation type. Thus one has a complete classification of
all finite dimensional representations.
4.3.1 Homotopy colimits
Let T be an R-linear triangulated category, and let X1
f1−→ X2 f2−→ X3 f3−→ · · · be a
sequence of morphisms in T. Its homotopy colimit , denoted hocolimXn, is defined
by an exact triangle ⊕
n>1
Xn
θ−→
⊕
n>1
Xn −→ hocolimXn −→
where θ is the map (id−fn); see [18].
Now fix a homogeneous element r ∈ R of degree d. For each X in T and each
integer n set Xn = Σ
ndX and consider the commuting diagram
X
r

X
r2

X
r3

· · ·
X1

r // X2

r // X3

r // · · ·
X//r // X//r2 // X//r3 // · · ·
where each vertical sequence is given by the exact triangle defining X//rn, and
the morphisms in the last row are the (non-canonical) ones induced by the com-
mutativity of the upper squares. The gist of the next result is that the homotopy
colimits of the horizontal sequences in the diagram compute LV(r)X and ΓV(r)X .
In [12, Proposition 2.9] we prove:
Proposition 4.27. Let r ∈ R be a homogeneous element of degree d. For each X in
T the adjunction morphisms X → LV(r)X and ΓV(r)X → X induce isomorphisms
hocolimXn
∼−→ LV(r)X and hocolimΣ−1(X//rn) ∼−→ ΓV(r)X . 
From this, a standard argument based an induction on the number of gener-
ators of a yields the result below; see [12, Proposition 2.11].
Proposition 4.28. For each ideal a of SpecR and object X ∈ T one has
LocT(ΓV(a)X) = LocT(X//a) . 
Note that the left hand side depends only on the radical of a; cf. Lemma 3.11.
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4.3.2 Representations of the Klein four group
We describe the representation theory of the Klein four group, and illustrate the
abstract notions of the seminar using this example.
Let G = 〈g1, g2〉 ∼= Z/2 × Z/2 and let k be an algebraically closed field of
characteristic two. Let kG be the group algebra of G over k, and let x1 = g1 − 1,
x2 = g2 − 1 as elements of kG. Then x21 = x22 = 0, and we have
kG = k[x1, x2]/(x
2
1, x
2
2).
We describe kG-modules by diagrams in which the vertices represent basis ele-
ments as a k-vector space, and an edge
a•
xi
•
b
indicates that xia = b. If there is no edge labelled xi in the downwards direction
from a vertex then xi sends the corresponding basis vector to zero. For example,
the group algebra kG has the following diagram:
a•
x1
~~
~~
~~
~~ x2
@@
@@
@@
@@
b •
x2 ??
??
??
??
• c
x1




•
d
As a vector space, kG = ka ⊕ kb ⊕ kc ⊕ kd. We have rad2 kG = soc kG = kd,
rad kG = soc2 kG = kb⊕ kc⊕ kd.
Here are the diagrams for the syzygies of the trivial module:
Ω−1(k) =
•
x1




x2
@@
@@
@@
@
• •
Ω−2(k) =
•
x1




x2
@@
@@
@@
@ •
x1




x2
@@
@@
@@
@
• • •
Ω(k) =
•
x2 @@
@@
@@
@ •
x1




•
Ω2(k) =
•
x2 @@
@@
@@
@ •
x1




x2 @@
@@
@@
@ •
x1




• •
etc.
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For each non-negative integer we have
ExtnkG(k, k)
∼= HomkG(k,Ω−n(k))
and so dimk Ext
n
kG(k, k) = n+ 1. In fact, the full cohomology algebra is
H∗(G, k) = Ext∗kG(k, k) = k[ζ1, ζ2]
with deg(ζ1) = deg(ζ2) = 1; see also Proposition 1.36.
Pick a non-zero element r = r1ζ1+r2ζ2 in H
1(G, k) (with ri ∈ k). Then each
power rj gives us an injective map from k to Ω−j(k) whose cokernel we denote by
Lrj . Thus we get a commutative diagram with exact columns
k

r

k

r2

k

r3

· · ·
Ω−1(k)

// r // Ω−2(k)

// r // Ω−3(k)

// r // · · ·
Lr // // Lr2 // // Lr3 // // · · ·
Thus, in StMod kG the module Lrj is the Koszul object k//r
j , for each j ≥ 1. In
the case where r = ζ1, for example the diagrams are as follows:
k

r

k

r2

k

r3

· · ·
•
•
•
??

// r // •
•
•
•
•
?? 
??

// r // •
•
•
•
•
•
•
?? 
?? 
??

// r // · · ·
•
•
?? // // • •
•
•
?? 
?? // // • •
•
•
•
•
?? 
?? 
?? // // · · ·
(4.29)
In this diagram, the k in the top row injects as the leftmost vertex in the modules
in the middle row. The case of a general element r can be reduced to this one by
applying automorphisms of the group algebra.
Remark 4.30. We can now describe the classification of the finite dimensional
indecomposable kG-modules; for details see [4, §4.3]. They come in three types:
(1) The group algebra kG itself.
(2) For each n ∈ Z, the module Ωn(k).
(3) For each one dimensional subspace of H1(G, k), choose an element r; then for
each integer n ≥ 1 there is a module Lrn . Thus we get a family of modules
indexed by P1(k)× Z≥1.
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The modules in the third family for a particular choice of r, namely those appearing
in the bottom row of diagram (4.29), form a tube in the Auslander–Reiten quiver
of kG. The maps going up the tube are the maps in the bottom row of the diagram.
For larger elementary abelian groups the representation type is wild, and we
cannot write down such a classification. Even for the Klein four group, the infinite
dimensional modules cannot be classified.
Next we compute the local cohomology functor Γp : StMod kG→ StMod kG
for each homogeneous prime ideal p of H∗(G, k). Observe that Γm = 0 for the
unique maximal ideal m = H+(G, k). Now the homogeneous non-maximal prime
ideals of H∗(G, k) are the zero ideal n = (0), and the principal ideals (r), one for
each one dimensional subspace of H1(G, k). Observe that
Γ(r) = ΓV(r) and Γn = LZ(n),
since each ideal (r) is maximal among all non-maximal ideals, and since n is the
unique minimal ideal; see Exercise 8 for Thursday.
The finite dimensional indecomposables in
ΓV(r) StMod(kG) ⊆ StMod(kG)
are precisely the modules Lrn , n ≥ 1. For r = ζ1, the module LV(r)(k) is the
colimit of the modules in the middle row of diagram (4.29), while the module
ΓV(r)(k) is the colimit of the modules in the bottom row of the diagram. We can
draw diagrams of these infinite dimensional modules as follows:
LV(r)(k) = •
•
•
•
•
•
•
?? 
?? 
?? · · ·
ΓV(r)(k) =
•
•
•
•
•
•
?? 
?? 
?? · · ·
The colimit of the vertical exact sequences in diagram (4.29) is the exact sequence
0→ k→ LV(r)(k)→ ΓV(r)(k)→ 0
given by the inclusion of the left hand vertex in LV(r)(k).
The remaining prime to deal with is n, the zero ideal. The module LZ(n)(k)
can be described as follows. Let k(t) be the field of rational functions in one
variable, regarded as an infinite dimensional vector space over k. Then LZ(n)(k)
is the module whose underlying vector space is a direct sum of two copies of k(t),
with G-action given by
g1 7→
(
I 0
I I
)
g2 7→
(
I 0
t.I I
)
where I is the identity endomorphism of k(t) and t.I is the endomorphism of k(t)
given by multiplication by t. There is a map from k to LZ(n)(k) sending the identity
to the vector
(
0
1
)
, and the cokernel is ΓZ(n)(k). This gives the exact sequence
0→ k → LZ(n)(k)→ ΓZ(n)(k)→ 0.
4.4. Exercises 77
Note that the modules ΓV(k) are all periodic of period one in this example,
so that a short exact sequence
0→ k → LV(k)→ ΓV(k)→ 0
gives rise to a triangle
ΓV(k)→ k → LV(k)→
in the stable module category, which is the localisation triangle for V .
We can now draw a diagrammatic representation of the set of thick subcat-
egories of Db(mod(kG)).
Db(mod(kG))
stmod(kG)
______
22
22
22
2





2222222
n = (0)
m = H+(G, k) 
ProjH∗(G, k)
SpecH∗(G, k)
In this diagram, the dotted circle in the middle represents the set of closed points
of the projective line over k, indexing the choices of (r). The part below the top
vertex represents stmod(kG) while the whole diagram represents Db(mod(kG)).
4.4 Exercises
(1) Let T be a compactly generated triangulated category. Given any class C
of compact objects, prove that there exists a localisation functor L : T → T
such that KerL = Loc(C).
Hint: Use Brown representability to show that the inclusion Loc(C) → T
admits a right adjoint.
(2) Let A =
[
k k
0 k
]
be the algebra of 2×2 upper triangular matrices over a field k
and let T denote the derived category of all A-modules. Up to isomorphism,
there are precisely two indecomposable projective A-modules:
P1 =
[
k 0
0 0
]
and P2 =
[
0 k
0 k
]
satisfying HomA(P1, P2) 6= 0 and HomA(P2, P1) = 0. For i = 1, 2 let Li de-
note the localisation functor such that the Li-acyclic objects form the small-
est localising subcategory containing Pi, viewed as a complex concentrated
in degree zero. Show that L1L2 6= L2L1.
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(3) Let T be a an R-linear triangulated category. Each specialisation closed sub-
set of SpecR gives rise to a recollement of T in the sense of Section 3.3.
Describe all 6 functors explicitly, and compare it with the prototype of a
recollement given in [3, §1.4].
(4) Let k be a field, A = k[x]/x(x − 1), and T its derived category D(A). Then
T is A-linear, hence also k-linear, via restriction along the homomorphism
k → A. Prove that T has four localising subcategories. Hence T cannot be
stratified by the k-action. It is however stratified by the A-action; this is a
special case of Neeman’s theorem, but can be verified directly.
(5) Prove that Ext∗Z(Q,Z) = 0. Thus the ‘orthogonality’ relation:
Supp
Z
Hom∗D(Z)(C, Y ) = SuppZ C ∩ SuppZ Y
may fail when C is not compact; i.e. when H∗(C) is not finitely generated.
Another example to bear in mind is a complete local ring A, with max-
imal ideal m. With E denoting the injective hull of A/m one has
SuppAHom
∗
D(A)(E,E) = SuppAHomA(E,E) = SuppAA = SpecA.
On the other hand, SuppAE = {m}.
(6) Prove that suppR T = suppR T
c.
(7) Let T be an R-linear triangulated category. Prove that there are equalities
{p ∈ SpecR | Xp 6= 0} =
⋃
C∈Tc
SuppR Hom
∗
T(C,X) = cl(suppRX)
for each X in T. The set on the left is what we denoted SuppRX .
(8) Let p be a homogeneous prime ideal in R. Prove that Γp ∼= ΓV(p) when p is
maximal, with respect to inclusion, in suppR T, and that Γp
∼= LZ(p) when p
is minimal in suppR T.
(9) For any object X in T and homogeneous ideal a in R, prove that
suppR(X//a) = V(a) ∩ suppRX ;
cf. Proposition 2.5. Using this, prove that any closed subset of suppR T is
realizable as the support of a compact object in T.
(10) LetM and N be kG-modules. Recall (or prove) that there is an isomorphism
Ext∗kG(M,N)
∼= H∗(G,Homk(M,N)) ,
compatible with theH∗(G, k)-actions. Assume now thatM andN are finitely
generated and prove that there is an isomorphism of kG-modules:
Homk(Homk(M,N), k) ∼= Homk(N,M)
Conclude that the support of Ext∗kG(M,N) and Ext
∗
kG(N,M), as modules
over H∗(G, k), coincide. Compare with Theorem 4.24.
5 Friday
In this last chapter we put together the various ideas we have been developing in
the week’s lectures. The goal, as has been stated often enough, is a classification
of the localising subcategories of the stable module category of a finite group, over
a field of characteristic p. The strategy of the proof was described in Section 4.1.6,
and we begin this chapter at the last step, which is also where the whole story be-
gins, namely, Neeman’s classification of the localising subcategories of the derived
category of a commutative noetherian ring. Using a (version of) this result, and
a variation of the Bernstein-Gelfand-Gelfand correspondence, we explain how to
tackle the case of the homotopy category of complexes of injective modules over
an elementary abelian two group. This is the content of Section 5.2. Finally, in
the last section, we use Quillen’s results to describe how to pass from arbitrary
groups to elementary abelian ones. If the dust settles down, you should be able to
see a fairly complete proof of our main results for the case p = 2.
5.1 Localising subcategories of D(A)
In this lecture A is a commutative noetherian ring and D the derived category
of the category of A-modules. Recall that D is a triangulated category admitting
set-indexed coproducts. Its compact objects are:
Dc = Thick(A) ,
the set of perfect complexes of A-modules; see Theorem 2.2. Moreover, one has
LocA(A) = D ,
so D is a compactly generated triangulated category, with A a compact generator.
The category D is also A-linear, with structure homomorphisms
A→ Hom∗D(M,M)
given by left multiplication. As A is a compact generator and Hom∗D(A,A)
∼= A, it
follows that the A-linear category D is noetherian. Note that suppA D = SpecA.
This lecture is devoted to proving the following result:
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Theorem 5.1. The triangulated category D is stratified by A.
A proof is given later in this lecture. For now, we record some direct corol-
laries. The one below is by Theorem 4.19, and is one of the main results in [44].
Corollary 5.2. There is bijection between localising subcategories of D and subsets
of SpecA. 
The next result is by Theorem 4.23, since D is a noetherian category.
Corollary 5.3. There is bijection between the thick subcategories of Thick(A) and
specialisation closed subsets of SpecA. 
5.1.1 Local cohomology and support
Next we relate the functors ΓV and LV to familiar functors from commutative
algebra. What follows is a summary of results from [10, Section 9].
To begin with, note that or eachM inD there is an isomorphism of A-modules
Hom∗D(A,M)
∼= H∗(M)
For any p ∈ SpecA, there are natural isomorphisms
LZ(p)(M) ∼=Mp ,
where Mp denotes the usual localisation of the complex M at p. In other words,
the functor M 7→Mp is localisation with respect to Z(p).
For each ideal a in A, the functor ΓV(a) is the derived functor of the a-torsion
functor , that associates to each A-module M , the submodule
{m ∈M | anm = 0 for some n ≥ 0}.
It follows that, for any M in D, the cohomology of ΓV(a)(M) is local cohomology
of M with support in a, in the sense of Grothendieck:
H∗(ΓV(a)M) ∼= H∗a (M) for each M ∈ D.
In particular, for each p ∈ SpecA there is an isomorphismH∗(ΓpM) ∼= H∗pAp(Mp),
so that the support of M is computed as:
suppAM = {p ∈ SpecA | H∗pAp(Mp) 6= 0} .
Compare this with other methods for computing support given in Lemma A.14.
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5.1.2 Proof of Theorem 5.1
The derived tensor product − ⊗LA − on D endows it with a structure of a tensor
triangulated category, with unit A. Since A is a compact generator for D, it follows
from Theorem 4.9 that the local global principle holds for D. It thus remains to
verify stratification condition (S2) from Section 4.2.
Fix p ∈ SpecA and set k(p) = Ap/pAp, the residue field of A at p. Note that
k(p) is p-local and p-torsion and hence is in ΓpD, by Corollary 3.9. In particular,
the latter category is non-empty, and to prove that ΓpD is minimal, it thus suffices
to prove:
LocD(M) = LocD(k(p)) for any M ∈ ΓpD with H∗(M) 6= 0.
We reduce to the case where A is a local ring, with maximal ideal p, as follows:
The homomorphism of rings A→ Ap gives a restriction functor ι : D(Ap)→ D(A).
Note that there is an isomorphism M ∼= ι(Mp) in D, because M is p-local. Since ι
is compatible with coproducts, and maps k(p) (viewed as an Ap-module) to k(p),
it suffices to prove
LocD(Ap)(Mp) = LocD(Ap)(k(p)) .
Observe thatMp and k(p) are local and torsion with respect to the ideal pAp ⊂ Ap.
Hence replacing A andM by Ap andMp, we may assume A is local, with maximal
ideal p, and set k = A/p. Since Γp = ΓV(p), by Exercise 8 from Thursday’s lecture,
we then need to prove that
LocD(M) = LocD(k) for each M ∈ ΓV(p)D.
First we tackle the caseM = ΓV(p)A. We claim k is in LocD(ΓV(p)A). Indeed,
since localising subcategories of D are tensor closed, so one has:
(ΓV(p)A⊗LA k) ∈ LocD(ΓV(p)A) .
Now note that there are isomorphisms k ∼= ΓV(p)k ∼= (ΓV(p)A⊗LA k). Therefore
LocD(k) ⊆ LocD(ΓV(p)A) .
We verify the reverse inclusion by verifying the follows claims:
ΓV(p)A ∈ LocD(A//p) and A//p ∈ ThickD(k) .
The first inclusion is from Proposition 4.28. As to the second: Since A is finitely
generated as an A-module and A//p is in the thick subcategory generated by A,
one obtains that the A-module H∗(A//p) is finitely generated. It is also p-torsion,
by Proposition 3.12, and hence of finite length. Since A is local, with residue field
k, it follows that A//p is in the thick subcategory generated by k; see Exercise 6.
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To sum up: LocD(ΓV(p)A) = LocD(k). Since localising subcategories of D are
tensor closed, and the exact functor −⊗LAM preserves coproducts, the preceding
equality yields the second equality below:
LocD(M) = LocD(ΓV(p)A⊗LA M) = LocD(k ⊗LAM)
The first equality holds because M is in ΓV(p)D; see Section 4.1.4. Since H
∗(M)
is non-zero, one gets in particular that H∗(k⊗LAM) is non-zero as well. Since k is
a field, in D there is an isomorphism
k ⊗LA M ∼= H∗(k ⊗LAM) .
Since H∗(k ⊗LA M) is a non-zero k-vector space, it can build k and vice-versa, in
D(k) and hence also in D.
This completes the proof of the theorem.
5.2 Elementary abelian 2-groups
Fix a prime number p, and let E = 〈g1, . . . , gr〉 be an elementary abelian p-
group of rank r. We consider K(Inj kE), the homotopy category of complexes of
injective (which in this is the same case as free) kE-modules. Recall that the
tensor product over k, with diagonal kE-action, induces on K(Inj kE) a structure
of a tensor triangulated category, and that there is a canonical action of H∗(E, k)
on it.
As explained in Section 4.1.6, one of the main steps in [10] is a proof of the
statement that K(Inj kE) is stratified by H∗(E, k). In this lecture, we prove this
result in the special case where p = 2, namely:
Theorem 5.4. Let k be a field of characteristic 2 and E an elementary abelian
2-group. Then K(Inj kE) is stratified by the canonical action of H∗(E, k).
The proof of this theorem is given in Section 5.2.3. It uses a variation, and
enhancement, of the classical Bernstein-Gelfand-Gelfand correspondence [17]; see
Remark 5.6 for a detailed comparison. The statement, and the proof, of this latter
result requires a foray into some homological algebra of differential graded modules
over differential graded algebras.
5.2.1 Differential graded algebras
Let A be differential graded algebra. This means that A is a graded algebra with
a differential satisfying the Leibniz rule:
d(ab) = d(a) b + (−1)|a|a d(b)
for all homogeneous elements a, b in A. In the same vein, a differential graded
module M over such a differential graded algebra A is a graded A-module with a
differential such that the multiplication satisfies the appropriate Leibniz rule.
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Any graded algebraA can be viewed as a differential graded algebra with zero
differential; most of the differential graded algebras we encounter in the discussion
below will be of this nature. In this case, any graded A-module is a differen-
tial graded A-module with zero differential. However, the category of differential
graded A-modules is typically much larger, as should be clear soon. A ring is a
differential graded algebra concentrated in degree 0, and then a differential graded
module is nothing more, and nothing less, than a complex of modules.
Let A be a differential graded algebra. A morphism f : M → N of differential
graded A-modules is a homomorphism of graded A-modules that is at the same
time a morphism of complexes. Differential gradedA-modules and their morphisms
form an abelian category. The usual notion of homotopy (for complexes of modules
over a ring) carries over to differential graded modules, and one can form the
associated homotopy category. Inverting the quasi-isomorphisms there gives the
derived category D(A) of differential graded A-modules. It is triangulated and the
differential graded module A is a compact object and a generator; see [40].
5.2.2 A BGG correspondence
Let k be a field of characteristic 2. Let E be an elementary abelian 2-group and
kE its group algebra. Thus E ∼= (Z/2)r and, setting zi = gi − 1, there is an
isomorphism of k-algebras
kE ∼= k[z1, . . . , zr]/(z21 , . . . , z2r) .
Let S = k[x1, . . . , xr] be a graded polynomial algebra over k where |xi| = 1 for
each i. We view it as a differential graded algebra with zero differential. Our goal is
to construct an explicit equivalence between the triangulated categories K(Inj kE)
and D(S), the derived category of differential graded modules over S. To this end,
we mimic the approach in [2, Section 7].
The graded k-algebra kE ⊗k S, with component in degree i being kE ⊗k Si
and product defined by
(a⊗ s) · (b⊗ t) = ab⊗ st ,
is commutative. Again we view it as a differential graded algebra with zero differ-
ential, and consider in it the element of degree one:
δ =
r∑
i=1
zi ⊗k xi .
It is easy to verify that δ2 = 0; keep in mind that the characteristic of k is 2. In
what follows J denotes the differential graded module over kE⊗kS with underlying
graded module and differential given by
J = kE ⊗k S and d(e) = δe.
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Observe that since J is a differential graded module over kE ⊗k S, for each dif-
ferential graded module M over kE there is an induced structure of a differential
graded S-module on HomkE(J,M). Moreover, the map
ζ : S → HomkE(J, J)
induced by right multiplication is a morphism of differential graded algebras.
Theorem 5.5. The map ζ is a quasi-isomorphism and the functor
HomkE(J,−) : K(Inj kE)→ D(S)
is an equivalence of triangulated categories.
Proof. The main ingredients in the proof are summarised in the following claims:
Claim: As a complex of kE-modules, J consists of injectives and J i = 0 for i < 0.
Indeed, the degree i component of J is kE ⊗k Si, which is isomorphic to a
direct sum of
(
r+i−1
i
)
copies of kE. The claim follows, since kE is self-injective.
Set w = z1 · · · zr; this is a non-zero element in the socle of kE, and hence
generates it. It is easy to verify that the map of graded k-vector spaces
η : k → J defined by η(1) = w ⊗ 1
is a morphism of differential graded kE-modules.
Claim: η : k → J is an injective resolution of k, as a kE-module.
Given the previous claim, and that η is kE-linear, it remains to prove that
η is a quasi-isomorphism. We have to prove that H∗(η) is an isomorphism, and in
verifying this we can, and will, ignore the kE-module structures on k and J .
When r = 1, complex J can be identified with the complex
0→ k[z]/(z2) z−→ k[z]/(z2) z−→ · · ·
of k[z]/(z2)-modules. It is easy to verify that the only non-zero cohomology in this
complex is in degree 0, where it is kw. Thus, η is a quasi-isomorphism.
For general r, writing J(i) for the complex k[zi]/(z
2
i ) ⊗k k[xi] one has a
natural isomorphism
J ∼= J(1)⊗k · · · ⊗k J(r)
of complex of k-vector spaces. With this, and setting η(i) to be the map k → J(i)
defined by 1 7→ zi ⊗ 1, one gets an identification
η = η(1)⊗k · · · ⊗k η(r) : k → J .
Since each η(i) is a quasi-isomorphism, it follows from the Ku¨nneth formula that
H∗(η) is an isomorphism as well.
This completes the proof of the claim.
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Now we are ready to prove that the map ζ : S → HomkE(J, J) induced
by right multiplication is a quasi-isomorphism. In verifying that ζ is a quasi-
isomorphism we can now ignore the S-module structures. The composite morphism
of k-vector spaces
S
ζ−−−−→ HomkE(J, J) HomkE(η,J)−−−−−−−−→ HomkE(k, J)
sends an element s ∈ S to the map 1 7→ w ⊗ s, where w = z1 . . . zr. It is easy
to see that the composite is an isomorphism of complexes. It remains to note
that HomkE(η, J) is a quasi-isomorphism: η is a quasi-isomorphism of differential
graded modules over kE and HomkE(−, J) preserves quasi-isomorphisms, because
J is a complex of injective kE-modules with J i = 0 for i < 0.
Armed with these facts about J , the proof can be wrapped up as follows: It
is easy to verify that the functor HomkE(J,−) from K(Inj kE) to D(S) is exact.
Since J is an injective resolution of k, it is compact and generates the triangu-
lated category K(Inj kE); see Theorem 3.17. It follows from this that the functor
HomkE(J,−) preserves coproducts, since a quasi-isomorphism between differen-
tial graded S-modules is an isomorphism in D(S). As S is quasi-isomorphic to
HomkE(J, J) and it is a compact generator for D(S), it remains to apply Exer-
cise 23 in Chapter 1 to conclude that HomkE(J,−) is an equivalence. 
Remark 5.6. Let k be a field, Λ an exterior algebra on generators of degree 1,
and S a polynomial algebra on generators of degree 1. Bernstein, Gelfand, and
Gelfand [17] proved that there is an equivalence of triangulated categories
Db(grmodΛ) ≃ Db(grmodS)
The functor inducing the equivalence is similar to the one in Theorem 5.5.
Over a field of characteristic 2, the group algebra of an elementary abelian 2
group is an exterior algebra. However, the result above cannot be applied directly
to our context. One point being that it deals with graded modules over an exterior
algebra of degree one, but this is not crucial. The main issue is that it deals with
bounded derived categories, while for our purposes we need a statement at the level
of the full homotopy category of complexes of injective modules; see Section 3.3.5
for the discrepancy between the two.
5.2.3 Proof of Theorem 5.4
We retain the notation from Section 5.2.2.
The basic idea of the proof is clear enough: K(Inj kE) is equivalent to D(S),
by Theorem 5.5, so it suffices to prove that the latter is stratified, and for that
one invokes Theorem 5.1. Two issues need clarification.
One point is that Theorem 5.1 concerns commutative rings and not differ-
ential graded algebras. However, the argument given for op. cit. carries over with
minor modifications to D(S); see [11, Theorem 5.2], and also [12, Theorem 8.1], for
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a statement that applies to any formal differential graded algebra whose homology
is commutative and noetherian.
The second point is this: By the discussion above, K(Inj kE) is stratified by
the S-action induced by the equivalence of categories in Theorem 5.5. The latter
result also gives that H∗(E, k) ∼= S, as algebras; one then needs to check that the
induced action of H∗(E, k) on K(InjkE) is the diagonal action. In fact, much less
is required, namely, that the local cohomology functors, Γp, defined by the two
actions coincide, and this is easier to verify; see the proof of [11, Theorem 6.4].
For a systematic treatment of such “change-of-categories” results, which may
serve to clarify the issue, see [13, Section 7].
5.3 Stratification for arbitrary finite groups
The goal for this lecture is as follows. Let G be a finite group and k a field of
characteristic p. We shall assume that K(Inj kE) is stratified by H∗(E, k) for all
elementary abelian subgroups E of G (for p = 2 this was proved in the previous
lecture) and we shall prove that K(Inj kG) is stratified by H∗(G, k).
Our main tool is Quillen’s Stratification Theorem; so we begin by examining
Quillen’s theorem in some detail.
5.3.1 Quillen Stratification
Quillen [48, 49] (1971) described the maximal ideal spectrum of H∗(G, k) in terms
of elementary abelian subgroups. We’re really interested in prime ideals, but let’s
first describe Quillen’s original theorem. Note that in a finitely generated graded
commutative k-algebra such as H∗(G, k) every prime ideal is the intersection of
the maximal ideals containing it, by a version of Hilbert’s Nullstellensatz.
Let G be a finite group, and k a field of characteristic p. If H is a subgroup of
G, there’s a restriction map H∗(G, k)→ H∗(H, k) which is a ring homomorphism.
Writing VG = max H
∗(G, k), this induces a map of varieties VH → VG.
Theorem 5.7. An element u ∈ H∗(G, k) is nilpotent if and only if resG,E(u) is
nilpotent for every elementary abelian p-subgroup E ≤ G. 
It thus makes sense to look at the product of the restriction maps
H∗(G, k)→
∏
E
H∗(E, k).
The theorem implies that the kernel of this map is nilpotent. What is the image?
If an element (uE) is in the image then
(1) for each conjugation cg : E
′ → E in G, c∗g(uE) = uE′ and
(2) for each inclusion i : E′ → E in G, i∗(uE) = uE′ .
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Conversely, if (uE) satisfies these conditions, Quillen showed that for some
t ≥ 0 the element (uptE ) is in the image.
Definition 5.8. We define lim←−E H
∗(E, k) to be the elements (uE) of the direct
product
∏
E H
∗(E, k) satisfying conditions (1) and (2) above.
Definition 5.9. A homomorphism φ : R → S of graded commutative k-algebras is
an F -isomorphism or inseparable isogeny if
(1) the kernel of φ consists of nilpotent elements, and
(2) for each s ∈ S there exists t ≥ 0 such that spt ∈ Imφ.
We can now rephrase Quillen’s theorem as follows:
Theorem 5.10. The restriction maps induce an F -isomorphism
H∗(G, k)→ lim←−
E
H∗(E, k) . 
Now if φ : R → S is an F -isomorphism of finitely generated graded commu-
tative k-algebras then φ∗ : maxS → maxR is a bijection.
For the moment, let’s assume that k is algebraically closed. Recalling that
VG = maxH
∗(G, k), this says that lim−→E VE → VG, as a map of varieties, is bijective
(but not necessarily invertible!).
Here, lim−→E VE is the quotient of the disjoint union of the VE by the equiva-
lence relation induced by the conjugations and inclusions.
5.3.2 A more concrete view
Let us continue for a while with the assumption that k is algebraically closed, a
restriction which we shall later lift. Let us describe VG more explicitly in terms of
the elementary abelian p-subgroups. If E is an elementary abelian p-group of rank
r then H∗(E, k) modulo nilpotents is a polynomial ring in r variables, and so
VE = max H
∗(E, k) ∼= Ar(k),
affine space of dimension r.
If E′ ≤ E then res∗E,E′ identifies VE′ as a linear subspace of VE determined
by linear equations with coefficients in the ground field Fp. Furthermore, each such
linear subspace is the image of res∗E,E′ for a suitable E
′ ≤ E.
Definition 5.11. We set V +E = VE \
⋃
E′<E VE′ , so that V
+
E is obtained from VE
by removing all (pr − 1)/(p− 1) of the codimension one subspaces in VE defined
over Fp. The set V
+
E is a dense open subset of VE .
We consider the following subvarieties of VG:
VG,E = res
∗
G,E(VE) and V
+
G,E = res
∗
G,E(V
+
E ) .
Thus VG,E is a closed subvariety and V
+
G,E is a locally closed subvariety.
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Theorem 5.12. The following statements hold
(1) VG is the disjoint union of locally closed subsets V
+
G,E, one for each conjugacy
class of elementary abelian subgroups E of G.
(2) V +G,E is (F -isomorphic to) the quotient of the locally closed variety V
+
E by the
free action of NG(E)/CG(E).
(3) The layers V +G,E of VG are glued together via the inclusions E
′ < E in G. 
5.3.3 Prime ideals
Now we discuss prime ideals in H∗(G, k), and we drop the assumption that k is
algebraically closed. The discussion below is based on [11, Section 9].
Write VG for the (homogeneous) prime spectrum of H∗(G, k). By Quillen’s
theorem, for each p ∈ VG there exists an elementary abelian p-subgroup E ≤ G
such that p is in the image of res∗G,E. We say that p originates in such an E if there
does not exist a proper subgroup E′ of E such that p is in the image of res∗G,E′ .
Theorem 5.13. For each p ∈ VG, the pairs (E, q) where q ∈ VE, p = res∗G,E(q) and
such that p originates in E are all G-conjugate. 
Warning 5.14. In contrast with part (2) of Theorem 5.12, if we fix p and E such
that p originates in E, then NG(E)/CG(E) acts transitively but not necessarily
freely on the set of primes q ∈ VE such that res∗G,E(q) = p.
Indeed, let E be the normal four group of the alternating group A4, and let
k be an algebraically closed field of characteristic two. Let ω be a primitive cube
root of unity in k. Write H∗(E, k) = k[x, y] where x and y are defined over F2.
Then the prime ideal (x + ωy) is invariant under the action of G but there is no
inhomogeneous maximal ideal containing it that is fixed, because each point in
the line is multiplied by ω or ω2 when acted on by an element of A4 not in E.
For any subgroup H ≤ G, formal properties of restriction and induction
prove the following:
Lemma 5.15. Let p ∈ VG and set U = (res∗G,H)−1{p}.
(1) For any X in K(Inj kG), (ΓpX)↓H ∼=
⊕
q∈U Γq(X↓H).
(2) For any Y in K(Inj kH), Γp(Y ↑G) ∼=
⊕
q∈U (ΓqY )↑G. 
Using this, we get:
Theorem 5.16. If X ∈ K(Inj kG) and Y ∈ K(Inj kH) then
(1) VG(X↓H↑G) ⊆ VG(X), and
(2) VG(Y ↑G) = res∗G,H VH(Y ). 
The following version of the subgroup theorem is for elementary abelian
groups. The analogue for arbitrary finite groups also holds, and its proof makes
use of this more limited version.
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Theorem 5.17. Let E′ ≤ E be elementary abelian p-groups, X ∈ K(Inj kE). Then
VE′(X↓E′) = (res∗E,E′)−1VE(X) .
Proof. Let q ∈ VE′ , p = res∗E,E′(q). By the previous theorem we have
VE(Γqk↑E) = {p} = VE(Γpk), .
By the classification of localising subcategories for kE this implies that
Loc(Γqk↑E) = Loc(Γpk) .
Thus
Γq(X↓E′) 6= 0⇐⇒ Γqk ⊗X↓E′ 6= 0
⇐⇒ Γqk↑E ⊗X 6= 0
⇐⇒ Γpk ⊗X 6= 0
⇐⇒ ΓpX 6= 0. 
5.3.4 Chouinard’s Theorem for K(Inj kG)
The next ingredient in the proof of the classification theorem is a version of
Chouinard’s Theorem 1.7 for the category K(Inj kG).
Theorem 5.18. An object X in K(InjkG) is zero if and only if X↓E is zero for
every elementary abelian p-subgroup E ≤ G.
Proof. One direction is obvious, so assume X 6= 0. Look at the triangle
pk ⊗X → X → tk ⊗X → .
Either tk ⊗ X 6= 0 or pk ⊗ X 6= 0. In the first case we’re in StMod(kG) and we
can use Chouinard’s theorem for StMod(kG). In the second case X is not acyclic
so its restriction to any subgroup is non-zero. The trivial subgroup is elementary
abelian, so we are done. 
5.3.5 The main theorem
Theorem 5.19. As a tensor triangulated category, K(Inj kG) is stratified by the
canonical action of H∗(G, k).
Proof. We must prove that if p ∈ VG then ΓpK(Inj kG) is minimal among tensor
ideal localising subcategories of K(Inj kG).
Let 0 6= X ∈ ΓpK(Inj kG). By Theorem 5.18, there exists E0 elementary
abelian with X↓E0 6= 0. Choose q0 ∈ VE0(X↓E0). We have
res∗G,E0(q0) ∈ VG(X↓E0↑G) ⊆ VG(X) = {p},
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so res∗G,E0(q0) = p.
So there exists (E, q) with E ≤ E0, q ∈ VE, res∗E0,E q = q0, and p originates
in q. By the Theorem 5.17 we have q ∈ VE(X↓E), i.e., ΓqX↓E 6= 0.
By Theorem 5.13, all (E, q) where p originate in E are conjugate. It follows
that if ΓqX↓E 6= 0 for one of these then the same holds for all of them. So if we
choose one, then every 0 6= X ∈ ΓpK(Inj kG) has ΓqX↓E 6= 0, and X↓E is a direct
sum of NG(E)-conjugates of this.
Let 0 6= Y ∈ ΓpK(Inj kG) and set Z = ikE↑G, namely the injective resolution
of the permutation module on the cosets of E. Then we have
Hom∗kG(X ⊗k Z, Y ) = Hom∗kG(X ⊗k ikE↑G, Y )
∼= Hom∗kG((X↓E ⊗k ik)↑G, Y )
∼= Hom∗kG(X↓E↑G, Y )
∼= Hom∗kE(X↓E, Y ↓E)
∼=
⊕
q
Hom∗kE(ΓqX↓E, ΓqY ↓E).
Since both ΓqX↓E and ΓqY ↓E are both non-zero, by the classification of localising
subcategories of K(Inj kE) and Lemma 4.4 we have Hom∗kE(ΓqX↓E, ΓqY ↓E) 6= 0.
So using the minimality test of Lemma 4.11 for the tensor triangulated cat-
egory K(Inj kG), we deduce that ΓpK(Inj kG) is minimal among tensor ideal local-
ising subcategories. 
Using the discussion of Section 3.3, this implies the following result for the
stable module category.
Theorem 5.20. As a tensor triangulated category, StMod(kG) is stratified by the
canonical action of H∗(G, k). 
5.4 Exercises
In what follows T denotes a compactly generated R-linear triangulated category.
Ideals and elements in R will be assumed to be homogeneous.
(1) Assume T is a tensor triangulated category. Let a and b be ideals in R. Prove
that if a ⊆ b, then X//b is in ThickT(X//a). Deduce that if
√
a =
√
b, then
ThickT(X//a) = ThickT(X//b) .
(2) Prove that for each ideal a of R and object X in T one has
ΓV(a)X ∈ LocT(X//a) and X//a ∈ ThickT(ΓV(a)X) .
Here T need not be tensor triangulated.
Hint: Induce on the number of generators of a. Use the description of ΓV(r)X
from Proposition 4.27.
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(3) Using the previous exercise prove that for each specialisation closed subset
V of SpecR, and any decomposition ⋃i∈I V(ai) = V , and set G of compact
generators for T, there are equalities
TV = LocT(ΓV(ai)C | C ∈ G) = LocT(C//ai | C ∈ G)
This proves that TV is compactly generated, so the exact functors ΓV and
LV are smashing, meaning that they commute with coproducts in T.
(4) Let E = 〈g | gp = 1〉 and k be a field of characteristic p. Write down a basis
for the Koszul construction on kE with respect to z = g − 1, namely the
differential graded algebra A = kE〈y〉 with |y| = −1, y2 = 0 and dy = z.
Prove that the inclusion of the exterior algebra on the element zp−1y of
degree −1 into A is a quasi-isomorphism.
(5) Using tensor products and the Ku¨nneth theorem, show that for a general
elementary abelian p-group E = 〈g1, . . . , gr〉, the inclusion of an exterior
algebra on the elements zp−1i yi (i ≤ i ≤ r) into the Koszul construction is a
quasi-isomorphism.
(6) Let A be a local ring, with residue field k. Prove that a complex M ∈ D(A)
is in Thick(k) if and only if the length of the A-module H∗M is finite.
Hint: For the converse, first consider the case whereM is a module; whenM
is a complex, induce on the number of non-zero cohomology modules of M .
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Appendix A. Support for
modules over commutative rings
Let A be a commutative noetherian ring. We consider the category ModA of A-
modules and its full subcategorymodA which is formed by all finitely generated A-
modules. Note that an A-module is finitely generated if and only if it is noetherian.
The spectrum SpecA of A is the set of prime ideals in it. A subset of SpecA
is Zariski closed if it is of the form
V(a) = {p ∈ SpecA | a ⊆ p}
for some ideal a of A. A subset V of SpecA is specialisation closed if for any pair
p ⊆ q of prime ideals, p ∈ V implies q ∈ V . The specialisation closure of a subset
U ⊆ SpecA is the subset
clU = {p ∈ SpecA | there exists q ∈ U with q ⊆ p} .
This is the smallest specialisation closed subset containing U .
A.1 Big support
The big support of an A-module M is the subset
SuppAM = {p ∈ SpecA |Mp 6= 0} .
Observe that this is a specialisation closed subset of SpecA.
Lemma A.1. One has SuppAA/a = V(a) for each ideal a of A.
Proof. Fix p ∈ SpecA and let S = A \ p. Recall that for any A-module M , an
element x/s in S−1M = Mp is zero iff there exists t ∈ S such that tx = 0. Thus
we have (A/a)p = 0 iff there exists t ∈ S with t(1 + a) = t+ a = 0 iff a 6⊆ p. 
Lemma A.2. If 0→M ′ →M →M ′′ → 0 is an exact sequence of A-modules, then
SuppAM = SuppAM
′ ∪ SuppAM ′′.
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Proof. The sequence 0→M ′p →Mp →M ′′p → 0 is exact for each p in SpecA. 
Lemma A.3. Let M =
∑
iMi be an A-module, written as a sum of submodules
Mi. Then SuppAM =
⋃
i SuppAMi.
Proof. The assertion is clear if the sum
∑
iMi is direct, since⊕
i
(Mi)p = (
⊕
i
Mi)p.
As Mi ⊆M for all i one gets
⋃
i SuppAMi ⊆ SuppAM , from Lemma A.2. On the
other hand, M =
∑
iMi is a factor of
⊕
iMi, so SuppAM ⊆
⋃
i SuppAMi. 
We write annAM for the ideal of elements in A that annihilate M .
Lemma A.4. One has SuppAM ⊆ V(annAM), with equality when M is in modA.
Proof. Write M =
∑
iMi as a sum of cyclic modules Mi
∼= A/ai. Then
SuppAM =
⋃
i
SuppAMi =
⋃
i
V(ai) ⊆ V(
⋂
i
ai) = V(annAM),
and equality holds if the sum is finite. 
Lemma A.5. Let M 6= 0 be an A-module. If p is maximal in the set of ideals which
annihilate a non-zero element of M , then p is prime.
Proof. Suppose 0 6= x ∈M and px = 0. Let a, b ∈ A with ab ∈ p and a 6∈ p. Then
(p, b) annihilates ax 6= 0, so the maximality of p implies b ∈ p. Thus p is prime. 
Lemma A.6. Let M 6= 0 be an A-module. There exists a submodule of M which is
isomorphic to A/p for some prime ideal p.
Proof. The set of ideals annihilating a non-zero element has a maximal element,
since A is noetherian. Now apply Lemma A.5. 
Lemma A.7. For each M in modA there exists a finite filtration
0 =M0 ⊆M1 ⊆ . . . ⊆Mn =M
such that each factor Mi/Mi−1 is isomorphic to A/pi for some prime ideal pi. In
that case one has SuppAM =
⋃
i V(pi).
Proof. Repeated application of Lemma A.6 yields a chain of submodules 0 =M0 ⊆
M1 ⊆M2 ⊆ . . . of M such that each Mi/Mi−1 is isomorphic to A/pi for some pi.
This chain stabilises since M is noetherian, and therefore
⋃
iMi =M .
The last assertion follows from Lemmas A.2 and A.1. 
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A.2 Serre subcategories
A full subcategory C of A-modules is called Serre subcategory if for every exact
sequence 0 → M ′ → M → M ′′ → 0 of A-modules, M belongs to C if and only if
M ′ and M ′′ belong to C. We set
SuppA C =
⋃
M∈C
SuppAM.
Proposition A.8. The assignment C 7→ SuppA C induces a bijection between
(1) the set of Serre subcategories of modA, and
(2) the set of specialisation closed subsets of SpecA.
Its inverse takes V ⊆ SpecA to {M ∈ modA | SuppM ⊆ V}.
Proof. Both maps are well defined by Lemmas A.2 and A.4. If V ⊆ SpecA is a
specialisation closed subset, let CV denote the smallest Serre subcategory contain-
ing {A/p | p ∈ V}. Then we have SuppCV = V , by Lemmas A.1 and A.2. Now let
C be a Serre subcategory of modA. Then
SuppC = {p ∈ SpecA | A/p ∈ C}
by Lemma A.7. It follows that C = CV for each Serre subcategory C, where V =
SuppC. Thus SuppC1 = SuppC2 implies C1 = C2 for each pair C1,C2 of Serre
subcategories. 
Corollary A.9. Let M and N be in modA. Then SuppAN ⊆ SuppAM if and only
if N belongs to the smallest Serre subcategory containing M .
Proof. With C denoting the smallest Serre subcategory containing M , there is an
equality SuppA C = SuppAM by Lemma A.2. Now apply Proposition A.8. 
A.3 Localising subcategories
A full subcategory C ofA-modules is said to be localising if it is a Serre subcategory
and if for any family of A-modules Mi ∈ C the sum
⊕
iMi is in C. The result
below is from [31, p. 425].
Corollary A.10. The assignment C 7→ SuppA C gives a bijection between
(1) the set of localising subcategories of ModA, and
(2) the set of specialisation closed subsets of SpecA.
Its inverse takes V ⊆ SpecA to {M ∈ ModA | SuppAM ⊆ V}.
Proof. The proof is essentially the same as the one of Proposition A.8 if we observe
that any A-moduleM is the sumM =
∑
iMi of its finitely generated submodules.
Note that M belongs to a localising subcategory C if and only if all Mi belong to
C. In addition, we use that SuppAM =
⋃
i SuppAMi; see Lemma A.3. 
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A.4 Injective modules
The following proposition collects the basic properties of injective modules over
a commutative noetherian ring; for a proof see [43, §18]. For each p ∈ SpecA we
denote E(A/p) the injective hull of A/p.
Proposition A.11. (1) An arbitrary direct sum of injective modules is injective.
(2) Every injective module decomposes essentially uniquely as a direct sum of
injective indecomposables.
(3) E(A/p) is indecomposable for each p in SpecA.
(4) Each injective indecomposable is isomorphic to E(A/p) for a unique prime
ideal p. 
Let p a prime ideal in A and let M be an A-module. The module M is said
to be p-torsion if each element of M is annihilated by a power of p; equivalently:
M = {x ∈M | there exists an integer n ≥ 0 such that pn · x = 0}.
The module M is p-local if the natural map M →Mp is bijective.
For example, A/p is p-torsion, but it is p-local only if p is a maximal ideal,
while Ap is p-local, but it is p-torsion only if p is a minimal prime ideal. The A-
module E(A/p) is both p-torsion and p-local. Using this observation the following
is easy to prove.
Lemma A.12. Let p and q be prime ideals in A. Then
E(A/p)q =
{
E(A/p) if q ∈ V(p),
0 otherwise.

A.5 Support
Each A-module M admits a minimal injective resolution
0→M → I0 → I1 → I2 → · · ·
and such a resolution is unique, up to isomorphism of complexes of A-modules.
We say that p occurs in a minimal injective resolution I of M , if for some integer
i ∈ Z, the module Ii has a direct summand isomorphic to E(A/p). We call the set
suppAM =
{
p ∈ SpecA
∣∣∣∣∣ p occurs in a minimalinjective resolution of M
}
the support ofM . In the literature, it is sometimes referred to as the ‘small support’
or the ‘cohomological support’, to distinguish it from the big support SuppAM .
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Lemma A.13. Let M be an A-module and p ∈ SpecA. If I is a minimal injective
resolution of M , then Ip is a minimal injective resolution of Mp. Therefore
suppA(Mp) = suppAM ∩ {q ∈ SpecA | q ⊆ p} .
Proof. For the first assertion, see for example Lemmas 5 and 6 in [43, §18]. The
formula for the support of Mp then follows from Lemma A.12. 
We write k(p) for the residue field Ap/pAp at p ∈ SpecA.
Lemma A.14. LetM be an A-module and p ∈ SpecA. The following are equivalent:
(1) p ∈ suppAM ;
(2) Ext∗Ap(k(p),Mp) 6= 0;
(3) TorAp∗ (k(p),Mp) 6= 0.
Proof. For the equivalence of (1) and (2) see [43, Theorem 18.7]. The equivalence
of (2) and (3) is more involved, and was proved by Foxby [30]. 
Lemma A.15. For each A-module M one has
suppAM ⊆ cl(suppAM) = SuppAM ⊆ V(annM) ,
and equalities hold when M is finitely generated.
Proof. The equality follows from Lemma A.13, while the inclusions are obvious.
Suppose nowM is finitely generated. Given Lemma A.4, to prove that equali-
ties hold, it remains to verify SuppAM ⊆ suppAM . IfMp 6= 0 for some p ∈ SpecA,
then k(p)⊗Ap Mp 6= 0 by Nakayama’s Lemma, for Mp is a finitely generated mod-
ule over the local ring Ap. In particular, Tor
Ap
∗ (k(p),Mp) 6= 0, and hence p is in
suppAM , by Lemma A.14. 
A.6 Specialization closed sets
Given a subset U ⊆ SpecA, we consider the full subcategory
MU = {M ∈ ModA | suppAM ⊆ U}.
The next result does not hold for arbitrary subsets of SpecA. In fact, it can be
used to characterise the property that V is specialisation closed.
Lemma A.16. Let V be a specialisation closed subset of SpecA. Then for each
A-module M , one has
suppAM ⊆ V ⇐⇒ Mq = 0 for each q in SpecA \ V .
The subcategory MV of ModA is closed under set-indexed direct sums, and in any
exact sequence 0 → M ′ → M → M ′′ → 0 of A-modules, M is in MV if and only
if M ′ and M ′′ are in MV .
98 Support for modules over commutative rings
Proof. Since V is specialisation closed, it contains suppAM if and only if it contains
cl(suppAM). Thus the first statement is a consequence of Lemma A.15. Given this
the second statement follows, since for each q in SpecA, the functor taking an A-
module M to Mq is exact and preserves set-indexed direct sums. 
Torsion modules and local modules can be recognised from their supports.
Lemma A.17. Let M be an A-module and p ∈ SpecA. Then
(1) M is p-local if and only if suppAM ⊆ {q ∈ SpecA | q ⊆ p}, and
(2) M is p-torsion if and only if suppAM ⊆ V(p).
Proof. Let I be a minimal injective resolution of M .
(1) Since Ip is a minimal injective resolution of Mp, and minimal injective
resolutions are unique up to isomorphism, M
∼−→ Mp if and only if I ∼−→ Ip. This
implies the desired equivalence, by Lemma A.12.
(2) When suppAM ⊆ V(p), then, by definition of support, one has that I0 is
isomorphic to a direct sum of copies of E(A/q) with q ∈ V(p). Since each E(A/q)
is p-torsion, so is I0, and hence the same is true of M , for it is a submodule of I0.
Conversely, when M is p-torsion, Mq = 0 for each q in SpecA with q 6⊇ p.
This implies suppAM ⊆ V(p), by Lemma A.16. 
Lemma A.18. Let p be a prime ideal in A and set U = {q ∈ SpecA | q ⊆ p}.
(1) Restriction along the morphism A→ Ap identifies ModAp with the subcate-
gory MU of ModA. Therefore MU is closed under taking kernels, cokernels,
extensions, direct sums, and products.
(2) If M,N are A-modules and one of them belongs to MU , then HomA(M,N)
is in MU .
Proof. (1) The objects in the subcategoryMU are precisely the p-local A-modules,
by Lemma A.17. Thus the inclusion functor has a left and a right adjoint. It follows
that MU is an exact abelian and extension closed subcategory of ModA, closed
under set-indexed direct sums and products.
(2) The action of A on HomA(M,N) factors via EndA(M) and EndA(N). If
M or N is p-local, then this action factors through the map A→ Ap. 
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