We present the model-based inversion algorithm, which uses a priori information on the geometry to reduce the number of unknown parameters and improve the quality of the reconstructed conductivity image. This model-based inversion approach can be also used to refine the conductivity image that we obtained using the pixel-based inversion algorithm. The model-based inversion approach adopts the Gauss-Newton minimization method, with nonlinear constraints and regularization for the unknown parameters. It also employs a line search approach to guarantee the reduction of the cost function after each iteration. The forward modeling simulation is a two-and-half dimensional finite-difference solver, and the parameters that govern the location and the shape of a reservoir include the depth and the location of the user-defined nodes for the boundary of the region. The unknown parameter that describes the physical property of the region is the electrical conductivity. We will show some numerical examples to illustrate the advantageous of using this model-based inversion approach.
Introduction
With the rapid development of sensor technologies as well as computer and signal processing algorithms, the marine controlled-source electromagnetic (CSEM) technology has recently gained significant attention for off-shore oil exploration. With a horizontal electric dipole as a transmitter towed by a ship and multi-component electromagnetic receivers on the seafloor, this method has recently been successful in several field surveys. The high contrast in resistivity between saline-filled rocks and hydrocarbons makes this method well suited for detecting thin oil reservoirs (see Constable and Srnka (2007) ).
In this abstract, we present a model-based inversion scheme for processing the CSEM data, which reconstructs the conductivities and shapes of the regions of interest based on some a priori information. The required a priori information can come from independent measurements (e.g., seismic) or from the inversion results of the same data using a pixel-based inversion approach (Abubakar et al. (2006) ). The model-based inversion presented in this paper, generalizes the so-called sharp boundary inversion approach (see Smith et al. (1999) and Hoversten et al. (2006) ). This model-based inversion scheme is based on a Gauss-Newton minimization method with multiplicative regularization and a line search approach to stabilize the inversion process (see Habashy and Abubakar (2004) ). The forward solver is based on a two-and-half dimensional frequency domain finite-difference simulator described in Abubakar et al. (2006) . In this model-based inversion algorithm, the shape of the various regions, expressed as two dimensional (2D) polygons defined by their vertices, can be reconstructed along with their locations and conductivities. Some initial numerical tests of CSEM models show good reconstructions. Figure 1 shows an example of the geometry setup in 2D. Each region with a different conductivity is modeled by a polygon described by the coordinates (x, z) of its vertices. Cubic spline interpolation is used to define the polygon boundaries except for the sharp corners. Therefore, the conductivity distribution can be written as f (x c , z c , σ r ,x r ,z r ), where x c and z c are the center positions of the polygons,x r andz r indicate the vertices of the polygons, and σ r is the conductivity of the region inside the polygon. The Forward Algorithm The forward algorithm is the frequency domain finite-difference method (Abubakar et al. (2006) ) with staggered grids that solves the electric field governed by the following equation:
Model Geometry
where µ and σ are the magnetic permeability and the electrical conductivity, respectively, andJ is the electric current source excitation. In order to render the forward algorithm more efficient, several techniques have been applied. For example, the regions outside the domain of interest are discretized using optimal grids in both x and z directions. This helps to reduce the number of unknowns while still maintaining a good accuracy (Ingerman et al. (2000) ). This optimal grid technique is also used to select the spatial frequency components along the invariant y-direction. Moreover, a material averaging formula (Keller (1964) ) is used to calculate the effective material properties on both small and large grids. Finally, since the matrix generated from the finite-difference method is very sparse, a multi-frontal LU decomposition method is used as the solver, which can be very efficient for solving the electric field equation with multiple right-hand sides.
The Inversion Algorithm
The inversion algorithm is based on a regularized Gauss-Newton method (Habashy and Abubakar (2004) ). The cost function for optimization is defined as follows:
wherem is the vector of model parameters that includes the coordinates of vertices and centers of the polygonal regions as well as the conductivities.ē(m) is the vector of data misfit expressed asē(m) = (S(m) −d)/ d 2 whereS(m) is a vector containing the simulated data from the model andd is the vector of the measured data. W d and W m are weighting matrices that put the various data on equal footing. λ k is the regularization parameter at the kth iteration. A multiplicative regularization scheme is used to link the regularization factor λ k to the data misfit at the kth iteration as λ k = W d ·ē(m k ) 2 /(2δ 2 ) where δ is a constant determined by numerical trials. This scheme can adaptively adjust the impact of regularization on the cost function hence is more robust relative to the traditional additive regularization scheme.
Constrained Minimization
Constrained minimization is important in this model-based inversion algorithm to guarantee that the reconstructed shapes are physically realistic and moreover to prevent separate polygons from colliding. It will also help to reduce the non-uniqueness in estimating other parameters such as the center locations and conductivities. In the current algorithm, the maximum and minimum values of conductivity are decided from geological considerations and the centers are constrained to be within the region of inversion. Furthermore, the vertices of the polygons are constrained to [−ar min , ar min ] where r min is the minimum distance from the node to all other nodes of the polygon, and a ∈ (0, 1/2] is a constant that scales the step length in different directions. A nonlinear transformation is used to constrain the various model parameters and is given generically by:
where c ∈ (−∞, ∞) is an auxiliary inversion parameter that transforms the constrained minimization problem to an unconstrained one. The search step, q, for the parameter c is related to the step p of m as follows:
Therefore the update of m can be written explicitly as The Jacobian Matrix The Jacobian matrix is computed from a chain-rule as
where ∂S q /∂σ k,l is the Jacobian with respect to the conductivity of pixel (k, l), which is computed using an adjoint approach, and ∂σ k,l /∂m r is the derivative of the pixel conductivity with respect to the model parameter m r . The latter is obtained using a finite-difference approximation as ∂σ k,l /∂m r ≈ (σ k,l (m r + δm r ) − σ k,l (m r ))/δm r .σ indicates the effective conductivity of a cell after material averaging and is given by:
where k and l are the indices of the averaging subgrids. Figure 2 shows an example of inverting high resistivity regions from synthetic CSEM data. Two thin resistivity regions are embedded in the seabed at different levels with conductivities 0.075 S/m (lower one) and 0.05 S/m (upper one). Fig. 2(a) shows the model used to generate the data. There are 21 receivers at the sea bottom with 1 km intervals and 41 sources located 50 m above with 0.5 km intervals. The operating frequency is 0.25 Hz. The computational domain is discretized into 120 × 80 cells, where the inner 100 × 60 cells are regular grids and the outer ones are non-uniform using the optimal grid approach. Parameters including centroids and conductivities of the two regions, as well as the coordinates of their vertices, will be optimized according to the data recorded by the receivers. Fig. 2(b) shows the initial guess of the model, with a conductivity of 0.1 S/m in both regions. The inversion result after 35 iterations is shown in Fig. 2(c) . Its difference with the original model is shown in Fig. 2(d) . We can see a good agreement between the reconstructed and the true model with a maximum error in conductivity of 8%.
Numerical Example

Conclusion
A model-based inversion algorithm is developed for the interpretation of CSEM data. The model parameters, such as the centroids, conductivities, and vertices of the polygons, are successfully inverted from the measurement data based on some initial guess. The attractive feature of this inversion approach is that the the number of unknowns to be inverted for is much smaller than for the pixel-based inversion method, hence it is more efficient and fast.
