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1. Introducció 
1.1. Objectius i descripció del projecte 
 
En aquest projecte de final de carrera tractarem el reconeixement de cares. El principal 
objectiu és construir un sistema capaç de reconèixer individus a partir d’imatges en dues 
dimensions de les seves cares.  
L’aplicació serà capaç d’entrenar un classificador a partir d’una base de dades de imatges de 
cares. Aleshores podrem utilitzar-lo per a reconèixer noves imatges de cares dels individus que 
formin part de la base de dades amb la que s’ha entrenat. El programa tindrà una interfície 
gràfica d’usuari que permetrà utilitzar les diferents funcionalitats i veure els resultats 
obtinguts. 
El reconeixement de les cares es farà mitjançant Anàlisi de Components Principals. Durant la 
fase de reconeixement compararem la imatge a reconèixer  amb totes les imatges que tenim a 
la base de dades i decidirem a quin dels individus pertany. 
Anàlisi de Components Principals 
Per a reduir el temps que es tarda en comparar les imatges utilitzarem Anàlisi de Components 
Principals. Aquesta tècnica permet reduir el nombre de dimensions d’un conjunt de dades 
perdent poca informació sobre aquestes. En el cas de les imatges cada dimensió consistiria en 
un píxel concret. Per no haver de comparar cada imatge píxel a píxel utilitzarem aquesta 
reducció del nombre de dimensions. 
Aplicarem un pre-processat a les imatges amb l’objectiu de millorar els resultats de la fase de 
reconeixement. Les imatges obtingudes s’emmagatzemaran a la base de dades. Quan vulguem 
reconèixer una nova imatge caldrà aplicar el mateix pre-processat i aleshores comparar la 
imatge a reconèixer amb les que tenim a la base de dades i donar el resultat. 
 
Fig 1 - 1: Imatges després del pre-processat. Els ulls estan sempre al mateix píxel dins la imatge. 
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El pre-processat que realitzem a les imatges consisteix en detectar l’ull dret i l’ull esquerre de 
la cara i, mitjançant la distància entre aquests, escalar la imatge amb aquesta proporció. 
D’aquesta manera obtindrem una imatge on els centres dels ulls quedin posicionats sobre el 
mateix píxel en totes les imatges de la base de dades. Per a detectar les posicions dels ulls 
utilitzarem el mètode de Viola-Jones. 
Viola-Jones 
La versió original s’utilitza per a la detecció de cares en imatges i va suposar una millora molt 
important en la velocitat de detecció sense perdre en eficàcia. L’algorisme utilitza 
classificadors entrenats mitjançant boosting. Per a accelerar la detecció fa servir la imatge 
integral i una disposició dels classificadors en cascada. Podem trobar una descripció més 
detallada en [1]. En la memòria del projecte també es descriuran tots aquests conceptes. 
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1.2. Estructura del sistema 
A continuació es mostra un esquema del sistema i les seves diferents etapes. Hem de tenir en 
compte dos casos, el cas en que volem entrenar una nova base de dades i el cas en que volem 
reconèixer una imatge de cara en una base de dades existent. Com veurem més endavant, 
aquesta és la estructura típica d’un sistema biomètric. 
1.2.1. Mòdul de registre 
 
Fig 1 - 2: Mòdul de Registre, també anomenat mòdul d’entrenament. 
• Etapa 1: Obtenció de les imatges 
En aquesta etapa obtenim les imatges que volem registrar al sistema. 
o Etapa 1.1: Lectura de la base de dades 
Cal llegir la base de dades que volem entrenar, tenint en compte a quina identitat 
pertany cada imatge per a poder efectuar correctament el reconeixement. 
o Etapa 1.2: Lectura de les imatges 
Anirem llegint les imatges una a una per a aplicar el pre-processat. En aquest pas 
també convertim les imatges que estiguin en color a escala de grisos si es necessari. 
 
• Etapa 2: Alineament de les cares  
Aquesta etapa inclou totes les transformacions que fem a les imatges abans d’aplicar 
anàlisi de components principals per aconseguir alinear les posicions dels ulls de les 
cares. 
o Etapa 2.1 Viola-Jones 
En aquest pas executem l’algoritme de Viola-Jones dues vegades, una vegada per 
trobar l’ull esquerre i una altra pel dret. El resultat d’aquest pas es que tenim una sèrie 
de finestres que ens indiquen els possibles candidats a cadascun dels ulls. 
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o Etapa 2.2 Filtre de candidats a ull 
En aquesta etapa decidim definitivament quin dels candidats es tracta de l’ull dret i 
quin de l’ull esquerre. El resultat es que tenim les posicions de cadascun dels ulls en la 
imatge. 
o Etapa 2.3 Transformacions per alinear les cares 
Un cop tenim les posicions dels ulls en la imatge alineem les cares i convertim a la 
mateixa mida totes les imatges per a poder efectuar el següent pas. 
 
• Etapa 3: Anàlisi de components principal 
En aquest pas agafem totes les imatges obtingudes en el pas anterior i les disposem en 
una matriu per poder aplicar anàlisi de components principals. El resultat seran les 
imatges projectades en les dimensions que hem obtingut. En aquest punt ja tenim la 
base de dades preparada per efectuar el reconeixement de noves imatges. 
 
1.2.2. Mòdul de reconeixement 
 
Fig 1 - 3: Mòdul de Reconeixement. 
 
• Etapa 1: Lectura de les imatges 
Llegim les imatges i les passem a escala de grisos com en l’etapa de registre. 
 
• Etapa 2: Alineament de les cares 
Aquesta etapa es realitza de la mateixa manera que en el mòdul de registre. L’objectiu 
es tenir les imatges alineades de la mateixa manera que les que tenim en la base de 
dades. 
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• Etapa 3: Projecció en l’espai de la base de dades 
En aquest punt recuperem la matriu de projecció que hem obtingut durant l’anàlisi de 
components principals en la etapa de registre i expressem les imatges que volem 
reconèixer en aquest espai. 
 
• Etapa 4: Reconeixement 
Per últim efectuem el reconeixement. El reconeixement s’efectuarà mitjançant K-
nearest neighbors i la distància de la projecció, en l’espai de components principals de 
la base de dades de les imatges a reconèixer, respecte les cares de la base de dades 
mitjançant distància euclidiana. El resultat de la etapa es que tenim la identitat de les 
imatges que volíem reconèixer. 
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1.3. Continguts de la memòria 
 
Planificació: Es tracta d’un resum de les diferents tasques així com el període en el que es 
realitzaran. 
Sistemes de reconeixement de cares: Introducció als sistemes de reconeixement de cares. 
Veurem les principals característiques i aplicacions d’aquests. També veurem altres sistemes 
similars, englobats en el marc dels sistemes biomètrics. Per últim, repassarem alguns fets en la 
història dels sistemes de reconeixement de cares. 
Viabilitat econòmica del projecte: Estudi sobre la viabilitat econòmica de la aplicació que 
s’implementarà. S’han comprovat les llicències dels programes i recursos utilitzats i el temps 
requerit per la seva implementació. 
Estudi de les tècniques utilitzades: Aprendrem a utilitzar les diferents tècniques que es faran 
servir en el projecte. Aquestes inclouen l’anàlisi de components principals, l’aprenentatge 
mitjançant boosting, l’algorisme de Viola-Jones i el K-nearest Neighbors. 
Pre-Processat: En aquest apartat s’explicarà el pre-processat que aplicarem a les imatges per 
alinear-ne les posicions dels ulls pas a pas. També veurem com decidim quin dels candidats a 
ull que obtenim mitjançant Viola-Jones agafem com a la posició del ull dret i de l’ull esquerre 
per fer el pre-processat. 
Disseny: Diagrames UML de casos d’ús i classes utilitzats en el disseny del sistema. També 
inclou el disseny de les diferents pantalles de la interfície gràfica del programa. 
Implementació: Veurem com s’han aplicat totes les tècniques i el pre-processat en el 
programa i es detallarà el funcionament de les rutines més importants. També veurem com 
utilitzar les utilitats que s’han fet servir per entrenar els classificadors d’ulls. 
Resultats: Resultats obtinguts amb la implementació del sistema. Primer explicarem els 
conjunts d’entrenament i test utilitzats per a comprovar els resultats cadascuna de les tasques 
del programa i aleshores veurem el rendiment d’aquestes. Concretament el rendiment dels 
classificadors d’ulls, del pre-processat de les cares i del sistema complet. Aquest apartat també 
inclou imatges i exemples del funcionament del programa. 
Conclusions: Conclusions del projecte. Raonament dels resultats obtinguts i proposta de 
possibles millores. 
Annexos 1 al 4, Exemples de Funcionament: Diverses mostres del funcionament del 
programa. Concretament del  K-nearest Neighbors, la detecció d’ulls i el pre-processat. També 
es mostren les matrius de confusió dels resultats obtinguts. 
Annex: Manual d’Usuari: Inclou la descripció de la interfície d’usuari així com els passos a 
seguir per utilitzar les rutines a més baix nivell. 
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2. Planificació 
 
Per a planificar el projecte s’ha dividit la feina en diferents etapes i s’ha assignat a cada etapa 
un període durant el qual es durà a terme. En la figura 11 podem veure un diagrama de Gantt 
que mostra aquestes tasques organitzades en el temps. 
2.1. Calendari 
 
Tasca Data d’Inici Data de Fi 
Estudi PCA 1/04/09 30/04/09 
Estudi Viola-Jones 1/04/09 30/04/09 
Recerca Bases de dades Cares 1/05/09 15/05/09 
Implementació PCA 30/04/09 31/05/09 
Integració d’OpenCV a Matlab 15/06/09 30/06/09 
Estudi Entrenament Classificadors 30/04/09 29/05/09 
Obtenció de Bases de dades d’ulls 7/08/09 24/08/09 
Preparació dels exemples d’entrenament 24/08/09 15/09/09 
Entrenament de Classificadors 15/09/09 1/01/10 
Implementació de lectura de BD de cares 15/05/09 1/06/09 
Interfície d'Usuari 15/12/09 1/01/10 
Implementació del Pre-Processat 1/10/09 1/11/09 
Implementació del filtre candidats a ull 30/06/09 22/07/09 
Resultats i conclusions 15/12/09 15/01/10 
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3. Sistemes de reconeixement de cares 
 
3.1. Reconeixement de cares 
El reconeixement de cares és el procés automatitzat o semi-automatitzat reconèixer una 
persona a partir de la imatge de la seva cara. Durant aquest procés es captura la imatge de la 
cara per obtenir els trets que la diferencien de les cares de la resta de persones, el que 
s’anomena firma biomètrica. Hi ha diversos algoritmes que s’utilitzen per aquesta finalitat. 
Dintre de les diferents tècniques la més comú i desenvolupada en aquest projecte és el 
reconeixement de cares en dos dimensions, fent servir imatges obtingudes d’una càmera de 
fer fotos estàndard. Aquesta tècnica és més econòmica i senzilla comparada amb les altres, 
però els reptes tècnics que suposa són superiors. Cal afrontar variacions en la orientació de la 
cara i les condicions de llum, entre d’altres, cosa que porta a nivells de precisió més reduïts. 
També hi ha estudis realitzats amb imatges en tres dimensions, que es veuen menys afectades 
pels problemes que tenien les de dues dimensions. El principal problema d’aquest mètode és 
el elevat preu de els escàners utilitzats per obtenir les imatges i que les bases de dades que ja 
existeixen en dues dimensions no són compatibles per a utilitzar en aquesta tècnica. Per últim, 
alguns mètodes han utilitzat imatges de infrarojos per trobar patrons de calor en les cares, tot i 
que aquest mètode no és un camp de recerca massa extens. 
Durant el reconeixement de cares existeixen 4 passos: 
1. Obtenir una mostra: El primer pas consisteix en obtenir una observació mitjançant 
un sensor. En el cas del reconeixement de cares en dues dimensions la observació 
és una fotografia, o una sèrie de fotografies i el sensor es una càmera de fer fotos. 
Aquestes imatges també poden ser extretes de un vídeo. 
2. Extreure les Característiques:  El segon pas consisteix en extreure les dades 
rellevats de la mostra que hem capturat. Per el reconeixement de cares aquest pas 
té la dificultat afegida de que la cara ha de ser localitzada en la imatge. Això ho 
podem aconseguit mitjançant la localització dels ulls o utilitzant altres mètodes. Un 
cop hem aconseguit la localització de la cara ja podem obtenir les característiques 
d’aquesta. 
3. Comparació: Aquest pas depèn molt de la aplicació en qüestió. Bàsicament 
compararem una nova observació amb les que ja tenim a la base de dades. 
Depenent del objectiu que tingui el sistema ho compararà només amb les del 
mateix individu per comprovar si és ell o amb tota la base de dades per intentar 
reconèixer qui és. 
4. Veredicte: Per últim el sistema retornarà les característiques amb les quals hem 
aparellat la observació del pas 3 o bé una llista de possibles candidats. En el segon 
cas l’usuari serà que seleccioni el que s’assembli més. Alguns sistemes a més 
actualitzen periòdicament la seva base de dades per adaptar-se millor als canvis en 
l’aparença. 
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Podem separar els algorismes per reconèixer cares en imatges en dues dimensions en dos 
grans grups: 
Geomètrics o per característiques 
Busquen característiques concrets de la cara i els fa servir per a reconèixer-la. Les cares poden 
ser reconegudes fins i tot quan alguna de les característiques (ulls, nas o boca, per exemple) no 
s’han trobat. La idea és extreure la posició relativa, entre d’altres paràmetres de cadascuna de 
les característiques per a poder-les comparar. Normalment s’implementen amb xarxes 
neuronals. 
Fotomètrics o per motlles 
La versió més simple d’aquesta tècnica consistiria en comparar la imatge (representada per 
una matriu d’intensitats) amb una mètrica adequada amb un motlle que representa la cara. El 
motlle que encaixa millor serà el del individu que volem reconèixer. Una variant més complexa 
d’aquest mètode utilitza un model de cara genèric per aplicar transformacions. Com veurem, 
hi ha moltes maneres de pre-processar la imatge abans de la comparació, ja sigui modificant la 
imatge o reduint el nombre de dimensions. Per a la reducció del nombre de dimensions es 
poden utilitzar mètodes estadístics com ara: 
• Anàlisi de Components Principals (PCA): És la tècnica utilitzada en el projecte. 
Consisteix en crear un nou espai de projecció per la cara. L’algorisme troba una sèrie 
de vectors representatius (principals) tals que les imatges projectades en aquest espai 
conservin el màxim d’informació de les originals. Un cop es converteixen les imatges 
de cares al nou espai direm que tenim eigenfaces, que podrem comparar entre elles. 
• Anàlisi de Components Independents (ICA): Mentre que el PCA utilitzava els vectors 
més representatius, el ICA utilitza els vectors que són estadísticament més 
independents amb el mateix objectiu. 
• Anàlisi Lineal Discriminant (LDA): A diferència de el PCA i el ICA aquest mètode és una 
tècnica d’entrenament supervisat. Aquesta tècnica necessita informació de sobre quin 
individu es cada imatge. Amb aquesta informació busca un conjunt de vectors que 
maximitzin les diferencies entre els diferents individus i minimitzin les diferencies 
entre imatges del mateix individu. 
El reconeixement de cares no és pas perfecte i té bastants problemes per operar sota certes 
condicions. Pot suportar petites modificacions en angle de la cara però les imatges de perfil 
donen molts problemes. Altres problemes destacats serien els canvis en les condicions 
d’il·luminació, imatges en baixa resolució o les oclusions com podrien ser les ulleres de sol o 
bufandes. 
Tot i els beneficis d’aquesta tecnologia moltes persones mostren preocupació per la 
possibilitat de que la implantació d’aquests sistemes suposi una invasió de la privacitat. La por 
de una societat on els governs i autoritats sàpiguen on ets i que fas en tot moment fa que 
aquest tipus de tecnologies siguin poc populars aplicades al camp de la seguretat, vist que en 
la historia s’han comès molts abusos en aquest aspecte. Tot i aquests problemes els sistemes 
de reconeixement de cares tenen bastants camps d’aplicació com veurem en el següent 
apartat.  
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3.2. Aplicacions del sistema 
 
Els humans són capaços de reconèixer cares o altres patrons complexos. Ser capaços de 
transmetre aquesta habilitat a les computadores seria útil en molts camps: 
 
• Integració en interfícies d’usuari:  Per exemple podria interessar que una televisió o 
una consola de videojocs reconeixes a la persona que l’esta utilitzant sense necessitat 
que l’usuari introduís les seves dades, per millorar l’experiència. 
 
 
• Cerca de Persones Perdudes: De la mateixa manera que podem buscar criminals 
podem intentar trobar persones que s’han perdut i la policia està buscant. 
 
• Identificació de clients: A algunes empreses els podria interessar saber per endavant 
qui és el client que està entrant al seu establiment.  Per exemple si un client VIP entra 
a un hotel. 
 
• Cerca de criminals: Tots hem vist les típiques imatges de cares de delinqüents que 
proporciona la policia. Si algú reconeix la persona en qüestió en algun lloc per 
casualitat, aleshores pot avisar a les autoritats de manera que puguin intentar detenir-
la. Un sistema capaç de reconèixer cares podria realitzar perfectament aquesta funció. 
 
Fig 3 - 1: Aplicació de sistema de reconeixement de cares en una consola de videojocs. La consola reconeix la 
persona que té al davant per saber amb qui està parlant. 
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• Millora de sistemes de seguretat: Els sistemes de seguretat actuals podrien ser 
millorats afegint el reconeixement de cares, per exemple si per detectar si una persona 
no coneguda entra a la zona que estem vigilant.     
 
• Cerques en bases de dades: La possibilitat de buscar informació sobre una persona a 
partir de només la seva cara. Per exemple podríem buscar informació sobre una 
persona dins la base de dades de criminals de la policia. 
 
  
Fig 3 - 2: Sistema de seguretat amb possibilitat de reconeixement 
de cares. 
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3.3. Biometria 
 
El problema del reconeixement de cares pertany a la branca dels problemes de biometria. 
La biometria (biometrics en anglès) és el conjunt de mètodes automàtics de reconeixement de 
persones, basats en el seu comportament i característiques psicològiques i/o físiques. 
Les tecnologies basades en biometria estan agafant un pes molt important en la verificació 
d’identitat de persones i cada vegada són més segurs. La gran avantatja d’aquest sistema 
respecte els actuals contrasenyes o números d’identificació és que no requereixen que l’usuari 
recordi aquest nombre o el porti a sobre en forma de targeta o similars. Molts governs i 
empreses estan investigant en aquest camp. 
Per veure quines característiques dels éssers humans compleixen els requisits per ser útils per 
la biometria hem de trobar mesures que permetin comparar-les entre elles. Una bona 
característica destacarà en els següents paràmetres: 
• Universal: Quantitat de persones que tenen aquesta característica. 
• Únic: Mesura la capacitat per distingir una persona d’una altra. 
• Permanència: Resistència de la característica al pas del temps i altres variacions. 
• Adquisició: Facilitat d’adquisició i mesura 
• Rendiment: precisió, velocitat i robustesa de la tecnologia utilitzada. 
• Acceptació: grau de acceptació social de la tecnologia utilitzada 
• Versatilitat: La característica es fàcilment substituïble per una altra de similar. 
Algunes de les mesures biomètriques són la cara, el termograma de la cara, empremtes 
dactilars, geometria de la mà, geometria del dit, forma de l’orella, venes de les mans, iris, 
patrons de la retina, veu, firma escrita, ADN, patró químic de la olor i ritme de escriptura en un 
teclat. Podem observar alguns exemples de dades agafades mitjançant els diferents sistemes 
Fig 3 - 3: Algunes de les característiques biomètriques dels éssers humans. Per ordre: cara, 
termograma de la cara, empremta dactilar, perfil de la mà, venes de la retina, iris de l’ull, 
patró en la veu, firma escrita. 
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en la figura 3. Cadascuna té les seves avantatges i els seus inconvenients, en la següent taula 
podem veure’n una comparativa, les puntuacions van del 1 al 10.  
 
 Empre
mta 
dactilar 
Firma 
escrita 
Cara Iris Patrons 
de la 
retina 
Geometri
a de la 
mà 
Venes 
de la mà 
Veu ADN 
Tipus1 aleatori entrenat genètic aleatori aleatori genètic aleatori genètic genètic 
Universalitat 4 5 7 8 5 6 6 3 9 
Permanència 6 4 5 9 8 7 6 3 9 
Adquisició 7 3 9 8 6 6 6 4 1 
Rendiment 7 4 4 9 8 5 6 2 7 
Cost2 7 6 5 2 3 5 5 8 1 
Sensor Varis3 pissarra càmera càmera càmera càmera càmera 
infraroig  
micròf
on 
lab. 
químic 
 
1 Segons com es desenvolupen les característiques biomètriques es poden classificar en 
genètiques, aleatòries (es creen aleatòriament en les fases inicials de l’embrió) o de 
comportament quan s’entrenen al llarg del temps. 
2 
 Com més alta és la puntuació, més econòmic és el sistema. 
3 Els sistemes per adquirir l’empremta dactilar inclouen els capacitatius, òptics, tèrmics, 
acústics i els sensibles a la pressió. 
 
La primera vegada que una persona utilitza un sistema biomètric s’anomena el registre. Durant 
el registre la informació biometria del individu és guardada. En futures utilitzacions la 
informació biometria serà detectada i comparada amb la que hem guardat a la base de dades. 
És important que el sistema per emmagatzemar i recuperar les dades sigui fiable, ja que 
posaria en perill la robustesa del sistema. 
Un sistema biomètric pot operar en dos modes: 
Verificació 
El sistema funciona conjuntament amb un altre tipus de identificació, ja sigui contrasenya o 
alguna targeta d’identificació. Les dades biomètriques es comparen amb les que tenim 
guardades per aquesta persona per a saber si realment és el que s’ha identificat. Com podem 
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observar només cal comparar les dades obtingudes amb les d’un sol individu de la base de 
dades. 
Reconeixement 
Aquí no tenim cap dada externa a part de les dades biomètriques. Obtenim les dades i 
comparem aquestes dades amb les de tots els individus de la base de dades per reconèixer-lo. 
El reconeixement nomes té èxit si les dades biomètriques que hem obtingut són les d’algun 
individu de la base de dades, dins els llindars establerts. 
El següent esquema mostra les parts principals d’un sistema biomètric: 
 
 
Fig 3 - 4: Estructura d’un sistema biomètric 
 
El sensor és la interfície entre el món real i el sistema. Ha d’obtenir les dades necessàries. Un 
cop obtingudes són sotmeses a un pre-processat que millora les dades d’entrada i les 
normalitza. A continuació passem a l’extracció de característiques, que utilitzarem per crear un 
“motlle” per les dades en qüestió. Guardarem aquest motlle en la base de dades i al obtenir 
noves dades mirarem en quin dels motlles que tenim guardats encaixen i aquest serà el 
resultat que mostrarà el sistema. 
Com ja hem vist en la introducció els passos que realitzem en el reconeixement de cares es 
poden encaixar en aquest diagrama. En el cas d’utilitzar un sistema de reconeixement de cares 
en dues dimensions el pas de adquisició de la imatge mitjançant un sensor seria una càmera de 
fer fotos. Aleshores el pre-processat consistiria en identificar la posició de la cara i fer les 
modificacions pertinents per a normalitzar-la. Aleshores guardaríem les característiques 
d’aquesta per a poder reconèixer futures imatges de la mateixa persona. 
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Mesures de Rendiment 
Per mesurar el rendiment dels sistemes biomètrics s’utilitzen les següents mesures: 
False accept rate or false match rate (FAR or FMR): En català seria el percentatge de falsos 
positius. Indica la probabilitat de que el sistema reconegui incorrectament les dades d’entrada 
i les confongui per una persona de la base de dades. Concretament mesura el percentatge de 
dades d’entrada invalides que són incorrectament acceptades. 
False reject rate or false non-match rate (FRR or FNMR): En català percentatge de falsos 
negatius. És la probabilitat de que el sistema no reconegui les dades d’entrada i les rebutgi, tot 
i que les dades d’entrada siguin correctes. Concretament mesura el percentatge de dades 
d’entrada vàlides que són rebutjades incorrectament.  
Reciever operating characteristic or relative operating characteristic (ROC): És un gràfic que 
mostra la relació entre el FAR i el FRR. En general l’algoritme de reconeixement estableix una 
decisió en funció a un llindar que indica quant s’han de assemblar unes dades a les que tenim 
emmagatzemades per ser considerades del mateix individu. Si baixem el llindar aleshores hi 
haurà menys falsos negatius però més falsos positius. De la mateixa manera que si el pugem 
reduirem els falsos positius però s’incrementaran els falsos negatius. Ocasionalment també 
trobem aquesta dada com a Detection error trade-off (DET) que mostra millor les diferencies al 
utilitzar el sistema a alt rendiment. 
 
Fig 3 - 5: Exemple de ROC, podem veure el EER en el punt d'intersecció de les línees 
Equal error rate or crossover error rate (EER or CER): El percentatge a la qual els errors de 
falsos positius i falsos negatius són idèntics. El valor es pot obtenir mitjançant el ROC, en el 
punt d'intersecció al gràfic amb la línea x=y. L’EER és útil per a comparar sistemes amb corbes 
de ROC diferents i, en general, el sistema amb l’EER més baix serà més precís. 
Failure to enroll rate (FTE or FER): Percentatge de errors en el registre d’un nou individu. 
Percentatge de cops que el sistema intenta crear un nou motlle a partir d’unes dades vàlides 
però no ho aconsegueix. Generalment causats per dades sense suficient resolució. 
Failure to capture rate (FTC): Probabilitat de que el sistema no detecti que li estem introduint 
unes dades vàlides. Aquesta mesura només la trobem en sistemes automàtics. 
Template capacity: Màxim nombre d’individus dels quals el sistema pot emmagatzemar les 
dades. 
  
 
3.4. Història dels sistemes de reconeixement de cares
Primeres passes 
Els primers estudis sobre el reconeixement de cares daten de l’any 1964. Durant l’any 1964 i 
1965 Woody Bledsoe, Helen Cha Wolf i Charles Bisson van treballar en utilitzar un ordinador 
per a reconèixer cares humanes. La feina duta a terme va ser finançada per una agència 
d’intel·ligència anònima, cosa que no va permetre publicar gairebé cap informació sobre el 
treball dut a terme. El problema consistia en aparellar una foto donada a una altra 
seleccionada dins una gran base de dades. El èxit del mètodes podia mesurar en termes del 
nombre de respostes correctes del sistema depenent de la mida de la base de dades.
Algunes de les dificultats que és van detectar van ser la gran variabilitat en la rotació, ang
condicions d’il·luminació. En aquell moment els mètodes que es feien servir per a 
reconeixement de patrons de dades en fotografies oferien molt poca variabilitat i degut a això 
la correlació entre dues imatges de la mateixa persona però en diferents c
baixa. Aquest recull de dificultats les va redactar Bledsoe en un document que data de 1966.
Fig 3 - 6: Esquema d’un dels primers sistemes de reconeixement de cares
El projecte no era completament automatitzat
d’extreure les coordenades de una sèrie de característiques de la cara, que després la 
computadora utilitzava per el reconeixement. El sistema era capaç de processar 40 imatges per 
hora, tenint en compte el temps que 
comparació es mesurava la distància que hi havia entre les diferents característiques de la 
imatge d’entrada amb es de cada imatge de la base de dades i és retornava la que tenia la 
distància mínima. A més a més durant el procés s’intentava identificar l’angle, rotació i 
inclinació de la imatge i s’aplicava un factor a la distància segons aquests paràmetres. Per 
realitzar aquests càlculs feia falta un model tridimensional de la cara d’una persona, 
extreure de les mesures d’un total de 70 persones.
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Al 1966 la feina duta a terme va ser continuada per Peter Hart. En experiments realitzats amb 
2000 fotografies la computadora superava als humans en realitzar el reconeixement. L’any 
1996 Peter Hart recordava el projecte i exclamava la frase: "It really worked!" (“funcionava de 
veritat!”). 
Primers sistemes comercials 
Cap al 1997, el sistema desenvolupat per Christoph von der Malsburg i estudiants de 
l’University of Southern California superava els resultats de la majoria de sistemes de la època. 
El software desenvolupat va ser venut amb el nom de ZN-Face i comprat pel Deutsche Bank i 
alguns operadors de aeroports. Aquest software ja era capaç de reconèixer cares de manera 
robusta fins i tot amb cares amb oclusions com bigotis, barbes o ulleres de sol. 
Actualitat 
Alguns dels sistemes més importants d’aquest tipus de tecnologia actualment serien London 
Borough of Newham, la policia federal Alamana, el Australian Custom Service, entre altres. 
Possiblement l’usuari amb més pes és Departament d’estat dels Estats Units opera un dels 
sistemes de reconeixement de cares amb més de 75 milions de fotos utilitzada pel 
processament de visats. També molts casinos i sales de joc ho utilitzen per a controlar els 
clients. Per últim, s’està començant a introduir el sistema en algunes consoles de videojocs. El 
sistema Natal (encara en fases de desenvolupament) per a la consola Xbox de Microsoft inclou 
aquesta funcionalitat. 
 
 
Fig 3 - 7: Sistema de reconeixement de cares del departament d’estat de U.S.A. 
 
L’any 2006 el rendiment dels últims sistemes de reconeixement de cares van ser avaluats al 
Face Recognition Grand Challenge (FRGC) [21]. Es van utilitzar imatge en alta resolució, en tres 
dimensions i imatges del iris dels ulls. Els resultats indiquen que van ser 10 vegades més 
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precisos que els sistemes existents en el 2002 i 100 vegades més efectius que els de 1995. 
Alguns d’aquests algoritmes van ser capaços de superar participants humans i fins i tot 
identificar únicament bessons idèntics. 
 
Previsions de Futur 
Una possible aplicació en el futur del reconeixement de cares podria ser en el comerç. Per 
exemple al passar per caixa el sistema reconeixeria al client i podria pagar introduint un codi 
d’identificació personal. De manera que no seria necessari que el client portés cap tipus de 
targeta de crèdit o diners a sobre i fins i tot podria tenir un servei personalitzat. 
 
  
Fig 3 - 8: Logotip del Face Recognition 
Grand Challenge [21] 
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4. Viabilitat econòmica del projecte 
 
En aquest apartat farem una recerca del costos que suposaria comercialitzar el programa 
implementat. La finalitat del projecte no és fer un programa comercial. No obstant, pot ser útil 
veure el cost dels diferents recursos utilitzats i si realment seria viable econòmicament. 
4.1. Recursos utilitzats 
 
El programa està enfocat a l’ús acadèmic i no pot competir amb sistemes comercials. De tota 
manera els costos de les llicències i el total d’hores de treball són reduïts de manera que, si es 
trobés el client adequat, es podria pensar en vendre el programa.  
Software i llibreries de programació 
Matlab [16]: Entorn de desenvolupament per a programes d’enginyeria i matemàtiques. S’ha 
comprovat la versió per a ús comercial. Farien falta els següents components: 
• Paquet Principal.................................................. 2000 €      
• Image Toolbox.................................................... 1000 € 
• Matlab compiler................................................. 5000 € 
• Total................................................................... 8000 € 
Per utilitzar els programes creats en Matlab l’usuari final ha d’instal·lar (MCR) Matlab Compiler 
Runtime. Això no suposa cap cost addicional. 
Open CV [18]: Es tracta d’una llibreria de programari lliure de visió per computador. La seva 
llicència és BSD de manera que no suposaria cap cost pel projecte. 
També s’han utilitzat alguns recursos de Matlab com el fitxer progresbar.m [23] sota llicència 
BSD. 
Bases de dades de cares 
Georgia Tech face database [9]: No s’especifica si és necessari tenir alguna llicència per a ús 
comercial, faria falta consultar-ho. De tota manera aquesta base de dades només s’utilitza per 
test del programa de manera que no és necessària pel producte final. 
Labeled faces in the wild [10]: No s’especifica. Feta a partir d’imatges agafades d’Internet, de 
manera que es pot utilitzar sense problemes. De tota manera seria necessari consultar, ja que 
el detector d’ulls s’entrena amb exemples d’aquesta base de dades. 
Hores de treball 
El total d’hores que es dedica al projecte de final de carrera venen donades pels 37,5 crèdits de 
la Facultat d’Informàtica de Barcelona que té l’assignatura. Cada crèdit a la FIB són 20 hores de 
manera que el total d’hores seria de 750h. 
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5.  Estudi de les tècniques utilitzades 
5.1. Anàlisi de Components Principals (PCA) 
 
L’anàlisi de components principals (Principal Component Analisis PCA) és una tècnica 
estadística que té aplicacions en els camps de visió per computador i compressió de imatges. 
És una tècnica molt comú per a reduir el nombre de dimensions. Per a conjunts de dades que 
tenen un nombre de dimensions elevat això permet millorar l’eficiència de molts dels 
processos que es realitzen. Per aconseguir trobar aquests patrons el mètode expressa les 
dades sobre les que estem treballant de manera que ressaltin les similituds i les diferències 
entre aquestes. Aquests patrons poden ser difícils de trobar degut a que la representació 
gràfica de dades amb alta dimensió és complexa. La principal avantatge del PCA es que un cop 
hem obtingut els patrons en les dades podem reduir el nombre de dimensions sense perdre 
massa informació, això fa que sigui útil en la compressió de imatges. 
En una imatge cada píxel és una dimensió. Per a comparar una imatge amb les que tenim a la 
base de dades caldria comparar tots els píxels de la imatge amb tots els píxels de cada imatge 
de tota la base de dades. Per agilitzar aquest procés reduirem el nombre de dimensions de les 
imatges mitjançant el PCA. D'aquesta manera en comptes de comparar píxel a píxel aplicarem 
les transformacions necessàries per expressar les imatges en les dimensions obtingudes en 
l’anàlisi de components principals i compararem només aquestes dimensions.  
A continuació descriurem els diferents passos a seguir. També veurem algun detall que afecta 
al cas particular del reconeixement de cares. 
 
5.1.1. Pas 1: Aconseguir la Informació 
 
Per poder aplicar l’anàlisi de components principals és necessari que les nostres dades 
compleixin una sèrie de requisits. És necessari que siguin valors numèrics i que estiguin 
col·locades en un vector de tantes dimensions com dades tinguem. Si això no es compleix 
caldrà que apliquem les transformacions pertinents. En el cas de les imatges normalment 
tindrem les dades en una matriu que caldrà convertir en un vector. 
Com que en aquest projecte pretenem tractar imatges en escala de grisos si la imatge està en 
color caldrà transformar la imatge en escala de griso abans de realitzar l’anàlisi de components 
principals. Per fer aquesta transformació podem utilitzar el sistema estàndard del format de 
televisió NTSC: 
 
0.2989 0.5879 0.1140grisos r g bI I I I= + +  
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El procediment per transformar cadascuna de les imatges en un vector consisteix en col·locar 
de manera consecutiva totes les files que formen la imatge. Més concretament si els píxels de 
la imatge van de x=0...N i y=0...M per un píxel (x,y) la seva posició en el vector V serà 
[ ]V x*M y+ . La llargada total del vector és igual al nombre de píxels de la imatge, és a dir 
N*M. La figura 1 mostra una representació gràfica del procediment. 
 
Fig 5 - 1: Procés de convertir una matriu d’una imatge a un vector 
De moment utilitzarem un conjunt de dades amb 2 dimensions, que té l’avantatge de que es 
pot representar gràficament sense problemes i podrem veure clarament els diferents passos. 
L'exemple està fet amb la implementació utilitzada, que descriurem més endavant a l'apartat 
d'implementació. 
X Y 
6.1000 4.5000 
5.0000 5.1000 
7.7000 2.9000 
11.5000 -2.0000 
5.9000 4.8000 
9.4000 0.1000 
11.8000 -1.9000 
8.0000 2.0000 
10.1000 0.7000 
7.0000 3.9000 
 
5.1.2. Pas 2: Restar la mitjana 
Perquè el PCA funcioni correctament és necessari restar a cada dimensió la mitjana de les 
dades d'aquesta dimensió. Per exemple, pel píxel (2,4) agafaríem aquest mateix píxel de totes 
les imatges i calcularíem la mitjana dels nivells de gris. Aleshores restaríem aquesta mitjana del 
píxel (2,4) a cadascuna de les imatges. Realitzant aquest procediment per cada píxel 
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aconseguirem un conjunt de dades la mitjana del qual serà 0. Un resultat interessant es 
visualitzar el resultat de fer la mitjana de cada píxel en imatges de cares, que podem veure 
com una “cara mitjana” de les cares de la base de dades. 
 
Fig 5 - 2: cara mitjana 
En l'exemple que teníem en dos dimensions després de restar la mitjana de cada dimensió: 
Mitjana X Mitjana Y 
8.2500 2.0100 
X Ajustada Y Ajustada 
-2.1500 2.4900 
-3.2500 3.0900 
-0.5500 0.8900 
3.2500 -4.0100 
-2.3500 2.7900 
1.1500 -1.9100 
3.5500 -3.9100 
-0.2500 -0.0100 
1.8500 -1.3100 
-1.2500 1.8900 
5.1.3. Pas 3: Calcular la matriu de covariància 
Covariància 
Podem definir la covariància com la mesura que determina quant varia una dimensió en 
relació a una altra. La covariància es calcula sempre entre dues dimensions. Si calculem la 
covariància de una dimensió entre ella mateixa obtenim la variància per aquesta dimensió. Per 
calcular-la utilitzarem a següent fórmula: 
1
( )( )
cov( , )
( 1)
n
i i
i
X X Y Y
X Y
n
=
− −
=
−
∑
 
El més important de la covariància és el seu signe. En cas de que el signe sigui positiu indica 
que les dues dimensions són proporcionals i en cas que sigui negatiu són inversament 
proporcionals. Si el resultat fos zero indicaria que les dues dimensions són independents l'una 
de l'altra. 
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Matriu de covariància 
Un com sabem com calcular la covariància podem calcular la matriu de covariància de les 
dades mitjançant la següent fórmula: 
,( cov( , ))
n n
i j i jC c Dim Dim
×
= =  
En aquesta matriu cada cel·la (x,y), on x=0...N y=0...N i N és el número de dimensions de les 
dades, conté el valor de la covariància entre la dimensió x i la dimensió y de les dades. En la 
diagonal de la matriu es dona el cas que x=y, de manera que obtindrem la variància d'aquesta 
dimensió. Com que la covariància té la propietat commutativa la matriu serà simètrica 
respecte la diagonal i en total tindrem 
!
( 2)! 2
n
n − ∗
  valors diferents. Seguint l’exemple: 
 x y 
x 5.6161 -6.2594 
y -6.2594 7.1810 
 
Podem observar que en les cel·les (x,y) i (y,x) tenim el mateix valor, com ja havíem comentat. 
Aquest valor és negatiu. Això ens indica que la dimensió 1 és inversament proporcional a la 
dimensió 2 (o a l’inrevés d’aquí que el valor sigui el mateix). En la diagonal tenim els valors de 
la variància de cada dimensió.  Representant les dades inicials en un gràfic podem observar 
que efectivament la dimensió 1 és inversament proporcional a la 2, ja que per a x més grans 
tenim y més petites.  
 
Fig 5 - 3: Gràfic de les dades inicials de l’exemple, x i y són inversament proporcionals. 
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5.1.4. Pas 4: Càlcul dels vectors propis i els valors propis 
Vectors propis 
Considerem les següents multiplicacions de matrius: 
2 3 1 11
cas 1: 
2 1 3 5
2 3 3 12 3
cas 2: 4
2 1 2 8 2
     
× =     
     
       
× = = ×       
       
 
En el primer cas el vector resultant no és un múltiple enter del vector original. En canvi en el 
segon cas és exactament 4 cops el vector original. Podem pensar en la matriu quadrada que 
hem multiplicat com a una transformació geomètrica. Si multipliquem per l'esquerra aquesta 
matriu pel vector el resultat és un altre vector afectat per la transformació geomètrica que li 
hem aplicat. Direm que el vector és un vector propi de la matriu de transformació. De fet 
qualsevol múltiple del vector serà un vector propi de la matriu de transformació ja que un cop 
apliquem la transformació seguirà estant sobre la mateixa línea en l’espai de dos dimensions. 
Els vectors propis tenen diverses propietats: 
• Els vectors propis només els podem trobar en matrius quadrades 
• No totes les matrius quadrades contenen vectors propis 
• En cas que una matriu quadrada N x N contingui vectors propis, aleshores existeixen N 
vectors propis per aquesta matriu. 
• En el cas que escalem el vector per alguna quantitat, el resultat segueix tenint la 
mateixa multiplicitat respecte aquest. Ho podem observar en aquest exemple: 
3 6
2
2 4
2 3 6 24 6
4
2 1 4 16 4
   
× =   
   
       
× = = ×       
       
 
• Tots els vectors propis d'una matriu són perpendiculars (també anomenat ortogonals) 
entre ells. Això es degut a que podem expressar les dades representades en la matriu 
en funció d'aquests vectors, en comptes de expressar-los en funció dels eixos x i y. 
Utilitzarem aquesta propietat més endavant. 
• La llargada d'un vector no afecta el fet de que sigui vector propi d'una matriu o no. Per 
mantenir una notació normalitzada és interessant trobar els vectors propis que tinguin 
llargada exactament  1. Ho podem fer simplement normalitzant-los un cop els haguem 
calculat. 
El principal problema que tenen els vectors propis es que són complicats de trobar, sobretot 
en matrius grans. Normalment s'utilitzen mètodes iteratius aproximats. 
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Valors propis 
El valor propi d'un vector propi  és el valor per el qual el multipliquem per obtenir el resultat 
que obteníem mitjançant la matriu de transformació. 
2 3 3 12 3
4
2 1 2 8 2
       
× = = ×       
       
 
En l'exemple anterior el valor propi del vector propi  3
2
 
 
 
 de la matriu de transformació 2 3
2 1
 
 
 
  
és 4. De manera que cada vector propi de la matriu té el seu valor propi corresponent. 
Tant els vectors propis com els valors propis són de gran importància dins l’anàlisi de 
components principals, ja que ens donaran informació molt útil sobre el conjunt de dades. 
Cada vector propi representa una direcció que relaciona les dimensions de les dades. Podrem 
apreciar-ho millor en l'exemple en dues dimensions: 
valors propis 
0.0904 0.0904 
vectors propis 
-0.7497 -0.7497 
-0.6618 -0.6618 
 
El següent gràfic mostra els dos vectors propis sobre les dades amb la mitjana restada. Podem 
comprovar que són perpendiculars. Dels valors propis podem extreure que el segon vector 
propi és més rellevant que el primer i com que el seu valor propi és el més elevat direm que és 
la direcció de màxima variació.  
 
Fig 5 - 4: Vectors propis representats sobre el conjunt de dades amb la mitjana restada 
  5    Estudi de les tècniques utilitzades  
5.1 Anàlisi de Components Principals (PCA) 
  
35 
 
Quan apliquem aquest pas a les imatges de cares podem comprovar que si agafem 
totes les dimensions d’un dels vectors propis i els convertim a una matriu de la mateixa 
mida que les imatges originals obtenim una imatge que ens resultarà familiar. 
Cadascun dels vectors propis obtinguts al ser representat com una imatge sembla una 
cara. Per aquest motiu de vegades s’anomenen eigenfaces (cares pròpies) als vectors 
propis obtinguts de imatges de cares. 
 
Fig 5 - 5: Exemples de les imatges que obtenim al visualitzar els vectors propis, les cares pròpies (o eigenfaces en 
anglès) 
 
  
5.1.5. Pas 5: Vector de característiques 
 
En aquest pas és quan la noció de compressió de dades i reducció del nombre de dimensions 
entra en joc. Els valors del valor propi que correspon a cada vector propi ens donen una idea 
de d’importància d'aquest. De fet, el vector propi amb el valor propi més elevat serà la 
component principal del conjunt de dades i per tant la direcció de màxima variació. 
En general, un cop hem trobat els vectors propis a partir de la matriu de covariància, el 
següent pas serà ordenar-los per ordre de valor propi, del més alt al més baix. Així obtenim les 
components, és a dir els vectors propis, per ordre de rellevància. Un cop fet això podem 
decidir ignorar les components menys rellevants. En aquest procés perdem informació però si 
els valors propis dels vectors propis descartats són petits la pèrdua és mínima. Descartant 
algunes components les dades obtingudes tindran menys dimensions que les originals. El 
vector de característiques el construirem agafant els vectors propis que haguem seleccionat 
del total i posant-los en columnes, formant així una matriu on a cada columna tindrem un 
vector propi dels seleccionats. 
Per ser precisos, si originalment teníem N dimensions calcularem N vectors propis i N valors 
propis i escollirem P vectors propis, que seran els P primers en els valors propis ordenats, ja 
que són els més rellevants. Aleshores al acabar el procés obtindrem un nou conjunt de dades 
que tindrà P dimensions.  
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Aquesta reducció de les dimensions ens serà molt útil a l'hora de fer el reconeixement de 
cares, ja que utilitzarem només les components que siguin més rellevants per fer les 
comparacions entre les cares que hem d'identificar-ne la identitat i les que estan a la base de 
dades. D'aquesta manera en comptes d'haver de comparar totes les imatges píxel a píxel 
només caldrà fer-ho per les components que haguem escollit. 
En l'exemple de dos dimensions teníem: 
valors propis 
0.0904 0.0904 
vectors propis 
-0.7497 -0.7497 
-0.6618 -0.6618 
 
De manera que les opcions que tenim serien escollir els dos o descartar el primer, menys 
rellevant, i escollir el segon amb el valor propi 12.7067. 
vector de característiques 
-0.6618 -0.6618 
0.7497 0.7497 
 
5.1.6. Pas 6: Projecció en el nou espai 
 
Projecció en el nou espai 
Un cop hem triat els components que volem conservar en les nostres dades i hem format el 
vector de característiques, agafarem la matriu transposada del vector de característiques i la 
multiplicarem per l'esquerre al conjunt original de dades.  
ProjeccióNouEspai=VectorCaracteristiquesFiles*DadesAjustadesFiles 
• VectorCaracteristiquesFiles es el vector de característiques transposat de manera que 
els vectors propis estan per files, amb el vector propi més rellevant a dalt a la primera 
fila. 
• DadesAjustadesFiles son les dades originals transposades i amb la mitjana restada. 
Cada fila conté una dimensió. 
• ProjeccióNouEspai son les dades finals amb un vector de dades a cada columna i una 
dimensió a cada fila. 
Un cop realitzat aquest últim càlcul obtindrem les dades originals expressades en l’espai dels 
vectors propis que hem escollit. Una manera de veure aquestes noves dades és pensar que 
està expressada en termes dels patrons que hem trobat en les dades originals, on aquests 
patrons són les línies que descriuen de manera més acurada les relacions entre les diferents 
dimensions de les dades. 
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Reconstruir les dades originals 
Podem obtenir les dades originals a partir de les dades obtingudes mitjançant PCA utilitzant la 
inversa del vector de característiques, que és la seva transposada. Cal també sumar la mitjana 
de les dimensions que havíem restat abans. Totes les matrius tenen les dades per files. 
DadesOriginals= ((VectorCaracteristiquesFiles)T* ProjeccióNouEspai)+MitjanaDimensio 
La fórmula anterior és vàlida encara que haguem descartat algun dels vectors propis, cal tenir 
en compte que perdrem informació. Aquesta pèrdua d'informació dependrà del nombre de 
vectors propis que haguem descartat i dels valors propis d'aquests, ja que en determinen la 
importància. Això és rellevant sobretot si utilitzem PCA per fer compressió de dades.  
En el cas del exemple que hem anat seguint podem comprovar que si agafem la segona 
component i realitzem la projecció en el nou espai les dades queden expressades en una sola 
dimensió. 
Projecció en el nou espai 
3.2896 
4.4674 
1.0312 
-5.1571 
3.6468 
-2.1930 
-5.2806 
0.1580 
-2.2064 
2.2441 
 
Com hem vist al pas 4, cadascun dels vectors propis pot ser vist com una imatge semblant a 
una cara, una cara pròpia. Un cop aplicada la transformació el que estem fent en realitat és 
donar un pes a cadascuna de les cares pròpies. Si per exemple agafem només les 4 cares 
pròpies més rellevants i apliquem la transformació el que tenim gràficament és la cara original 
expressada en funció de les 4 cares pròpies més rellevants. Dit d’una altra manera els valors de 
les noves dades ens indiquen quant s’assembla la cara de la imatge original a cadascuna de les 
cares pròpies que hem seleccionat pel vector de característiques. 
 
 
Fig 5 - 6: Exemple d’imatge de una cara expressada en funció de 4 cares pròpies 
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En el projecte aplicarem tots els passos de l’anàlisi de components principals fins a obtenir una 
projecció de les imatges amb un nombre de dimensions menor al original. Aplicarem la 
projecció en el nou espai per a totes les imatges de la base de dades i guardarem el vector de 
característiques que hem utilitzat. Quan tinguem una nova cara a reconèixer li aplicarem les 
mateixes transformacions que a les de la base de dades i un cop fet això podrem comparar-les 
correctament. Podem veure com realitzar aquestes comparacions en el següent apartat. 
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5.2. K-nearest neighbors 
 
El K-nearest neighbors (k-NN) és un algorisme per a la classificació, traduït al català vindria a 
significar els K veïns més pròxims. El mètode classifica els exemples segons la seva proximitat 
als exemples d’entrenament en l’espai de característiques, és a dir l’espai que inclou tots els 
possibles exemples. És un dels algorismes de aprenentatge automàtic més simples. Funciona 
de la següent forma: 
• Primer comprovarem quins són els K exemples d’entrenament més pròxims al objecte 
a classificar i aleshores contarem a quines classes pertanyen.  
• La classe que tingui més exemples d’entrenament propers al objecte a classificar 
determinarà la classe resultant.  
En el cas del reconeixement de cares els objectes serien les imatges de cares i l’espai de 
característiques serien totes les cares que tenim a la base de dades. 
Per a determinar quins són els exemples més pròxims normalment s’utilitza la distància 
euclidiana , tot i que podem fer servir qualsevol altre mètode. 
Distancia Euclidiana 
2
1
( , ) ( )
n
i i
i
d P Q p q
=
= −∑   
 
A continuació veurem un exemple de l’algoritme: 
 
Fig 5 - 7: Exemple de K-nearest neighbor 
El cercle verd és l’exemple a classificar mentre que els triangles i els quadrats són exemples en 
l’espai de característiques de dues classes diferents.  
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• K=3: Si escollim K=3 comprovarem quins són els 3 exemples més pròxims. És tracta de 
2 triangles i 1 quadrat de manera que en aquest cas classificaríem l’exemple com a 
triangle.  
• K=5: Ara suposem que K=5. Contem els 5 exemples més pròxims i veiem que hi ha 2 
triangles i 3 quadrats. En aquest cas classificaríem l’exemple com a quadrat. 
És pot millorar el mètode tenint ponderant la contribució a l’hora de determinar la classe 
segons la distància a la qual està cada exemple. Per exemple donant a cada veí un pes de 1/d 
on d és la distància a la qual es troba. A continuació tenim el pseudo-codi del algoritme: 
 
funció Knearest_neighbors (int k,exemple E,vector<exemple> Eentrenats,int 
clases_diferents) retorna clase 
 vector<double> distancia[mida(Eentrenats)] 
 vector<double> contribucio_clase[clases_diferents]=zeros 
 per i=0; i<mida(Eentrenats); i++ 
  distancia[i]=compara(E,Eentrenats[i]); 
 fi 
 [Eentrenats distancia]= ordena_segons_distancia(Eentrenats, distancia) 
 Per i=0; i<K; i++ 
  contribucio_clase[clase(Eentrenats[i])]+=1/distancia[i] 
 fi 
 retorna clase(max(contribucio_clase)) 
fi 
  
En el projecte compararem la imatge a classificar amb totes les cares de la base de dades i 
determinarem les més pròximes mitjançant la distància euclidiana. Per accelerar tot aquest 
procés utilitzarem anàlisi de components principals, com hem vist a l’apartat anterior. A l’hora 
de realitzar la cerca dels veïns més pròxims en contes de calcular la distància euclidiana per a 
tots els píxels només caldrà comparar les dimensions en l’espai calculat mitjançant l’anàlisi de 
components principals.  
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5.3. Boosting 
 
5.3.1. El problema de la classificació 
 
Tenim una sèrie de dades que cal classificar en diferents classes. Per entrenar el classificador 
utilitzem unes dades d’entrenament que ja estan classificades per classes per a poder establir 
la funció apresa pel classificador. El resultat és un classificador capaç de decidir per un conjunt 
de dades de quina classe es tracta. 
• Dades: 
d
ix X R∈ =  
• Classes: { }1,1iy Y∈ = −  
• Conjunt d’entrenament: 1( , ),..., ( , )i N Nx y x y  
• Funció apresa: :
df R Y→  
• Classificador: ( ) ( ( ))fh x sign f x=  
 
Per entrenar el classificador utilitzarem el nombre de classificacions incorrectes dins el conjunt 
d’entrenament. Això és el que s’anomena la disparitat mitjana, L(f). Un bon classificador és 
aquell que minimitza L(f) no en les dades d’entrenament, sinó per a totes les dades del tipus 
que estiguem classificant. Existeix el risc de que el conjunt d’entrenament no sigui 
representatiu del conjunt de dades real. 
1
1
( ) ( ( ) )
N
f i i
i
L f I h x y
N
=
= ≠∑  
Per estimar l’efectivitat d’un classificador es crea un conjunt de test. El conjunt de test el 
formen dades diferents a les del conjunt d’entrenament que, un cop acabat l’entrenament, 
permeten fer-nos una idea de l’efectivitat del classificador en dades noves. 
Sovint es fa servir també un conjunt de validació diferent tant del conjunt de test com el 
conjunt d’entrenament. Aquest conjunt es faria servir com a un pas entremig de l’entrenament 
i el test definitiu. Primer entrenaríem el classificador amb les dades d’entrenament i 
comprovaríem la seva efectivitat amb conjunt de validació. Repetiríem el procés canviant els 
paràmetres del entrenament fins a estar contents amb els resultats en el conjunt de validació. 
Per últim estimaríem la seva efectivitat real amb el conjunt de test, que no hem fet servir fins 
aquest punt. 
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5.3.2. Sobre-Entrenament 
 
El sobre-entrenament o overfitting en anglès és un fenomen que es dona quan la funció apresa 
per el classificador dona molt bons resultats per al conjunt d’entrenament però dolents per a 
dades reals degut a les concessions que ha fet per a aconseguir bons resultats amb el conjunt 
d’entrenament. Com podem veure en el gràfic la reducció del error en el conjunt 
d’entrenament va lligada a la de les dades de test fins al punt P on passa just al contrari. A 
partir d’aquest punt direm que el classificador té sobre-entrenament.  
 
Fig 5 - 8: Exemple de gràfica del error comès per un classificador en el conjunt de test i en el conjunt 
d’entrenament segons el nombre d’iteracions realitzades 
L’ideal seria entrenar el classificador fins el punt P, però no podem saber d’entrada on es troba 
ja que entrenem el classificador només amb el conjunt d’entrenament, de manera que haurem 
de prendre la decisió de quan parem. 
La Navalla de Occam 
La funció més simple que expliqui la major part de les dades d’entrenament és preferible a una 
més complexa a la que les expliqui totes. 
A continuació podem veure un exemple. La funció B classificaria la major part de les dades 
correctament i la funció A, més complicada les classificaria totes. No obstant el més probable 
és que en A ens trobem ja en la zona de sobre-entrenament i classifiqui noves dades pitjor que 
B. 
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Fig 5 - 9: Exemple de classificador, la funció B classifica la major part de les dades mentre que A és probable que 
presenti sobre-entrenament. 
5.3.3. Combinació de classificadors 
 
La combinació de classificadors consisteix en crear un classificador nou, que utilitzi els resultats 
de diversos classificadors en la seva funció apresa. Això s’anomena hipòtesis conjunta 
(ensemble hypotesis) i es representa amb la lletra H. El tipus de classificadors ideal per això són 
els classificadors dèbils. 
Classificador Dèbil 
Un classificador dèbil és aquell que funciona millor que una classificació aleatòria però que no 
ofereix resultats suficientment precisos. 
L’algorisme que utilitza combinació de classificadors més bàsic es el bagging. 
Bagging 
Consisteix en entrenar T classificadors i donar com a resultat la classe que ha sigut 
determinada per més classificadors, el que s’anomena per votació simple. L’algoritme complet 
seria el següent: 
Bagging 
Per i=1....T fer 
1. Seleccionar aleatòriament per substitució un conjunt d’entrenament 
amb N dades. 
2. Entrenat el Classificador ih  
fi 
H(x)=votació simple 1 T(h (x) + ... + h (x))  
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Per a construir els conjunts d’entrenaments en el pas 1 és parla de filtre aleatòria per 
substitució consisteix en el següent:  
Filtre Aleatòria per Substitució 
Tenim un conjunt d’entrenament de mida N. 
Per i=1....N fer 
1. Seleccionem una de les dades del conjunt d’entrenament amb 
probabilitat 1
N
 i substituïm aquesta dada per una de nova. 
Fi 
 
Cal tenir en compte que a cada iteració fem servir el conjunt d’entrenament obtingut en la 
anterior, de manera que és possible que al final de l’algoritme quedin encara dades del conjunt 
d’entrenament inicial. 
 
5.3.4. Boosting 
 
El boosting és una versió més sofisticada del bagging i genera classificadors més robustos. Les 
principals diferències, que produeixen aquesta millora en els resultats, són les següents: 
Mostreig Ponderat 
En contes de fer servir filtre aleatòria per substitució es ponderen les dades d’entrenament 
segons la seva dificultat per a concentrar l’aprenentatge en els exemples més difícils. Per a 
ponderar la dificultat podem veure intuïtivament que els exemples que estiguin més propers a 
la frontera entre les diferents classes seran més difícils i per tant tindran una ponderació més 
elevada. 
Votació Ponderada 
Utilitzarem una votació ponderada en comptes de la votació aleatòria que es feia servir al 
bagging. Òbviament cal ponderar correctament els classificadors sinó correm el risc de obtenir 
pitjors resultats. D’aquesta ponderació n’hi direm la regla de combinació del classificador.  
Existeixen molts algoritmes per a obtenir la regla de combinació dels classificadors i ponderar 
el mostreig. La cascada de classificadors utilitzada en l’algoritme de Viola-Jones seria un 
exemple de una combinació de classificadors per Boosting. 
AdaBoost 
L’Adaboost és l’algorisme bàsic de boosting.  El nom és una abreviació de Adaptative Boosting. 
El seu pseudocodi és el següent: 
 
 
  5    Estudi de les tècniques utilitzades  
5.3 Boosting 
  
45 
 
AdaBoost 
Inicialitzar distribució del conjunt d’entrenament 1( ) 1/D i N=  
Per t=0....T fer 
1.  Entrenar Classificador Dèbil utilitzant t
D
 
2. Triat un pes (valor de seguretat) tα ∈  
3. Actualitzar Distribució del conjunt d’entrenament:    
[ ]( )
1
( )
( )
t t i ih x y
t
t
t
D i e
D i
Z
α− =
+ =
 
fi 
1
( ) ( ( )) ( )
T
t t
i
H x sign f x sign h xα
=
 
= =  
 
∑  
 
La variable i indexa exemples del conjunt d’entrenament, mentre que la variable t indexa els T 
classificadors que estem entrenant. tD  indica la dificultat dels exemples del conjunt 
d’entrenament que estem utilitzant per entrenar el classificador t. Cal actualitzar-lo per cada 
exemple del conjunt de test. El pes tα depèn del error tε  associat a la th , que és la funció 
apresa pel classificador t. Per últim,
tZ és una constant que s’utilitza per a normalitzar el 
classificador. 
Ara analitzarem amb més detall cadascun dels passos del algoritme: 
Pas 1: Entrenar Classificador Dèbil utilitzant tD  
Normalment es mostregen tots els exemples del conjunt d’entrenament 
utilitzant tD . Quan t=1 tots els exemples tenen la mateixa probabilitat de ser escollits. En 
futures iteracions els exemples més difícils tindran una probabilitat més alta. Per decidir la 
dificultat d’un exemple ens fixarem en si  fan fallar el classificador. 
Pas 2: Triat un pes (valor de seguretat) tα ∈  
Per escollir el pes tα ens fixarem en el error tε  associat a la th , per a calcular-lo tindrem en 
compte la probabilitat de cadascun dels exemples en la distribució actual tD . tα s’utilitzarà 
per ponderar el pes que té cada classificador en la votació ponderada. Calcularem tε  de la 
següent manera: 
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Un cop calculat el error podem obtenir tα  optimitzant aquest error: 
11
ln 0
2
t
t
t
ε
α
ε
 
−
= > 
 
 
 
Pas 3: Actualitzar Distribució del conjunt d’entrenament 
( )
1
( )
( )
t i t iy h x
t
t
t
D i e
D i
Z
α−
+ =
 
Aquesta formula està construïda de manera que augmentem o reduïm la probabilitat d’un 
exemple segons si és difícil o no i de tα . Per decidir la dificultat d’un exemple comprovarem si 
la funció apresa per el classificador t encerta o falla amb aquest exemple.  
Si ( )t i ih x y=  aleshores disminuirem la probabilitat de l’exemple i, ja que el classificador t 
classifica l’exemple correctament. 
( )
1t i t i
y h x
e
α− <  
Si ( )t i ih x y≠  aleshores augmentarem la probabilitat de l’exemple i, ja que el classificador 
t no classifica l’exemple correctament. 
( )
1t i t i
y h x
e
α− >  
tZ s’utilitza per a normalitzar les probabilitats de la distribució. 
A continuació podem veure un exemple gràfic complet del funcionament del algoritme 
AdaBoost i el classificador obtingut com a resultat. Volem entrenar un classificador combinant 
un total de 3 sub-classificadors, de manera que T=3. 
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Fig 5 - 10: Primera iteració exemple AdaBoost 
La distribució inicial és equiprobable. 
1h classifica tres exemples incorrectament el que ens 
indica un error de 0.3. Obtenim 
1α  = 0.42 i augmentem la probabilitat de escollir els exemples 
que estan mal classificats en la següent iteració, ja que són més difícils. 
 
Fig 5 - 11: Segona iteració exemple AdaBoost 
Calculem 
2α  i el error per el classificador 2h , que té en compte la distribució 2D . Per últim 
augmentem la probabilitat d’escollir els exemples que estan mal classificats en la següent 
iteració. 
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Fig 5 - 12: Tercera iteració exemple Adaboost 
Com a d’iteració anterior, calculem 
3α  i l’error per el classificador 3h  tenint en compte la 
distribució 
3D . Com que T = 3 acabem. 
 
Fig 5 - 13: Resultat exemple AdaBoost 
El resultat es que la hipòtesis conjunta dels T classificadors. Cada classificador està ponderat 
per la 
tα  que s’ha calculat. 
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Si afegim masses classificadors dèbils correm el risc de sobre-entrenament. Això passaria degut 
a que en contes de crear una funció per aprendre a classificar les dades estaríem memoritzant 
les dades d’entrenament, com passava en el cas A de la figura 2. 
Per a assegurar-nos de que no estem sobre-entrenant podem utilitzar la tècnica de la K-
validació creuada. Aquesta tècnica és molt útil quan tenim poques dades per entrenar i o 
volem perdre’n creant un conjunt de validació. 
Conjunt de Validació 
Un conjunt de validació és diferent del conjunt de test i el conjunt d’entrenament. Serveix per 
estimar el error de generalització, es a dir, l’error que comet el classificador per a dades fora 
del conjunt d’entrenament. Normalment entrenem el classificador fins a aconseguir un cert 
llindar al conjunt de validació.  
K-Validació Creuada 
Consisteix en dividir el conjunt de entrenament en K conjunts disjunts de la mateixa mida N/K, 
on N seria el nombre d’exemples d’entrenament. Aleshores entrenem el classificador K 
vegades, cada vegada utilitzant un conjunt de validació diferent i fent servir els exemples que 
no pertanyen a aquest conjunt de validació per entrenar. El percentatge de encerts  que 
estimem pel classificador entrenat amb totes les dades d’entrenament serà la mitjana dels K 
classificadors que hem entrenat durant la validació creuada. 
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5.4. Viola-Jones 
 
Viola-Jones és un algorisme per a la detecció de cares. A partir de la seva publicació es va 
produir un canvi molt important en la detecció de patrons en imatges, ja que superava de molt 
en velocitat als algoritmes que es feien servir fins aquell moment i obtenia resultats similars. 
Va ser publicat al 2001. El nom complet dels seus autors és Paul Viola i Michael Jones i 
s’utilitzava per a la identificació de cares en imatges. Les principals innovacions eren la 
utilització de la imatge integral per la avaluació de classificadors, la utilització de una variant de 
l’algoritme de aprenentatge AdaBoost i la disposició dels diferents classificadors en forma de 
cascada per a millorar la velocitat d’execució. Com veurem al llarg d’aquest document 
l’algoritme es pot adaptar per detectar qualsevol objecte en una imatge. En aquest projecte 
l’utilitzarem per a detectar els elements de la cara, es a dir, l’ull dret, l’ull esquerre i la boca de 
cadascuna de les imatges de cares. Això ens permetrà pre-processar la imatge per a obtenir 
millors resultats en l’anàlisi de components principals. 
 
5.4.1. Entrenament de classificadors 
 
Per utilitzar l’algoritme de Viola-Jones primer cal entrenar una cascada de classificadors. Per a 
entrenar un classificador hem d’utilitzar un algorisme de aprenentatge.  
Classificador 
:f X Y→  
Un classificador es una funció que relaciona el espai de característiques X (que pot ser discret o 
continu) amb una sèrie de classes o etiquetes discretes Y. 
En el cas del Viola-Jones l’espai de característiques és cada sub-imatge (finestra) de la imatge 
on volem identificar el patró i les etiquetes són dues, hi ha el patró o no hi és.  
Utilitzant una sèrie de exemples positius, que contenen el patró que volem trobar i exemples 
negatius, que no el contenen, l’algoritme calcula un classificador pel patró. El que farà aquest 
algorisme es seleccionar una sèrie de característiques i llindars que classificaran les diferents 
finestres de la imatge on volem identificar el patró. Aleshores sabrem en quines de les 
finestres de la imatge s’ha identificat el patró que estàvem buscant i quines no. Com veurem 
més endavant el classificador que utilitzarem és en realitat una sèrie de classificadors posats 
en cascada. Podem veure en més detall l’algorisme d’aprenentatge en l’apartat corresponent 
de la memòria. 
En el Viola-Jones original s’utilitza per fer l’aprenentatge una variant de l’AdaBoost que 
restringeix les possibles característiques a utilitzar per a millorar la velocitat de la detecció un 
cop el classificador ja estigui entrenat. 
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Característica Haar 
Una característica Haar de la imatge consisteix en una sèrie de àrees. Cada area pot tenir valor 
0 o 1. En la figura 1 en podem veure alguns exemples. El resultat de una característica Haar 
consistirà en sumar els valors dels píxels de la imatge que pertanyen a una area amb valor 1 i 
restar els píxels on el valor sigui 0. Això ens donarà un resultat que comprovant el llindar que 
té la característica Haar que estiguem avaluant indicarà si passa o no la avaluació. Caldrà 
comprovar la imatge per a diferents mides de la característica Haar i per a cada mida totes les 
posicions possibles. Com si passéssim una finestra per la imatge, on avaluem només els píxels 
de la finestra. Això es degut a que no sabem la mida que té el patró que estem buscant en la 
imatge. Una de les avantatges de les característiques de haar comparades amb les operacions 
píxel a píxel és que a l’hora de entrenar classificadors el conjunt de les possibles 
característiques a utilitzar es redueix i això permet obtenir bons resultats mitjançant menys 
imatges d’exemple. 
 
Fig 5 - 14: Exemples de característiques de haar 
 
Característica Haar Rectangular 
 
Subconjunt de les característiques de haar formades per àrees rectangulars. Concretament en 
el mètode de Viola-Jones encara restringeix més i només se’n utilitzen de 4 tipus, que podem 
veure a la figura 2. Tenen la principal avantatge de que podem calcular el resultat utilitzant la 
imatge integral, en contes de accedir al valor de cada píxel. Tenint en compte que cal avaluar la 
característica per a tots les mides i posicions possibles això redueix dràsticament el nombre de 
operacions. 
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Fig 5 - 15: Les 4 Característiques de haar rectangulars utilitzades pel mètode de Viola Jones 
 
5.4.2. Algoritme de Viola-Jones 
Pas 1: Obtenció de la imatge integral 
Els classificadors Haar rectangulars estan pensats per aprofitar al màxim les propietats de la 
imatge integral. Per aquest motiu caldrà calcular la imatge integral (ii) de la imatge (i) sobre la 
qual volem trobar el patró. Ho podem fer mitjançant la següent fórmula: 
 
 
Per accelerar aquest càlcul es pot utilitzar la següent recurrència, que permet calcular la 
imatge integral amb una sola passada per la imatge original: 
( , ) ( , 1) ( , )
( , ) ( 1, ) ( , )
suma x y suma x y i x y
ii x y ii x y s x y
= − +
= − +  
La imatge integral té la propietat de que en el punt (x,y) conté la suma de tots els píxels que 
estan més a l’esquerra i més amunt del punt (x,y) de la imatge original, amb (x,y) inclòs. 
 
Fig 5 - 16: Després d’integrar, el punt (x,y) conté la suma dels píxels del rectangle en negre 
' , '
( , ) ( ', ')
x x y y
ii x y i x y
≤ ≤
= ∑
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Mitjançant aquesta propietat podem calcular la suma de tots els píxels d’un rectangle concret 
de la imatge consultant només 4 posicions de memòria utilitzant el següent mètode: 
( 1)
( 2)
( 3)
( 4) ( 2) ( 3) ( 1)
ii p A
ii p A B
ii p A C
D ii p ii p ii p ii p
=
= +
= +
= − − +
 
L’objectiu és calcular la suma dels píxels d’un rectangle qualsevol D format per 4 punts p1...p4, 
per fer-ho primer caldrà consultar els punts p2 i p3 i restar-los a p4. Com que restem A dues 
vegades cal consultar p1 i sumar-lo per a obtenir finalment el valor de D. 
 
Fig 5 - 17: Utilitzem la imatge integral per a calcular la suma dels píxels del rectangle D amb només 4 accessos a 
memòria. 
Com que estem utilitzant característiques de haar rectangulars podem fer servir aquest 
mètode per avaluar cada característica. Obtindríem la suma dels píxels de cadascun dels 
rectangles i llavors sumariem o restaríem segons indiqués el valor del rectangle. Fins i tot 
podem reutilitzar els punts que ja hem consultat per obtenir la suma de rectangles anteriors, 
en cas de que siguin rectangles adjacents.  
Aquesta és una de les aportacions més importants de l’algoritme de Viola-Jones i un dels 
motius de la gran acceleració que suposa respecte els algoritmes anteriors. 
Pas 2: Identificació 
Per a identificar el patró utilitzarem classificadors en cascada que cal haver entrenat 
prèviament. Per fer-ho podem utilitzar mètodes de aprenentatge automàtic. Per al projecte 
utilitzarem boosting. 
Els classificadors en cascada són una estructura formada per diversos classificadors combinats 
per a obtenir un únic classificador. El seu funcionament és el següent: 
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Fig 5 - 18: Estructura i funcionament de classificadors en cascada 
Una cascada de classificadors és formada per N classificadors ordenats. Per a cadascuna de les 
finestres de la imatge utilitzarem la cascada de classificadors per a determinar si hem trobat el 
patró que busquem. Donada una de les finestres avaluarem el primer classificador de la 
cascada, en cas que la finestra sigui descartada per aquest classificador la descartarem 
definitivament. En cas que sigui acceptada passarem al segon classificador. Un cop al segon 
classificador avaluarem la finestra per aquest classificador, si es rebutja la descartarem 
definitivament i sinó passarem al següent classificador. Procedirem d’aquesta manera fins que 
o bé la finestra sigui descartada, o bé no quedin més classificadors. En cas de que no quedin 
més classificadors la finestra haurà estat acceptada per la cascada de classificadors i, per tant, 
això indicarà que hem trobat el patró en la finestra. 
En l’apartat anterior hem vist les possibles característiques que pot utilitzar un classificador de 
l’algoritme de Viola-Jones. Podem observar que són bastant limitades, i el resultat és que 
tindrem una sèrie de classificadors dèbils, que no són massa precisos. Gracies a la disposició en 
cascada podem millorar la efectivitat dels classificadors en conjunt. Depenent del ordre en el 
qual posem els classificadors el resultat pot variar dràsticament. Per aconseguir una bona 
cascada de classificadors serà necessari seguir una sèrie de regles: 
• Els classificadors han de tenir un percentatge de falsos negatius molt baix, ja que si 
descartem per error un patró de la cascada ja queda descartat definitivament. Aquest 
punt es sobretot molt important en els primers classificadors de la cascada. 
• El percentatge de falsos positius dels classificadors s’ha d’anar reduint 
progressivament. Les primeres etapes de la cascada tindran un percentatge molt alt de 
falsos positius que s’anirà reduint progressivament. 
Si seguim aquestes dues regles el que obtenim és una cascada on es van filtrant les finestres a 
cada etapa i, tot i que individualment els classificadors tinguin un percentatge de falsos 
positius elevat, el conjunt de la cascada filtra pas a pas aquests falsos positius fins a obtenir un 
conjunt de finestres acceptades amb un percentatge de falsos positius acceptable. Com podem 
observar si descartem una finestra que realment conté el patró que volem identificar en algun 
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dels classificadors, aquesta ja mai arribarà al final de la cascada, d’aquí a que el percentatge de 
falsos negatius hagi de ser mínim. 
Per calcular el error que comet la cascada completa hem de comprovar el error que comet 
cada classificador de la cascada i combinar aquests errors. A cada etapa només detectarem els 
falsos positius que no s’hagin descartat a l’anterior de manera que per combinar el ràtio de 
falsos positius de la cascada sencera hem de multiplicar el de cadascuna de les etapes. Si 
iFAR és el ràtio de falsos positius del classificador de la etapa i d’una cascada de n 
classificadors el FAR de la cascada sencera serà: 
1
n
cascada i
i
FAR FAR
=
= ∏  
Per calcular el FRR (és a dir, el ràtio de falsos negatius) també hem de combinar totes les 
etapes de la cascada. En aquest cas els ràtios de cada etapa de la cascada s’aniran acumulant 
de manera que si 
iFRR és el ràtio de falsos negatius de l’etapa i d’una cascada amb n 
classificadors hem de sumar el FRR de tots els classificadors de la cascada per obtenir el total: 
1
n
cascada i
i
FRR FRR
=
=∑  
La principal avantatge de la cascada de classificadors és la seva eficiència en la tasca de 
reconèixer patrons en imatges. La majoria de finestres seran descartades correctament en els 
primers classificadors de la cascada i el càlcul per aquestes finestres s’acabarà en aquest punt. 
Només les finestres que superin tots els classificadors caldrà calcular la cascada completa. Això 
redueix molt els càlculs en comparació a altres estructures amb diversos classificadors i és un 
altre dels encerts del mètode de Viola-Jones. 
Resultat 
El resultat del algoritme serà una sèrie de finestres on s’ha trobat el patró que volíem 
identificar en la imatge. En el nostre cas per exemple si estem buscant l’ull dret dins la imatge 
de la cara el resultat serà la finestra on s’ha trobat l’ull dret. En cas de que trobéssim varies 
finestres al saber que la imatge només conté una cara caldria veure quina seleccionem, com 
veurem en el apartat d’obtenció de posició dels ulls en el pre-processat. 
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6. Pre-Processat de les Imatges 
6.1. Alineament dels ulls 
 
Abans de realitzar l’anàlisi de components principals és interessant realitzar un pre-processat a 
les imatges. L’objectiu d’aquest pas és alinear les cares. Quan realitzem una comparació l’ideal 
seria que comparéssim els píxels de cada zona de la primera cara amb els seus homònims de la 
segona cara. A la pràctica ens trobem que les cares estan en orientacions diferents, 
inclinacions diferents, que tenen el centre en un altre punt o que tenen el zoom a diferent 
distància.  
En aquest cas el procediment que seguirem consta de tres parts: 
6.1.1. Pas 1: Obtenir els punts claus de la cara 
Primer de tot serà necessari obtenir una sèrie de punts de la imatge. En aquest cas utilitzarem 
les posicions de l’ull dret i de l’ull l’esquerre. Per obtenir aquests punts utilitzarem el mètode 
Viola-Jones adaptat amb un classificador per cada ull. En l’apartat corresponent s’explica amb 
més profunditat com és realitza aquest procediment. 
 
Fig 6 - 1: Obtenim els punts on es troben l’ull dret i l’ull esquerre 
6.1.2. Pas 2: Alinear els ulls 
El resultat del pas anterior és que ja tenim localitzats el centre dels ulls en la cara. Utilitzant 
aquests punts transformarem la imatge de manera que el centre de l’ull dret i de l’ull esquerre 
de cada cara estigui col·locat al mateix píxel per a totes les imatges. Per aconseguir aquest 
resultat utilitzarem les distancies entre els diferents elements, que formen un triangle. 
Aleshores aplicarem tres transformacions: 
  6    Pre-Processat de les Imatges  
6.1 Alineament dels ulls 
  
57 
 
Rotar la imatge 
Aplicarem una rotació a la imatge de manera que els dos ulls estiguin a la mateixa alçada. 
Aquest angle el podem obtenir mitjançant la línea que formen els punts dels dos ulls amb 
l’horitzontal. Caldrà rotar la imatge en direcció contraria el angle calculat per a que els ulls 
quedin sobre la horitzontal. 
 
 
 
 
Fig 6 - 2: Trobem l’angle format per l’horitzontal i la línea dels ulls 
 
 
Fig 6 - 3: Rotació de la imatge amb angle alpha , els ulls estan alineats en la horitzontal 
 
arccos
b
a
α =
6 Pre-Processat de les Imatges 
6.1 Alineament dels ulls 
  
58 
 
Escalar l’amplada 
Per tal de que els ulls estiguin al mateix punt de l’eix x modificarem l’amplada de la imatge. 
Utilitzant la distancia que hi ha entre els dos ulls i la distancia que volem que hi hagi entre els 
dos ulls podem obtenir una proporció que ens permetrà fer aquesta transformació per a totes 
les imatges i que quedin en el mateix punt. W’ és la nova amplada total de la imatge, W és la 
inicial, d.ulls és la distància entre els dos ulls i L1 la distancia que nosaltres decidim que hi hagi 
entre els dos ulls. 
 
 
 
 
 
Fig 6 - 4: Escalem l’amplada per aconseguir que entre els ulls la distància sigui L1 
 
 
 
Escalar l’alçada 
De la mateixa manera que hem alineat els elements de la cara sobre l’eix x, ho farem sobre 
l’eix y. Utilitzant la mateixa proporció que al escalar la amplada evitarem que la imatge es 
distorsioni cosa que podria provocar problemes durant la fase de reconeixement. H és la 
alçada actual i H’ la nova alçada. 
 
1
'
.
L
W W
d ulls
=
2 2. ( ) ( )ull esq ull dret ull esq ull dretd ulls x x y y= − + −
'
'
W
H H
W
=
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Fig 6 - 5: Escalem la alçada en funció de la proporció al escalar l’amplada 
Un cop hem fet aquestes transformacions el resultat es que tenim totes les imatges amb la 
mateixa distancia entre els ulls que aquests estan alineats sobre la horitzontal.  
6.1.3. Pas 3: Obtenir imatges de la mateixa mida 
Per a poder comparar dues imatges o poder realitzar Anàlisi de components principals sobre 
una base de dades és necessari que el nombre de dimensions de les imatges siguin les 
mateixes. Com que hem aplicat transformacions en la mida de la imatge i no totes les imatges 
de cares tenen les mateixes característiques ens trobem que en aquest punt tenim imatges de 
mides diferents i els punts dels ulls encara no estan alineats. 
Per a solucionar aquest problema serà necessari retallar una porció igual en totes les imatges. 
El que farem serà un cop calculades les transformacions agafarem el punt central de la cara. A 
partir d’aquest punt retallarem un rectangle de la mida que s’especifiqui. Aquest rectangle ha 
de ser igual en nombre de píxels per a totes les imatges. Això ens permetrà tenir els punts dels 
ulls i la boca en el mateix píxel de la imatge, de manera que quan comparem les imatges ja 
estaran alineades. 
Per poder trobar el punt central de la cara primer caldrà aplicar les transformacions que hem 
aplicat a la imatge als punts dels ulls. P’ és el nou punt, p el punt inicial i   l’angle que 
formen els ulls amb la vertical, que hem calculat al pas 2: 
 
 
Un cop aplicada la rotació cal aplicar també les transformacions de amplada i alçada. Seguint la 
notació del pas 2: 
 
α
p'=(p cos( ) - p sin( ) ,  p sin( ) + p cos( ))x y x yα α α α
' '
p'=(p  , p )x y
W W
W W
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Un cop tinguem les noves coordenades dels ulls i la boca calcularem el punt central de la cara. 
El centre de la cara que hem fixat serà el centre dels dos ulls.  
.
( , )
2
ull esq ull esq
d ulls
centre x y= +  
 
Fig 6 - 6: Resultat després de retallar la imatge amb les dimensions que volem 
Un dels problemes que ens podem trobar es que el marge agafi zones que estan fora de l’espai 
que ocupa la imatge. Intentarem que això passi el mínim possible ja que podria empitjorar els 
resultats de l’anàlisi de components principals. Quan ens trobem fora de la imatge algunes 
possibles solucions podrien ser col·locar intensitat zero o aleatòria per aquest punt. 
Un cop realitzat aquest últim pas totes les cares tindran a un píxel concret la posició del ull 
dret, a un altre píxel la del ull esquerre. A més a més les imatges seran exactament de la 
mateixa mida. La resta de la cara quedarà modificada en funció a aquestes transformacions i el 
rectangle que hem retallat i el resultat serà que la comparació serà més precisa pels motius 
que veurem a continuació.  
 
Fig 6 - 7: Imatges després del pre-processat. Tenen els ulls alineats al píxel [11,31] l’ull esquerre i al píxel [31, 31] 
l’ull dret 
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6.1.4. Millores en les imatges 
A continuació veurem alguns dels possibles problemes que poden presentar les imatges. El 
procés aconsegueix solucionar alguns d’ells. 
Rotació 
Com que en la segona part hem rotat la imatge perquè els ulls quedessin sobre la horitzontal 
aquest problema quedaria solucionat satisfactòriament. 
Inclinació 
Amb el mètode no millorem les parts de la cara que no es mostren en pantalla. Les imatges de 
perfil segueixen sent un problema. 
Zoom 
Com que tots els ulls de les cares queden alineats a la mateixa posició això implicarà fer un 
zoom per apropar les que estan més lluny i un zoom per allunyar les que estan massa a prop. 
De tota manera si la imatge de la cara està massa lluny la resolució podria ser massa baixa. 
Cares no centrades 
Tot el procediment té com a objectiu posar les cares alineades. Això solucionaria aquest 
problema. 
Oclusions 
Si bé la part on està la oclusió en la cara segueix igual, com que ara les altres parts de la cara es 
comparen millor degut a que estan alineades podem millorar considerablement els resultats 
en imatges amb oclusions. 
Canvis d’il·luminació 
No modifiquem la intensitat de la imatge de manera que els problemes que vinguin d’aquest 
fet no quedaran solucionats. 
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6.2. Obtenció de la posició dels ulls 
 
Ja hem vist com aconseguir detectar ulls en imatges mitjançant Viola-Jones però encara hi ha 
un detall que no hem tractat. Mitjançant Viola-Jones detectem l’ull dret i l’ull esquerre de la 
imatge. En el cas ideal ens retornaria exactament una sola finestra amb el patró que hem 
buscat en la imatge. Generalment, per això, observarem que tenim més d’una finestra i que 
per tant tenim falsos positius. També es pot donar el cas de no trobar cap ull en la imatge. En 
aquest apartat s’explica com es tractaran aquests casos. 
6.2.1. Filtre per posició 
El projecte té la restricció de que en les imatges que tractarem apareix una sola cara en la 
imatge. En el projecte no es tractaran cares de perfil on només es vegi un dels ulls, de manera 
que sabem que en cada imatge trobarem exactament un ull dret i un ull esquerre. També 
sabem que, valgui la redundància, l’ull esquerre està més a l’esquerra que l’ull dret i per tant 
podem descartar algunes finestres segons la seva posició. 
Com que ja tenim la cara detectada el que farem serà delimitar la detecció de cada ull a la 
regió de la imatge on s’espera que es detectarà. D’aquesta manera eliminarem els falsos 
positius que estiguin fora de la regió. Concretament establirem dues regions, una per cada ull, i 
descartarem qualsevol resultat que estigui fora de la regió que hem delimitat. Aquest fet 
reduirà dràsticament els falsos positius en la imatge. 
 
Fig 6 - 8: Filtre per posició. Alguns falsos positius es descarten perquè no estan a la regió on s’espera l’ull. 
En aquest exemple hem seleccionat els candidats després de que estiguessin detectats pel 
Viola-Jones perquè es veiés clarament el que volem aconseguir. En un cas real primer es 
retallaria la regió de la imatge i després buscaríem els candidats en aquesta fracció de la 
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imatge. És més eficient ja que el nombre total de finestres serà menor al ser la imatge més 
petita. 
Alguns projecte que utilitzen una tècnica similar són [24], [29]. Consisteixen en un detector de 
cares en combinació amb un detector d’ulls, primer es detecta la cara i aleshores es detecten 
els ulls dins les regions on s’espera que es trobaran. El cas del nostre projecte és molt 
semblant, amb la diferència que la cara ja està detectada. 
6.2.2. Filtre per nivells de gris 
Amb el filtrat per posició hem eliminat bona part dels falsos positius que ens pogués donar el 
classificador, no obstant encara podem tenir més d’un candidat. Per decidir quins d’ells 
acabaran definint la posició dels ulls utilitzarem els nivells de grisos de la finestra de cada 
candidat. 
Tenint en compte que sabem que l’element que estem buscant són ulls podem tenir en 
compte les característiques d’aquests a l’hora de decidir quin dels possibles candidats agafem. 
Un ull té nivells de grisos foscos en la pupila i nivells de grisos alts just al voltant d’aquesta. Per 
cada candidat comprovarem el color d’aquestes zones per decidir quin és el que s’assembla 
més a un ull, el centre d’aquest seria la posició de l’ull definitiva. 
Equalitzar el Histograma 
Per reduir la variació d’il·luminació primer retallarem els candidats de la imatge de la cara i els 
equalitzarem el histograma. A continuació s’explica el procés que cal seguir per fer-ho: 
Considerem una imatge en escala de grisos {x} on in és el nombre de cops que apareix el nivell 
de gris i en {x}. La probabilitat de que un píxel agafat en distribució aleatòria simple en la 
imatge sigui del nivell de gris i és: 
 
On L és el nombre total de nivells de grisos en la imatge i n el nombre de píxels. Aleshores xp
serà el histograma de la imatge, normalitzat entre 0 i 1. 
Definirem també la funció de distribució acumulativa (FDA) de xp com: 
 
Volem crear una transformació ( )y T x=  per produir una nova imatge {y} tal que la seva FDA 
creixi linealment amb els nivells de grisos de la imatge: 
 
Aquesta transformació existeix per alguna constant K per les propietats de la FDA i es defineix 
com: 
 
6 Pre-Processat de les Imatges 
6.2 Obtenció de la posició dels ulls 
  
64 
 
Per últim cal aplicar aquesta transformació si volem convertir la imatge al rang de nivells de 
grisos inicial ja que en aquest punt tenim els nivells de grisos expressats en [0,1]. 
 
Veiem quin és el resultat en una imatge: 
 
Fig 6 - 9: Imatge original, amb el seu histograma sense equalitzar. 
 
Fig 6 - 10: Imatge després del equalitzat d’histograma, amb el histograma resultant. 
Podem observar com la imatge obtinguda és més nítida i la seva FDA (en negre) creix 
linealment. 
 
Criteri de filtre 
Un cop equalitzada la imatge calcularem el histograma normalitzat de cadascuna de les tres 
zones que utilitzarem per seleccionar els candidats. D’aquesta manera podrem comparar 
aquestes tres zones entre tots els candidats. Per decidir quins nivells de grisos tindrem en 
compte per a cadascuna de les zones comprovarem la zona en qüestió per una bona quantitat 
d’exemples positius i determinarem el màxim i el mínim nivell de grisos que considerarem per 
pupila i per les zones laterals. 
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Fig 6 - 11: Zones que utilitzarem per seleccionar candidats a partir dels nivells de grisos. 
Per calcular el resultat final s’ha creat una fórmula que evalua el nivell de grisos de cadascuna 
de les 3 zones (i=1 és la fosca i=2,3 les clares)  i retorna un resultat conjunt de manera que es 
pondera el resultat de cada zona. Utilitzarem imatges en 8 bits de nivell de gris: 
1 2 2
1 2 3
3
1
1 1 2 2 3 3
1
1 0 255
( ) ( ) ( )
i j i iL L L
j
i l i l i l
R w l L
w p i w p i w p i
=
= = =
= = <= < <=
+ +
∑
∑ ∑ ∑
iR és el resultat per cadascun dels i candidats. Caldrà ajustar els pesos w de cadascuna de les 3 
zones i els llindars de grisos mínim “l” i màxim “L” per la regió negra “1” i les zones blanques 
“2”. Aleshores, dels candidats que havíem obtingut amb el filtrat per posició agafarem dels 
candidats a ull dret que tingui R mínima. Pels candidats a ull esquerre utilitzarem el mateix 
criteri. Per últim calcularem el centre de la finestra de cada candidat i aquests seran els punts 
de l’ull dret i l’ull esquerre que utilitzarem pel pre-processat. Seguint l’exemple que havíem 
deixat en el filtrat per posició, veurem com es filtren la resta de candidats i s’obté la posició 
final dels ulls: 
 
Fig 6 - 12: Filtre per nivell de grisos. Dins els candidats que havien quedat després del filtrat per posició agafem el 
que té la R mínima. El seu centre serà la posició del ull 
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6.2.3. Que fer quan no tenim candidats 
En cas que no hi hagi candidats per algun dels ulls no podem obtenir la posició de l’ull per 
aplicar el pre-processat a la imatge. Això significa un problema important ja que, si no 
apliquem el pre-processat, la imatge no es podrà comparar amb la resta de les imatges en les 
quals si que hem obtingut els ulls. Una possible solució seria descartar la cara, però perdem 
aquesta informació i la cara ja no es podrà reconèixer o fer servir per entrenament, de manera 
que aquesta és una mala solució.  
Posicions per defecte 
El que farem serà tornar a utilitzar les regions que hem fet servir en el filtrat per posició per 
determinar unes posicions per defecte als ulls. En les cares que no haguem trobat candidat en 
algun dels dos ulls utilitzarem aquestes posicions per defecte: 
 
Fig 6 - 13: Posicions per defecte dels ulls. Les utilitzarem quan no trobem cap candidat, per exemple en aquesta 
imatge no s’ha trobat cap candidat per cap dels ulls. 
En cas que no s’hagi trobat cap ull utilitzarem la posicions per defecte en els dos ulls. Si s’ha 
trobat un ull només l’utilitzarem per aquell que no haguem trobat i seleccionarem l’altre 
normalment.  
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7. Disseny 
7.1. Casos d’ús del sistema 
A partir de l’estructura general que ha de tenir el sistema i el seu funcionament s’han extret els 
següents casos d’ús: 
 
Gestió Bases de Dades 
Aquest cas d’ús conté totes les funcionalitats de la gestió de bases de dades d’imatges. Una 
base de dades té un conjunt d’entrenament i pot tenir un conjunt de test. Cadascuna de les 
imatges de la base de dades pertany a un individu i un individu pot tenir més d’una imatge en 
una mateixa base de dades. L’usuari pot carregar bases de dades al sistema per a poder 
entrenar-les o consultar-les. També es poden guardar els canvis o eliminar-les. Totes les 
imatges d’una base de dades estan al mateix directori. 
Gestió d’Imatges a Reconèixer 
De manera similar a les bases de dades l’usuari també pot carregar conjunts d’imatges per fer-
ne el reconeixement. D’entrada aquestes imatges no pertanyen a cap individu fins que no 
haguem efectuat el reconeixement. Es poden guardar els resultats o eliminar-les. Totes les 
imatges d’un conjunt d’imatges estan al mateix directori. 
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Gestió imatges 
Conté les funcionalitats per a la gestió de imatges que s’utilitzaran conjuntament tant en el cas 
d’ús de gestió de base de dades com al de gestió d’imatges a reconèixer. Cada imatge està 
guardada en un fitxer. 
Registre (Entrenament) 
L’usuari pot entrenar una base de dades de cares. Aquest entrenament es realitzarà amb uns 
paràmetres que especificarà l’usuari.  Aquests paràmetres són el classificador que s’utilitzarà 
per l’ull dret, el classificador de l’ull esquerre, l’amplada i alçada de les imatges després del 
pre-processat, el nombre de veïns que utilitzarà el K-nearest neighbors i el nombre de vectors 
propis que agafarem al realitzar el PCA. El sistema permetrà realitzar l’entrenament fent servir 
el pre-processat o sense. També permetrà llegir els punts on estan els ulls de cada imatge per 
a comprovar el rendiment del pre-processat.  
Un cop realitzat l’entrenament guardarem la projecció de cada imatge en les dimensions 
obtingudes en el PCA. A més a més es guardaran la mitjana dels píxels, els valors propis i els 
vectors propis per als paràmetres d’entrenament que s’han utilitzat. D’aquesta manera 
podrem utilitzar aquestes dades per a calcular la projecció en el nou espai per les imatges que 
haguem de reconèixer. 
També hem de tenir en compte la possibilitat de poder utilitzar un conjunt de test on ja sabem 
les identitats de les imatges però volem comprovar quin és el rendiment del sistema a l’hora 
de reconèixer les imatges de test. Durant el test es compararien les identitats reals de les 
imatges i les identitats que ha donat el sistema i s’emmagatzemarien els resultats. 
Per crear el conjunt de test el sistema permet la possibilitat de entrenar només amb un 
percentatge determinat de les imatges de la base de dades i deixar la resta de les imatges com 
a conjunt de test per avaluar el rendiment del sistema un cop s’ha efectuat el registre de la 
base de dades. 
Anàlisi de components principals 
Aquest cas d’ús permet realitzar anàlisi de components principals en una base de dades i 
projectar les imatges en el nou espai. Cal especificar el nombre de vectors propis que agafarem 
per al nou espai. 
Pre-Processat de les imatges 
Inclou les funcionalitats per a realitzar el pre-processat: la detecció d’ulls mitjançant Viola-
Jones, El filtrat de candidats i l’alineament de les cares. Caldrà especificar quin classificador 
estem utilitzant per a cadascun dels ulls quan executem el Viola-Jones. Per cadascuna de les 
imatges a les quals apliquem el pre-processat guardarem tots els candidats a ull dret i a ull 
esquerre així com la posició que hem seleccionat per cada ull. 
Tenim la opció de desactivar el pre-processat. En aquest cas aplicaríem anàlisi de components 
principals a les imatges de la base de dades directament. 
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Reconeixement 
L’usuari podrà reconèixer una o més imatges en una base de dades que ha estat entrenada 
prèviament. Utilitzant les dades d’entrenament de la base de dades es calcularà la projecció en 
l’espai de PCA i es realitzarà el mateix pre-processat que s’ha efectuat en les imatges de la 
base de dades. Aleshores el sistema proposarà una identitat per cadascuna de les imatges 
mitjançant K-nearest neighbor. 
El sistema també permet comprovar el rendiment d’una base de dades mitjançant el seu 
conjunt de test. En aquest cas a més a més de efectuar el reconeixement compararem la 
identitat real de cada imatge amb la que ha proposat el sistema i emmagatzemarem els 
resultats de la comparació segons si és correcte, incorrecte o bé no s’ha pogut aplicar el pre-
processat en la imatge degut a que no s’han trobat els ulls. 
Consultar Resultats 
L’usuari pot consultar els resultats de l’entrenament en una base de dades, els resultats 
obtinguts al calcular el rendiment mitjançant el conjunt de test o bé les identitats proposades 
per a un conjunt d’imatges a reconèixer.  
Per cada imatge podrem comprovar la seva identitat proposada, els veïns més pròxims, la seva 
identitat real (si la coneixem), la projecció en l’espai de PCA,  la posició dels ulls i els candidats 
de Viola-Jones per a ull dret i per a ull esquerre. Totes aquestes dades dependran de la base de 
dades que estiguem fent servir i els paràmetres d’entrenament utilitzats.  
Podrem comprovar donada una base de dades i unes dades d’entrenament els vectors propis i 
valors propis que s’han calculat, així com la resta de dades d’entrenament. 
Si estem consultant un conjunt de test podrem veure el nombre de reconeixements correctes, 
incorrectes i el nombre de imatges en que no s’ha pogut aplicar el pre-processat en la imatge 
degut a que no s’han trobat els ulls. 
7.1.1. Arquitectura en 3 capes 
 
Estructurarem el sistema amb arquitectura en 3 capes. 
 
Fig 7 - 1: Arquitectura en 3 capes 
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Capa de Presentació 
Interfície d’usuari. 
Capa de Lògica del sistema 
Comunica la capa de presentació amb la capa de dades. Aquí és on es realitza l’anàlisi de 
components principals i el pre-processat de les imatges. 
Capa de Dades 
Tot el relacionat amb la gestió dels fitxers que contenen les imatges de cares. 
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7.2. Diagrama de classes 
Restriccions Textuals 
1. Unes dades d’entrenament no poden tenir uns resultats de test si la base de dades 
a la qual pertanyen no té un conjunt de test. 
2. Una imatge processada té el nombre de nearest neighbors especificat en les dades 
d’entrenament. 
3. Una imatge processada només té candidats a ull si les seves dades d’entrenament 
tenen l’atribut pre-processat a cert. 
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7.3. Diagrama de seqüència dels principals casos d’ús  
7.3.1. Cas d’ús registre 
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7.3.2. Cas d’ús reconeixement 
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7.4. Disseny de la interfície d’usuari 
 
La interfície consisteix en una pantalla principal des don, mitjançant els diferents components, 
es pot accedir a les diferents funcionalitats del sistema. Per a cada pantalla es definiran les 
diferents zones així com la informació i/o funcionalitats d’aquestes. Per a consultar les 
funcionalitats especifiques de cada component amb més profunditat es pot consultar el 
manual d’usuari en l’annex. Les lletres indiquen zones de la pantalla, mentre que els números 
indiquen vincles a altres pantalles. 
Pantalla principal 
 
(A) Gestió de dades: Podem crear, guardar i carregar la sessió del programa, que inclou 
totes les dades d’aquest. 
(B) Gestió de BD de cares: Podem carregar bases de dades de cares per a entrenar el 
classificador. També podem consultar les imatges que té la base de dades, accedint a 
la pantalla 2 i entrenar un classificador fent servir la base de dades seleccionades 
accedint a la pantalla 3. 
(C) Gestió de imatges a reconèixer: Aquí podem carregar imatges sense classificar per a 
reconèixer amb algun dels classificadors entrenats. Podem comprovar les imatges que 
conté el classificador accedint a 2. Podem reconèixer el conjunt d’imatges seleccionat 
en la base de dades entrenada seleccionada en D. 
(D) Bases de dades entrenades: Mostra els classificadors entrenats amb la base de dades 
que està seleccionada actualment en B. Podem consultar el conjunt de test i 
entrenament, passant a la pantalla 2. 
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(E) Dades d’entrenament: Podem veure les dades amb les quals s’ha entrenat el 
classificador de la base de dades entrenada seleccionada en D. També podem veure 
els resultats obtinguts en el conjunt de test i la matriu de confusió. 
 
Pantalla consulta 
 
(A) Llista d’imatges: Permet consultar les imatges del conjunt seleccionat al accedir 
aquesta pantalla. En la primera llista tenim els individus del conjunt i en la segona les 
imatges per l’individu seleccionat. La informació de la imatge seleccionada es mostra 
en l’altra zona de la pantalla, segons el tab B,C,D o E que estigui seleccionat. En alguns 
casos algunes opcions estan desactivades per algun tipus de conjunt, per exemple no 
podem consultar els resultats del reconeixement en un conjunt d’entrenament. Al 
tancar la pantalla es torna a 1. 
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Tab de imatge de cara (2B) 
(B) Tab imatge de cara: Podem veure la imatge seleccionada i consultar la seva projecció 
en la base de dades. En cas que estiguem en un conjunt de test o imatges classificades 
podrem veure quin dels individus s’ha reconegut. 
 
Tab de detecció d’ulls (2C) 
(C) Tab detecció d’ulls:  s’hi pot consultar la informació sobre la detecció dels ulls de la 
imatge seleccionada. Podem veure-hi els candidats per l’ull esquerre i l’ull dret i el 
filtrat per posició i nivell de gris. Mitjançant les llistes consultar els diferents candidats 
a ull així com el valor obtingut en el filtrat per nivell de grisos. Podem veure també la 
posició final dels ulls. 
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Tab de alineament d’ulls (2D) 
(D) Tab de alineament d’ulls: Permet consultar el pre-processat realitzat en la imatge per 
alinear els ulls, així com els paràmetres utilitzats en cada pas i la posició final dels ulls, 
la mateixa en totes les imatges de la base de dades entrenada. 
 
Tab de reconeixement (2D) 
(E) Tab de reconeixement: Aquest tab conté la informació del reconeixement de la 
imatge. Podem consultar els resultats del K-nearest neighbours, es a dir, els K veïns 
més pròxims i la contribució de les identitats dels veïns i quina identitat s’ha 
reconegut. 
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Pantalla entrenament 
Permet especificar els paràmetres d’entrenament de la base de dades, per generar així la base 
de dades entrenada amb la que reconèixer noves imatges. Aquí podem especificar el % 
d’imatges per cada individu que s’utilitzaran per test i entrenament. Al polsar el botó 
d’entrenar sortirà una barra de progrés i quan acabi l’entrenament i el test tornarem a la 
pantalla principal 1. 
 
Pantalla de resultats del PCA 
Permet consultar el vector de característiques, format pels eigenvectors seleccionats i els 
eigenvalues d’aquests. També podem consultar els eigenvectors en forma de eigenfaces. 
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8. Implementació 
 
8.1. Implementació de l’anàlisi de components principals 
 
Utilitzarem Matlab per implementar el PCA, degut a la gran capacitat d'aquest llenguatge per 
realitzar càlculs de manera eficient amb matrius. La funció està programada en l'arxiu 
PCAexecutar.m i la seva capçalera és la següent: 
function [nova_matriu_dades, vector_caracteristiques, eigenvalues, mitjanes] = 
PCAexecutar(matriu_dades, nombre_components) 
Pre:{ matriu_dades conté les dades originals, amb una dimensió a cada columna. 
Nombre de components indica el nombre de vectors pròpis que s’agafaran per 
formar el vetor de característiques } 
Post:{ vector_caracteristiques conté num_components components principals de 
matriu_dades. mitjanes conté la mitjana de cada dimensió de matriu_dades. 
eigenvalues conté els valors propis dels vectors propis  que formen 
vector_caracteristiques. nova_matriu_dades són les dades originals expressades 
en funció del vector de característiques }  
 
A continuació explicarem detalladament com s'executa cada pas del PCA dins la rutina 
programada. Tindrem en compte que les dades seran les imatges de les cares en els passos on 
això sigui rellevant. 
Pas 1: Aconseguir la informació 
Les precondicions requereixen que la matriu de dades estigui col·locada de manera que podem 
seguir tots els passos correctament. En el nostre cas serà necessari col·locar tota la base de 
dades sobre la qual volem fer PCA per files, amb una imatge a cada fila i una dimensió de la 
imatge a cada columna. Utilitzant la funció reshape de matlab podem convertir una matriu de 
imatge en un vector amb un píxel per columna. Aleshores agafarem cadascun dels vectors 
obtinguts i els col·locarem un a cada fila d'una matriu. Un cop fet això les dades ja estaran 
preparades per passar-les com a paràmetre a la rutina del PCA. 
reshape - Reshape array 
B = reshape(A,m,n) returns the m-by-n matrix B whose elements are taken 
column-wise from A. An error results if A does not have m*n elements. 
 
Pas 2: Restar la mitjana 
Cal obtenir la mitjana de cada dimensió i restar-la a la matriu de dades. Per fer-ho utilitzem la 
funció mean de matlab. 
mean - Average or mean value of array 
M = mean(A) returns the mean values of the elements along different dimensions 
of an array.  
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Pas 3: Calcular la matriu de covariància 
1
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Per aquest pas utilitzarem la funció cov del matlab. La seva especificació es la següent: 
cov  - Covariance matrix 
C = cov(x) where x is a vector returns the variance of the vector elements. 
For matrices where each row is an observation and each column a variable, 
cov(x) is the covariance matrix. diag(cov(x)) is a vector of variances for 
each column, and sqrt(diag(cov(x))) is a vector of standard deviations. 
Pas 4: Càlcul dels vectors propis i els valors propis a partir de la matriu de covariància 
Primerament utilitzarem la funció eig de maltab per obtenir els vectors propis i els valors 
propis de la matriu de covariància obtinguda en el pas anterior. 
eig - Valors propis and vectors propis 
d = eig(A) returns a vector of the eigenvalues of matrix A. 
[V,D] = eig(A) produces matrices of eigenvectors (D) and eigenvalues (V) of 
matrix A, so that A*V = V*D. Matrix D is the canonical form of A — a diagonal 
matrix with A's eigenvalues on the main diagonal. Matrix V is the modal matrix 
— its columns are the eigenvectors of A. 
 
Aleshores aquesta funció ens retorna els valors propis a la diagonal d'una matriu de manera 
que utilitzarem la funció diag de matlab, que agafa els valors de la diagonal d'una matriu i els 
col·loca en un vector. Un cop fer això ordenarem el vector de valors propis mitjançant la funció 
sort per saber quines de les dimensions són més rellevants. 
Pas 5: Escollint components i formant un vector de característiques 
Un cop ja tenim els valors propis ordenats podem seleccionar els més rellevants i formar un 
vector característic amb el nombre de components que s’ha especificat en el paràmetre. 
Pas 6: Obtenint el nou conjunt de dades 
Per últim només cal multiplicar la transposada del vector de característiques per la 
transposada de la matriu de dades amb les mitjanes restades per obtenir la nova matriu de 
dades. Aquesta matriu contindrà les dades originals expressades segons les seves components 
principals. Per retornar la matriu de manera correcta cal transposar les noves dades.  
En aquest punt ja tenim les imatges de la base de dades preparades per realitzar K-nearest 
neighbors de manera eficient, comparant només les dimensions del nou espai. Retornarem el 
vector de mitjanes obtingut en el pas 1, els valors propis obtinguts en el pas 4 i el nou conjunt 
de dades obtinguts en l’últim pas.  
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8.1.1. Preparació d’una imatge pel reconeixement 
Per reconèixer una imatge en la base de dades caldrà seguir el procés següent. Donada una 
imatge d’una cara a reconèixer i les dades que ja hem calculat al fer anàlisi de components 
principals en la base de dades restarem la mitjana de cadascuna de les dimensions i 
multiplicarem la transposada del vector de característiques per la transposada del vector de la 
imatge i transposarem el resultat. Aleshores ja tindrem la nova imatge expressada de manera 
que la podrem comparar mitjançant diferencia euclidiana amb les imatges que teníem en la 
base de dades. 
8.1.2. Proves realitzades 
Per comprovar que la rutina funciona correctament s'han utilitzat les dades d'exemple del 
document [2] i s'ha comprovat que cada pas del PCA coincideix amb les d'aquest exemple. En 
l'apartat de resultats podem trobar proves fetes utilitzant imatges de cares, però primer cal 
comprovar que funcioni correctament la rutina per això s'han realitzat aquests jocs de prova 
senzills. 
Hi ha hagut algunes diferències a la hora de calcular els vectors propis, ja que la funció eig() del 
matlab calcula els vectors propis de manera diferent a la utilitzada en el document. No 
obstant, la direcció descrita per cada vector propi és la mateixa de manera que estem agafant 
les mateixes components de les dades i per tant això no farà variar els resultats. Això passa 
degut a que el signe del vector no és rellevant a l’hora de descriure una direcció, per exemple 
si tenim un vector (1,0) alineat a l’eix x i l’escalem amb una constant K positiva es mourà cap a 
la dreta, el nou vector serà (K,0). Ara mirem el cas del vector (-1,0) i multipliquem per la 
mateixa constant K. Tindrem (-K,0). Si representem això en un gràfic podem veure que formen 
part de la mateixa línea i per tant a l’hora de projectar les dades això no serà rellevant. Ho 
podem comprovar també amb les nostres dades: 
Vectors propis calculats 
   -0.7352        -0.7352     
    0.6779         0.6779     
 
 
Fig 8 - 1: Representació gràfica dels vectors propis calculats amb la implementació de matlab de la funció eig 
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Vectors propis esperats 
   -0.7352       -0.7352    
    0.6779        0.6779    
 
 
Fig 8 - 2: Representació gràfica dels vectors propis calculats en l’exemple. Podem veure que les línees descrites 
són les mateixes que en la Fig 1. 
A més a més per comprovar que la rutina agafa el nombre de components corresponent als 
arguments especificats s'han realitzat algunes proves per veure que no cometia errors en cap 
dels casos.  
S’ha afegit també el cas especial de que la matriu de dades sigui buida o es demanin 0 
components, en aquesta cas retornem directament i tots els resultats també seran matrius 
buides. Si és demanen més components que el nombre total de vectors propis aleshores 
utilitzarem el vector característic format per tots els vectors propis. 
 
8.1.3. Problemes de memòria 
 
Per imatges molt grans o bases de dades amb moltes imatges podem tenir problemes de 
memòria al realitzar l’anàlisi de components principals. Concretament la funció cov requereix 
de gran memòria. Podem trobar la implementació de la funció cov en el directori: <directori 
Matlab>/toolbox/matlab/datafun/cov.m. Per implementar el càlcul de la matriu de covariància 
és necessari multiplicar la matriu de dades per si mateixa. La matriu de dades la formen tots 
els píxels de totes les imatges de la base de dades, de manera que és d’una mida considerable. 
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Podem comprovar la memòria disponible en l’entorn del Matlab utilitzant la comanda feature 
memstats. Podem trobar un tutorial de com maximitzar la memòria disponible per Matlab en 
[25]. 
La solució que s’ha adoptat en el projecte és reduir la mida de les imatges abans de realitzar 
l’anàlisi de components principals. L’usuari pot especificar mitjançant un paràmetre la mida a 
la que es reduiran les imatges just abans de realitzar l’anàlisi de components principals. A 
l’hora de fer el reconeixement també caldrà escalar les imatges a reconèixer abans de 
projectar-les en el nou espai.  
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8.2. Bases de dades de cares 
8.2.1. Característiques d’una base de dades de cares 
 
Per realitzar les diferents proves i entrenaments necessitarem bases de dades de imatges amb 
cares de persones. Existeixen moltes bases de dades amb aquestes característiques de manera 
que explorarem les existents per triar-ne les que siguin adequades per aquest projecte. Totes 
les bases de dades que veurem són públiques i gratuïtes, ja que d’aquesta manera és molt més 
senzill poder comparar els resultats obtinguts amb els d’altres sistemes.  
A cada imatge hi ha d’haver exactament la cara d’un individu, amb la menor part de fons 
possible (Fig 8-3). La detecció de cares en imatges queda fora l’abast del projecte de manera 
que interessa tenir la zona de la cara el més acotada possible. Les parts que pertanyen  al fons 
haurien de ser el més variades possibles dins les imatges d’un mateix individu o bé ser tots 
iguals per la base de dades sencera. D’aquesta manera evitarem problemes durant l’etapa de 
reconeixement. Algunes bases de dades inclouen imatges amb molt fons i no les podrem 
utilitzar (Fig 8-4) 
 
Fig 8 - 3: Imatges correctament retallades, utilitzades per al projecte 
 
Fig 8 - 4: Imatges no utilitzades per al projecte. 
Per cada individu hauríem de tenir varies imatges amb diferents posicions, inclinacions, 
oclusions, il·luminació, etc... En funció de les bases de dades que trobem determinarem quines 
d’aquestes característiques tractarem.  
 
  8    Implementació  
8.2 Bases de dades de cares 
  
85 
 
8.2.2. Bases de dades disponibles 
 
Trobem una bona font de bases de dades en [8]. Aquesta pàgina inclou un recull força complet 
de les diferents bases de dades que hi ha a la xarxa. Hem col·locat una comparativa d’algunes 
de les bases de dades. La informació obtinguda en una taula per poder comparar millor totes 
les dades.  
• University of Essex [13] 
• Color FERET [14] 
• BioID Face Database [15] 
• Georgia Tech  [9] 
• Labeled Faces in the Wild (LFIW) [10] 
 
 Essex FERET BioID Georgia LFIW 
Nº individus 395 2202 23 50 5749 
Nº imatges/individu 15-20 Variable 65 15 Variable 
Amplada x Alçada 180x200 512x768 384x286 640x480 250x250 
Cares Retallades Si No No Si No 
      
Posició ulls No Poques Si No No 
Posició nas No Poques Si No No 
Posició boca No Poques Si No No 
Posició centre cara No Poques Si Si No 
      
Canvis d’Il·luminació No Si Si Si Si 
Oclusions Si Si Si Si ? 
Inclinacions Poques Si Si Si Si 
Laterals No Si No No ? 
      
Altres Molt 
Poques 
variacion
s entre 
imatges. 
Els laterals 
només tenen 
un ull i això 
suposa un 
problema. 
 Conte 
imatges 
preses en 
dies 
diferents. 
Conté persones 
famoses. Només 
1680 individus 
tenen més d’una 
imatge.  
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8.2.3. Lectura de bases de dades 
La majoria de bases de dades s’estructuren amb una carpeta per a cada individu i dins 
d’aquesta carpeta les imatges del individu corresponent, tal com mostra la figura.  
 
Fig 8 - 5: Estructura de les imatges d'una base de dades de cares 
Algunes per això tenen totes les imatges en la mateixa carpeta i un fitxer amb la informació de 
cada imatge. En el projecte utilitzarem la primera de les dues estructures de manera que, en 
cas de fer servir bases de dades que no tinguin aquesta estructura, caldrà ordenar-les primer. 
Per ordenar-les s’ha programat la rutina Scripts/ordenar.cpp tot i que no funciona en tots els 
casos es pot modificar convenientment. 
Les funcions que duen a terme aquesta tasca en el programa són BDcarregar.m i 
BDcarregar_imatges_individu.m, que bàsicament utilitzen la funció de Matlab dir per a llegir 
els fitxers d’un directori. Aleshores guarden el camí de cadascun dels fitxers ja que tenir totes 
les imatges carregades en el workspace de Matlab suposa un esforç en memòria massa gran, 
de manera que les carregarem quan sigui necessari.  
dir - Folder listing 
dir lists the files and folders in the specified folder. Results appear in the 
order returned by the operating system. 
listing = dir('name') 
 
Les imatges poden estar en qualsevol dels formats que pot llegir el Matlab mitjançant la funció 
imread, que inclou els més coneguts com ara jpg, bmp, png, etc... utilitzarem la versió que 
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infereix el format de la imatge de manera que no calgui especificar en cap moment en quin 
format està la base de dades que volem llegir. 
imread - Read image from graphics file 
A = imread(filename, fmt) reads a grayscale or color image from the file 
specified by the string filename. If the file is not in the current folder, or 
in a folder on the MATLAB path, specify the full pathname. 
[...] = imread(filename) attempts to infer the format of the file from its 
content. 
 
Per cada individu de la base de dades separarem la mateixa proporció en imatges 
d’entrenament i imatges de test. Aleshores farem la etapa de registre amb les imatges 
d’entrenament i comprovarem si  es reconeixen correctament les imatges de test i en els dos 
passos tindrem imatges de tots els individus de la base de dades. La rutina que du a terme 
aquesta tasca en el programa és BDseparar(bd,percentatge_entrenament) que permet 
especificar quin percentatge de les imatges de cada individu s’utilitzaran per a entrenament. 
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8.3. Entrenament de detectors d’ulls utilitzant Boosting 
 
Per l’entrenament dels classificadors d’ulls s’utilitzarà Open CV (Open Computer Vision 
Library). Open CV és una llibreria de visió per computador que té una sèrie de rutines i utilitats 
destinades al entrenament de classificadors mitjançant boosting. En el projecte les utilitzarem 
per tal d’entrenar dos classificadors capaços de detectar ulls drets i ulls esquerres en imatges 
de cares. A més a més s’han escrit una sèrie de programes en C ++ i Matlab que faciliten 
algunes de les tasques. 
Podem descarregar la versió 2.0 d’Open CV des de [18]. Les aplicacions per entrenar 
classificadors estan al directori ($OpenCV)/apps/Haartraining 
8.3.1. Preparació de les imatges 
Per a entrenar els classificadors ho farem mitjançant Ada-boost i aquest mètode requereix 
d’una bona quantitat de exemples positius i exemples negatius per a obtenir bons resultats. En 
el document [1] s’explica que el pel classificador que es va utilitzar en les proves del Viola-
Jones original es van utilitzar 5000 imatges positives, en el seu cas de cares, i 10000 imatges 
negatives. En un altre experiment [5] basat en Viola-Jones realitzat mitjançant les rutines de 
Open CV es van utilitzar també 5000 imatges positives i 3000 de negatives. Això indica que 
molt possiblement necessitarem una quantitat similar d’imatges d’ull drets i ulls esquerres, així 
com imatges on no apareguin ulls per fer d’exemples negatius. 
Per evitar problemes amb la compressió s’han passat totes les imatges al format bmp abans de 
retallar-ne cap porció. La rutina scripts/jpg2bmp.m permet passar imatges de format jpg a 
format bmp. A més a més també s’han convertit a escala de grisos totes les imatges mitjançant 
el procediment de la televisió NTSC que s’ha explicat en l’apartat d’anàlisi de components 
principals. Per fer-ho s’ha programat la rutina de Matlab scripts/rgb2gray_batch.m 
Per a obtenir les imatges positives hem utilitzat la base de dades de cares Labeled Faces in the 
Wild (LFIW) [10]. La primera ja té les posicions dels ulls marcades en les imatges però no té 
suficients imatges ni prou varietat d’individus com per a entrenar un bon classificador. Per 
aquest motiu s’han programat les rutines manualPoints.m i cropAmbFitxerPunts.m (també a la 
carpeta scripts) per poder retallar els ulls de les imatges de cares de bases de dades que no 
tinguin els punts dels ulls especificats. En total s’han retallat 6000 ulls drets i 6000 ulls 
esquerres. Algunes imatges obtingudes mitjançant aquestes rutines són: 
 
Fig 8 - 6: Imatges d’ulls obtingudes de la base de dades Labeled Faces in the Wild. Les 4 imatges de dalt pertanyen 
a ull esquerres i les de baix a ulls drets. Les imatges tenen una mida de 30 x 20 píxels. 
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manualPoints(directori_in,max_per_dir) 
Aquesta rutina obre les imatges del directori d’entrada i els seus subdirectoris recursivament. 
Per cada imatge l’usuari pot marcar amb el ratolí dos punts en la imatge, primer l’ull esquerre i 
després l’ull dret. Aleshores genera un fitxer que té el mateix nom que la imatge substituint la 
extensió del format per txt. Aquest fitxer conté la posició (x,y) del centre de l’ull esquerre en la 
primera línea i el del ull dret en la segona. Podem especificar quantes imatges de cada 
directori es llegiran mitjançant el paràmetre max_per_dir. 
cropAmbFitxerPunts(directori_in,directori_ull_esquerre,directori_ull_dret,tama
ny,max_per_dir) 
Mitjançant aquesta rutina i els fitxers generats amb la rutina anterior podem retallar els ulls de 
les cares del directori d’entrada i els seus subdirectoris. Les imatges de cada ull es posaran en 
els directoris especificats per directori_ull_esquerre i directori_ull_dret. El paràmetre tamany 
és vector de 2 enters que indica la mida de les imatges que es retallaran amplada x alçada. Per 
últim es pot especificar quantes imatges de cada directori es retallaran mitjançant 
max_per_dir. 
Per obtenir imatges negatives s’ha utilitzat la base de dades de imatges negatives utilitzada en 
[4] a la que s’han afegit una bona quantitat d’altres imatges agafades mitjançant google. S’han 
eliminat bastants exemples que contenien imatges persones o animals i d’altres exemples que 
recordaven la forma d’un ull. L’objectiu és que només tinguem imatges que no contenen ulls. 
Alguns exemples serien: 
 
Fig 8 - 7: Imatges negatives, no contenen ulls 
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A més a més també s’han utilitzat imatges negatives generades a partir dels fons de les 
imatges de la base de dades de cares LFIW (Se n’han eliminat algunes que contenien alguna 
cara en el fons). D’aquesta manera podem obtenir imatges de parts de cares que no contenen 
ulls, que poden ser útils en el tipus de classificador que estem entrenant. No podem córrer el 
risc de que hi hagi ulls en les imatges negatives de manera que hem d’eliminar els ulls de les 
cares. Per això s’ha programat la rutina scripts/erasePositives.m que llegeix el fitxer amb els 
punts dels ulls i fa un degradat en la posició al voltant d’aquests, això genera imatges d’aquest 
estil: 
 
Fig 8 - 8: Negatius generats a partir d’imatges de LFIW 
Com veurem més endavant també utilitzarem els falsos positius generats per els classificadors 
entrenats com a imatges negatives, per poder obtenir aquestes imatges s’ha programat la 
rutina scripts/cropPositius.m que retalla tots els positius detectats per un classificador en les 
imatges d’una base de dades. Aleshores hem de classificar aquests falsos positius a mà per 
obtenir les imatges negatives. 
En els diferents experiments s’han provat diverses combinacions i mides de les imatges 
positives. Podem veure el nombre d’imatges positives i negatives utilitzades en cada 
entrenament així com altres detalls en l’apartat classificadors entrenats. 
8.3.2. Creació dels fitxers d’exemples positius i negatius 
Per poder utilitzar les imatges que hem preparat com a exemples positius en OpenCV és 
necessari utilitzar la rutina createsamples, que inclou el paquet d’entrenament de 
classificadors de Open CV: 
Usage: ./createsamples 
  [-info <description_file_name>] 
  [-img <image_file_name>] 
  [-vec <vec_file_name>] 
  [-bg <background_file_name>] 
  [-num <number_of_samples = 1000>] 
  [-bgcolor <background_color = 0>] 
  [-inv] [-randinv] [-bgthresh <background_color_threshold = 80>] 
  [-maxidev <max_intensity_deviation = 40>] 
  [-maxxangle <max_x_rotation_angle = 1.100000>] 
  [-maxyangle <max_y_rotation_angle = 1.100000>] 
  [-maxzangle <max_z_rotation_angle = 0.500000>] 
  [-show [<scale = 4.000000>]] 
  [-w <sample_width = 24>] 
  [-h <sample_height = 24>] 
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Mitjançant aquesta rutina podem realitzar diverses tasques. La que necessitarem per a crear 
els fitxers  que utilitza el programa d’entrenament s’activa mitjançant els flags –info i –vec. 
Crearem un fitxer .vec per les imatges positives. 
[-Info <description_file_name>] 
Aquest és un paràmetre d’entrada i indica el nom d’un fitxer .dat que inclou els directoris de 
totes les imatges que volem utilitzar i les posicions dels exemples dins les imatges. El format 
del fitxer és el següent: 
[filename] [# of objects] [[x y width height] [... 2nd object] ...] 
[filename] [# of objects] [[x y width height] [... 2nd object] ...] 
... 
 
Per tal de generar aquest fitxer s’ha programat un petit programa en C ++ createcollection.cpp 
que té els següents paràmetres: 
$> createcollection collectionfolder name results_file read_points_from_file w 
h format 
• collectionfolder és el camí al directori on estan les imatges, el programa també explora 
els subdirectoris.  
• nom és el nom del fitxer .dat que crea el programa. Cal destacar que aquest fitxer 
s’haurà de mantenir en el directori de les imatges en tot moment degut a la 
implementació de la funció createsamples.  
• read_points_from_file pot ser {0,1,2}. Si és 0 el objecte serà tota la imatge sencera, 
seria el cas de les imatges que hem retallar amb la rutina cropAmbFitxerPunts.m. Si és 
1 llegirà el fitxer amb els punts dels ulls que hem generat mitjançant maunalPoints.m i 
indicarà la posició de l’ull esquerre en el fitxer .dat i la mida serà w x h. Si és 2 farà el 
mateix però amb l’ull dret. 
Més endavant necessitarem un fitxer per les imatges negatives en aquest format de manera 
que el crearem utilitzant createcollection. 
[-vec <vec_file_name>] 
Nom del fitxer .vec de sortida. És necessari generar-ne un per els exemples positius i un pels 
exemples negatius. 
De la resta de paràmetres només utilitzarem w,h i num. num és el nombre de imatges que 
s’agafaran del fitxer .dat per a crear el fitxer .vec. w i h indiquen l’amplada i l’alçada a la qual 
s’escalaran totes les imatges del fitxer .vec un cop s’hagin llegit del fitxer .dat. Els paràmetres 
no utilitzats serveixen per generar distorsions en imatges si no tenim suficients exemples 
positius. En el projecte no utilitzarem aquesta funció. 
Com que tot plegat és una mica confús el millor serà comprovar que hem generat el fitxer .vec 
de manera correcte fent servir la funció createsamples amb els següents paràmetres: 
$> createsamples -vec positive.vec -w 30 -h 20 
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On w i h són els que hem utilitzat per crear el fitxer .vec i el primer paràmetre és el nom del 
fitxer que hem creat. Si ho hem fet bé apareixeran una a una les imatges que conté el fitxer 
.vec amb la mida especificada. Podem passar d’una imatge a la següent polsant enter. 
8.3.3. Paràmetres d’entrenament del classificador 
 
Un cop ja tenim el fitxer .vec dels exemples positius i un fitxer .dat amb els exemples negatius 
ja podem entrenar la cascada de classificadors. El programa de Open CV per dur a terme 
aquesta tasca és haartraining, del qual detallarem els paràmetres que podem utilitzar per 
l’entrenament. 
Usage: ./haartraining 
  -data <dir_name> 
  -vec <vec_file_name> 
  -bg <background_file_name> 
  [-npos <number_of_positive_samples = 2000>] 
  [-nneg <number_of_negative_samples = 2000>] 
  [-nstages <number_of_stages = 14>] 
  [-nsplits <number_of_splits = 1>] 
  [-mem <memory_in_MB = 200>] 
  [-sym (default)] [-nonsym] 
  [-minhitrate <min_hit_rate = 0.995000>] 
  [-maxfalsealarm <max_false_alarm_rate = 0.500000>] 
  [-weighttrimming <weight_trimming = 0.950000>] 
  [-eqw] 
  [-mode <BASIC (default) | CORE | ALL>] 
  [-w <sample_width = 24>] 
  [-h <sample_height = 24>] 
  [-bt <DAB | RAB | LB | GAB (default)>] 
  [-err <misclass (default) | gini | entropy>] 
  [-maxtreesplits <max_number_of_splits_in_tree_cascade = 0>] 
  [-minpos <min_number_of_positive_samples_per_cluster = 500>] 
 
  -data <dir_name> 
Directori on es guardarà el classificador. Cada etapa es guarda en un directori per separat. Si 
per algun motiu es para l’entrenament podem continuar-lo des de l’última etapa que havíem 
entrenat. 
  -vec <vec_file_name> 
Camí al fitxer .vec amb els exemples positius. Aquests exemples hauran de ser de la mida 
especificada pels paràmetres –w i –h. 
  -bg <background_file_name> 
Camí al fitxer .dat amb els exemples negatius. Per entrenar el classificador la implementació 
d’Open CV genera una finestra de la mida de les imatges positives que es passa per les imatges 
negatives i aleshores comprova si identifica aquesta finestra com a negatiu o positiu per a 
determinar el nombre de falsos positius del classificador. Tenint en compte això no farà falta 
escalar o retallar porcions de la mida de les imatges positives per les imatges negatives. 
  [-npos <number_of_positive_samples = 2000>] 
  [-nneg <number_of_negative_samples = 2000>] 
Nombre d’exemples positius i negatius que s’utilitzaran en l’entrenament del total d’imatges 
dels fitxers .vec i .dat. 
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  [-w <sample_width = 24>] 
  [-h <sample_height = 24>] 
Alçada i amplada dels exemples positius. 
  [-nstages <number_of_stages = 14>] 
Nombre de etapes de la cascada de classificadors. 
  [-nsplits <number_of_splits = 1>] 
És el nombre de característiques de haar que s’utilitzen en cadascun dels classificadors dèbils 
que formen una etapa de la cascada. 
  [-mem <memory_in_MB = 200>] 
Memòria en mb utilitzada pel programa per realitzar pre-càlculs, com més memòria tinguem 
disponible més ràpid serà l’entrenament. 
  [-sym (default)] [-nonsym] 
Indica si les imatges que estem intentant reconèixer són simètriques o no. Això permet 
estalviar càlculs amb algunes de les característiques de haar que s’utilitzen en l’entrenament. 
  [-minhitrate <min_hit_rate = 0.995000>] 
Ràtio mínim d’exemples positius (MHR) que es tenen de detectar en cada etapa de la cascada. 
Si la cascada que estem entrenant té i etapes i estem utilitzant el ràtio iMHR  que ens dona el 
programa el MHR total de la cascada serà. 
1
n
cascada i
i
MHR MHR
=
= ∏
 
Per calcular el FRR màxim a partir del MHR tenim que FRR<=1-MHR. 
  [-maxfalsealarm <max_false_alarm_rate = 0.500000>] 
És el ràtio de falsos positius màxim de la cascada, com ja hem vist en l’apartar de Viola-Jones 
per calcular el ràtio total d’una cascada de i etapes ho podem fer mitjançant la següent 
formula: 
1
n
cascada i
i
FAR FAR
=
= ∏  
  [-weighttrimming <weight_trimming = 0.950000>] 
Indica el ràtio de weight trimming. El weight trimming és una tècnica per reduir el temps de 
computació del boosting. Durant el boosting les mostres es ponderen de manera que les 
mostres més difícils tinguin una probabilitat més alta de ser escollides per l’entrenament. A 
mida que anem entrenant etapes del classificador cada vegada és menys probable que 
classifiquem un dels exemples fàcils de manera incorrecta. El que fa el weight trimming és 
eliminar els exemples que tenen una probabilitat molt baixa de ser escollits per a agilitzar el 
procés. Concretament eliminarem els que tinguin un pes més petit de 1-weighttrimming. Cal 
destacar que els pesos es tornen a computar en cada iteració de manera que és possible que 
en una iteració es descarti un exemple però aquest mateix exemple s’utilitzi en futures 
iteracions. 
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  [-eqw] 
Per calcular l’error que comet la etapa que s’està entrenant es calculen el nombre de exemples 
positius i negatius que es classifiquen correctament. No obstant si hi ha més exemples positius 
que negatius o a l’inrevés aquest error es segueix calculant per el total d’exemples, 
indistintament que siguin positius o negatius. Aquesta opció habilita que l’error tingui en 
compte la diferència en el nombre d’exemples positius I negatius a l’hora de calcular l’error. 
  [-mode <BASIC (default) | CORE | ALL>] 
Indica el tipus de característiques de haar que s’utilitzaran per a formar els classificadors 
dèbils. De les que podem veure a la figura la opció BASIC utilitza només les característiques 
que no estan rotades 45º mentre que ALL utilitza totes. 
 
 
Fig 8 - 9: Diferents tipus de característiques de haar. 
 
  [-bt <DAB | RAB | LB | GAB (default)>] 
Indica quin algorisme de boosting s’utilitza. RAB és el real Ada-Boost que és l’algorisme que 
hem estudiat en el projecte i el que farem servir. DAB és el discrete Ada-Boost, LB és el Logit 
Boost i GAB és el Gentle Ada-Boost. 
 
  [-err <misclass (default) | gini | entropy>] 
Permet especificar l’error comès en cas que utilitzem DAB. Concretament misclass especifica el 
ràtio d’exemples mal classificats dins el total d’exemples. També podem fer servir altres tipus 
d’error com gini o entropy (entropia). 
 
  [-maxtreesplits <max_number_of_splits_in_tree_cascade = 0>] 
Aquesta opció permet construir el classificador en una estructura d’arbre en contes de 
l’estructura en cascada que s’utilitza en Viola-Jones. El paràmetre indica el nombre de divisions 
que es faran en l’arbre de classificadors. L’estructura en cascada seria un cas particular d’un 
classificador en forma d’arbre on el nombre de divisions és 0. 
 
  [-minpos <min_number_of_positive_samples_per_cluster = 500>] 
Nombre d’exemples positius que s’utilitzen en una iteració de l’algorisme de boosting. 
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Final del entrenament 
L’entrenament acabarà quan es doni una de les següents condicions: 
• El classificador ha arribat a l’error que hem especificat en els paràmetres.  
• S’han entrenat el nombre d’etapes que havíem especificat però no s’ha pogut arribar a 
l’error que havíem especificat. 
• El classificador fa falsos negatius en tots els exemples positius. En aquest cas 
probablement necessitem una quantitat més gran d’exemples positius. 
Generar el fitxer xml de la cascada 
Un cop haguem acabat l’entrenament el resultat serà que al directori especificat pel paràmetre 
–data tenim un subdirectori per cada etapa del classificador. Per convertir tota aquesta 
informació en un fitxer .xml, que és el que utilitzarem en el programa final, podem fer servir la 
utilitat convert_cascade. Aquesta utilitat la podem trobar en el directori: 
 OpenCV/samples/c/convert_cascade.c. 
Automatització del procés 
Per automatitzar tota la generació de fitxers i l’entrenament hem escrit la rutina train.cpp que 
genera els fitxers .dat per els exemples positius i negatius aleshores genera el fitxer .vec pels 
exemples positius a partir del fitxer .dat. Llavors utilitza els fitxer .vec dels positius i .dat dels 
negatius per a fer l’entrenament i per últim converteix la cascada en .xml. També guarda un 
resum dels paràmetres d’entrenament en la carpeta del classificador. 
Podem trobar totes les rutines en el directori classifiers/bin del CD. Podem especificar tots els 
paràmetres de les diferents rutines que utilitza train.cpp passant el paràmetre de la rutina en 
qüestió al train.cpp. Per a més informació podem executar train –help. 
8.3.4. Utilitats per a l’anàlisi del rendiment 
Per analitzar el rendiment d’un classificador Open CV ofereix la utilitat perfomance. 
Usage: ./performance 
  -data <classifier_directory_name> 
  -info <collection_file_name> 
  [-maxSizeDiff <max_size_difference = 1.500000>] 
  [-maxPosDiff <max_position_difference = 0.300000>] 
  [-sf <scale_factor = 1.200000>] 
  [-ni] 
  [-nos <number_of_stages = -1>] 
  [-rs <roc_size = 40>] 
  [-w <sample_width = 24>] 
  [-h <sample_height = 24>] 
 
Permet veure quants exemples es classifiquen correctament. –info és un fitxer .dat amb el 
format que hem descrit en l’apartar de creació de fitxers i –data el directori o fitxer .xml del 
classificador que hem entrenat. És necessari indicar l’amplada i l’alçada dels exemples positius 
amb els que s’ha entrenat el classificador. 
Podem modificar alguns paràmetres a l’hora de decidir si el classificador detecta correctament 
una finestra o no.  
8 Implementació 
8.3 Entrenament de detectors d’ulls utilitzant Boosting 
  
96 
 
-maxSizeDiff permet especificar la màxima diferència en escala considerem que una finestra 
detecta l’exemple positiu comparat amb la finestra del exemple positiu real.   
-maxPosDiff és la màxima diferència en la posició del centre de la finestra de la finestra 
detectada amb la real. La posició està expressada en funció de la mida de la finestra real, per 
exemple si l’exemple real està en una finestra de 10 x 20 i maxPosDiff és 0.3 la distància 
màxima a la qual podrà estar la finestra detectada per considerar que ha detectat l’exemple 
positiu correctament serà 3 en l’eix de les x i 6 en l’eix de les y. 
El paràmetre -sf indica la velocitat de creixement de la finestra d’una passada a la següent i –
nos el nombre de etapes de la cascada que s’utilitzaran per la detecció, per defecte totes. La 
utilitat genera una sèrie de fitxers amb el resultat per cadascuna de les imatges que no ens 
faran falta, per desactivar-ho cal posar el paràmetre -ni. 
Per últim la utilitat calcula el diagrama de ROC, del qual podem especificar el nombre de punts 
amb el paràmetre -rs. 
Generació d’imatges per testejar el classificador 
Podem generar imatges de test per avaluar el rendiment del classificador mitjançant la utilitat 
createsamples que hem fet servir en l’apartat de creació de fitxers. Com que només permet 
crear les imatges de test d’una s’ha escrit la rutina createtestsamples.cpp que permet 
especificar un fitxer .dat per a imatges negatives i positives a partir del qual es crearan les 
imatges de test. Alguns exemples de imatges de test generats a partir d’ulls de la base de 
dades LFIW de 30x20 i exemples negatius serien aquests: 
 
Fig 8 - 10: Imatges de test generades amb la utilitat createsamples. 
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8.4. Implementació del Viola-Jones 
 
Per executar el Viola-Jones amb els classificadors que hem entrenat utilitzarem la següent 
rutina d’Open CV: 
Rutina cvHaarDetectObjects 
OpenCV té la funció de C ++ cvHaarDetectObjects per a utilitzar els classificadors que hem 
entrenat. En aquest apartat veurem els diferents paràmetres que té la funció i com fer-ho per 
cridar-la des de Matlab. 
CvSeq* cvHaarDetectObjects( const IplImage* img, CvHidHaarClassifierCascade* 
cascade, CvMemStorage* storage, doublé scale_factor=1.1,int min_neighbors=3, 
int flags=0, cvSize size ); 
 
• img: La imatge on detectarem l’objecte. 
• Cascade: Fitxer de la cascada de classificadors  
• Storage: Paràmetre de sortida. La sortida consistirà en una sèrie de finestres en format 
[ x y amplada alçada ] que han passat la cascada de classificadors i, per tant, s’hi ha 
detectat l’objecte. 
• scale_factor: Factor que indica el ràtio de augment de les finestres en cada passada. 
Per exemple un ràtio de 1.1 indica que augmentem la mida de les finestres un 10% 
cada passada. 
• min_neighbors: Aquest paràmetre permet especificar un nombre mínim de finestres, 
dins les que han superat la cascada, que han d’estar superposades per a poder 
declarar que existeix un positiu. Si existeix aquest nombre de finestres superposades 
aleshores establirem que la finestra mitjana de totes aquestes és un positiu. Si passem 
1 com a paràmetre és retornen totes les finestres positives sense cap post-processat. 
Si passem 0 com a paràmetre es retornaran els resultats del classificador per a totes 
les finestres de la imatge. En el projecte utilitzarem min_neighbors=1. 
• Flags: Permet especificar flags concrets. Actualment només hi ha el flag 
CV_HAAR_DO_CANNY_PRUNING que permet utilitzar un detector de vores. Si la 
finestra té masses vores o massa poques es descarta, ja que és poc probable que 
contingui un positiu. 
• Size: És pot establir una mida inicial per la finestra, que  serà la primera que passarem 
per la imatge. Podem utilitzar cvSize(0,0) perquè la mida inicial de la finestra sigui la 
mínima. 
Compilador MEX 
Per poder utilitzar funcions escrites en C ++  Matlab té un compilador anomenat MEX. Un cop 
compilada la funció podrem cridar-la tal com cridem qualsevol altra funció de Matlab. És 
necessari seguir una sèrie de pautes a l’hora de crear la funció per poder-la compilar [26]. 
Per poder compilar un fitxer MEX hem de preparar el compilador utilitzant la comanda mex –
setup. Serà necessari tenir instal·lat un compilador de C ++ compatible amb la versió de Matlab 
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que disposem. Els passos a seguir per compilar mitjançant la línea de comandes de Matlab 
serien: 
mex –setup 
mex <nom_del_fitxer_cpp> -I<directori_includes> -outdir <directori de sortida> 
 
La variable directori_includes ha de indicar el directori on estan els fitxers include d’Open CV. 
Això generarà un fitxer .mexw32 que hem de tenir al workspace per a poder cridar la funció.  
Funció wrapper entre Matlab i Open CV 
El codi final el podem trobar al fitxer HaarDetect.cpp així com la funció compilada 
HaarDetect.mexw32  per poder-la executar. És necessari tenir les llibreries dinàmiques (.dll) 
d’Open CV visibles per el programa. La funció vista des de l’entorn de Matlab és la següent: 
function [candidats] = HaarDetect (<HaarCascade File>, <Image File>, 
<scale_factor>, <min_neighbors>, <classifier_width>, <classifier_height>) 
 
Els dos primers paràmetres són el nom del fitxer .xml de la cascada de classificadors i el nom 
del fitxer de la imatge. Els paràmetres scale_factor i min_neighbors coincideixen amb els de la 
funció cvHaarDetectObjects. Per últim hem d’especificar l’amplada i alçada del classificador, ja 
que aquesta informació no es guarda en el fitxer .xml. El retorn de la funció consisteix en totes 
les finestres on s’ha detectat un positiu ordenades en una matriu. A cada fila tindrem una de 
les finestres i les columnes segueixen el format [ x y amplada alçada]. 
La implementació de la funció segueix els següents passos: 
1. Carregar la cascada de classificadors: Per fer-ho utilitzarem la funció d’open CV 
cvLoadHaarClassifierCascade. Cal especificar l’amplada i l’alçada de les imatges 
utilitzades per entrenar la cascada, que ja hem passat per paràmetre. 
2. Carregar la imatge: Per carregar el fitxer de la imatge utilitzarem la rutina d’open CV 
cvLoadImage. 
3. Convertir a escala de grisos: Utilitzarem la funció cvCvtColor amb el flag 
CV_BGR2GRAY. Aquest flag convertirà la imatge a escala de grisos. 
4. Equalitzar el histograma de la imatge: Per obtenir millors resultats en la detecció 
utilitzarem la rutina cvEqualizeHist. D’aquesta manera evitem que diferents 
il·luminacions en els ulls puguin perjudicar la detecció. 
5. Fer la detecció d’ulls: Com hem dit cal cridar la rutina cvHaarDetectObjects amb els 
paràmetres corresponents. 
6. Generar les dades de retorn: Cal posar les dades que retorna cvHaarDetectObjects en 
una matriu de manera que Matlab pugui recuperar-les correctament. 
7. Alliberar memòria: És molt important alliberar la memòria al final de la funció. Si no, 
en cada execució de la rutina perdríem part de la memòria que Matlab té disponible. 
A partir d’aquest punt ja es pot treballar en Matlab amb la funció creada. Per decidir quin 
classificador es fa servir en cada ull es pot especificar en els paràmetres d’entrenament de la 
base de dades. Els fitxers xml que genera la utilitat d’Open CV no contenen la informació de la 
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mida de les imatges utilitzades per entrenar la cascada de manera que també caldrà 
especificar-les per paràmetre segons els classificadors que utilitzem. Podem utilitzar 
classificadors per ull dret i esquerre independents (com els que hem entrenat) o bé utilitzar 
classificadors que no distingeixin de quin ull es tracta seleccionant el mateix classificador pel 
dret i per l’esquerre.   
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8.5. Implementació del filtrat de finestres d’ull 
 
Un cop hem obtingut els candidats a ull esquerre i a ull dret hem de seleccionar quins d’ells 
determinaran la posició definitiva dels ulls en la imatge per poder realitzar el pre-processat. 
Com ja hem comentat, seleccionarem els candidats segons la seva posició i després els 
filtrarem mitjançant el seu nivell de gris. La rutina que implementa tot el procediment és 
VJtrobar_elements_cara.m. 
8.5.1. Filtre per posició 
El filtrat per posició evitarà que el Viola-Jones detecti alguns dels falsos positius. S’han 
establert unes regions on s’espera que es trobi l’ull dret i l’esquerre ja que, en el projecte, les 
imatges contindran sempre una cara ja detectada. Les regions es calculen en funció de l’alçada 
H i l’amplada W de la imatge original i estan expressades en format [x y amplada alçada]: 
 
Fig 8 - 11: Regions utilitzades per filtrar candidats a ull dret i a ull esquerre 
Regió de l’ull dret 
[ ]0.5 ,  0.25 ,   0.5 ,  0.4  W H W H  
Regió de l’ull esquerre 
[ ]0,  0.25 ,   0.5 ,  0.4  H W H  
Abans de fer la detecció d‘ulls retallarem la regió corresponent de la imatge mitjançant la 
funció imcrop i la guardarem en un fitxer. Aleshores cridarem a la funció que executa la 
detecció d’ulls amb aquest fitxer com a paràmetre i ens retornarà els candidats trobats. 
Aquests candidats indiquen la posició respecte la imatge retallada de manera que caldrà re-
calcular les seves finestres per tenir-les expressades en la seva posició en la imatge original: 
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Desplaçament regió de l’ull dret 
[ ]p'=p+ 0.5 ,0.25W H  
Desplaçament regió de l’ull esquerre 
[ ]p'=p+ 0,0.25H  
D’aquesta manera haurem descartat tots els falsos positius que es podrien haver trobat a fora 
de les regions per cada ull. Ara seleccionarem els candidats que hem trobat segons el seu nivell 
de grisos. 
8.5.2. Filtre per nivell de gris 
Per cadascun dels candidats obtinguts dins de la regió corresponent comprovarem els seus 
nivells de grisos en les següents zones: 
 
Fig 8 - 12: Zones que utilitzarem de cada candidat per seleccionar candidats a partir dels nivells de grisos. 
Com abans, utilitzarem la funció imcrop per retallar-les. L’amplada W i l’alçada H són en funció 
de la mida del rectangle de cada candidat i estan expressades en format [x y amplada alçada]: 
[ ]
[ ]
[ ]
1: 0.3 ,0.35 ,0.4 ,0.3
2 : 0,0.35 ,0.3 ,0.3
3: 0.7 ,0.35 ,0.3 ,0.3
W H W H
H W H
W H W H
 
Per cada zona establirem uns llindars per veure si té les característiques d’un ull. Si una zona té 
nivells de grisos dins els llindars aleshores és més probable que sigui un ull. Per decidir quins 
nivell mínim i màxim de grisos es tenen en compte per cadascuna de les zones s’han utilitzat 
6000 imatges d’ulls de la base de dades LFIW. Per cada imatge s’han retallat les 3 zones, 
aleshores per cada zona s’ha calculat el histograma normalitzat mitjà. S’ha fet la mitjana de les 
zones clares per tenir el mateix criteri en les dues. Per fer-ho s’ha programat la rutina 
Uhistograma_directori.m. S’han obtingut els següents resultats: 
Zona Fosca (Pupila) 
Podem veure  en Fig 8-13, efectivament, els nivells de grisos són baixos. Utilitzarem els valors 
de 0 a 50 per a comprovar si la zona s’assembla a un ull. 
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Fig 8 - 13: Llindar utilitzat per la zona 1. 
Zones Clares 
Podem veure més nivells de grisos alts, no obstant hi ha més nivells de grisos baixos dels que 
esperàvem i el histograma està bastant repartit. El que farem serà simplement comprovar que 
la zona no sigui molt fosca, agafant els nivells de grisos del 100 al 255. D’aquesta manera 
aconseguirem descartar candidats com ara celles, barbes, bigotis o zones del cabell 
 
Fig 8 - 14: Llindar utilitzat per les zona 2 i 3. 
Un cop sabem sobre quins nivells de grisos interessa controlar en cada zona és hora de 
comprovar la fórmula que utilitzarem i afegir les noves dades. Aquesta és la fórmula original, 
kp  és el histograma normalitzat de cada zona, l i L els nivells de grisos utilitzats i w el pes 
assignat a cada zona. 
  8    Implementació  
8.5 Implementació del filtrat de finestres d’ull 
  
103 
 
1 2 2
1 2 3
3
1
1 1 2 2 3 3
1
1
( ) ( ) ( )
i jL L L
j
i l i l i l
R w
w p i w p i w p i =
= = =
= =
+ +
∑
∑ ∑ ∑
 
0 255i il L<= < <=  
 
Aquesta és la utilitzada en la implementació. Cal afegir el cas especial de que quan el divisor 
sigui 0 el resultat serà 1: 
 
50 255 255
1 2 3
0 100 100
1
0.7 ( ) 0.15 ( ) 0.15 ( )
i
i i i
R
p i p i p i
= = =
=
+ +∑ ∑ ∑
 
 
Les proves realitzades per a diverses ponderacions de les zones han mostrat que comprovar el 
nivell de grisos de la zona de la pupila és més rellevant que les zones clares, de manera que se 
li ha assignat un pes més alt. 
Per cadascun dels candidats calcularem R i el candidat que tingui una R menor en la regió on 
s’espera trobar l’ull dret serà el candidat definitiu a ull dret i farem el mateix per l’ull esquerre.  
Un cop tenim el candidat a ull dret i a ull esquerre seleccionats per calcular la posició dels ulls 
obtindrem el centre de la finestra on es troben aquests candidats mitjançant la rutina 
Ucentre_quadrat.m, que simplement retorna el punt central d’una finestra (no necessariament 
quadrada, simplement expressada a partir de 4 punts). Si no tenim candidats a algun dels dos 
ulls utilitzarem el punt central de la regió on s’esperava aquest ull. 
Podem veure alguns exemples del funcionament en l’annex 2. 
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8.6. Implementació de l’alineament d’ulls 
 
Un cop obtingudes les posicions dels ulls, per acabar el pre-processat hem d’alinear les imatges 
de cares. L’alineament de cares consistia en 3 passos, la rotació per tenir els ulls sobre la 
horitzontal, l’escalat per tenir els ulls alineats i per últim retallar la imatge per tenir totes les 
imatges amb el mateix nombre de píxels per poder realitzar l’anàlisi de components principals. 
Per cadascun dels passos veurem la seva implementació així com alguns exemples de com 
queden les imatges en cada pas. En els paràmetres de l’entrenament de la base de dades 
podem especificar la resolució de les imatges obtingudes després del pre-processat. La funció 
de Matlab que implementa aquest procés és PCAcentrar_elements_cara.m 
Tot i tenir imatges de diferents mides, després del pre-processat les imatges de cares passen a 
tenir la mateixa mida i, per tant, podem realitzar anàlisis de components principals i comparar-
les entre elles. Al l’apartat de resultats hi ha més exemples on s’ha obtingut la imatge resultat 
en diferents resolucions i distàncies entre ulls. Aquestes són les imatges inicials: 
 
Fig 8 - 15: Imatges inicials. Amb l’angle i la distància entre els dos ulls indicat. 
8.6.1. Rotació 
Hem d’implementar la rotació segons l’angle α  que forma la línea que va entre els dos ulls 
respecte la horitzontal 
arcos 
ulls respecte x
ulls
d
d
α =
 
( )ulls respecte x ull esq ull dretd abs x x= −
 
 
Un cop obtingut α rotarem mitjançant la funció imrotate de matlab: 
2 2. ( ) ( )ull esq ull dret ull esq ull dretd ulls x x y y= − + −
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imrotate - Rotate image 
B = imrotate(A,angle) rotates image A by angle degrees in a counterclockwise 
direction around its center point. To rotate the image clockwise, specify a 
negative value for angle. imrotate makes the output image B large enough to 
contain the entire rotated image. imrotate uses nearest neighbor 
interpolation, setting the values of pixels in B that are outside the rotated 
image to 0 (zero). 
 
Apliquem aquest primer pas a les imatges d’exemple: 
 
Fig 8 - 16: Imatges amb els ulls alineats sobre la horitzontal 
Re-calcular posicions dels ulls 
Podem comprovar que la funció imrotate ha afegit un marge negre a les imatges. Aquest 
marge l’haurem de tenir en compte a l’hora de re-calcular les posicions dels ulls dins la imatge. 
Per calcular les posicions noves tant de l’ull dret com l’esquerre caldrà aplicar una rotació i 
després un desplaçament als punts originals. 
' ( )p rotar p desplaçament= +  
Rotarem la posició dels dos ulls tal com hem fet amb la imatge. Per fer-ho aplicarem la següent 
transformació donat un punt p de dues dimensions (en el nostre cas els punts de cada ull): 
' ( cos sin )
' ( sin cos )
x x y
y x y
p p p
p p p
α α
α α
= −
= +  
Aleshores sumarem el desplaçament al punt. Per calcular el desplaçament cal fer el següent, H 
i W són l’alçada i l’amplada de la imatge abans d’aplicar la rotació: 
En cas d’haver efectuat la rotació en angle α  
( sin ,0)desplaçament H α= −  
En cas d’haver efectuat la rotació en angle α−  
(0, sin )desplaçament W α=  
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8.6.2. Escalat 
L’escalat de la imatge s’ha fet mitjançant la funció imresize de Matlab: 
imresize - Resize image 
B = imresize(A, [mrows ncols]) returns image B that has the number of rows and 
columns specified by [mrows ncols].  
 
La nova distància entre els dos ulls és una dada que l’usuari introdueix com a paràmetre 
d’entrenament de la base de dades. El paràmetre és el % de l’amplada de la imatge final, que 
retallarem en el següent pas, que volem que hi hagi entre els dos ulls. 
El paràmetre que haurem de passar a la funció imresize perquè la distància sigui la correcte és 
el següent: 
W*nova distancia ulls H*nova distancia ulls
,
distancia ulls distancia ulls
 
  
 
On amplada i alçada és refereixen a les de la imatge obtinguda després de la rotació. Abans de 
poder passar el paràmetre caldrà convertir-lo a enter, ja que el nombre de files i columnes 
d’una imatge ha de ser-ho. Per fer-ho ho farem mitjançant la funció round, ja que convertir-ho 
directament seria menys precís: 
round - Round to nearest integer 
Y = round(X) rounds the elements of X to the nearest integers. For complex X, 
the imaginary and real parts are rounded independently. 
 
Per calcular la posició dels punts dels ulls després del escalat cal fer la següent transformació 
respecte els punts obtinguts en el pas anterior, W és l’amplada de la imatge abans de l’escalat i 
W’ després del escalat: 
 
Apliquem l’escalat a les imatges d’exemple: 
 
Fig 8 - 17: Imatges després del escalat 
' '
p'=(p  , p )
x y
W W
W W
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8.6.3. Obtenció de la imatge final 
Un cop escalada la imatge la distància entre ulls ja és la correcta, ara cal retallar la imatge 
perquè totes les imatges tinguin el mateix nombre de píxels i puguem realitzar anàlisi de 
components principals. Aquest nombre de píxels s’especificarà mitjançant dos paràmetres 
d’entrenament que seran l’amplada i l’alçada de la imatge en píxels després del pre-processat. 
Retallarem la imatge mitjançant la funció imcrop de Matlab: 
imcrop - Crop image 
I2 = imcrop(I, rect) crops the image I. rect is a four-element position 
vector[xmin ymin width height] that specifies the size and position of the 
crop rectangle. 
 
El paràmetre que passarem a la funció imcrop retallarà la imatge a partir de la posició (c) del 
centre dels ulls (d’aquí a que hagi fet falta re-calcular les posicions després de cada pas). 
L’amplada W i alçada H seran les especificades per l’usuari. El vector que passarem serà: 
.
( , )
2
ull esq ull esq
d ulls
c x y= +
 
 
, , 1, 1
2 2
x y
W H
c c W H
 
− − − −    
 
En alguns casos és possible que agafem parts que queden fora de la imatge al retallar, 
aquestes parts quedaran de color negre, és a dir amb 0 a la matriu de la imatge. 
Podem calcular la posició final dels ulls, que serà la mateixa per totes les imatges de la base de 
dades amb la següent fórmula: 
.
1, 1
2 2
.
1, 1
2 2
W d ulls H
ull esq
W d ulls H
ull dret
− 
= + + 
 
+ 
= + + 
   
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Apliquem l’últim pas a les imatges d’exemple i observem tenen els ulls alineats: 
 
Fig 8 - 18: Cares alineades per la posició dels ulls 
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8.7. Implementació K-nearest neighbors 
 
Per realitzar el reconeixement d’una nova imatge en la base de dades caldrà aplicar el mateix 
pre-processat a la imatge que a les imatges de la base de dades. Un cop aplicat el pre-
processat haurem de projectar la imatge en l’espai obtingut en l’anàlisi de components 
principals de la base de dades. Aleshores ja podrem comparar la imatge amb les imatges de la 
base de dades expressades en el nou espai de dades, amb un nombre reduït de dimensions per 
accelerar les comparacions. Aquesta comparació la farem mitjançant l’algoritme K-nearest 
neighbor utilitzant distància euclidiana. 
8.7.1. K-nearest neighbors adaptat al reconeixement de cares 
Per implementar l’algoritme adaptarem el pseudo-codi que hem vist en l’apartat d‘estudi de 
les tècniques utilitzades al nostre projecte. A continuació veurem un resum dels passos que 
segueix de Matlab Knearest.m, que implementa el codi: 
1. Aplicar el pre-processat a la imatge a reconèixer amb BDpreparar_imatge.m.  
2. En cas que no s’hagi trobat la posició dels ulls descartem la imatge i retornem el 
resultat. 
3. Expressem la imatge de cara a reconèixer en l’espai de la base de dades amb 
PCAcalcular_projeccio.m. 
4. Busquem els K-veins més pròxims. 
5. Calculem la contribució de cada identitat dels veïns més pròxims. 
6. Retornem la identitat que ha contribuït més. 
Explicarem més detalladament el pas 4 i 5: 
Busquem els K-veins més pròxims: 
Per trobar els K-veins més pròxims s’ha escrit la funció Kbuscar_veins.m. Aquesta funció 
utilitza la distància euclidiana per fer les comparacions, que podem calcular amb la funció pdist 
de Matlab: 
 
 Recorrerem totes les imatges de la base de dades, que ja tenim expressades en l’espai calculat 
en l’anàlisi de components principals, i les compararem amb la projecció en aquest espai de la 
nova imatge. L’objectiu del anàlisi de components principals ha estat reduir al màxim el cost 
d’aquesta comparació, ja que en contes de comparar píxel a píxel només caldrà comparar en el 
nombre de dimensions de l’espai obtingut. Aquest nombre de dimensions l’especifica l’usuari 
al introduir les dades del entrenament de la base de dades. S’obtenen bons resultats agafant al 
voltant d’un 10% dels píxels. 
Un cop calculades les distancies les ordenarem de mínima a màxima amb la funció sort de 
Matlab i retornarem les K cares que tinguin menor distància. El paràmetre K l’especifica 
l’usuari en les dades d’entrenament de la base de dades. 
2
1
( , ) ( )
n
i i
i
d P Q p q
=
= −∑
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Calculem la contribució de cada identitat dels veïns més pròxims 
Un cop obtingues les K cares més pròximes de la base de dades a la cara a reconèixer 
comprovarem les identitats d’aquestes. Per decidir quina és la identitat de la cara a reconèixer 
calcularem quina és la contribució de cada identitat segons la seva distància euclidiana 
obtinguda en el pas anterior. Cal tenir en compte que més de un veí pot tenir la mateixa 
identitat, per això és important fer aquest càlcul. Si tenim K veïns i R és la cara a reconèixer la 
contribució C d’una identitat ID serà: 
1
1
( )
distancia( , )
( )! 0
K
i
iID
i
i
identitat vei ID
vei RC
identitat vei ID
=

= ⇒
= 

= ⇒
∑  
Aleshores la identitat que retornarem serà la que hagi contribuït més: 
max( ) ( )IDC C identitat R ID= ⇒ =  
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8.8. Implementació de la interfície gràfica 
 
Per implementar la interfície gràfica s’ha utilitzat el editor de Matlab GUIDE. Aquest editor 
permet crear finestres que poden utilitzar informació de les rutines de Matlab. Mitjançant 
l’editor podem afegir components a les finestres perquè l’usuari interactuí. Un cop acanada 
una finestra ja podem guardar i es generarà automàticament un fitxer de Matlab .m on 
podrem especificar la funcionalitat de cada component. Podem trobar un tutorial sobre com 
utilitzar l’editor GUIDE en [27]. 
 
Fig 8 - 19: Editor GUIDE 
També s’han utilitzat un recurs ja creat per fer la barra de progrés. El podem trobar en [23]. 
Un cop haguem introduït tot el codi en el fitxer .m generat i tinguem el programa sencer 
acabat podem compilar utilitzant el compilador mcc de Matlab, com si es tractés qualsevol 
altra aplicació. Només cal compilar la pantalla principal, les secundaries ja es vincularan al 
programa automàticament. Podem utilitzar la opció –e per eliminar la pantalla de línea de 
comandes que s’obre alhora que el programa. 
>mcc –m nom_fitxer.m [-e] 
Per poder utilitzar el programa en un ordenador que no té instal·lat Matlab o no té la mateixa 
versió cal instal·lar el paquet MCR (Matlab Compiler Runtime). Per a més informació consultar 
el manual d’usuari. 
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9. Resultats 
 
9.1. Preparació del conjunt de test 
 
Per comprovar tant els resultats de la detecció d’ulls com del reconeixement de cares s’ha 
utilitzat la base de dades Georgia Tech. Aquesta base de dades existeix en dues versions, una 
per a detecció de cares i una altra per a reconeixement de cares on les cares ja estan retallades 
del fons. La podem descarregar de [9].  
La base de dades conté imatges de 50 individus agafades entre 2 o 3 sessions de fotos 
diferents. Per cada individu hi ha un total de 15 imatges. La mida de les imatges és variable 
però està al voltant de 150x150 píxels. Les imatges mostren cares frontals o lleugerament de 
perfil amb diferents expressions facials, condicions de llum i escala. A continuació podem 
veure les imatges d’un individu de la base de dades: 
 
Fig 9 - 1: Imatges d’un individu de la base de dades Georgia Tech 
Podem comprovar les variacions entre les diferents imatges, en algunes porta ulleres i en 
d’altres no i també canvia l’expressió de la cara. A continuació veurem exemples de els 
inconvenients que podem trobar en les imatges: 
 
Fig 9 - 2: Per ordre. Imatges amb ulleres, imatges amb diferent il·luminació, imatges amb els ulls tancats, imatges 
amb el cap inclinat. 
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Fig 9 - 3: Imatges de perfil 
Originalment la base de dades Georgia Tech no té les posicions dels ulls. Per poder utilitzar la 
base de dades com conjunt de test en la detecció d’ulls s’han trobat les posicions d’aquests 
utilitzant la rutina scripts/manualPoints.m que ja hem comentat a l’apartat d’entrenament de 
classificadors. 
Per el reconeixement de cares s’ha entrenat amb un 80% de les imatges de cada individu i el 
20% restant s’han fet servir de conjunt de test. 
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9.2. Resultats de la detecció d’ulls 
 
9.2.1. Classificadors d’ulls entrenats 
 
Paràmetres d’entrenament 
Els exemples positius i negatius han estat els comentats en l’apartat d’entrenament de 
classificadors. Hem utilitzat 6000 exemples per cada ull obtinguts de la base de dades LFIW i 
els hem retallat amb mida 30x20. Per els exemples negatius s’han utilitzat el conjunt d’imatges 
aleatòries de la base de dades de negatius i les de LFIW a les que hem retallat els ulls, eliminats 
mitjançant aplicant un degradat en la zona dels ulls. També s’ha fet servir la estratègia de 
entrenar les primeres etapes del classificador i aleshores s’han retallat i classificat falsos 
positius obtinguts d’imatges no utilitzades de la LFIW. 
S’han utilitzat les característiques de haar bàsiques, utilitzades en el Viola-Jones original, i 
l’algorisme Real AdaBoost ja que són els que hem estudiat en el projecte. En cada etapa de la 
cascada s’ha entrenat el classificador de la etapa fins que rebutja un 50% dels exemples 
negatius i accepta un 99% dels positius. El nombre d’etapes del classificador ha estat 25, tot i 
que en tots els casos l’entrenament ha acabat abans d’hora. El nombre de classificadors dèbils 
utilitzats per construir cada classificador intern d’una etapa ha estat 2. Per cada classificador 
s’ha entrenat una versió amb exemples d’ulls drets i una versió amb ulls esquerre. 
Podem trobar les imatges utilitzades per cada classificador així com els classificadors entrenats 
i les comandes utilitzades en el directori classificadors del CD. Després del test agafarem el 
classificador que donin millors resultat per cada ull per al programa final i la resta de resultats. 
Entrenament 1  
fitxers left_eye1.xml i right_eye1.xml 
• Exemples positius: 6000 ulls retallats de LFIW de 30x20. 
• Exemples negatius: 8000 de la base de dades de negatius utilitzada en [4] 
Entrenament 2  
fitxers left_eye2.xml i right_eye2.xml 
• Exemples positius: 6000 ulls retallats de LFIW de 30x20. 
• Exemples negatius: 5500 imatges de LFIW amb els ulls degradats. 
Al acabar l’entrenament aquests han estat el nombre d’etapes i classificadors dèbils utilitzats 
per cadascun dels classificadors: 
Entrenament Classificador Nombre 
d’etapes 
Nº Classificadors 
dèbils total 
1 left_eye1.xml 11 244 
2 left_eye2.xml 8 488 
1 right_eye1.xml 10 177 
2 right_eye2.xml 17 307 
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Per a calcular les corbes ROC dels classificadors podem utilitzar la utilitat performance del 
paquet de haartraining d’Open CV. 
 
Fig 9 - 4: Corbes ROC dels classificadors entrenats 
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9.2.2. Test de la detecció d’ulls 
 
Per a comprovar el rendiment dels classificadors d’ulls utilitzat les imatges de la base de dades 
Georgia Tech. Per poder comprovar els resultats de cada etapa de la detecció s’ha 
implementat la rutina Trendiment_classificador.m. Considerarem el rendiment de classificador 
en tres etapes: 
• Test A: Utilitzant tots els positius retornats pel Viola-Jones. 
• Test B: Retallant primer les zones on s’espera trobar els ulls de la imatge i aleshores 
aplicant Viola-Jones. 
• Test C: De tots els positius obtinguts en el test B, s’ha agafat només el que seleccionem 
mitjançant el filtrat per nivell de grisos. 
function [res] = Trendiment_classificador(fitxer_classificador,bd_path,tipus,  
marge_error_pixels,mida,filtrar_posicio,filtrar_grisos,mostrar_parcial) 
Permet comprovar el rendiment d’un classificador en un conjunt d’imatges.  
• fitxer_classificador és el xml del classificador. 
• bd_path indica el directori on estan les imatges per comprovar el rendiment. Cada 
imatge ha de tenir un fitxer txt amb el mateix nom de la imatge amb la posició x y de 
l’ull esquerre a la primera línea i la de l’ull dret a la segona. Podem utilitzar la rutina 
UmanualPoints.m per generar aquests fitxers. 
• marge_error_pixels indica el radi en píxels màxim a la que pot estar el centre d’un dels 
rectangles positius de la posició real de l’ull per ser considerat correcte. (Hem utilitzat 
5 píxels en el test). 
• mida és la mida de les imatges positives utilitzades per entrenar el classificador. 
• filtrar_posicio {0,1} permet activar o desactivar el filtrat per posició. 
• Filtrar grisos {0,1} permet activar o desactivar el filtrat per nivell de grisos. 
• Mostrar_parcial {0,1} permet mostrar o no els resultats per cada imatge. 
La rutina mostra el total de positius trobats en cada imatge i si algun d’aquests és correcte 
aleshores indica que l’ull s’ha trobat. S’han acceptat candidats el centre dels quals estigui en 
un radi màxim de 5 píxels de la posició real dels ulls. Finalment es mostra el FAR i el FRR del 
classificador i el temps que s’ha trigat i el nombre d’imatges processades per segon. El 
processador utilitzat per al test ha estat un Intel Core 2 Quad CPU Q6600 @ 2.4 GHz. 
Els classificadors detecten una sèrie de rectangles en la imatge on consideren que hi ha un ull. 
Si el centre del rectangle queda a més de 5 píxels (les imatges són de 150x150) de la posició 
real del ull estarem davant d’un fals positiu. Com que sabem que a cada imatge hi ha un ull del 
tipus que estem buscant si no trobem un ull en una imatge tindrem un fals negatiu. 
En cas de voler veurem els resultats concrets sobre alguna de les imatges es pot utilitzar la 
rutina Trendiment_classificador_imatge.m, que té paràmetres similars. 
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9.2.3. Resultats obtinguts 
 
Podem veure exemples de funcionament de la detecció d’ulls en l’annex 2. 
Resultats sense aplicar cap filtrat (test A) 
 
 
 
Fig 9 - 5: Exemples de detecció d’ulls drets sense aplicar filtrat. De esquerra a dreta: ull detectat i 7 falsos positius, 
ull detectat i 17 falsos positius, ull detectat i 15 falsos positius 
 
 
Ull Classificador Ull detectat FRR FAR Imatges/segon 
esquerre left_eye1.xml 0.7467 0.2533 0.9378 1.2831 
esquerre left_eye2.xml 0.7120 0.2880 0.9353 0.8696 
dret right_eye1.xml 0.9120 0.0880 0.9091 1.2043 
dret right_eye2.xml 0.8400 0.1600 0.9004 1.2899 
9 Resultats 
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Resultats aplicant filtrat per posició (test B) 
 
 
 
Fig 9 - 6: Exemples de detecció d’ulls drets aplicant el filtre per posició abans de detectar els ulls. De esquerra a 
dreta: ull detectat i 0 falsos positius, ull detectat i 4 falsos positius, ull detectat i 2 falsos positius 
 
Ull Classificador Ull detectat FRR FAR Imatges/segon 
esquerre left_eye1.xml 0.6400 0.3600 0.6723 26.2714 
esquerre left_eye2.xml 0.6680 0.3320 0.6197 18.3639 
dret right_eye1.xml 0.8200 0.1800 0.4671 29.0845 
dret right_eye2.xml 0.8160 0.1840 0.3699 19.7359 
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Resultats aplicant filtrat per posició i nivell de grisos (test C) 
 
 
 
Fig 9 - 7: Exemples de detecció d’ulls drets aplicant filtre per posició i per nivell de grisos. De esquerra a dreta: ull 
detectat, ull detectat i ull no detectat. 
 
Ull Classificador Ull detectat FRR FAR Imatges/segon 
esquerre left_eye1.xml 0.5867 0.3600 0.0909 8.4896 
esquerre left_eye2.xml 0.6440 0.3320 0.0373 5.5864 
dret right_eye1.xml 0.7427 0.1800 0.1041 8.3830 
dret right_eye2.xml 0.7613 0.1840 0.0718 7.0566 
 
En aquest últim cas si no es troba l’ull i no tenim cap candidat a 5 píxels màxim de la posició del 
ull es considerarà un FR. En canvi, si seleccionem l’ull incorrecte però n’existeix un de correcte 
es considerarà un FA. 
  
9 Resultats 
9.3 Resultats del reconeixement de cares 
  
120 
 
9.3. Resultats del reconeixement de cares 
 
9.3.1. Test del reconeixement 
Per veure els resultats ho podem fer amb la pròpia interfície gràfica del programa, que mostra 
els resultats obtinguts en per el conjunt test en la pantalla principal. Podem trobar les bases de 
dades entrenades en la carpeta /bin/examples del CD. Per veure-les cal carregar-les amb el 
programa utilitzant el botó load workspace. Si volem aprofundir més podem consultar el 
conjunt de test amb el botó check test i veure com s’ha pre-processat la imatge i els principals 
veïns de cada individu. 
Per el conjunt de test s’ha utilitzat la base de dades Georgia Tech, com hem dit en l’apartat 8.1. 
S’ha entrenat utilitzant el 80% de les imatges (de la 1 a la 12 per cada individu) i el 20% restant 
s’ha utilitzat com a conjunt de test (de la 13 a la 15 per cada individu). 
9.3.2. Resultats obtinguts 
S’han calculat els resultats de tres maneres per veure el funcionament del pre-processat, en 
els tres casos s’han utilitzat els següents paràmetres. Per a qualsevol dubte sobre els 
paràmetres comprovar el manual d’usuari de l’annex 5. 
Nº d’individus 50, Total imatges 750. Imatges entrenament 600. Imatges de test 150. 
Paràmetres d’entrenament 
Resize Images 20x30 Left Eye Classifier left_eye2.xml (30x20) 
K-nearest 10 Right Eye Classifier right_eye2.xml (30x20) 
Eye Alignment Distance 0.6 Nº Principal Components 10 
Pre-Processat Variable Test set % 20 
 
• Sense pre-processat: S’ha el PCA sense aplicar cap pre-processat a les imatges. 
• Amb Pre-processat: Resultat fent servir el detector d’ulls que hem entrenat (veure 
apartat 8.2) i aplicant el pre-processat amb les posicions dels ulls obtingudes. 
Aleshores fem PCA amb les imatges pre-processades. 
• Fita Màxima Pre-processat: Resultat fent el pre-processat però sense utilitzar el 
detector d’ulls i llegint els punts ulls d’un fitxer en comptes. Si detectéssim totes les 
posicions dels ulls correctament arribaríem a aquest resultat que seria la fita màxima. 
 Correctes Incorrectes Train Time Test Time 
Sense pre-processat 70.67% (106) 29.33% (44) 10.79s 6.24s 
Amb pre-processat 74.67% (112) 25.33% (38) 194.90s 59.37s 
Fita màxima del pre-processat 86.67% (130) 13.33% (20) 13.60s 7.39s 
 
Podem trobar exemples de funcionament del K-nearest neighbors i del pre-processat de les 
cares en l’annex 1, 2 i 3. Podem consultar les matrius de confusió d’aquests resultats en 
l’annex 4. 
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Resultats en funció de Eye Alignment Distance 
El paràmetre Eye Alignment Distance indica quin % de l’amplada de la imatge final (Resize 
Images) serà la distància entre els dos ulls. El següent gràfic mostra els resultats del 
entrenament en funció d’aquest paràmetre. Podem veure més clarament com funciona aquest 
paràmetre en els exemples de l’annex 3. 
 
Paràmetres d’entrenament 
Resize Images 20x30 Left Eye Classifier left_eye2.xml (30x20) 
K-nearest 10 Right Eye Classifier right_eye2.xml (30x20) 
Eye Alignment Distance Variable Nº Principal Components 10 
Pre-Processat , Llegir punts Si  Test set % 20 
Fita màxima pre-processat No   
 
 
Fig 9 - 8: Resultats en funció del paràmetre Eye Aligment Distance 
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Resultats en funció del nombre de components principals agafades 
Calcularem els resultats en funció del nombre de components principals que agafem per 
formar el vector de característiques durant el PCA. Aquests resultats dependran del nombre de 
píxels de les imatges després del pre-processat, abans de fer el PCA. Això ho indiquem amb el 
paràmetre resize. El mantindrem fix a 20x30. També comprovarem el temps que es tarda en 
reconèixer al conjunt de test en funció d’aquest paràmetre. 
 
Paràmetres d’entrenament 
Resize Images 20x30 Left Eye Classifier left_eye2.xml (30x20) 
K-nearest 10 Right Eye Classifier right_eye2.xml (30x20) 
Eye Alignment Distance 0.6 Nº Principal Components variable 
Pre-Processat , Llegir punts Si  Test set % 20 
Fita màxima pre-processat No   
 
 
Fig 9 - 9: Resultats en funció del nombre de components principals agafades 
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Fig 9 - 10: Temps de test en funció del nombre de components principals agafades 
 
Resultats utilitzant altres bases de dades de cares 
Resultats obtinguts en altres bases de dades que podem trobar en [8] per veure el rendiment 
del reconeixedor de cares amb més conjunts de test. Aquest són els resultats: 
 
Paràmetres d’entrenament 
Resize Images 20x30 Left Eye Classifier left_eye2.xml (30x20) 
K-nearest 10 Right Eye Classifier right_eye2.xml (30x20) 
Eye Alignment Distance 0.6 Nº Principal Components 60 
Pre-Processat  Si  Test set % 20 
Fita màxima pre-processat No   
 
BD Nº 
individus 
Total 
imatges 
Correctes Incorrectes Train 
Time 
Test Time 
Essex ’94 [13] 153 3078 93.49% (575) 6.5% (40) 907.3s 413.8s 
Indian [11] 61 677 37.7% (46) 62.29% (76) 6080.82s 506.84s 
AT&T [12] 40 400 76.25% (61) 23.75% (19) 65.34s 24.32s 
Grimace [13] 18 360 88.89% (64) 11.11% (8) 93.69s 30.91s 
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10. Conclusions 
 
10.1. Conclusions dels resultats de la detecció d’ulls 
Podem observar uns resultats acceptables. El filtrat per posició i per nivell de grisos han 
eliminat les possibles finestra fins a obtenir la posició final dels ulls de manera correcta. 
Curiosament els detectors d’ulls drets tenen millors resultats que els d’ulls esquerres. Com que 
els detectors s’han entrenat amb els mateixos paràmetres, això ha de ser degut als exemples 
d’entrenament utilitzats que, tot i ser obtinguts de la mateixa manera i de les mateixes 
imatges pels dos ulls, tenen alguna diferència que provoca aquest fet. 
Hi ha un gran nombre de falsos positius quan detectem sense cap filtre, amb FAR sobre el 0.9. 
Un bon percentatge d’aquests queden eliminats per el filtrat per posició. Pels ulls esquerres 
baixa a 0.6 i pels drets al voltant de 0.4. Si bé perdem algunes de les finestres positives en 
aquest pas, ja que el nombre d’ulls detectats baixa al voltant d’un 0.1. Per últim, de les 
finestres que realment contenen un ull que arriben al filtre per nivell de grisos, la majoria són 
seleccionades correctament, cosa que podem deduir del baix FAR del test C.  
Una altra dada interessant és la reducció del temps que tarda el classificador quan fem el filtre 
per posició. Això és degut a que la mida de la imatge que utilitzem per fer Viola-Jones és més 
petita que la imatge original i per tant hi ha menys finestres possibles. 
A l’hora de comparar els dos tipus d’entrenament utilitzat pels classificadors veiem que els 
resultats són bastant similars. Utilitzarem els classificadors left_eye2.xml i right_eye2.xml del 
entrenament 2 en el programa, ja que té resultats lleugerament superiors. 
10.2. Conclusions dels resultats del reconeixement 
En els resultats del reconeixement podem observar diversos fets interessants. El primer és que 
el pre-processat funciona correctament. La fita màxima supera en més d’un 10% els resultats 
que es poden obtenir mitjançant PCA sense aplicar cap pre-processat. Tot i tenir uns detectors 
d’ull on el del ull esquerre detecta correctament un 64.4% i el dret un 76.1%, com hem vist en 
l’apartat 8.2, els resultats amb el pre-processat superen els originals, que són d’un 70%. 
Millorant els detectors d’ulls podríem acostar-nos més al resultat òptim en aplicar el pre-
processat, ja que si detectem bé les posicions dels ulls aleshores els ulls s’alineen correctament 
i això és el que fa que millori el reconeixement. 
També podem comprovar que el temps que es tarda a fer el pre-processat es bastant superior 
que sense fer-lo. No obstant, la rapidesa del sistema és bastant raonable si tenim en compte 
que s’entrena una base de dades de 600 imatges en 3 minuts i el test amb les 150 restants 
dura 1 minut. En un sistema de reconeixement real per controlar  un aparcament, per 
exemple, no hi hauria problemes amb aquests temps. 
Els resultats en funció de la distància a la qual s’alineen els ulls indiquen que la distància on 
s’aconsegueixen millors resultats esta al voltant de 0.6. Recordem que això indicaria que la 
separació entre els ulls seria un 60% de l’amplada de la imatge final. Aquesta distància la 
podem aplicar a altres bases de dades ja que no depèn de les característiques de les imatges 
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sinó de les proporcions de la cara humana, ja que un cop es fa el pre-processat totes les 
imatges passen a tenir els ulls en els mateixos punts. 
En els resultats segons el nombre de components principals agafades podem comprovar la 
gran potència del PCA, reduint el nombre de dimensions d’una imatge de 30x20 (600 píxels) a 
10 obtenim els màxims resultats. A partir d’aquest punt els resultats ja no milloren, de manera 
que no cal agafar més components per obtenir resultats de la mateixa precisió per la mida 
escollida. 
Els resultats en altres bases de dades són bastant bons, sobretot degut al fet de que la base de 
dades que s’ha utilitzat en el test original té imatges bastant més complicades que algunes de 
les provades posteriorment. En alguns casos com la Indian, on les imatges són molt grans, el 
resultat de la detecció d’ulls baixa degut a que es troben molts més falsos positius i aleshores 
els resultats en el reconeixement també es redueixen. 
10.3. Possibles millores al sistema 
 
Una de les possibles millores seria fer funcionar el sistema conjuntament amb un detector de 
cares. Aleshores retallaríem la cara i faríem el reconeixement. D’aquesta manera no hauríem 
de tenir la imatge de la cara ja retallada per a fer el reconeixement i a més podríem reconèixer 
imatges amb diverses cares en la imatge i eliminar la restricció de que hi ha d’haver una sola 
cara per imatge. 
Observant els resultats podem comprovar que encara es pot aconseguir millorar l’efecte del 
pre-processat, ja que la fita màxima queda un 10-15% per sobre dels resultats obtinguts 
utilitzant els detectors d’ulls entrenats. De manera que una altra de les possibles millores seria 
intentar fer uns detectors d’ulls més robusts. 
Un dels tipus d’imatges que dona més problemes al sistema són les imatges de perfil. En 
aquestes imatges els ulls queden fora de la zona on els esperem i aleshores es detecten 
malament, amb els problemes de pre-processat que això comporta. Una possible millora seria 
entrenar un classificador capaç de detectar si una cara esta de perfil o frontal. Aleshores 
modificaríem la posició on s’esperen els ulls en funció d’aquest classificador. 
També es podria expandir el sistema i fer reconeixement de cares en videos un dues 
dimensions en contes de imatges. Cada pocs frames podríem retallar la cara d’una persona del 
video i executar el reconeixement. Si el sistema no fos prou ràpid aplicant el pre-processat 
caldria millorar el rendiment d’aquest. 
La interfície també es pot millorar bastant sobre tot en el que és la carrega de bases de dades. 
Mitjançant una base de dades relacional com ara mysql s’augmentaria bastant la rapidesa.
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Annex 1: Exemple de funcionament K-nearest neighbors 
Imatge a 
reconèixer 
 
Imatge pre-
processada 
 
Identitat real s04 
K=10, Nearest Neighbors (ordenats segons la distància euclidiana de la projecció PCA) 
Veïns més 
pròxims 
  
 
  
Imatge pre-
processada 
     
Identitat s04 s04 s18 s04 s04 
Distància PCA 263.6 401.6 441 452.6 467.8 
Veïns més 
pròxims 
     
Imatge pre-
processada 
     
Identitat s44 s18 s04 s47 s18 
Distància PCA 470.5 480.5 482 488.2 494.6 
Contribució de cada individu (1/distancia): 
Identitat Contribució 
s04 0.0127 
s18 0.0063 
s44 0.0021 
s47 0.0020 
Identitat reconeguda: s04 (correcte) 
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Annex 2: Exemples de funcionament de la detecció d’ulls 
 
La llegenda utilitzada en els exemples és la següent: 
 
Les “expected eye regions” són les utilitzades per fer el filtrat per posició dels ulls. Dels 
candidats obtinguts, els grocs són els rebutjats i el verd el seleccionat per determinar la posició 
final de l’ull (la creu verda). El valor al costat de cadascun indica el resultat del filtrat per nivell 
de grisos, agafem el que té el resultat més baix, com s’ha explicat en l’apartat de pre-
processat. 
Exemples d’ulls detectats correctament 
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Més Exemples d’ulls detectats correctament 
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Exemples d’ulls detectats incorrectament 
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Més Exemples d’ulls detectats incorrectament 
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Exemples d’ulls no detectats, on s’utilitza la posició per defecte 
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Annex 3: Exemples de funcionament del pre-processat 
A continuació es mostren una sèrie de imatges a les quals s’ha aplicat el pre-processat per 
diferents distàncies d’alineament i diferents mides. Obviament el pre-processat s’aplica de la 
mateixa manera a totes les imatges d’una base de dades, però és interessant veure com 
afecten els diferents paràmetres. Tots han estat detectats amb els classificadors 
right_eye2.xml i left_eye2.xml. La posició detectada dels ulls es mostra en la primera imatge, 
que és la original.  
Conjunt de cares alineades amb Eye Alignment distance = 0.6, Resize= 20x30 
 
 
Eye Alignment Distance = 0.3, Resize= 20x30 
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Eye Alignment Distance = 0.5, Resize= 20x30 
 
Eye Alignment Distance = 0.5, Resize= 20x30 
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Eye Alignment Distance = 0.8, Resize= 20x30 
 
Eye Alignment Distance = 0.5, Resize= 40x40 
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Eye Alignment Distance = 0.5, Resize= 15x40 
 
 
Exemple mal alineat degut a una mala detecció d’ulls 
 Eye Alignment Distance = 0.6, Resize= 20x30 
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Exemple mal alineat degut a una mala detecció d’ulls 
Eye Alignment Distance = 0.6, Resize= 20x30 
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Annex 4: Matrius de Confusió 
Matriu de confusió sense pre-processat (01-20) 
 
 s01 s02 s03 s04 s05 s06 s07 s08 s09 s10 s11 s12 s13 s14 s15 s16 s17 s18 s19 s20 
s01 2 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 
s02 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s03 0 0 3 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
s04 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
s05 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s07 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
s08 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 0 0 0 0 
s09 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 
s11 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 
s13 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 
s14 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 
s16 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
s17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 
s18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s19 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 3 0 
s20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 
s21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s23 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 
s28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
s30 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s32 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s33 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s34 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 
s35 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
s37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s39 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s40 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
s41 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 
s42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s44 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 
s45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
s48 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
s49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s50 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Matriu de confusió sense pre-processat (21-40) 
 
 s21 s22 s23 s24 s25 s26 s27 s28 s29 s30 s31 s32 s33 s34 s35 s36 s37 s38 s39 s40 
s01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
s02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s04 0 0 1 0 0 0 0 0 0 0 2 1 2 0 0 0 0 0 0 0 
s05 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 
s07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s08 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
s09 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s13 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 
s14 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s18 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
s19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
s20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s21 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s22 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s23 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s25 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 
s28 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 2 
s30 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
s32 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 
s33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
s34 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 
s35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 
s37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 
s38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 
s39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 
s40 0 0 0 0 0 0 0 0 2 0 0 0 2 0 0 0 0 0 0 1 
s41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
s42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s43 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
s45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
s47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
s48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Matriu de confusió sense pre-processat (41-50) 
 
 s41 s42 s43 s44 s45 s46 s47 s48 s49 s50 
s01 0 0 0 0 0 0 0 0 0 0 
s02 0 0 0 0 0 0 0 0 0 0 
s03 0 0 0 0 0 0 0 0 0 0 
s04 0 0 0 1 0 0 0 0 0 0 
s05 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 0 0 0 0 0 
s07 0 0 0 0 0 0 0 1 0 1 
s08 0 0 0 0 0 0 0 0 0 0 
s09 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 0 
s11 1 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 
s13 0 0 0 0 0 0 0 0 0 0 
s14 0 0 0 0 0 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 
s16 0 0 0 3 0 0 0 0 0 0 
s17 1 0 0 0 0 0 0 0 0 0 
s18 0 0 0 0 0 0 1 0 0 0 
s19 0 0 0 0 0 0 0 0 0 0 
s20 0 0 0 0 0 0 0 0 0 0 
s21 0 0 0 0 0 0 0 0 0 0 
s22 0 0 0 0 0 0 0 0 0 0 
s23 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 0 0 0 0 0 0 0 
s25 0 0 1 0 0 0 0 0 0 0 
s26 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 0 0 0 0 
s28 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 0 0 
s30 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 
s32 0 0 0 0 0 0 0 0 0 0 
s33 0 0 0 0 0 0 0 0 0 0 
s34 0 0 0 0 0 0 0 0 0 0 
s35 0 0 0 0 0 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 
s37 0 0 0 0 0 0 0 0 0 0 
s38 0 0 0 0 0 0 0 0 0 0 
s39 0 0 0 0 0 1 1 0 0 0 
s40 1 0 0 1 0 0 0 0 0 0 
s41 0 0 0 0 0 0 1 0 0 0 
s42 0 3 0 0 0 0 0 0 0 0 
s43 0 0 2 0 0 0 0 0 0 0 
s44 0 0 0 0 0 0 0 0 0 0 
s45 0 0 0 0 3 0 0 0 0 0 
s46 0 0 0 0 0 2 0 0 0 0 
s47 1 0 0 0 0 0 3 0 0 0 
s48 0 0 0 0 0 0 0 2 0 0 
s49 0 0 0 0 0 0 0 0 3 0 
s50 0 0 0 0 0 0 0 0 0 3 
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Matriu de confusió amb pre-processat (01-20) 
 
 s01 s02 s03 s04 s05 s06 s07 s08 s09 s10 s11 s12 s13 s14 s15 s16 s17 s18 s19 s20 
s01 2 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 
s02 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s03 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s04 0 0 0 3 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 
s05 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 2 1 0 0 0 0 0 0 0 0 1 0 0 0 0 
s07 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
s08 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 
s09 2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 
s11 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 0 2 0 0 1 0 0 0 0 0 
s13 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 
s14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 0 1 0 0 3 0 0 0 0 0 
s16 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 2 0 0 0 0 
s17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 
s18 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 
s20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 
s21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
s28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s32 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
s34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s35 1 0 0 0 0 0 2 0 0 0 0 0 0 2 0 1 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s37 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
s38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s39 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
s40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s41 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
s42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s43 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
s44 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
s48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Matriu de confusió amb pre-processat (21-40) 
 
 s21 s22 s23 s24 s25 s26 s27 s28 s29 s30 s31 s32 s33 s34 s35 s36 s37 s38 s39 s40 
s01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
s02 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
s03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s05 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 
s08 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
s09 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 1 0 
s15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 
s17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s18 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 
s19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s21 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s22 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s23 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
s25 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 
s28 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 
s30 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 
s32 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 1 0 
s33 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 2 
s34 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 
s35 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 1 0 0 
s37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 
s38 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 0 
s39 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 2 1 
s40 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 1 0 
s41 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
s42 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s45 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Matriu de confusió amb pre-processat (41-50) 
 
 s41 s42 s43 s44 s45 s46 s47 s48 s49 s50 
s01 1 0 0 0 0 0 0 0 0 0 
s02 0 0 0 0 0 0 0 0 0 0 
s03 0 0 0 0 0 0 0 0 0 0 
s04 0 0 0 2 0 0 0 0 0 0 
s05 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 0 0 0 0 0 
s07 0 0 0 0 0 0 0 0 0 0 
s08 0 0 0 0 0 0 0 0 0 0 
s09 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 0 
s11 0 0 1 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 
s13 1 0 0 0 0 0 0 0 0 0 
s14 0 0 0 0 0 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 
s16 0 0 0 0 0 0 1 0 0 0 
s17 0 0 0 0 0 0 0 0 0 0 
s18 0 0 0 0 0 0 0 0 0 0 
s19 0 0 0 0 0 0 0 0 0 0 
s20 0 0 0 0 0 0 0 0 0 0 
s21 0 0 0 0 2 0 0 0 0 0 
s22 0 0 0 0 0 0 0 0 0 0 
s23 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 0 0 0 0 0 0 0 
s25 0 1 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 0 0 0 0 
s28 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 0 0 
s30 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 
s32 0 0 0 0 0 0 0 0 0 0 
s33 1 0 0 0 0 0 0 0 0 0 
s34 0 0 0 0 0 0 0 0 0 0 
s35 0 0 0 0 0 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 
s37 0 0 0 0 0 0 0 0 0 0 
s38 0 0 0 0 0 0 0 0 0 0 
s39 0 0 0 0 0 0 0 0 0 0 
s40 0 0 0 0 0 0 0 0 0 0 
s41 0 0 0 0 0 0 0 0 0 0 
s42 0 2 0 0 0 0 0 0 0 0 
s43 0 0 3 0 0 0 0 0 0 0 
s44 0 0 0 1 0 0 0 0 0 0 
s45 0 0 0 0 3 0 0 0 0 0 
s46 0 0 0 0 0 3 0 0 0 0 
s47 0 0 0 0 0 0 2 0 0 0 
s48 0 0 0 0 0 0 0 3 0 0 
s49 0 0 0 0 0 0 0 0 3 0 
s50 0 0 0 0 0 0 0 0 0 3 
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Matriu de confusió fita màxima del pre-processat (01-20) 
 
 s01 s02 s03 s04 s05 s06 s07 s08 s09 s10 s11 s12 s13 s14 s15 s16 s17 s18 s19 s20 
s01 2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
s02 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s03 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s04 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s05 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
s07 0 0 0 0 0 1 3 0 0 0 0 0 0 1 0 0 0 0 0 0 
s08 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 
s09 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 
s11 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 
s13 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 
s14 0 0 0 0 0 0 1 0 0 0 0 0 0 2 0 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 
s16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 
s17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 
s18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 
s19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 
s20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 
s21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s25 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
s28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s32 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s34 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
s35 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s41 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s44 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s46 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
s47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Matriu de confusió fita màxima del pre-processat (21-40) 
 
 s21 s22 s23 s24 s25 s26 s27 s28 s29 s30 s31 s32 s33 s34 s35 s36 s37 s38 s39 s40 
s01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s02 0 0 0 0 1 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 
s03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
s04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s05 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s08 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s09 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s16 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
s17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s21 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s22 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s23 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s25 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 
s28 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 
s30 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 
s32 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 
s33 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 
s34 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 
s35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 
s37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 
s38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 
s39 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
s40 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 3 
s41 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
s42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
s44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
s46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
s48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
s50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Matriu de confusió fita màxima del pre-processat (41-50) 
 
 s41 s42 s43 s44 s45 s46 s47 s48 s49 s50 
s01 1 0 0 0 0 1 0 0 0 0 
s02 0 0 0 0 0 0 0 0 0 0 
s03 0 0 0 0 0 0 0 0 0 0 
s04 1 0 0 1 0 0 0 0 0 0 
s05 0 0 0 0 0 0 0 0 0 0 
s06 0 0 0 0 0 0 0 0 0 0 
s07 0 0 0 0 0 0 0 0 0 0 
s08 0 0 0 0 0 0 0 0 0 0 
s09 0 0 0 0 0 0 0 0 0 0 
s10 0 0 0 0 0 0 0 0 0 0 
s11 0 0 0 0 0 0 0 0 0 0 
s12 0 0 0 0 0 0 0 0 0 0 
s13 0 0 0 0 0 0 0 0 0 0 
s14 0 0 0 0 0 0 0 0 0 0 
s15 0 0 0 0 0 0 0 0 0 0 
s16 0 0 0 0 0 0 0 0 0 0 
s17 0 0 0 0 0 0 0 0 0 0 
s18 0 0 0 0 0 1 0 0 0 0 
s19 0 0 0 0 0 0 0 0 0 0 
s20 0 0 0 0 0 0 0 0 0 0 
s21 0 0 0 0 0 0 0 0 0 0 
s22 0 0 0 0 0 0 0 0 0 0 
s23 0 0 0 0 0 0 0 0 0 0 
s24 0 0 0 0 0 0 0 0 0 0 
s25 0 0 0 0 0 0 0 0 0 0 
s26 0 0 0 0 0 0 0 0 0 0 
s27 0 0 0 0 0 0 0 0 0 0 
s28 0 0 0 0 0 0 0 0 0 0 
s29 0 0 0 0 0 0 0 0 0 0 
s30 0 0 0 0 0 0 0 0 0 0 
s31 0 0 0 0 0 0 0 0 0 0 
s32 0 0 0 0 0 0 0 0 0 0 
s33 0 0 0 0 0 0 0 0 0 0 
s34 1 0 0 0 0 0 0 0 0 0 
s35 0 0 0 0 0 0 0 0 0 0 
s36 0 0 0 0 0 0 0 0 0 0 
s37 0 0 0 0 0 0 0 0 0 0 
s38 0 0 0 0 1 0 0 0 0 0 
s39 0 0 1 0 0 0 1 0 0 0 
s40 0 0 0 0 0 0 0 0 0 0 
s41 0 0 0 0 0 0 0 0 0 0 
s42 0 3 0 0 0 0 0 0 0 0 
s43 0 0 3 0 0 0 0 0 0 0 
s44 0 0 0 2 0 0 0 0 0 0 
s45 0 0 0 0 3 0 0 0 0 0 
s46 0 0 0 0 0 3 0 0 0 0 
s47 0 0 0 0 0 0 3 0 0 0 
s48 0 0 0 0 0 0 0 3 0 0 
s49 0 0 0 0 0 0 0 0 3 0 
s50 0 0 0 0 0 0 0 0 0 3 
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1. Instal·lació 
 
(a) Interfície gràfica 
Si disposem de Matlab 7.9 (2009b) o superior instal·lat al sistema: 
Podrem utilitzar el programa afegint el següent directori a la variable d’entorn path del 
sistema: 
 <directori_matlab>/bin/win32 
Ja podem executar el programa des de la directori bin/facer.exe 
Si no disposem de Matlab 7.9 (2009b) o superior: 
És necessari instal·lar Matlab Compiler Runtime (MCR) 7.11. Podem trobar 
l’instal·lador dins el CD (fitxer MCRinstaller.exe). Aleshores seguim les instruccions fins 
a completar la instal·lació. 
Ja podem executar el programa des de la directori bin/facer.exe 
Si volem utilitzar la interfície desde la linea de comandes de Matlab 7.9 (2009b) o superior: 
Cambiem el workspace de Matlab perquè treballi en el directori /src. 
Aleshores executem “facer” des de la línea de comandes de Matlab. 
 
(b) Rutines internes del programa 
Podem utilitzar les rutines internes del programa amb qualsevol versió de Matlab que tingui 
instal·lada la Image Toolbox. És necessari caniar el workspace al directori /src. 
 
(c) Recomanacions 
És interessant copiar el contingut de la carpeta bin i la carpeta BD al disc dur ja que d’aquesta 
manera quan llegim imatges del disc dur el rendiment serà més alt que si les llegim des del CD. 
Nota: És possible que aparegui un warning al iniciar el programa dient que la variable de 
localització del sistema és diferent que la del programa, això no afecta per res al funcionament 
del programa i carregarà sense problemes. Indica que l’equip que estem servir té la localització 
dels caràcters que es mostren per pantalla diferent a la que s’ha fet servir per compilar el 
programa.  
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2. Estructura dels directoris 
 
/bin 
Conté l’executable del programa i les llibreries necessàries per poder-lo executar un cop 
instal·lat el MCR. En /bin/haarcascade podem trobar les cascades de classificadors entrenades. 
/bin/data conté informació interna del programa.  
/src 
Conté el codi font del programa. També conté les llibreries i cascades de classificadors per 
poder executar la interfície gràfica i les rutines internes des de la línea de comandes de matlab.  
/BD 
Conté la base de dades GeorgiaTech al directori /BD/GeorgiaTech i una carpeta amb algunes 
imatges sense classificar en la carpeta BD/unsorted per a poder provar la funcionalitat de 
reconeixement de sets d’imatges. 
/classifiers 
Cascades de classificadors entrenades per al projecte. Els directoris /classifiers/ull_dret# i 
/classifiers/ull_esquerre# contenen la informació de la cascada entrenada així com una 
explicació de com s’ha entrenat i la comanda que s’ha utilitzat. El directori /classifiers/bin 
podem trobar les utilitats d’Open CV per entrenat cascades de classificadors i les rutines que 
s’han implementat durant el projecte per automatitzar la tasca. Per últim en els directoris 
NEG_ [nom] i POS_ [nom] podem trobar els conjunts d’exemples negatius i positius utilitzats 
per entrenar els diferents classificadors. Per veure quin s’ha fet servir per cada classificador en 
concrets consultar el fitxer explicació.txt del directori del classificador en qüestió. 
/licenses 
Informació sobre la llicència d’alguns dels components del programa. 
/scripts 
Alguns scripts que s’han programat en Matlab i C++ utilitzats durant el projecte. Es comenten 
en l’apartat 7. 
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3. Com entrenar amb una base de dades 
 
Aquest apartat pretén donar la informació mínima per tal de fer funcionar el programa amb 
poc temps d’aprenentatge. Per a més informació sobre el funcionament referir-se als apartats 
4, 5, 6 i 7. 
 Utilitzant la interfície gràfica 
Per entrenar un classificador capaç de reconèixer als individus d’una base de dades ho podem 
fer seguint els següents passos: 
• Botó Load Database: Carreguem una base de dades, per defecte la GeorgiaTech. 
• Botó Train Database: Pantalla d’entrenament. 
• Paràmetres d’entrenament: Podem canviar-los o deixar els per defecte.  
• Botó Train and Test: Entrenem la base de dades i efectuem el test amb el conjunt de 
test especificat. 
• Els resultats de l’entrenament es mostren per pantalla. 
• Botó Check Train Set: Consultar com ha anat l’entrenament per cada imatge. 
• Botó Check Test Set: Consultar com ha anat el test per cada imatge. 
• Botó Save Workspace: Guardar els resultats. 
 
Un cop tenim la base de dades entrenada ja podem reconèixer imatges sense classificar 
prèviament seguint aquests passos: 
• Botó Load Image Set: Carreguem les imatges sense classificar. Podem utilitzar algunes 
de les de la base de dades però sense estar classificades per individu, són les per 
defecte. 
• Botó Face Recognition: Reconeixem les imatges utilitzant els paràmetres 
d’entrenament i la base de dades en les llistes corresponents. En el nostre cas ja estarà 
seleccionada la base de dades que acabem d’entrenar. És crea un nou conjunt 
d’imatges a la llista, indicant que ja estan reconegudes.  
• Botó Check Image set: És necessari tenir seleccionat el nou conjunt que s’ha creat al 
pas anterior. Comprovem els resultats per cada imatge. 
 
 
Utilitzant les rutines internes del programa 
A continuació es mostra el contingut del fitxer /src/exemple.m, que podem executar des de 
Matlab. Aquest fitxer entrena una classificador a partir de la base de dades GeorgiaTech amb 
un 80% de les imatge per a entrenament i un 20% per test. Utilitza els paràmetres per defecte 
de la interfície gràfica. Aleshores fa el test d’aquesta base de dades i per últim utilitza la base 
de dades per a reconèixer les imatges sense identificar del directori BD/unsorted. 
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/src/exemple.m: 
%EXEMPLE 
%carreguem la base de dades 
bd=BDcarregar('../BD/GeorgiaTech'); 
%Creem un conjunt d'entrenament d'un 80% test d'un 20% 
bd=BDseparar(bd,0.8); 
%Entrenem la base de dades amb els parametres d'entrenament escollits 
display('Entrenament'); 
eye_alignment=1; 
read_points_file=0; 
eye_alignment_distance=0.6; 
resize=[20 30]; 
num_principal_components=10; 
knearest=10; 
eyel_classifier_file='haarcascade/left_eye2.xml'; 
eyel_classifier_size=[30 20]; 
eyer_classifier_file='haarcascade/right_eye2.xml'; 
eyer_classifier_size=[30 20]; 
show_output=1; 
bd=BDentrenar(bd,eye_alignment,read_points_file,eye_alignment_distance,... 
    resize,num_principal_components,knearest,eyel_classifier_file,... 
  eyel_classifier_size,eyer_classifier_file,eyer_classifier_size,show_output); 
%Fem el test amb el conjunt de test que hem separat 
display('Test'); 
bd=Texecutar_test(bd,show_output); 
%Comprovem els resultats 
display('Correctes:'); 
display([num2str(bd.resultats_test.correct(1)),'% 
(',num2str(bd.resultats_test.correct(1)),')']); 
display('Incorrectes:'); 
display([num2str(bd.resultats_test.incorrect(1)),'% 
(',num2str(bd.resultats_test.incorrect(1)),')']); 
%carreguem un conjunt d'imatges sense identificar 
image_set=IScarregar('../BD/unsorted'); 
%reconeixem el conjunt d'imatges amb la base de dades entrenada 
display('Reconeixement'); 
image_set=Treconeixer(image_set,bd,show_output); 
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4. Paràmetres d’entrenament 
 
Per entrenar amb una base de dades de cares podem fer servir els següents paràmetres: 
Test set %: Percentatge de les imatges de la base de dades que s’utilitzaran com a conjunt de 
test. Concretament s’agafaran les últimes <Test set %> imatges de cada individu, ordenant 
alfabèticament el nom dels fitxers d’imatge. 
Use eye alignment: Activa o desactiva l’ús del pre-processat. Aquest pre-processat detecta les 
posicions dels ulls en cada imatge de cara, aleshores alinea les posicions dels ulls per a totes 
les imatges de la base de dades abans de fer l’anàlisi de components principals. 
Resize Images (W x H): Mida a la que redimensionarem les imatges abans d’aplicar l’anàlisi de 
components principals, tant si apliquem el pre-processat o no. 
Number of principal components: Nombre de components que s’agafaran per formar el 
vector de característiques quan executem l’anàlisi de components principals durant 
l’entrenament. 
K-nearest neighbors: Nombre de veïns utilitzats per al reconeixement per l’algorisme K-
nearest neighbors. 
Eye alignment distance: Distància a la qual quedaran separats els ulls després del pre-
processat. Ha de ser un valor entre [0.1,0.95]. La distància vindrà donada per aquest valor 
multiplicat pel l’amplada del paràmetre Resize. 
Left Eye / Right Eye Classifier: Fitxer dels detectors d’ulls esquerra i dret. Si tenim un detector 
d’ulls que no distingeix entre ull esquerre o dret podem utilitzar el mateix detector pels dos 
ulls. 
Left Eye / Right Eye Classifier Size (W x H): Mida dels detectors d’ulls dret i esquerre, ja que en 
els fitxers del classificador no hi ha aquesta informació. 
Read eye points from file: Si utilitzem el alineament d’ulls tenim la possibilitat de llegir els 
punts d’un fitxer en contes d’utilitzar el detector d’ulls. Hi haurà d’haver un fitxer per imatge 
amb la posició x y de l’ull esquerre a la primera línea i l’ull dret a la segona. Per generar-los 
veure l’apartat 7 de scripts. 
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5. Utilització de la interfície gràfica 
1. Pantalla principal 
 
(A) Gestió de dades 
Podem crear, guardar i carregar la sessió del programa, que inclou totes les dades 
d’aquest. Els fitxers que s’utilitzen estan en format .mat de Matlab. 
• New Workspace: Buida totes les bases de dades i conjunts d’imatges del 
programa. 
• Load Workspace: Carrega un fitxer .mat prèviament guardat. 
• Save Workspace: Guarda tota la informació de bases de dades i conjunts 
d’imatges. 
• Save Workspace As: Guarda tota la informació de bases de dades i conjunts 
d’imatges en un nou fitxer. 
 
(B) Gestió de BD de cares: Podem carregar bases de dades de cares per a entrenar el 
classificador. També podem consultar les imatges que té la base de dades, accedint a 
la pantalla 2 i entrenar un classificador fent servir la base de dades seleccionades 
accedint a la pantalla 3. 
• Load Database: Carrega una base de dades de cares 
• Delete Database: Elimina una base de dades de cares i tots els classificadors 
entrenats amb aquesta. 
• Check Database: Permet consultar la base de dades mitjançant la pantalla 2. 
• Train: Permet entrenar un classificador amb la base de dades seleccionada. Els 
paràmetres d’entrenament s’introduiran amb la pantalla 3. 
5. Utilització de la interfície gràfica 
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(C) Gestió de imatges a reconèixer: Aquí podem carregar imatges sense classificar per a 
reconèixer amb algun dels classificadors entrenats. Podem comprovar les imatges que 
conté el classificador accedint a 2. Podem reconèixer el conjunt d’imatges seleccionat 
en la base de dades entrenada seleccionada en D. 
• Load Image Set: Carrega un conjunt d’imatges no reconegudes. 
• Delete Database: Elimina un conjunt d’imatges no reconegudes. 
• Check Database: Permet consultar el conjunt d’imatges mitjançant la pantalla 
2. Depenent de si l’hem reconegut o no ens apareixerà diferent informació. 
• Recognition: Permet reconèixer el conjunt d’imatges no reconegudes amb el 
classificador seleccionat en D. 
 
(D) Classificadors (Bases de dades entrenades): Mostra els classificadors entrenats amb la 
base de dades que està seleccionada actualment en B. Podem consultar el conjunt de 
test i entrenament, passant a la pantalla 2. 
• Check Train Set: Permet consultar el conjunt d’entrenament amb la pantalla 2. 
Depenent dels paràmetres d’entrenament de la base de dades algunes 
pestanyes podrien no estar disponibles. 
• Check Test Set: Permet consultar el conjunt de test amb la pantalla 2. 
Depenent dels paràmetres d’entrenament de la base de dades algunes 
pestanyes podrien no estar disponibles. 
• Delete Training data: Elimina el classificador seleccionat. 
 
(E) Dades d’entrenament: Podem veure les dades amb les quals s’ha entrenat el 
classificador de la base de dades entrenada seleccionada en D. També podem veure 
els resultats obtinguts en el conjunt de test i la matriu de confusió. Els paràmetres 
d’entrenament són els definits en l’apartat 4 del manual. 
• Check PCA Results: Mostra els resultats de l’anàlisi de components principals 
del classificador seleccionat en D mitjançant la pantalla 4. 
• Check Confusion matrix: Mostra una finestra amb la matriu de confusió pel 
conjunt de test del classificador seleccionat en D. Podem seleccionar tota la 
matriu fent click a la part superior esquerre de la matriu. Podem copiar-la per 
poder veure-la en altres programes amb el botó dret. 
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2. Pantalla consulta 
 
(A) Llista d’imatges: Permet consultar les imatges del conjunt seleccionat al accedir 
aquesta pantalla. En la primera llista tenim els individus del conjunt i en la segona les 
imatges per l’individu seleccionat. La informació de la imatge seleccionada es mostra 
en l’altra zona de la pantalla, segons el tab B,C,D o E que estigui seleccionat. En alguns 
casos algunes opcions estan desactivades per algun tipus de conjunt, per exemple no 
podem consultar els resultats del reconeixement en un conjunt d’entrenament. Al 
tancar la pantalla es torna a 1. 
• Figure: Aquest botó en qualsevol dels tabs visualitza la imatge en qüestió amb 
l’editor d’imatges de Matlab. 
• Close: Tanca la finestra. 
Tab de imatge de cara (2B) 
 
(B) Tab imatge de cara: Podem veure la imatge seleccionada i consultar la seva projecció 
en la base de dades. En cas que estiguem en un conjunt de test o imatges classificades 
podrem veure quin dels individus s’ha reconegut. 
• Check PCA projection: Mostra la projecció PCA de la imatge de la base de 
dades amb la qual s’ha entrenat/reconegut. 
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Tab de detecció d’ulls (2C) 
 
(C) Tab detecció d’ulls:  s’hi pot consultar la informació sobre la detecció dels ulls de la 
imatge seleccionada. Podem veure-hi els candidats per l’ull esquerre i l’ull dret i el 
filtrat per posició i nivell de gris. Mitjançant les llistes consultar els diferents candidats 
a ull així com el valor obtingut en el filtrat per nivell de grisos. Podem veure també la 
posició final dels ulls. 
• Llistes de finestres d’ulls: Llistat de les finestres de cadascun dels ulls. La 
informació que es mostra en la llista és el resultat del filtrat per nivell de 
grisos, com més baix, més s’assembla a un ull la finestra. El segon valor és la 
posició de la finestra en format [ x y w h]. L’ull esquerre i dret seleccionats 
tindran un requadre amb més gruix en la pantalla. 
Tab de alineament d’ulls (2D) 
 
  5. Utilització de la interfície gràfica 
11 
 
(D) Tab de alineament d’ulls: Permet consultar el pre-processat realitzat en la imatge per 
alinear els ulls, així com els paràmetres utilitzats en cada pas i la posició final dels ulls, 
la mateixa en totes les imatges de la base de dades entrenada. 
 
Tab de reconeixement (2D) 
 
(E) Tab de reconeixement: Aquest tab conté la informació del reconeixement de la 
imatge. Podem consultar els resultats del K-nearest neighbours, es a dir, els K veïns 
més pròxims i la contribució de les identitats dels veïns i quina identitat s’ha 
reconegut. 
• Tab Nearest Neighbors: Mostra el fitxer de la imatge de cadascun dels veïns 
més pròxims i la distància eulcidiana de la projecció en espai PCA a la que està 
de la imatge a reconèixer, es a dir quant s’assembla a aquesta. 
• Contribucions: Per cadascun dels individus a les quals pertanyen les imatges 
dels veïns més pròxims mostra el pes que ha tingut a l’hora de decidir la 
identitat de la cara a reconèixer. Aquest tab no és seleccionable. 
• Show Database Images: Permet escollir si mostrar les imatges pre-
processades amb les quals s’ha fet anàlisi de components principals o les 
imatges originals. 
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3. Pantalla entrenament 
 
Permet especificar els paràmetres d’entrenament de la base de dades, per generar així la base 
de dades entrenada amb la que reconèixer noves imatges. Per veure el funcionament dels 
diferents paràmetres consultar l’apartat 4 del manual. Aquí podem especificar el % d’imatges 
per cada individu que s’utilitzaran per test i entrenament. Al polsar el botó d’entrenar sortirà 
una barra de progrés i quan acabi l’entrenament i el test tornarem a la pantalla principal 1. 
 
4. Pantalla de resultats del PCA 
 
Permet consultar el vector de característiques, format pels eigenvectors seleccionats i els 
eigenvalues d’aquests. També podem consultar els eigenvectors en forma de eigenfaces. 
• Show Eigenface: Permet especificar quina de les columnes de la matriu d’eigenvectors 
es mostra en forma de eigenface. 
• Close: Tanca la finestra 
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6. Especificació de les rutines de la capa lògica del programa 
 
Nota: En algunes rutines trobem la versió _prog.m, es tracta de la versió de la rutina per la 
interfície gràfica per poder mostrar la barra de progrés. La versió que es recomana fer servir si 
no estem utilitzant la interfície gràfica és la versió sense el sufix _prog de la rutina. 
Paquet de Gestió i entrenament de bases de dades 
 
function [bd]=BDcarregar(directori) 
Pre:{ el directori conté les imatges de cares en el format indicat. 
Una carpeta per individu amb totes les imatges d'aquest individu dins. 
} 
Post:{ bd conte la informació de les imatges del directori} 
 
function [bd_separada]=BDseparar(bd,percentatge_entrenament) 
Pre:{bd es la base de dades a separa i percentatge_entrenament el % de 
la base de dades que volem com a conjunt d’entrenament} 
Post:{ entrenament conte la part de la bd proporcional a 
percentatge_entrenament i test conte la resta de la bd. Les imatges de 
cada individu també son proporcionals. El conjunt d’entrenament estarà 
al camp .train i el d’entrenament al camp .test} 
 
function 
[bd_entrenada]=BDentrenar(bd,eye_alignment,read_points_file,eye_alignm
ent_distance,resize,num_principal_components,knearest,eyel_classifier_
file,eyel_classifier_size,eyer_classifier_file,eyer_classifier_size,ou
tput) 
Pre:{bd es la base de dades. output {1,2} indica si volem que es 
mostri informació durant la execució 
 la resta de paràmetres son els paràmetres d'entrenament, consultar 
apartat 4 del manual d’usuari. 
 } 
Post:{ bd_entrenada es una base de dades entrenada resultant de 
entrenar la 
bd amb els paràmetres d'entrenament 
} 
Paquet d’anàlisi de components principals i pre-processat 
 
function [matriu_pca]=PCAcrear_matriu(matrius_imatges) 
convertim les matrius de imatges amb la matriu per fer PCA, amb una 
imatge a cada fila i una dimensió a cada columna. A mes a mes 
convertim els valors de enters a reals 
 
function 
[nova_matriu_dades,vector_caracteristiques,eigenvalues,mitjanes]=PCAex
ecutar(matriu_dades,nombre_components) 
Pre:{ matriu_dades conté les dades originals, amb una dimensió a cada 
columna} 
Post:{ vector_característiques conté num_components components 
principals de matriu_dades.  
mitjanes conté la mitjana de cada dimensió de matriu_dades.  
eigenvalues conté els valors propis dels vectors propis  que formen 
vector_caracteristiques.  
nova_matriu_dades són les dades originals expressades en funció del 
vector de característiques }  
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function 
[imatge_preparada]=PCAcalcular_projeccio(imatge,matriu_imatge,mitjanes
,eigenvectors) 
Projecta imatge en l'espai de la base de dades 
Pre:{  
 imatge es una estructura de dades on es guardarà el resultat 
 matriu_imatge es la matriu de píxels de la imatge 
 mitjanes son les mitjanes per cada píxel de la base de dades 
 eigenvectors es el vectors de característiques de la base de dades 
}  
Post:{   
 imatge_preparada es la imatge d'entrada actualitzada amb el camp pca, 
 que conte la matriu_imatge projectada en l'espai de la base de dades 
} 
 
function [matriu_imatge_nova,nou_ull_dret,nou_ull_esquerre,... 
imatge_rotada,imatge_escalada,alpha,escala,eyer_rotat,eyel_rotat,eyer_
escalat,eyel_escalat,nova_distancia_ulls]=... 
PCAcentrar_elements_cara(matriu_imatge,ull_dret,ull_esquerre,tamany_no
va,nova_distancia_ulls) 
Efectua el Pre-Processat en la imatge 
Pre:{  
matriu imatge conte la matriu de la imatge a pre-processar 
ull dret conte la posició [ x y] del ull dret 
ull_esquerre conte la posició [ x y] del ull esquerre 
tamany_nova es la mida de la imatge després del pre-processat [w h] 
nova_distancia_ulls es el % de la amplada de la imatge que hi haurà 
entre els dos ulls.} 
Post:{  
 matriu_imatge_nova es la imatge després del pre-processat 
 nou ull dret es la nova posició del ull dret 
 nou ull esquerre es la nova posició de l'ull esquerre 
 imatge_rotada es la imatges després del pas 1 del pre-processat 
 imatge escalada es la imatge després del pas 2 del pre-processat 
 alpha es la angle respecte la horitzontal que hi havia entre els 2 
ull en la imatge original 
 escala es la relació entre la nova distancia entre els ulls i 
l'antiga 
 eyer_rotat es la posició del ull dret després del pas 1 del pre-
processat 
 eyel_rotat igual per l'esquerre 
 eyer_escalat es la posició del ull després del pas 2 del pre-
processat 
 eyel_escalat igual per l'esquerre 
 nova_distancia_uls es la distancia entre els ulls després del pre-
processat. 
} 
Paquet de detecció d’ulls i Viola-Jones 
 
function [candidats]=VJhaardetect(fitxer_imatge,classificador) 
Rutina Wrapper de haardetectobtects d'open CV per fer Viola-Jones 
Pre:{  
classificador.fitxer conte el fitxer del classificador  
classificador.mida es la mida del classificador en format [ w h ] 
 fitxer_imatge conte el fitxer de la imatge on volem fer la detecció 
 } 
Post:{  
retorna una llista de finestres en format [ x y w h] als llocs de la 
imatge on el classificador ha detectat un positiu} 
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function 
[ull_dret,ull_esquerre,candidats_ull_dret,candidats_ull_esquerre]=... 
    VJtrobar_elements_cara(matriu_imatge,... 
    classificador_ull_esquerre,classificador_ull_dret) 
troba la posició dels ulls en una imatge 
Pre:{  
matriu imatge es la imatge on volem detectar els ulls 
classificador_ull_esquerre.fitxer conte el fitxer del classificador el 
ull esquerre 
classificador_ull_esquerre.mida es la mida del classificador en format 
[ w h ] 
candidats_ull_dret.fitxer conte el fitxer del classificador del ull 
dret 
candidats_ull_dret.mida es la mida del classificador en format [ w h ] 
 es necessari tenir una carpeta data/ al directori des de on 
s'executa} 
Post:{  
 ull dret conte la posició del ull dret de la imatge 
 ull esquerre conte la posició del ull esquerre de la imatge 
 candidats_ull_dret conte una llista de finestres en format [ x y w h] 
als llocs de la imatge on el candidats_ull_dret ha detectat un positiu 
 candidats_ull_esquerre conte una llista de finestres en format [ x y 
w h] als llocs de la imatge on el classificador_ull_esquerre ha 
detectat un positiu} 
 
function [candidats_nou] = 
VJseleccio_nivell_grisos(matriu_imatge,candidats) 
retorna les llistes de candidats ordenades segons el criteri de nivell 
de gris i 
afegeix un nou camp a l'estructura indicant la distancia euclidiana 
 
Paquet de K-Nearest Neighbors: test, reconeixement  
 
function [imatge_reconeguda]=Knearest(imatge,bd) 
 executa l'algorisme nearest neighbors 
Pre:{  
 imatge es una estructura de dades on s'emmagatzema el resultat 
 bd es la base de dades on buscarem els veïns 
 } 
Post:{  
 imatge_reconeguda es la imatge d'entrada actualitzada amb els camps: 
     id_individu: conte la posició dels veïns mes semblants a imatge 
en bd. 
     semblants: cada posició indica la distancia euclidiana de la 
projecció  
     en l'espai PCA de la base de dades a la imatge  
     dels individus que conte id_individu 
} 
function [image_set]=IScarregar(directori) 
Carrega totes les imatges d'un directori i les disposa en la 
estructura de dades per a poder ser reconegudes. 
 
function [image_set_reconegut] = 
Treconeixer(image_set,trained_db,output) 
busca la imatge mes semblant per cada imatge de image_set  
amb el classificador de la base de dades entrenada trained_db 
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function [bd_resultats] = Texecutar_test(bd,output) 
busca la imatge mes semblant per cada imatge de image_set  
amb el classificador de la base de dades entrenada trained_db 
aleshores comprova si coincideix amb la identitat real i retorna el 
resultats en el camp bd_resultats.resultats mitjançant la funció 
Tcalcular_resultats 
 
function [bd_resultats,resultats] = Tcalcular_resultats(bd) 
  
calcula els resultats obtinguts pel conjunt de test de la base de 
dades bd 
  
bd_resultats conte la base de dades amb el camp resultats 
resultats conte: 
     resultats.correcte= [ % exemples de test correctes , nombre 
d'exemples de test correctes] 
     resultats.incorrect= [ % exemples de test incorrectes , nombre 
d'exemples de test incorrectes]   
     resultats.matriu_confusio= matriu de confusió obtinguda. 
 
function [res] = 
Trendiment_classificador(fitxer_classificador,bd_path,tipus,... 
    
marge_error_pixels,mida,filtrar_posicio,filtrar_grisos,mostrar_parcial
) 
  
Permet comprovar el rendiment d’un classificador en un conjunt 
d'imatges: 
  
fitxer_classificador és el xml del classificador. 
bd_path indica el directori on estan les imatges per comprovar el 
rendiment. Cada imatge ha de tenir un fitxer txt amb el mateix nom de 
la imatge amb la posició x y de l’ull esquerre a la primera línea i la 
de l’ull dret a la segona. Podem utilitzar  
la rutina UmanualPoints.m per generar aquests fitxers. 
marge_error_pixels indica el radi en píxels màxim a la que pot estar 
el centre d’un dels rectangles positius de la posició real de l’ull 
per ser considerat correcte. 
mida és la mida de les imatges positives utilitzades per entrenar el 
classificador. 
filtrar_posicio {0,1} permet activar o desactivar el filtrat per 
posició. 
Filtrar grisos {0,1} permet activar o desactivar el filtrat per nivell 
de grisos. 
Mostrar_parcial {0,1} permet mostrar o no els resultats per cada 
imatge. 
La rutina mostra el total de positius trobats en cada imatge i si 
algun d’aquests és correcte aleshores indica que l’ull s’ha trobat. 
Si cap és correcte indica que l’ull no s’ha trobat. 
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7. Utilització Scripts 
 
Tots els scripts es poden executar en la línea de comandes de matlab excepte ordenar que esta 
programat en C++ i s’ha d’executar mitjançant ordenar.exe. 
Transformació d’imatges 
Bmp2jpg: transforma les imatges d’un directori de bmp a jpg. 
Jpg2bmp: transforma les imatges d’un directori de jpg a bmp. 
Rgb2gray_batch: transforma les imatges d’un directori de color rgb a escala de grisos. 
Retallar ulls en imatges 
manualPoints: Es mostren una a una les imatges d’un directori. Per cada imatge es permet 
seleccionar dos punts (en principi els dos ulls primer el dret després l’esquerre). Aleshores el 
programa guarda un fitxer txt amb el mateix nom que la imatge amb el primer punt en format 
x y i a la primera línea i el segon a la segona línea. 
cropAmbFitxerPunts: Permet retallar els requadres al voltant dels punts especificats en els 
fitxers txt creats amb manualPoints. Això es fa per totes les imatges del directori i podem triar 
la mida de la imatge retallada. 
erasePositive: Elimina mitjançant un degradat de escala de grisos la zona al voltant dels punts 
especificats en els fitxers txt creats amb manualPoints. Això es fa per totes les imatges del 
directori i es guarda la nova versió en un segon directori. 
Bases de dades de cares 
ordenar: Permet ordenar una base de dades en la qual no estan els individus separats per 
carpetes mitjançant un patró en el nom dels fitxers. Aleshores ja podrem utilitzar-la amb el 
programa. 
 
