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Abstract 
 
Enhanced software methodology and improved computing hardware have advanced the 
state of simulation technology to a point where large physics-based codes can be a major 
contributor in many systems analyses.  This shift toward the use of computational 
methods has brought with it new research challenges in a number of areas including 
characterization of uncertainty, model validation, and the analysis of computer output.  It 
is these challenges that have motivated the work described in this report.   
 
Approaches to and methods for model validation and (model-based) prediction have been 
developed recently in the engineering, mathematics and statistical literatures.  In this 
report we have provided a fairly detailed account of one approach to model validation 
and prediction applied to an analysis investigating thermal decomposition of 
polyurethane foam.  A model simulates the evolution of the foam in a high temperature 
environment as it transforms from a solid to a gas phase.  The available modeling and 
experimental results serve as data for a case study focusing our model validation and 
prediction developmental efforts on this specific thermal application.   
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We discuss several elements of the “philosophy” behind the validation and prediction 
approach: 
 
 We view the validation process as an activity applying to the use of a specific 
computational model for a specific application.  We do acknowledge, however, 
that an important part of the overall development of a computational simulation 
initiative is the feedback provided to model developers and analysts associated 
with the application. 
 We utilize information obtained for the calibration of model parameters to 
estimate the parameters and quantify uncertainty in the estimates.  We rely, 
however, on validation data (or data from similar analyses) to measure the 
variability that contributes to the uncertainty in predictions for specific systems or 
units (unit-to-unit variability). 
 We perform statistical analyses and hypothesis tests as a part of the validation 
step to provide feedback to analysts and modelers.  Decisions on how to proceed 
in making model-based predictions are made based on these analyses together 
with the application requirements.  Updating modifying and understanding the 
boundaries associated with the model are also assisted through this feedback. 
 We include a “model supplement term” when model problems are indicated.  This 
term provides a (bias) correction to the model so that it will better match the 
experimental results and more accurately account for uncertainty.  Presumably, as 
the models continue to develop and are used for future applications, the causes for 
these apparent biases will be identified and the need for this supplementary 
modeling will diminish.  
 We use a response-modeling approach for our predictions that allows for general 
types of prediction and for assessment of prediction uncertainty. 
 
This approach is demonstrated through a case study supporting the assessment of a 
weapons response when subjected to a hydrocarbon fuel fire.  The foam decomposition 
model provides an important element of the response of a weapon system in this 
abnormal thermal environment.  Rigid foam is used to encapsulate critical components in 
the weapon system providing the needed mechanical support as well as thermal isolation.  
Because the foam begins to decompose at temperatures above 250° C, modeling the 
decomposition is critical to assessing a weapons response.  
 
In the validation analysis it is indicated that the model tends to “exaggerate” the effect of 
temperature changes when compared to the experimental results.  The data, however, are 
too few and to restricted in terms of experimental design to make confident statements 
regarding modeling problems.  For illustration, we assume these indications are correct 
and compensate for this apparent bias by constructing a model supplement term for use in 
the model-based predictions.  Several hypothetical prediction problems are created and 
addressed.  Hypothetical problems are used because no guidance was provided 
concerning what was needed for this aspect of the analysis.  The resulting predictions and 
corresponding uncertainty assessment demonstrate the flexibility of this approach. 
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I.  Introduction 
 
The ability to make credible system assessments, predictions and design decisions related 
to engineered systems and other complex phenomenon is key to a successful program for 
systems analysis within the  DOE Complex and elsewhere.  Historically, these 
assessments have been based, to a large extent, on results from physical tests at both the 
component and system level.  Recently, many of these large-scale analyses have turned to 
computational simulation to provide increased support.  The evolution of software 
methodology and of improved computing hardware has advanced the state of simulation 
technology to a point where computational simulation can provide important information 
efficiently for these analyses.  These changes, however, have brought with them new 
challenges in a number of areas including characterization of uncertainty, model 
validation, and to the analysis of computational results.  It is these challenges that have 
motivated the work described in this report.   
 
The Validation Metrics Project (VMP) is one of several projects at Sandia National 
Laboratories supported through the Accelerated Strategic Computing Initiative (ASCI) to 
address these challenges.  The work described in this report was supported through the 
ASCI VMP.  We present the methods used and results obtained in a polyurethane foam 
thermal decomposition case study involving model calibration, model validation and 
model-based prediction.  The primary purpose of the report is to present one view of the 
model validation process and to discuss how it relates to other methods used in the 
current literature of this rapidly developing area of research. 
  
The application selected for this demonstration involves the rate of thermal 
decomposition of polyurethane foam.  In a weapon system, rigid foam is used to 
encapsulate critical components.  The foam provides needed mechanical support, but also 
thermal isolation.  In an abnormal environment, such as a hydrocarbon fuel fire, the rigid 
foam will decompose when the temperature exceeds 250 C and expose critical 
components to the harsh thermal environment.  Historically, based on a single test, 
radiation parameters in weapon models have been “tuned” to reflect the protective effect 
of foam.  More recently experiments were conducted and comparisons with existing 
weapon models discussed in Dobranich and Gill, (1999) have shown that this approach is 
not adequate for predictive models, thus suggesting that physics-based models are needed 
for foam decomposition in an abnormal thermal environment.  Subsequently, a model has 
been under development (Hobbs et al., 2002) and a program has been initiated to validate 
this foam decomposition model. 
 
In this report, we provide details for application of one approach to model validation and 
prediction and discuss several elements of the “philosophy” behind the approach: 
 
 We view the validation process as an activity applying to the use of a specific 
computational model for a specific application.  We do acknowledge, however, 
that an important part of the overall development of a computational simulation 
initiative is the feedback provided to model developers and analysts associated 
with the application. 
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 We utilize information obtained for the calibration of model parameters to 
estimate the parameters and quantify uncertainty in the estimates.  We rely, 
however, on validation data (or data from similar analyses) to measure the 
variability that contributes to the uncertainty in predictions for specific systems or 
units (unit-to-unit variability). 
 We perform statistical analyses and hypothesis tests as a part of the validation 
step to provide feedback to analysts and modelers.  Decisions on how to proceed 
in making model-based predictions are made based on these analyses together 
with the application requirements.  Updating modifying and understanding the 
boundaries associated with the model are also assisted through this feedback. 
 We include a “model supplement term” when model problems are indicated.  This 
term provides a (bias) correction to the model so that it will better match the 
experimental results and more accurately account for uncertainty.  Presumably, as 
the models continue to develop and are used for future applications, the causes for 
these apparent biases will be identified and the need for this supplementary 
modeling will diminish.  
 We use a response-modeling approach for our predictions that allows for general 
types of prediction and for assessment of prediction uncertainty. 
 
The remainder of this report contains eight sections.  In Section II we review some of the 
tasks involved in a computational analysis.   The applications requirements and their 
interactions with the model validation process are also discussed.  Section III describes a 
mathematical framework that can be used to address model validation and model-based 
prediction for this application.  The framework is not as extensive as several alternatives 
(referenced later) that are formulated for more general applications, but appears sufficient 
for our treatment of this case study.  Section IV briefly describes the experiments 
contributing to the application and the data available for the case study.  These data 
include results from two separate sets of experiments involving polyurethane foam -- one 
set is used for calibration of the model parameters, and the second set for model 
validation.  The focus here is on the validation data.  Section V provides a brief 
discussion of the computational models involved.  Details are provided through the 
references.  The next three sections address respectively; calibration, model validation, 
and model-based prediction.  The philosophy behind the approach is described and 
details are presented on the methods used and results obtained.  The report is concluded 
with a summary section.   
 
An appendix is included to provide further details concerning some of the more technical 
parts of the analysis.  Sections are included for:  transformation and propagation of the 
calibration results, the statistical tests involved in model validation and the response 
modeling used in prediction.  There are a number of occasions throughout the report 
where we state a general result that we consider to be an important general assertion or 
conclusion.  These results are underlined. 
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II. The Computational Modeling Process 
 
General 
 
The design and implementation of a flexible and effective model validation and model-
based prediction process is a topic of current research and development in areas of 
(among others) engineering, statistics and mathematics.  Recent literature includes a 
number of papers proposing a common framework for a model validation process and 
introducing techniques for comparing model-predicted responses to experimental data 
and for using the models in further prediction.  Several of these papers are referenced in 
this report.   
 
Validation of a computer model for a given application in defined in the U. S. DOE 
Defense Programs (DOE/DP) ASCI Program Plan (2000) as: 
 
Validation – The process of determining the degree to which a computer 
model is an accurate representation of the real world from the perspective 
of the intended model applications. 
 
This definition suggests two important aspects of model validation.  First, it is 
application-driven and, consequently, closely tied to requirements of a specific 
computational-modeling project.  We discuss validation as a process addressing 
the application requirements.  For this case study analysis, some of the 
requirements and performance criteria used here are hypothetical, because the 
majority of the experimental work reported here was performed for reasons other 
than the case study.  The requirements and performance criteria were selected to 
support this demonstration and discussion of validation methodology.  We make it 
clear where we have used hypothetical requirements. 
 
Second, model validation is a process with a number of interacting, related 
technical tasks.  The process we discuss and illustrate in this report is, perhaps, 
slightly broader in scope than that suggested in the validation definition above, as 
we address these interrelated technical tasks in some detail.  The following 
subsections are included to address the interactions between requirements and 
modeling and the validation and prediction process as well as interactions among 
the individual tasks of the validation process.  Figure 1 gives a diagram of the 
process described here.  It is referenced throughout the discussions of this section. 
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Figure 1.  Simple Diagram of the Model Validation Process and its Interactions. 
 
Interaction with Application Requirements 
 
Model validation is a process that can be viewed as an essential component of performing 
a computational analysis (using a specific code for a specific application).  The 
application requirements dictate what predictive capabilities are needed to address the 
application objectives and how well the code must perform to be useful in the analysis.  
The role of the validation process and specifically of the validation experiments within 
this framework is discussed in detail in Trucano, et al., (2002).  The basic relationships 
are established through Figure 1.2 and the corresponding discussion in that report.  The 
discussion below centers on three aspects of the relationship between application 
requirements and the model validation process:  1) application requirements determine 
the responses of interest; 2) application requirements determine the level of agreement 
needed between computational predictions and experimental results in order to use the 
model for further prediction; and 3) application requirements specify the predictions 
required for the application beyond those used in model validation.  These aspects are 
discussed further in the paragraphs that follow. 
 
A question related to (1) above is: What characteristics of system performance (referred 
to as the “response” in this report) should be evaluated when comparing computational 
and experimental results?  The analysis objectives specified through application 
requirements should provide the guidelines for the selection of these characteristics.  
Most applications will involve a large number of measured responses from both the 
physical experiments and the computational analyses; however, specific functions of 
these responses may focus on the requirements.  For the present case study, foam 
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decomposition front location as a function of time, and thermal profiles as a function of 
location and time, are available from both the computational and experimental analyses.  
However, some of the major concerns related to a weapon in a fire can be addressed by 
knowing that the model accurately predicts the velocity of the foam thermal 
decomposition front.   In this report, we focus on the velocity data.  The lack of specific 
application objectives for this case study provides some freedom of selection.  Our 
justification is that velocity is a representative characteristic of the front location data and 
that the relative simplicity associated with the velocity data permits a more clear 
presentation of the validation issues. 
 
A second aspect of the requirements ((2) above) involves several concepts about which 
there is little consensus in the recent literature.  Several approaches to model-based 
prediction include provisions for “adjusting” model predictions at points (inputs) where 
no experimental results are available.  Kennedy and O’Hagan, (2001) and Bayarre et al., 
(2002) provide recent examples where “model inadequacy”, the apparent bias in the 
predicted response for specified inputs, is modeled using a random function model, 
defined throughout the input space.  This practice of supplemental modeling for the 
predictions based on comparison with experimental results is not a procedure adopted by 
all proposed approaches to model validation.  Some authors suggest testing model results 
against experimental results and then using the unadjusted model for further predictions 
required in the analysis if it performs “well enough” in these tests.  Others suggest 
abandoning the model completely if substantial biases are detected.  We take the first 
“model supplement” approach, where we adjust predictions to accommodate 
discrepancies with experimental data in the appropriate regions of the input space. 
 
A third point of interaction between the application requirements and the validation 
process ((3) above) is more involved with model-based prediction.  The objectives of the 
analysis will often dictate specific predictions required of the model.  These predictions 
are often outside the range of the validation experiments.  We refer to the “prediction 
space” as that subset of the responses corresponding to inputs where predictions will 
ultimately be required.  We refer to the “application” or “validation space” as that subset 
of the responses corresponding to the input space from which the model validation 
experiments were selected.  Each space is a subspace of the input region under 
consideration.  See Trucano et al., (2001), Figure 3 and the related discussion, for further 
description.  Another point concerning the required predictions is that they need not be 
“point” predictions where a predicted response is required for a specified set of inputs.  
Averages over a range of inputs, probabilities associated with specific events such as 
responses exceeding a threshold response (reliability analyses, for instance) or worst-case 
response are examples of more involved prediction requirements.  We address 
hypothetical prediction requirements in Section VIII to demonstrate the flexibility of the 
approach. 
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Interaction with the Model Development Effort 
It was mentioned in the introduction that we view the Computational Initiative at DOE as 
an ongoing, constantly improving process.  Clearly, however, the models will be used in 
systems analyses before they reach the level of accuracy that is ultimately desired (if that 
is ever achieved).  To facilitate the improvement process, we would expect information 
from the statistical tests, performed as a part of the validation effort, to be provided to 
developers.  This information should include limitations and/or boundaries in model 
performance as well as statistical evidence of overall code performance.  In addition, the 
application will provide model parameter information that might be useful in subsequent 
applications of the same model.  This information should be retained by the developers 
and integrated with information form other sources to update the distributional 
assumptions associated with the parameter estimates.  In Figure 1, the feedback arrows 
from the calibration and validation steps to the “Code Data Base” indicate the flow of this 
information.  The distribution of code parameters accumulated from previous 
applications is one of several inputs to the calibration step as indicated by the arrows in 
Figure 1. 
 
Elements of the Computational Modeling & Prediction Process 
 
Relationships involved in the validation process between the roles of (input) variable 
screening and sensitivity analysis, model calibration, model validation, and model-based 
prediction, are discussed in detail in several of the references; see Kennedy and O’Hagan, 
(2001), Bayarrie et al., (2002) and Rutherford, et al. (2003).  We discuss these elements 
of the process briefly below. 
 
Sensitivity Analysis 
 
Variable screening and sensitivity analysis are concerned with focusing the analysis on 
those inputs that have the greatest effect on responses of interest.  Most applications will 
contain a large number of inputs.  Tens or even hundreds of inputs are not unlikely.  At 
present, most analyses are constrained in terms of resources (both experimental and 
computational) and consequently must focus on those inputs that have a relatively large 
effect on the responses of interest for validation purposes.  Variable screening refers to 
the process of eliminating from further consideration those inputs that don’t significantly 
affect the response.  Sensitivity analysis is concerned with estimating the effects of the 
remaining inputs on the response.  In the literature, sensitivity analysis often encompasses 
the screening process.  The polyurethane foam case study includes the inputs: 
temperature, heating orientation and presence or absence of a component embedded in 
the foam.  Because we start with so few inputs, no special screening experiments are 
performed: the validation data are used to assess the variables of interest. 
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Model Calibration 
 
Model calibration involves estimation and statistical modeling of parameters of the 
mathematical model through comparison with experimental results or through other 
sources of relevant information.  The screening, sensitivity and calibration processes are 
likely to utilize information from other applications of the code, but may involve 
application-specific experimentation as well.  For the polyurethane foam case study, 
variable screening and sensitivity analyses were based on the benchmark experiments 
(described later) validation data.  Results of the TGA experiments (also described later) 
were used to calibrate some of the modeling parameters.  Calibration information for the 
remaining parameters was provided through expert judgment. 
 
Model Validation 
 
We treat model validation as the task of comparing model predictions with experimental 
results for the purposes of determining whether or not the code is appropriate for the 
application and determining if a model supplement function might be useful, in 
supporting the code for further predictions.  The approach suggested and used here is to 
test the model for significant deviations from the experimental results, but then use the 
model (with a bias correction, if necessary) unless the results indicate unacceptable 
differences from the measured result (as determined through the application 
requirements).  The purposes in testing the model are to provide feedback to developers 
on code performance and to identify situations (inputs) for which model performance is 
unacceptable or in need of additional model development.  The purpose of proceeding 
with the analysis (using an adjusted model, if necessary) is that many models will predict 
with a bias through a part of  the input space (since they are a simplification of reality), 
but can still be useful in prediction and in providing bounds on the uncertainty in these 
predictions.  The supplemental models can be used to correct apparent model biases.  It 
should be noted that this model supplement is not viewed as a permanent part of the 
modeling process but rather as a temporary adjustment for specific inputs to compensate 
for apparent deficiencies in the model over part of the input region.   In the polyurethane 
foam case study, we find that the model appears to predict high velocities for higher 
temperature results and low velocities for lower temperature results (relative to the 750 C 
responses).  Consequently, a model supplement term is included for further predictions. 
 
Model-Based Prediction 
 
We refer to “model-based prediction” as the task of utilizing the model (after model 
validation is complete) to make further predictions addressing the application 
requirements.  We illustrate this process for this polyurethane foam case study by 
considering four separate hypothetical prediction problems.  The problems are 
hypothetical because no specific application requirements were established for this case 
study.  They were selected to illustrate the capabilities of this approach to model 
validation and model-based prediction. 
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III. Mathematical Framework 
 
General  
 
The recent literature in engineering, statistics, and mathematics provides a number of 
different approaches to generating a mathematical framework that is general enough to 
accommodate the model validation process for a wide range of applications.  For the 
present application, some of the detail required for these more general approaches is not 
needed.  In this section we discuss a framework useful for this case study from both the 
experimental side and the computational side and we develop some of the statistics used 
for model validation and prediction. 
 
Expressions for the Experimental Results 
 
We consider response values for the application that we are attempting to model to be 
given by 
( ) ( )xxx εµ += )(yy                             (1) 
 
where ( )xy  is the response, x represents the input vector of initial and boundary 
conditions, material properties etc, )(xyµ  represents the average response for inputs x 
and ( )xε  models deviations from )(xyµ .  For this analysis, y in the above expression 
represents the velocity of the decomposition front averaged over the range from 1 to 2 
cm. and the inputs x include boundary temperature, heating orientation (experimental 
geometry), and the presence or absence of an internal component.  In cases (like this case 
study) where predictions are for “units” (e.g., different foam cylinders as were tested in 
the benchmark experiments), )(xyµ is appropriately viewed as an expected result in a 
statistical sense where the expectation is taken with respect to the “population” of units 
satisfying the conditions described through x.   
 
The term ( )xε  represents the differences in response from )(xyµ ; ( )xε  is a random term 
with expected value 0 (because of the way )(xyµ  is defined) and unknown variance 
( )x2yσ .  We refer to 2yσ  as the unit-to-unit variance.  If repeated, tests are performed for a 
fixed x, then an estimate can be provided, say ( )x2ˆ yσ .  In this report we do not address the 
issues related to measurement errors but assume that ( )xε  represents actual differences in 
unit response compared to their mean value )(xyµ .  A discussion of the possible effects of 
measurement error in general and specifically for those involved in this case study is 
given in Dowding et al., (2003).  Expression (1) is used here as a statistical model for the 
experimental response. 
 
 
 
 
 18
Expressions for the Computational Predictions 
 
In pursuing this application through computational analysis, our ultimate goal is to utilize 
the computational models and construct related terms (mathematical models), if 
necessary, that can be used in place of expression (1) to make predictions where data 
aren’t available.  Experimental estimates for the terms in expression (1) are available for 
very few values of x .  The important aspects of the modeling effort are that predictions 
can match yµ (x) reasonably well in obtaining the expected results and that they can 
provide a measure of uncertainty in that predicted result that includes the unit-to-unit 
variability (indicted in expression (1)) together with any further uncertainty generated 
through the modeling effort.  A simple expression that we use to accomplish these goals 
is given by: 
 
p(x) = ( ) ( ) ( )xxx em ++ηθ,                                        (2) 
 
where: p(x) indicates a “point” prediction for inputs x, ( )θ,xm  is the model prediction, 
( )xη  is a supplemental mathematical modeling term that may be required if the model 
appears to yield biased predictions for some x and ( )xe  is an estimate for ( )xε .  Each of 
these terms is a random variable for fixed x and a random field when viewed as a 
function of the inputs x.  The three terms on the right are discussed in more detail below. 
Model Specification 
 
Note, that in the model specification, we make a distinction between the inputs x and the 
code parameters θ .  The inputs x appear in both the physical (experimental) and 
modeling expressions ((1) and (2)).  The components of x represent initial and boundary 
conditions or important factors or variables that may affect the responses.  Ranges of 
interest for the inputs x are specified for the application through the application 
requirements.  Code parameters, θ , provide inputs to the simulations only.  The 
parameters of interest here are those that specify unknown quantities essential to the 
physics that are not necessarily calculated or measured, or even necessarily meaningful 
on the experimental side.  These parameters are often modeled using a probability 
distribution.  For these cases, we use the notation ( )θF  for the distribution function and 
( )θf  for the density function.  More detail on the model parameters θ  are given in 
Section VI. 
Model Supplement Function 
 
The model supplementary term ( )xη  and its variance are based on differences between 
experimental and model results in the validation.  In the Model Validation Section, we 
perform statistical tests to see if comparing experimental results to model predictions 
suggests the use of ( )xη .  For the present application we use the transformed differences:  
 
d*(x)  =  ln(y(x )/p(x))         (where ln(.) is the natural logarithm) 
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because the transformed results better satisfy the assumptions of the tests used.  In the 
Model-Based Prediction Section, we use the actual differences:   
 
d(x)    = (y(x) - p(x)) 
 
for constructing the term ( )xη .   
Unit-to-Unit Differences 
 
The unit-to-unit variability captured through ( )xe  (or ( )xε ) is estimated directly from 
comparison of the results from the validation experiments.  For k data values at fixed x  
(say 'x ), we estimate the unit-to-unit (sampling) variability using 
 
( ) ( ) ( )( )∑
=
−
−
=
k
i
iy yyk 1
22 ''
1
1'ˆ xxxσ  
 
where ( ) kiyi ,,1  ,' K=x  are the k responses and ( )x′y is their average.  If it is reasonable 
to assume a constant variance, not dependent on the inputs, we use the notation 2ˆ yσ  
without the argument x.  The estimated uncertainty in the mean response is given by the 
variance ( ) ( ) kyy /ˆˆ 22 xx ′=′ σσ µ .  Note that additional testing using inputs x′will reduce this 
uncertainty. 
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IV. Supporting Experiments and Experimental Results  
 
General 
 
Two sets of experiments were utilized in this case study – The TGA experiments and the 
benchmark experiments.  The TGA data were used for model calibration only.  See 
(Dowding, et. al, 2003) for a description of these experiments and their results.  In this 
section we provide a brief description of the benchmark experiments conducted and used 
for this case study.  We begin with an overview of the experimental design and then give 
details of the experimental setup and procedures. 
 
Experimental Design 
 
Nine experiments, run at ambient pressure that included different configurations, 
orientations, and thermal boundary conditions are given in Table 1, (from Dowding, et. 
al, (2003)).  Table 1 summarizes the experimental design and gives the velocity results. 
 
Table 1.  Experimental Design for the Benchmark  Experiments 
 
Experiment 
No. 
Density 
(lb/ft3) 
Cup Plate 
Temperature 
Orientation of 
Cup Plate Component 
Velocity 
(cm/min) 
      
1 22.7 600 C Bottom None 0.1307 
2 22.7 750 C Bottom None 0.2323 
5 22.7 750 C Bottom Stainless Steel 0.1958 
10 22.7 750 C Top None 0.2110 
11 22.7 750 C Side None 0.2582 
13 22.7 750 C Side None 0.2154 
14 22.7 900 C Bottom None 0.3483 
15 22.7 750 C Bottom Aluminum 0.2755 
16 22.7 1000 C Bottom Stainless Steel 0.5578 
 
The experimental design consists of a base case experiment 750 C/Bottom/None and a 
series of experiments changing one of these “factors” at a time from the base case.  The 
single exception is experiment 16 where both temperature and internal component were 
changed.  Replicated experiments, 11 and 13, were performed at conditions 750 
C/Side/None. 
 
Experimental Setup 
 
A schematic diagram of the experimental setup is shown in Figure 2.  All the experiments 
included a polyurethane foam cylinder partially contained in a thin walled stainless steel 
sample cup.  The foam cylinder was 8.8 cm in diameter and 14.6 cm long.  The stainless 
steel cup consisted of a 0.5 mm thick walled cylinder 7.3 cm long with a 6 mm thick disk 
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press fit at one end.  The inside diameter was closely matched to the foam cylinder.  For 
some of the experiments, a solid stainless steel cylinder or hollow aluminum cylinder was 
embedded within the polyurethane foam to simulate a protected component.  Heating of 
the foam was accomplished with an array of heat lamps.  The relatively thick cup base 
resulted in uniform heating of the foam.  Thermocouple measurements provide the 
temperature at boundaries, which are needed for the model heat transfer calculations. 
  
 
             
Figure 2. Schematic diagram of foam heating apparatus in “top” configuration (Hobbs et. al, 2002). 
The approximate locations of the vent holes and the thermocouples are shown in Figure 
3.  Representative time history traces of temperature are also shown.  The top three 
curves labeled ‘0’ are for the 6 mm stainless steel plate (cup base).  The remaining six 
traces are the sidewall plate temperatures for the 600 C experiment. 
 
                 
 
Figure 3.  Representative temperature history used as boundary conditions in the model results. 
Vent holes and thermocouple locations are also shown. (Hobbs et al., 2002). 
 
In addition to the temperature measurements made using the thermocouples shown in 
Figure 3, X-rays were used to track the front location of the decomposing polyurethane.  
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An example of the X-ray images from experiment number 2 is shown in Figure 4.  The 
images show that the front has receded 1.1, 2.4 and 4.0 cm.  
 
Figure 4.   X-ray images of front location of decomposing foam front.  Model results are overlaid on the 
X-ray (Hobbs et al., 2002). 
 
For validation purposes, a quantitative comparison of the experimental results with the 
model prediction is needed.  To obtain quantitative information the X-ray images were 
digitized and the location of the decomposing front was tracked.  Distance from the 
heated plate to the front provides a quantitative measure of the experiment that can be 
extracted from the X-ray.  Front location as a function of time data taken from time-
resolved images are shown in Figure 5.  Velocity data, listed in the last column of Table 
1, are calculated using the time that it takes the front location to travel from 1 cm to 2 cm. 
 
 
Figure 5.    Validation data from the benchmark experiments. 
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V. Computational Models 
 
General 
 
In this section we provide a brief description of the computational code used for this case 
study and the parameters used in association with it.  We begin by describing how and 
why the COYOTE code was selected and then give details of the model setup and 
parameters used. 
 
Computational Code 
 
Model results for the benchmark experiments come from the thermal analysis code 
COYOTE, Gartling, et al., (1994).  Although the intent of this study was to validate the 
application of Calore, and all verification has addressed Calore, Bova et al. (2002) not all 
modeling capabilities had been implement in Calore with sufficient time to meet our 
schedule.  Applying COYOTE in the validation study is relevant to understanding the 
accuracy of Calore because we are validating the mathematical models and algorithms 
that are executed when applying the code to the specified application.  Since the 
mathematical model and algorithms in COYOTE are essentially identical to those in 
Calore, assessing the accuracy of COYOTE is indicative of the accuracy of Calore (for 
this application). 
 
Computational Setup and Model Parameters 
 
The mesh used in the model for the benchmark experiments is shown in Figure 6.  Radial 
symmetry is assumed.  The model has at least four material regions: reactive foam, non-
reactive foam, 304 stainless steel heated plate, and 321 stainless can.  In some cases a 
fifth material region, either 304 stainless steel or 6061 aluminum, is added when an 
internal component is included (a stainless steel slug is shown in Figure 6).  The reactive 
foam will have chemical reactions (if temperature is sufficiently high), while the non-
reactive foam will not have chemical reactions.  Defining a block as non-reactive foam 
saves computations by not having to solve the chemical equations over the region that we 
know (from experimental data) will not reach temperatures to sustain chemical reaction.  
The thermophysical properties are the same for reactive and non-reactive foam.  
 
Boundary conditions for the model are taken from the experimental measurements 
(Figure 3).  A thermocouple located within the heated plate provides the transient 
temperature imposed as a boundary condition along the heated surface, Tp(t).  
Thermocouples along the outer surface of the can are use to impose the transient 
temperature along the outer surface of the can, Tc(x,t).  Elements that are located between   
thermocouple locations are assigned values through interpolation. 
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Figure 6.   Mesh for benchmark model results. 
 
The mathematical model is coupled thermal diffusion, chemical kinetics, and enclosure 
radiation (after the reactive foam has decomposed and opens a void between the heated 
plate and surface of the foam); see Dowding et. al. (2003) for a complete description of 
the mathematical model.  We use model parameters (the θ)  for chemical kinetics, (foam) 
decomposition and radiation parameters.  Values for these parameters are listed in Tables 
2 through 5.  Activation energies for the foam, estimated from the TGA experiments, are 
provided in Table 2.  Additional parameters are needed for the foam: initial bond 
population, density, heat of reaction, emissivity, degree of monomer and element death.  
These are given in Table 3.  Thermophysical properties of the foam, up to 523 K (onset 
of decomposition) are listed in Table 4; beyond this temperature, values are obtained 
through extrapolation.  All grades of stainless steel use the thermophysical properties 
listed in Table 5.  The parameter values listed in Tables 1 through 5 give the parameter 
estimates.  Twenty five of these (those in Tables 2 and 3) were assigned probability 
distributions.  Details are given in Section V1. 
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Table 2.  Estimated Activation Energies 
 
Parameters Mean Variance
   
E1 (activation energy) 50209 (238.8)2 
E2 50567 (199.0)2 
E3 49374 (107.3)2 
E4 50408 (151.6)2 
E5 49985 (131.0)2 
E6 49508 (211.0)2 
E7 50397 (78.36)2 
E8 49276 (110.3)2 
E9 51513 (127.6)2 
E10 49791 (132.7)2 
E11 50195 (141.4)2 
E12 50147 (269.8)2 
E13 50201 (137.8)2 
E14 51081 (209.3)2 
E15 49608 (168.6)2 
E16 49730 (79.01)2 
E_dist (distribution parameter) 3521.4 (16.35)2 
 
 
Table 3.  Model Parameters* 
 
Parameters Mean Variance
   
 initial temp 300 (3)2 
initial bond population (l0) 0.78 (0.05)2 
Density (ρ) 0.364 (0.0364)2
specific heat (c) 1 (0.1)2 
heat of reaction (hr) 20.6 (2.06)2 
Emissivity (ε) 0.8 (0.05)2 
σ+1 2.8 (.28)2 
death criteria (ke) 0.036 (.0069)2 
* Thermal conductivity is not included in this list because it was used as a discretization bias corrector 
(Hobbs et al., 2002). For an idea of the relative importance of thermal conductivity see Hobbs, et al. 
(1999). 
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Table 4.  Thermal Properties of Polyurethane Foam 
 
Temperature Thermal Cond Specific Heat 
K cal/sec-cm-K cal/g-K 
   
100 1.4 E-04 0.303 
296 1.4 E-04 0.303 
323 1.5 E-04 0.324 
373 1.6 E-04 0.358 
423 1.8 E-04 0.440 
473 2.0 E-04 0.475 
523 2.2 E-04 0.526 
3500 1.3 E-03 0.526 
 
 
 
Table 5.  Thermal Properties of Stainless Steel 
 
Temperature Thermal Cond Temperature Specific Heat 
K cal/sec-cm-K K cal/g-K 
    
50 0.0300 50 0.096 
200 0.0300 200 0.096 
300 0.0325 300 0.114 
400 0.0375 400 0.123 
600 0.0450 600 0.133 
750 0.0500 800 0.139 
1100 0.0625 1000 0.146 
2000 0.0900 1300 0.153 
  3400 0.153 
 
 
Given the physical parameters and boundary conditions, the computer model calculates 
the mass fraction (in the reactive foam block) and temperature as a function of location 
and time.  A quantitative measure for comparison with experiment is the location of the 
decomposing front.  The front is signified by the region where the solid fraction 
transitions from 1 (no decomposition) to 0 (fully decomposed). The location of the 0.5 
solid fraction is plotted in Figure 7 for the model results corresponding to experiments 
with steady boundary temperatures, Tp, of 600 C, 750 C, and 900 C.  
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Figure 7.   Model results for location of 0.5 solid fractions 
 
Table 6 provides the model predictions for the validation data corresponding to the 
experimental results given in Table 1. 
 
Table 6.  Model results for Foam-in-can experiments 
 
Experiment 
No. 
Density 
(lb/ft3) 
Cup Plate 
Temperature 
Orientation of 
Cup Plate Component 
Velocity 
(cm/min) 
      
1 22.7 600 C Bottom None 0.0913 
2 22.7 750 C Bottom None 0.2457 
5 22.7 750 C Bottom Stainless Steel 
0.2840 
10 22.7 750 C Top None 0.2343 
11 22.7 750 C Side None 0.2620 
13 22.7 750 C Side None 0.2279 
14 22.7 900 C Bottom None 0.4498 
15 22.7 750 C Bottom Aluminum 0.2840 
16 22.7 1000 C Bottom Stainless Steel 
0.7698 
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VI. Model Calibration 
 
General Approach 
Model calibration involves the characterization of model parameters through estimation 
of an associated probability distribution.  Values for parameters of the distributions were 
based on historical data (data from experimentation related to previous applications of the 
codes) and/or from calibration experimental data and expert opinion acquired for the 
present application.  Twenty five parameters (those listed in Tables 2 and 3) were 
characterized in this fashion.  Variability (or the impact of variability) in the remaining 
parameters ( Tables 4, 5 and 6) was thought to be negligible by comparison.  For this case 
study, we use results from the TGA experiments as calibration data for seventeen of the 
twenty five model parameters and rely on expert opinion for the remaining eight.  There 
are a number of different methods for treatment of calibration data in the literature 
ranging from using only the estimated mean parameter value, to building all application-
specific uncertainties into the characterization of the parameter distributions.  A wide 
range for treatment of this aspect of the computational modeling process is illustrated in 
other analyses for this case study, see Easterling, (2002), and Hill et al., (2003).  For a 
review of statistical methods used for calibration problems in general, see Campbell 
(2002). 
 
The approach taken here is to utilize calibration information (including uncertainty 
estimates) concerning the expected value of the parameters, θˆ .  We compute separately 
the unit-to-unit variability using the  application-specific validation (benchmark) data.  
Consequently, when we perform the statistical analyses required in model validation, we 
are comparing experimental results to uncertain model predictions for the expected 
result, ( )[ ]θθ ,xmE .  When we use the model for prediction, we start with an uncertain 
prediction and make uncertainty inferences based on the model uncertainty combined 
with other sources of variability estimated using the validation experiments.  Our 
philosophy is to utilize all the calibration information we have about the model parameter 
predictions, but not to attempt the more difficult task of trying to infer how uncertainties 
and variabilities from other experiments “translate” to unit-to-unit variability for the 
present application.  This approach is illustrated below for the polyurethane foam thermal 
decomposition case study. 
 
Model Calibration for the Polyurethane Foam Decomposition Application – The 
Estimated Distribution of θ . 
 
A first step in the process of calibrating model parameters involves fitting mathematical 
models using the calibration data.  In our case, the models of interest are probability 
distributions for the expected values of these parameters.  It is the expected value we 
wish to model using the calibration data because the test units in the TGA experiments 
are of entirely different size than those of interest in the application.  As mentioned 
earlier, we try to estimate the unit-to-unit variation through the validation data instead. 
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For the present case study, some elements of θ  are “fitted values” from 18 TGA 
experiments.  The activation energies are parameters computed through an optimization 
process, fitting curves to the experimental results from the TGA experiments.  The fitted 
values are used to estimate mean values for seventeen of the twenty-five model 
parameters used in the benchmark validation analysis.  A further explanation of those 
experiments is given in Hobbs et al., (2002) and Dowding et al., (2003).  The estimated 
variance-covariance matrix for the seventeen parameters Σθ is given in Dowding et al., 
(2003).  We are interested in that matrix divided by 18 as the mean result θˆ  was 
estimated using 18 tests in the TGA experiments.   
 
Next we extend Σθ to include variances for the remaining 8 parameters as provided by 
Hobbs et al., (2002).  These parameters are assumed to be independent of each other and 
of the calibrated parameters.  The estimated values for these parameters were provided to 
include variation among units.  Our goal is only to capture variability in the expected 
(average) parameter values. There is no direct way to convert our information into an 
estimate for uncertainty related to the expected value of these parameters.  To use the 
values provided would inflate the estimated modeling uncertainty.  To continue with the 
analysis we have somewhat arbitrarily reduced these estimates by the same factor as the 
TGA data (variance/18).  We emphasize the point that when expert judgment is being 
utilized, it is important to solicit estimates that are consistent with their intended use.  
This mean parameter estimate and the associated estimate of the covariance structure of 
the mean are listed in the appendix. 
 
Model Calibration for the Polyurethane Foam Decomposition Application – Propagation 
of Model Uncertainty 
 
A second step in the calibration process mathematical modeling for the response based on 
the estimated uncertainty distribution for θˆ .  This propagation of uncertainty can be 
accomplished in a number of ways, including the following. 
 
• For each x of interest, randomly sample, iθ  from the distribution ( )θF  of the 
parameters and run the code ( )im θ,x .  Repeat the process until the distribution 
of the response can be approximated with the desired accuracy. 
• Estimate the change in response for a change in θ  (from the mean value θˆ ) for 
each x of interest.  These derivatives can be used to replace the actual running 
of the code (above) by using ( ) ( )θθθ
θ
ˆ,ˆ xm
d
dy
+−′  to get the approximate 
response for each element of the randomly generated set of parameter values 
θ . 
• Use the derivatives mentioned above to obtain a first order approximation to the 
covariance structure of the responses.  If it is reasonable to use a specific 
distribution for the response, then the covariance structure of the responses 
can be used in the estimation of distributional parameters. 
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More detail concerning these alternative approaches is provided in Hill, et al., (2003), and 
Dowding et al., (2003).  These references provide a description of the process for 
estimating the “sensitivity” of the foam decomposition front location to the calibration 
parameters (as a function of time t and temperature T).  In the appendix, we extend this 
approach to determine the covariance structure of velocity predictions made at different 
temperatures.  Let ( )Tt
d
dl ,
θ
 represent the derivative of front location as a function of the 
model parameters at time t and temperature T.  These derivatives were approximated by 
running the code at points .01 θˆ  on either side ofθˆ .  They are available for temperatures 
600°, 750°, and 900° only.  We have described the first order approximations for 
computing the velocity covariance structure, in detail, in the appendix.   Using these first 
order approximations, we obtain the mean vector, covariance matrix and correlation 
matrix for velocities: 
 
 [0.091    0.256    0.450] ,        
0.000100.000120.00047
0.000120.000040.00006
0.000470.000060.00048








,   and .  
1.61.68
.61140.
68.40.1
   








 
 
This mean vector and covariance structure apply to the expected response at the specified 
temperatures.  The rows (and columns) of the matrices correspond to the three different 
temperatures.  Note that there is substantial correlation between results at different 
temperatures, as we would expect.   The other components of the input vector x (factors) 
are absence of the internal component and bottom heating orientation.  These were the 
conditions for the units evaluated for derivatives.  We show in the next section that these 
factors are not determined to be influential in the analysis.  These parameters and 
transformations of them determined through the calibration process, are used in the next 
section for construction of test statistics and in the section on model-based prediction for 
predictions and the estimation of prediction uncertainty. 
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VII. Model Validation 
 
General Approach 
 
Model validation involves an assessment of the model based on comparison of the model 
predictions with the experimental data.  The results of a model validation analysis are 
critical in providing direction for proceeding with the computational analysis.  They are 
also important in providing feedback to model developers as indicated in Figure 1.  We 
speak of validation of a model for a specific application.  The question here is whether or 
not the codes can perform adequately for the application – a question that relies on the 
application requirements as well as comparison of responses to predictions for an answer.   
A number of outcomes are possible from this validation exercise.  Boundaries between 
these outcomes, however, are not usually clear, and decisions on how to proceed are 
required on an application-by-application basis.  Possible outcomes include: 
 
• It is possible that data indicate the code is not capable of supporting the 
application. 
• It is possible that data indicate the code can be used for the application but 
that supplementary modeling is needed to adjust model predictions in specific 
regions of the input space. 
• It is possible that the data indicate no problem with using the model for the 
application. 
 
When comparing model predictions to experimental results, the questions arise:  What 
“pattern” of differences are we looking for? or  In what way might we expect the two sets 
of responses to differ?  There are some fairly obvious answers and some more difficult 
answers.  We might look for: 
 
a. a general lack of predictive capability for the model; 
b. an overall bias in model predictions; 
c. model biases that emerge with increasing or decreasing levels of specific 
inputs; 
d. problems where the model scales one or more of the inputs incorrectly; 
e. specific regions of the input space that are beyond the boundaries of the 
codes’ applicability;      and 
f. other, application specific comparisons. 
 
Testing for a lack of predictive power (a) can be addressed by comparing the variability 
in residuals (differences between experimental responses and model predictions) to 
variability in the experimental data alone.  Similar variances indicate a lack of predictive 
capability in the code.  The overall bias test (b) involves a test to see if mean differences 
between experimental and computational responses are significant.  The input level and 
scaling biases (c) and (d) can often be identified through regression analysis or by 
looking for trends in the residuals.  Looking for problematic regions in the input space (e) 
might be accomplished graphically or by using a “cluster” test statistic such as that 
discussed in Rutherford et al., (2003).  Easterling, (2002) gives an example, for this case 
study, of an application-specific comparison (f). 
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The order indicated above is not necessarily the most efficient way for the statistical 
testing to proceed.  In many cases it is desirable to look first for the more specific trends 
and/or effects, followed by (if appropriate and necessary) the more general hypothesis 
tests.  It is important to note that there are a number of ways the model might fail to 
achieve its desired objectives.  Testing to identify these problems should be performed in 
a systematic manner. 
 
Model Validation for the Polyurethane Foam Decomposition Application – Statistical 
Testing 
 
In this subsection, we outline the statistical testing performed in support of the foam 
decomposition analysis.  Below is an outline of analyses and testing.  Some discussion is 
provided in the paragraphs that follow with further detail deferred to the appendix.  We: 
 
• discuss appropriate variables for the statistical tests; 
• discuss the predictive capability of the model; 
• examine the possibility that heating orientation and presence/absence of a 
physical component affect velocities;  
• test for a trend in the differences as a function of temperature T. 
 
One other general issue regarding statistical testing relates to evaluating the test statistics.  
In the general hypothesis test setting, a test statistic is computed based on the data.  The 
value of the statistic can be associated with a p-value that (in some sense) provides a 
standard way of reporting the results of the test.  The p-value (see Bickel and Doksum 
(1977) for example)  (typically) gives the probability (under the hypothesis being tested) 
of obtaining a test statistic value as high or higher in magnitude then the value achieved.  
Consequently, low p-values indicate an unlikely event casting doubt on the hypothesis.  
In the subsections below, we use p-values to indicate whether or not the statistical test 
provides significant evidence of discrepancies between experimental and computational 
results.  One troubling aspect of hypothesis testing in these validation situations is that 
inadequate experimentation, either through poor experimental design or through too few 
tests performed, leads to less information and consequently to more difficulty in 
demonstrating evidence in the case where there really is a problem.  It must be taken into 
account that limitations in experimentation lead to limits in our ability to identify 
problems even when they are quite substantial.  A high p-value may be the result of  
insufficient information with which to make decisions reather than an indication of 
acceptable model performance. 
 
Determining Appropriate Test Statistics 
 
Following Easterling (2002) and Dowding et al. (2003), the statistical tests summarized 
here are performed using “log errors”, computed as 
 
d*  =  ln(exp.  result/prediction) or equivalently  d*  = ln(exp.  result) - ln(prediction) 
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where ln(.) is the natural logarithm.  Logarithms were selected to help satisfy the 
assumptions of the statistical tests.  Similar analyses indicate that it is quite common that 
the magnitude of the unit-to-unit differences is, on average, proportional to the mean 
response.   Under this transformation and assumptions, the statistical testing and 
modeling effort is simplified substantially because the distribution of differences is 
assumed to be independent of temperature (an input that clearly affects the response (see 
Figure 8)). 
Examining the Predictive Capability of the Model 
 
The transformed responses and prediction are plotted as a function of temperature in 
Figure 8.  
 
 
Figure 8.  Plot of Natural Logarithms of the Velocity Data. 
 
It is clear from Figure 8 that the model predictions display substantial predictive 
capability.  The variability among differences is less than then the variability among 
experimental results alone.   Whether or not these predictions are ‘close enough” or 
whether another modeling approach might do better are decisions to be made based on 
the application requirements and alternative models.  For this case study we have no 
guidance on this issue. 
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Examining the Possibility of Heating Orientation or Internal Component Effects 
 
We mentioned earlier that the experimental design for the validation experiments 
included test units that differed because of the presence or absence of an internal 
component or the experimental setups differed because of a different heating orientation.   
These measured responses were compared with the base case response (750 
C/Bottom/None) to see if these “factors” had an effect on the response.  The temperature 
effect is examined in the next subsection.  The question of an internal component effect is 
not examined here because it is not likely that the component would be influential at the 
locations 1 or 2 centimeters into the cylinder where data were extracted to calculate the 
velocities.  The internal components may indeed affect other performance criteria. 
 
Heating orientation was not altered for the model predictions.  The only difference in the 
model calculations at 750 C (except for the internal component) was the boundary 
conditions associated with the thermal measurements conducted in the experiments and 
input into the model calculations.  To examine the possibility of a heating orientation 
effect we perform an analysis of variance (ANOVA) using the log difference, d*, results.  
The ANOVA table is included in the appendix.  The p-value associated with these tests is 
.74 not indicating an effect associated with heating orientation.  
Testing for a Linear Trend with Temperature 
 
It is often the case that the statistical tests can be performed using theory associated with 
the general linear model.  For the present case study, all tests are performed using this 
theory (see, for example, Graybill (1976)).  Testing for a linear relationship between the 
log-differences and temperature was performed using a regression model that 
accommodates correlated data – the log-differences are correlated because model 
predictions are correlated at the three temperatures.  We compute the appropriate 
covariance matrix using the model variability results of the previous subsection together 
with estimates of unit-to-unit variability based on the experimental results at 750 C.   
 
The analysis of variance table is given in the appendix.  The p-values associated with a 
linear coefficient is .12, indicating that there is a good chance of a significant linear trend 
in log-differences with temperature.  We often use .05 or .1 as a “cut-off” for declaring 
significant differences in statistical tests.  In the present situation, with so limited data, 
the p-value .12 is likely to indicate a quite substantial trend.  It should be noted again that 
a lack of data or a poorly designed experiments generally reduces the chances of a low p-
values making more difficult the recognition of model problems even when they are quite 
substantial.  Every effort should be put forth to obtain meaningful data to validate the 
model.  
 
Because of this likely deficiency in the model predictions and for illustration of the 
methodology for compensating for model biases we have included a model supplement 
term as discussed next.  Our only justifiable statement about model validation through 
validation experiments is a “rough inference” because of the lack of data and design of 
the experiment.  It appears that the model predictions tend to exaggerate the temperature 
effect for temperatures on either side of 750 C. 
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Construction of the Model Supplement Term 
In this subsection, we describe the approach taken here for construction of the model 
supplement term ( )xη  in expression (2).  The apparent trend in differences between 
computational and experimental velocities as a function of temperature suggests that 
inclusion of this term will lead to better agreement with the experimental data and 
perhaps more accurate predictions.  The challenges are to construct ( )xη  so that, together 
with ( )θ,xm , they will yield unbiased predictions and to accurately assess the additional 
uncertainty introduced through inclusion of ( )xη . 
 
A model supplement term has been used in the validation literature in both Kennedy and 
O’Hagan, (2001) and Bayarri et al., (2002).  The methodology used in these papers for a 
Bayesian approach to building random function models, however, dates back to Carren et 
al., (1993), and other references provided in Kennedy and O’Hagan (2001). 
 
The approach taken here is referred to as the “response-modeling approach,” see 
Rutherford (1999).  It is used for this case study because of the flexibility it provides in 
assessing performance characteristics associated with the velocities.  The reliability 
prediction discussed in the next section gives a demonstration of the general applicability 
of the approach. A brief summary of response modeling is included in the appendix. 
 
Figure 9 illustrates the response model for this application.  The “realizations” or curves 
indicate “likely” values of the differences (not log differences – they were used only for 
the statistical tests) between experimental velocities and model predictions.  Differences 
between realizations indicate the uncertainty associated with this component of the 
predictive models (see expression (2)).  Some of the difficulties associated with this 
approach to building a model supplement component are also addressed as the final topic 
in the appendix. 
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Figure 9.   Realizations for the Response Model of Differences Between Experimental Results and 
Model Predictions.    
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VIII. Model-Based Prediction 
 
General Approach 
 
Model-based prediction involves utilizing the code and possibly supplemental modeling 
to make predictions.  The predictions may be point predictions – individual responses at 
points (in the input space) where validation data are not available or more general 
predictions involving functions of multiple input points or some region of the input space.  
The model supplement term is used to adjust predictions in regions of the input space 
where the model validation results indicate prediction biases.  As the code development 
effort evolves, the need for this additional modeling should diminish.   
 
For the present case study, no specific prediction requirements were specified.  For 
illustration, we consider hypothetical prediction requirements:   
 
1) Interpolation – prediction of the response at temperature T=850 C 
2) (Minor) Extrapolation – prediction of the response at T=1100 C 
3) Averaging – prediction of the average response assuming equally likely 
temperature values in the application. 
4) Reliability – we (arbitrarily) select a threshold velocity, assume that velocities 
exceeding this threshold created a possible “failure” situation and estimate 
reliability, assuming again equally likely temperature values. 
 
These problems are addressed in the last four subsections of this section.  Details 
concerning the predictive models are given below. 
 
The predictions and part of the related uncertainty are based on the modeling terms 
described in the previous section.  For prediction at point x ′′ ,  
 
( )[ ] ( ) ( )∫ ′′=′′ θθθθθ dfmmE ,, xx . 
 
When it is determined the model is not performing adequately, the model supplement 
term ( )x ′′η  is required.  The predictions are adjusted by the quantity ( )xη    
 
( )[ ] ( )xx ′′+′′ ηθθ ,mE . 
 
Uncertainty for the “adequate-model” prediction would be calculated using the variance 
 
( )[ ] ( ) ( )[ ]( ) ( )∫ ′′−′′=′′ θθθθθ θθ dfmEmmVar 2,,, xxx . 
 
When a model supplement term is included, its uncertainty is accounted for through the 
variance estimate  
 
( )[ ] ( )( )'','' xx ηθθ VarmVar +   
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where variance in ( )x ′′η  is captured through the response modeling process described 
earlier and in the appendix.   
 
When ( )θ,xm  and ( )xη  are combined, the resulting distribution characterizes uncertainty 
in the predicted mean of the response.  Variability in the unit-to-unit response is captured 
through the term ( )xie . 
 
Combining the Uncertainties 
 
The three sources of uncertainty for the components of expression (2) (repeated below) 
are given in Figure 10.   
 
p(x) = ( ) ( ) ( )xxx em ++ηθ,                                        (2) 
 
The first figure in Figure 10 relates to uncertainty in ( )θ,xm  at temperatures 600 C, 750 
C and 900 C.  The bounds shown 80% (green) and 90% (blue) are constructed assuming 
a normal distribution for model uncertainty.  The second figure is computed from the 
ensemble of supplemental responses representing the term ( )xη  as described in the 
previous section.  The green and blue bounds are again 80% and 90% bounds 
constructed, in this case, by indicating the region containing that portion of the 
realizations.  The third plot addresses unit-to-unit response variability estimated using the 
experimental data at 750 C and assuming constant variance, normally distributed ln(ei) 
and consequently a lognormal distribution of unit-to-unit responses.  Note that the 
uncertainty (or variability) characterized for the three terms is quite similar in magnitude 
(the velocity scale covers a range of .9 cm/min in each plot). 
 
 
Figure 10.  Sources of Uncertainty in Model Predictions. 
 
Uncertainty for the three sources is combined and illustrated in Figure 11.  Realizations 
displaying uncertainties indicated in the first and third plot in Figure 10 ( but centered at 
zero) are generated under the assumptions given above.  These realizations are then 
combined with those in the second figure and added to the model-predicted response.   
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Figure 11.  Velocity Predictions, 80% (green), and 90% (blue) Bounds.  The model predictions are the 
light blue stars; the data are the red stars and the data averages at each temperature are indicated by the 
black triangles.  
 
The bounds in Figure 11 are to be interpreted pointwise as bounds on point predictions.  
There is substantial correlation among predictions and consequently, coverage 
probabilities over the entire range of temperatures may be fairly accurate on average 
(over repeated analyses) but are quite variable and are likely to appear inaccurate in 
coverage probability over any interval range of temperature.  We now proceed to the 
specific predictions described earlier. 
 
Bounds at 850 C 
 
Bounds for our first two prediction problems can be determined directly from the plot in 
Figure 11.  At 850 C, the histogram plotted in Figure 12 indicates realization values at 
T=850 C.  In general, the histogram could be replaced with a probability density estimate 
and the desired probabilities could be estimated.  The 90% prediction bounds indicated in 
Figure 12 are obtained by taking the appropriate percentiles.  The interpretation of the 
interval [.28 , .45 ] is that approximately 90% (on average) of the units tested at 850 C 
will have velocities falling within this interval. 
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Figure 12.  Histogram Indicating Predictions and Prediction Uncertainty at T=850 C.  
 
Bounds at 1050 C 
 
At 1050 C, the histogram is plotted in Figure 13.  The 90% prediction bounds are 
computed as they were for the previous problem and the interpretation is similar.  Note 
that the bounds at T=1050 C are substantially wider than those at 850 C.  The primary 
reason for this is that there is less information at higher temperatures to “pin down” the 
estimate and related uncertainty. 
 
 
 
Figure 13.  Histogram Indicating Predictions and Prediction Uncertainty at T=1050 C.  
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Bounds on the Average Velocity 
 
The histogram of results for average velocity is shown in Figure 14.  Averages are 
computed for each realization in the ensemble.  The computation is made assuming 
probabilities for the actual fire temperatures are uniformly distributed between 600 C and 
1050 C.  Other assumptions regarding the distribution of temperatures in ‘likely’ fire 
scenarios could be easily accommodated.   
 
 
Figure 14.  Histogram Indicating Predictions and Prediction Uncertainty for Average Velocity.  
Bounds on Reliability 
 
For this final prediction problem, we assume that velocities above .95 cm/min would lead 
to “failure”.  Failure probabilities are then computed over each realization.  The 
histogram of reliability results is plotted in Figure 15. 
 
 
Figure 15.  Histogram Indicating Predictions and Prediction Uncertainty for the Hypothetical 
Reliability Prediction. 
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IX. Summary 
 
In this report we have provided a fairly detailed account of one approach to model 
validation and its application to a polyurethane thermal foam decomposition case study.  
We discussed several elements of the “philosophy” behind the approach.  
 
In the analysis it is determined that the model predictions may tend to “exaggerate” the 
effect of temperature changes when compared to the experimental results.  To 
compensate for this, a model supplement term was constructed and used in the remainder 
of the analysis.  Several hypothetical prediction problems were addressed.  Hypothetical 
problems are used because no guidance was provided on this aspect of the case study.  
The resulting predictions and corresponding uncertainty assessment demonstrate the 
flexibility of the approach. 
 
A number of decisions regarding objectives and assumptions were made for this 
presentation.  In some cases these decisions were made in order to illustrate methodology 
for the purpose of demonstration for future validation applications.  There were no 
definitive results given here regarding the use of the COYOTE model for this application.  
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Appendix 
 
Overview 
This appendix provides technical details for several of the statistical tests and procedures 
used in this case study analysis.  Sections of the appendix are ordered as they are 
referenced in the text.  Separate sections are included for: 
 
Calibration – Propagation of uncertainty in model parameters to velocity predictions; 
Model Validation – Analysis of variance results for significance tests for inputs in the 
benchmark data analysis; and 
Model-based Prediction – Overview of response modeling and performance issues. 
 
 
Estimating the Variance-Covariance Structure for Velocities Using the TGA Data 
The model parameter values established primarily through the TGA experimental data 
are given by: 
 
θ = [50209 50567 49374 50408 49985 49508 50397 49276 51513 49791 50195 50147 50201 51081           
 
49608 49730 3521.4 300 0.78 0.364 1 20.6 0.8 2.8 0.036] 
 
The variance-covariance matrix Σθ, is listed below.  The matrix is given in two sections 
corresponding to parameters 1-17 and 18-25.  The diagonal values in the second section 
of the matrix, rows and columns 18-25, were provided through expert judgment as 
described in Section VI.  These variance values were (somewhat arbitrarily) divided by 
18, as were the TGA results (the TGA results were based on 18 experiments).  Alteration 
of the expert-provided values was considered necessary because the estimates were 
provided to include unit-to-unit variability (see Hobbs et al., (2003)).  Sections of the 
matrix not shown are zeros..
 
52
Th
ei
r v
ar
ia
nc
e-
co
va
ria
nc
e 
m
at
rix
 is
 g
iv
en
 b
y:
   
   
   
   
 Σ
θ 
= 
 fo
r t
he
 fi
rs
t s
ev
en
te
en
 p
ar
am
et
er
s a
nd
 th
e 
un
co
rr
el
at
ed
 d
ia
go
na
l m
at
rix
 b
el
ow
 fo
r t
he
 re
m
ai
ni
ng
 e
ig
ht
 p
ar
am
et
er
s. 
 5
.0
0E
-0
1 
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
 0
.0
0E
+0
0
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
 1
.3
9E
-0
4 
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
 0
.0
0E
+0
0 
7.
22
E-
05
 0
.0
0E
+0
0 
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
 
5.
56
E-
04
 0
.0
0E
+0
0
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
 0
.0
0E
+0
0 
2.
33
E-
01
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
1.
39
E-
04
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
0.
00
E+
00
4.
33
E-
03
0.
00
E+
00
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
 0
.0
0E
+0
0 
0.
00
E+
00
0.
00
E+
00
0.
00
E+
00
2.
67
E-
06
3.
2E
+0
3 
1.
9E
+0
3 
-1
.1
E+
03
 
1.
6E
+0
3 
7.
2E
+0
2
-8
.3
E+
00
6.
7E
+0
2
-9
.6
E+
02
-6
.3
E+
02
1.
5E
+0
3
-1
.6
E+
03
 
1.
3E
+0
3
-1
.5
E+
03
2.
4E
+0
3
2.
1E
+0
3
8.
0E
+0
1
-5
.1
E+
01
1.
9E
+0
3 
2.
2E
+0
3 
-1
.0
E+
03
 
1.
6E
+0
3 
1.
1E
+0
3
-8
.3
E+
02
7.
1E
+0
2
-1
.1
E+
03
-1
.2
E+
03
1.
2E
+0
3
-9
.3
E+
02
 
2.
0E
+0
3
-1
.3
E+
03
1.
7E
+0
3
1.
2E
+0
3
3.
0E
+0
2
-6
.2
E+
01
-1
.1
E+
03
 -
1.
0E
+0
3 
6.
4E
+0
2 
-8
.2
E+
02
 -
5.
4E
+0
2
-1
.9
E+
02
-2
.2
E+
02
3.
8E
+0
2
6.
1E
+0
2
-7
.4
E+
02
7.
4E
+0
2 
-7
.4
E+
02
7.
7E
+0
2
-1
.1
E+
03
-7
.6
E+
02
3.
8E
+0
1
2.
3E
+0
1
1.
6E
+0
3 
1.
6E
+0
3 
-8
.2
E+
02
 
1.
3E
+0
3 
7.
5E
+0
2
-3
.9
E+
02
5.
1E
+0
2
-7
.8
E+
02
-9
.0
E+
02
9.
1E
+0
2
-7
.9
E+
02
 
1.
5E
+0
3
-1
.0
E+
03
1.
3E
+0
3
8.
8E
+0
2
2.
2E
+0
2
-5
.6
E+
01
7.
2E
+0
2 
1.
1E
+0
3 
-5
.4
E+
02
 
7.
5E
+0
2 
9.
5E
+0
2
-1
.5
E+
00
2.
3E
+0
2
-4
.0
E+
02
-7
.2
E+
02
7.
2E
+0
2
-5
.8
E+
02
 
7.
3E
+0
2
-7
.9
E+
02
8.
8E
+0
2
5.
8E
+0
2
-5
.9
E+
01
-1
.6
E+
01
-8
.3
E+
00
 -
8.
3E
+0
2 
-1
.9
E+
02
 -
3.
9E
+0
2 
-1
.5
E+
00
2.
5E
+0
3
-6
.2
E+
02
8.
8E
+0
2
1.
6E
+0
2
2.
5E
+0
2
-7
.6
E+
02
 -
1.
8E
+0
3
-7
.7
E+
01
1.
6E
+0
2
3.
4E
+0
2
-8
.0
E+
02
4.
0E
+0
1
6.
7E
+0
2 
7.
1E
+0
2 
-2
.2
E+
02
 
5.
1E
+0
2 
2.
3E
+0
2
-6
.2
E+
02
3.
4E
+0
2
-4
.7
E+
02
-2
.6
E+
02
2.
5E
+0
2
-1
.5
E+
02
 
7.
4E
+0
2
-3
.1
E+
02
4.
2E
+0
2
2.
9E
+0
2
2.
6E
+0
2
-3
.2
E+
01
-9
.6
E+
02
 -
1.
1E
+0
3 
3.
8E
+0
2 
-7
.8
E+
02
 -
4.
0E
+0
2
8.
8E
+0
2
-4
.7
E+
02
6.
8E
+0
2
4.
6E
+0
2
-4
.4
E+
02
2.
6E
+0
2 
-1
.2
E+
03
5.
3E
+0
2
-7
.0
E+
02
-4
.7
E+
02
-3
.3
E+
02
4.
2E
+0
1
-6
.3
E+
02
 -
1.
2E
+0
3 
6.
1E
+0
2 
-9
.0
E+
02
 -
7.
2E
+0
2
1.
6E
+0
2
-2
.6
E+
02
4.
6E
+0
2
9.
0E
+0
2
-6
.5
E+
02
4.
7E
+0
2 
-1
.2
E+
03
7.
4E
+0
2
-7
.1
E+
02
-3
.6
E+
02
-9
.8
E+
01
3.
8E
+0
1
1.
5E
+0
3 
1.
2E
+0
3 
-7
.4
E+
02
 
9.
1E
+0
2 
7.
2E
+0
2
2.
5E
+0
2
2.
5E
+0
2
-4
.4
E+
02
-6
.5
E+
02
9.
8E
+0
2
-9
.6
E+
02
 
8.
2E
+0
2
-1
.0
E+
03
1.
4E
+0
3
1.
1E
+0
3
-1
.2
E+
02
-1
.7
E+
01
-1
.6
E+
03
 -
9.
3E
+0
2 
7.
4E
+0
2 
-7
.9
E+
02
 -
5.
8E
+0
2
-7
.6
E+
02
-1
.5
E+
02
2.
6E
+0
2
4.
7E
+0
2
-9
.6
E+
02
1.
1E
+0
3 
-2
.8
E+
02
9.
4E
+0
2
-1
.4
E+
03
-1
.2
E+
03
2.
5E
+0
2
1.
1E
+0
1
1.
3E
+0
3 
2.
0E
+0
3 
-7
.4
E+
02
 
1.
5E
+0
3 
7.
3E
+0
2
-1
.8
E+
03
7.
4E
+0
2
-1
.2
E+
03
-1
.2
E+
03
8.
2E
+0
2
-2
.8
E+
02
 
4.
0E
+0
3
-1
.0
E+
03
9.
6E
+0
2
5.
8E
+0
2
6.
1E
+0
2
-1
.1
E+
02
-1
.5
E+
03
 -
1.
3E
+0
3 
7.
7E
+0
2 
-1
.0
E+
03
 -
7.
9E
+0
2
-7
.7
E+
01
-3
.1
E+
02
5.
3E
+0
2
7.
4E
+0
2
-1
.0
E+
03
9.
4E
+0
2 
-1
.0
E+
03
1.
0E
+0
3
-1
.4
E+
03
-1
.1
E+
03
5.
2E
+0
1
2.
4E
+0
1
2.
4E
+0
3 
1.
7E
+0
3 
-1
.1
E+
03
 
1.
3E
+0
3 
8.
8E
+0
2
1.
6E
+0
2
4.
2E
+0
2
-7
.0
E+
02
-7
.1
E+
02
1.
4E
+0
3
-1
.4
E+
03
 
9.
6E
+0
2
-1
.4
E+
03
2.
4E
+0
3
1.
9E
+0
3
-1
.6
E+
02
-5
.9
E+
00
2.
1E
+0
3 
1.
2E
+0
3 
-7
.6
E+
02
 
8.
8E
+0
2 
5.
8E
+0
2
3.
4E
+0
2
2.
9E
+0
2
-4
.7
E+
02
-3
.6
E+
02
1.
1E
+0
3
-1
.2
E+
03
 
5.
8E
+0
2
-1
.1
E+
03
1.
9E
+0
3
1.
6E
+0
3
-1
.9
E+
02
1.
9E
+0
0
8.
0E
+0
1 
3.
0E
+0
2 
3.
8E
+0
1 
2.
2E
+0
2 
-5
.9
E+
01
-8
.0
E+
02
2.
6E
+0
2
-3
.3
E+
02
-9
.8
E+
01
-1
.2
E+
02
2.
5E
+0
2 
6.
1E
+0
2
5.
2E
+0
1
-1
.6
E+
02
-1
.9
E+
02
3.
5E
+0
2
-3
.4
E+
01
-5
.1
E+
01
 -
6.
2E
+0
1 
2.
3E
+0
1 
-5
.6
E+
01
 -
1.
6E
+0
1
4.
0E
+0
1
-3
.2
E+
01
4.
2E
+0
1
3.
8E
+0
1
-1
.7
E+
01
1.
1E
+0
1 
-1
.1
E+
02
2.
4E
+0
1
-5
.9
E+
00
1.
9E
+0
0
-3
.4
E+
01
1.
5E
+0
1
 53
 
Using a first order approximation, (see Bury (1986), for example) we can obtain the 
variance-covariance matrix for decomposition front location corresponding to the front 
movement from 1 cm to 2 cm as 
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The first arguments in the parentheses above represent the times the fronts passed 1 cm 
and 2 cm for predicted results at the specified temperature.  The temperatures are the 
second argument in the parentheses.  The first, third and fifth component of each vector is 
for 1 cm.; the remainder are for 2 cm. 
 
Next, to estimate the variance-covariance relationship for velocities: 
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The matrices specified above transform the front location covariance structure for front 
location to velocities.  The components of the matrices are the reciprocal of the times the 
decomposition fronts take to travel from 1 cm. to 2 cm.  The resulting mean and variance-
covariance matrix for velocities are: 
 
          ( )[ ]θθ ,xmE  =  [0.091    0.256    0.450]      and 
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0.000100.000120.00047
0.000120.000040.00006
0.000470.000060.00048








=Σv  
 
and the associated correlation matrix is: 
 
           .     
10.610.68
0.6110.40
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
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


 
 
Finally, our statistical tests compare log(predictions) to log(exp. results).  We need to 
identify the associated distribution for d*  that will yield the above mean values and 
variance-covariance structure.  For ( )( )im θ,ln x  we get: 
 
           ( )( )( )θθ ,ln xmE  =  [-2.43  -1.36  -.80] 
 
and covariance 
 
          ∑








=
)ln(
0052.00116.0128.
00116.0006.00255.
0128.00255.0565.
v
. 
 
Values for the covariance matrix were approximated using a rough optimization 
procedure.  This mean and covariance were used in the statistical test for temperature 
effects discussed below. 
  
Analysis of Variance Tables for the ANOVA Analyses and Regression 
Statistical tests were performed to infer whether or not there was enough evidence 
in the limited data to declare significant differences as a result of the factors 
(orientation and temperature) in the analysis.  The analysis of variance (ANOVA) 
tables for these two analyses are presented here for completeness.  A discussion of 
the interpretation and theory behind these tables is given in any statistical text 
covering analysis of variance and regression.  The ANOVA table giving results 
for testing for significant heating orientation effects follows: 
 
Source             df        SS        MS          F      p-value 
Orientation       2    0.0163    0.0081     0.33    0.740 
Error                 3    0.0731    0.0244                           . 
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In examining the differences d* for a linear trend in velocity with temperature, we have a 
set of correlated results (because of the correlated model predictions) that we assume, for 
the statistical tests, are normally distributed with parameters described in the previous 
subsection.  The covariance matrix is obtained by adding the experimental variance to the 
diagonal elements of the model covariance structure ∑ )ln(v . 
The basic linear model tested here is Td oi 1ββ +=∗ .   We test the hypothesis 01 =β   
(i.e. there is no significant trend in the log differences due to change in temperature). 
 
The ANOVA table giving results for testing for significant temperature effect follows: 
 
Source              df       SS        MS          F     p-value 
Temperature     1    2.99        2.99       3.37     .12 
Error                 6    5.34        0.89                                   . 
 
Overview of the Response Modeling Approach to Response Characterization 
Response models are used in this case study to characterize differences between 
prediction and experimental results.  Response models have been used for more than a 
decade in geo-science areas to characterize physical regions in two- and three-
dimensions, see Deutch and Journal (1998), Chapter V and their references.  The 
terminology “stochastic simulation” is used there to describe a variety of approaches to 
constructing “typical”, or what they called “equal probable” realizations that were then 
used to obtain performance characteristics related to the site.  We use this discrete 
ensemble in a similar way, but construction is more in the spirit of a Latin Hypercube 
sample, McKay, Beckman, and Conover (1979), where the realizations are generated to 
span the response range while attempting to satisfy the consistency property stated below. 
 
The method used here for constructing the response-model consists of generating an 
ensemble of hypothetical response surfaces (the realizations) conditioned on the data.  
The response ensemble r consists of a set of k realizations ( )kiri ,...,1 ),( == xr  where x 
is any point in the input space.  Ideally, r is constructed in a manner consistent with the 
data y = y(xi), i=1,…,n  in the following sense:   for any given region, R of the response 
space, if the conditional probability ( ) pRrP =y|ε  then the expectation of the number of 
realizations )(xir  in R, taken over repeated application of the response-modeling process, 
is kp.  
 
The assertion ( ) pRrP =y|ε  is somewhat vague and requires assumptions for a 
mathematical formalization.  Decisions regarding the modeling assumptions are 
necessarily somewhat arbitrary.  Rutherford (1999, 2002) address some of the issues, 
others are the topic of our current research.  Clearly, there are a number of elements of 
approximation in the construction of the ensemble itself and of the individual 
realizations.  In our experience, however, this has been a useful tool in spite of these 
assumptions and approximations.  
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Rutherford (1999, 2002) discuss the mathematical form and method of construction for 
the individual realizations.  Briefly, a model is assumed of the form: 
 
( ) ( )TTTTr o ξβββ +++= 221  = ( ) ( )TTP ξ+                (A1) 
 
The term ( )TP  represents a polynomial in T (temperature) and ( )Tξ  represents a 
Gaussian random function (see Sacks, Welch, Mitchell and Wynn (1989) and their 
references), defined using a stationary spatial covariance function: 
 
( ) ( )'', TTCTTC −=  = 
τφ '-TTe−    for any T and T’.  
Some of the considerations related to these modeling choices are discussed in O’Connell 
and Wolfinger (1997). 
 
We tried three different polynomial models (alternatives for ( )TP  in equation A1) – 
constant, linear, and quadratic.  No guidance is provided on which model is appropriate 
and the model selection does make a difference.  Figure A1 shows the realizations 
modeling ( )Tη  uncertainty.  One clear trade-off is between the range of uncertainty and 
the degree of the polynomial.  If one is willing to assume that the relationship is close to 
quadratic (an assumption very likely to appear reasonable when so few data are 
available), then the random function portion of the response model ξ  is based on small 
residuals and, consequently, the realizations are relatively tight.  Conversely, when the 
polynomial model consists of only an overall constant, the residuals are large and the 
realizations are relatively dissimilar.  Note further, that when only a constant is assumed, 
the realizations tend toward the mean with no “structural support” as temperatures fall 
outside the range of the data.  This can clearly have undesirable consequences for 
predictions involving extrapolation.  A cross-validation analysis was performed 
measuring the likelihood of one data point (difference) at a time while the modeling was 
based on all data except that point.  The analysis tended to favor the constant model 
slightly.  Questions about extrapolation, however, make it less attractive.  For this case 
study, we combined the three sets of realizations.  In the future, one would hope to have 
more data to help discriminate between response models.  Constructing ( )xη  for the 
present case study illustrates some of the problems likely to repeat themselves in model 
validation applications in the future – there are too few data to make reasonable estimates 
of the required modeling parameters.  Figure A1 illustrates the problem. 
 
Constructing the realizations is accomplished by first establishing the polynomial component.  
The sβ  and their variance-covariance structure are estimated using the raw differences.  The 
polynomial portion of each realization is determined by sampling from the distributions of 
sβ  (assuming a normal distribution) using Latin hypercube sampling adjusted to induce a 
rank correlation matching the estimated correlation in the sβ (see Iman and Conover (1982)).  
Through this approach, we force the polynomials to span the response range.  The random 
function component ξ(T), for each realization, is generated using the sequential-Gaussian 
simulation approach, (Deutsch and Journel (1998) ) using the residuals of the polynomial fit.   
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Figure A1.   Realizations Approximating the Differences Between Experimental Results and Model 
Predictions.  The green realizations use a quadratic-based random function model; the cyan realizations 
use a linear-based random function model; and the dark blue use only a random function model. 
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