ABSTRACT. Let {Xk : k = 1, 2,... } be a sequence of random variables with zero mean and finite variance <7^. We say that {Xk} is blockwise m-dependent if for each p large enough the following is true: if we remove m or more consecutive X's from the dyadic block {X2p-1 +1,..., AT2P }, then the two remaining portions are independent.
Introduction.
Let {Xk : k = 1,2,... } be a sequence of random variables (in abbreviation:
r.v.'s) with (1.1) E(Xk) = 0 and E(X2k) = o\ < 00 (k = 1,2,...).
It is well known that if {A^} is independent, then the condition 00 ( Following Hoeffding and Robbins [2] , we say that the sequence {Xk} of r.v.'s is m-dependent if {Ai,... ,Xk} is always independent of {A¡, A;+i,... } provided I -k > m. Here to is a fixed nonnegative integer. In particular, O-dependence is equivalent to independence. Now it is not hard to get that implications (1.2) => (1.3) and (1.4) => (1.5) remain valid in the m-dependent case, as well.
On the other hand, if {Afc} is only orthogonal: [6] .)
It is also known that condition (1.6) can be weakened as follows. We say that {Afc} is quasiorthogonal if there exists a nonrandom sequence {f(j) : j = 0,1,... } such that (1.9) \Ê(XkX,)\<ak<Tif(\k-l\) (M = 1,2,...) and (1.10) E/(Í)<oo.
¿=0
We note that (1.9) is equivalent to the condition |Corr(Afc,A,)|</(|fc-/|).
Thus we may always assume that /(0) = 1 and 0 < f(j) < 1. Now the point is that implications (1. In particular, blockwise O-dependence is equivalent to the requirement that the dyadic block {Afc : 2P~X < k < 2P} is independent for each p = 1,2,_So, in this case {Afc} can be equally called blockwise independent.
We remark that blockwise m-dependence implies, among others, that if 2P_1 < ki < fc2 < • • • < kt < 2P with some integers p and t, then the r.v.'s A*^, Afc2,..., Afct are independent provided the gap between any two consecutive fc's is larger than to, that is, kT+i -kT > m (r = 1,2,..., t -1; t > 2).
We say that a sequence {Afc} of r.v.'s is blockwise quasiorthogonal if for each p > 1 there exists a nonrandom sequence {fp(j) : j -0,1,..., 2P_1 -1} such that
(cf. (1.9) and (1.10)), where C and Ci,C2,... later on denote positive absolute constants.
In the special case when fp(j) = 1 for j = 0 and fp(j) = 0 for j = 1,2,..., for each p = 1,2,..., we call {Afc} blockwise orthogonal. That is, in this case E(XkXi) = 0 (kyil; 2p-1 < k, I < 2P; p > 1).
We will prove two theorems. On the other hand, we conjecture that if in the definitions we substitute the block pa < k < (p + l)a for 2P_1 < k < 2P, where a > 1 is fixed, then Theorems 1 and 2 and Corollary 1 are no longer true. For brevity, here we state two of our guesses. To achieve this moment inequality, we only need orthogonality of Afc and X¡ with \k -I] > m and 2P_1 < k,l < 2P. Indeed, using the Cauchy inequality both for integrals and for numerical sequences, we get The representation
Afc reveals that the first arithmetic mean in question is a linear mean of the quantities occurring in the limit relation (3.3). In fact, the right-hand side in (3.4) is a linear mean induced by a positive, permanent summation process (see, e.g., [1, p. 65]), and consequently, the limit of (3.4) also exists and is the same as that of (3.3):
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(3.5) ^EX*^° a-s-(P-oo).
k=l Second, we prove that
To this effect, we split the sum in (3.6) into m + 1 subsums as follows
where lj(n) is defined by the condition 2P_1 + (m+l)lj(n) + j < n < 2p~l + (to + l)(l3(n) + 1) + j (j = 1,2,...,m + 1).
This certainly makes sense if p is large enough, say p> poAccording to the remark made after the definition of blockwise m-dependence in §2, each of the inner sums on the right-hand side of (3.7) consists of independent r.v.'s. Thus, we can apply the well-know Kolmogorov inequality (to -I-1) times separately. As a result, we obtain for every e > 0 that Finally, we have to estimate the fluctuation within a block 2P_1 < n <2P. From the moment inequality (3.8) we can deduce a Rademacher-Menshov type maximal inequality (see, e.g., [3] 
