Spearman's rank correlation is a robust alternative for the standard correlation coefficient. By using ranks instead of the actual values of the observations, the impact of outliers remains limited. In this paper, we study an estimator based on this rank correlation measure for estimating covariance matrices and their inverses. The resulting estimator is robust and consistent at the normal distribution. By applying the graphical lasso, the inverse covariance matrix estimator is positive definite if more variables than observations are available in the data set. Moreover, it will contain many zeros, and is therefore said to be sparse. Instead of Spearman's rank correlation, one can use the Quadrant correlation or Gaussian rank scores. A simulation study compares the different estimators. This type of estimator is particularly usefull for estimating (inverse) covariance matrices in high dimensions, when the data may contain several outliers in many cells of the data matrix. More traditional robust estimators are not well defined or computable in this setting. An important feature of the proposed estimators is their simplicity and easyness to compute using existing software.
Introduction
We have a sample of n multivarate observations, and for each of these observations we measure p variables. The resulting data can be collected in a data matrix X where the observations are the rows of the data matrix, and each variable corresponds to a column of the data matrix. The data matrix X has np cells, where a cell contains a univariate measurement Typically, these data matrices are thin, with n much larger than p. But in this paper focus is on fat data matrices with more columns than rows. Fat data matrices often occur in practice. For instance in medicine where hundreds of variables are measured for a limited set of patients. The transposed rows of X are denoted as x 1 , . . . , x n , with x i ∈ R p . The columns of the data matrix are denoted as x 1 , . . . , x p ∈ R n . We assume that the observations are a random sample of a multivariate normal distribution with mean µ and covariance matrix Σ. This covariance matrix is assumed to be positive definite, hence, all its eigenvalues are strictly positive. The aim is to estimate the unknown parameters µ and Σ from the data such that (i) the estimators are resistant to outlying cells (ii) the estimate of Σ is positive definite.
In high dimensions, the occurrence of outliers is to be expected. Data are collected less carefully, often in an automatic and inaccurate way. Grosserrors can occur. Moreover, the size of the data set and the large number of variables makes outlier detection using visualization cumbersome. Therefore, estimators should be robust to outlying values x ij , hence outlying cells. In the traditional literature on robust statistics [see Maronna et al., 2006 , for a more recent textbook], one considers outlying observations, and an observation is already an outlier if only one of its cells is outlying. In high dimensions, the notion of outlying cells is more appropriate. Indeed, take p = 200 > n = 100 and assume that every cell x ii , for 1 ≤ i ≤ n is an outlier. Then all observations are outliers, suggesting that robust estimation would be impossible. But only 0.5% of the cells are outliers! In Section 4 the concept of breakdown point under cellwise contamination, as introduced in Ollerer and Croux [2014] , is defined. The estimators advocated in this paper have a high breakdown point according to this definition, showing that robust estimators do exist in high dimensions. One only needs to reconsider what appropriate measures for robustness are in high dimensions.
The sample covariance matrix estimator
withx the sample average is not only non-robust, it also has the problem that it is only positive semidefinite. Some of its eigenvalues will be zero if p ≥ n. Hence, its inverse is not existing. In multivariate statistics one often needs the inverse: to compute Mahalanobis distances, for Fisher discriminant analysis, . . . Therefore, we want to have an estimator of Σ that is always positive definite. We can achieve this in many ways, but a popular choice is the Graphical Lasso, or Glasso of Friedman et al. [2008] . Glasso takes a positive semidefinite covariance matrix estimator as an input, and returns a positive definite one. A particular feature of Glasso is that the resulting estimator of the inverse covariance matrix is also sparse, meaning that many of its element are exactly equal to zero. We denote the inverse covariance matrix, or precision matrix, as Θ = Σ −1 .
In Section 2 we define the estimators of the precision matrix to be studied. They are robust to cellwise outliers, and give sparse and positive definite estimates of Θ. In Section 3 we give some R code to show how easily the estimates can be computed. Theoretical results are presented in Section 4. The different estimators are compared in Section 5 by means of a simulation experiment. Section 6 shows how the estimators have been used for Graphical modelling. Section 7 contains some final discussion.
Estimators
We follow the approach of Tarr et al. [2015] for constructing sparse and robust precision matrices. In a first step, we construct a robust estimator S of the covariance matrix. In a last step, S serves as an input of Glasso, resulting in a sparse and robust estimatorΘ S of the precision matrix:
where the maximization is over all positive definite matrices Θ 0. The algorithm for solving (2) requires the input matrix S to be symmetric and positive semidefinite. A stable implementation of Glasso is given in the R-package huge [Zhao et al., 2014a] . The parameter λ in (2) controls for the sparsity of the solution: the larger λ, the sparser the precision matrix estimate. We computeΘ S over a logarithmic spaced grid of ten values, as is done by default in the huge-package. The final solution is then the one with lowest value of the following Bayesian Information Criterion [see Yuan and Lin, 2007] :
withê ij = 1 if (Θ S ) ij = 0 andê ij = 0 otherwise. Note thatΘ S depends on λ.
Two-step Estimators
So how do we choose S? Tarr et al. [2015] propose to use the robust covariance of Gnanadesikan and Kettenring [1972] between x j and x k for s jk , with s jk an element of S. Öllerer and Croux [2014] showed that this choice leads to some loss of robustness and a too high computational cost. Instead they propose to use
As scale estimator scale() the robust Q n -estimator [Rousseeuw and Croux, 1993] is taken, which has the highest possible breakdown point of all scale estimator and is quite efficient at the normal model. For the correlation r(x j , x k ) Öllerer and Croux [2014] considered the following three choices.
• The Quadrant correlation, defined as
where sign(·) denotes the sign-function.
• The Spearman correlation defined as the sample correlation of the ranks of the observations:
with R(x ij ) the rank of x ij among all elements of x j , for any 1 ≤ j ≤ p and 1 ≤ i ≤ n.
• The Gaussian rank correlation defined as the sample correlation estimated from the normal scores of the data:
where Φ(·) is the cumulative distribution function of a standard normal.
The robustness and efficiency properties of the Quadrant and Spearman correlation are studied in Croux and Dehon [2010] , and of the Gaussian rank correlation in Boudt et al. [2012] . Using these correlation meausres, combined with (4), yields positive semidefinite covariance matrices.
Three-step Estimators
The Quadrant and Spearman correlation are not consistent at the bivariate normal distribution. This means that Quadrant and Spearman correlation between two variables having a joint normal distribution with correlation ρ do not estimate ρ, not even if the sample size is infinite. The corresponding S is not a consistent estimator of Σ and has an asymptotic bias. To resolve this inconsistency, the following transformations need to be applied: 
Hence, to get consistency, the transformed Spearman and Quadrant correlation need to be plugged into (4). It is instructive to plot the transformations (8) and (9). We see from Figure 1 that the asymptotic bias of the Spearman correlation is very small; the transformation pushes the Spearman correlation only slightly upwards. On the other hand, the Quadrant correlation is more severely underestimating the population correlation ρ. Unfortunately, the resulting S will not be positive semidefinite anymore, and cannot be used safely as input for Glasso. Therefore, an additional step to make S positive semidefinite is needed before Glasso can be applied. We implement two easy ways to do this, but other possibilities do exist [see Zhao et al., 2014b] . Denote λ j and v j the eigenvalues and eigenvectors of the matrix S, respectively, for 1 ≤ j ≤ p. Since S is symmetric, these eigenvalues exist as real numbers, but may be negative.
1. The perturbation method is an heuristical approach often used in regularization. One simply adds a non-negative value to all diagonal elements of S:
It is immediate to see that the resulting covariance matrix has no negative eigenvalues any more.
2. Rousseeuw and Molenberghs [1993] proposed to use
It has been show [e.g. Zhao, Roeder, and Liu, 2014b ] that S npd is the positive semidefinite matrix nearest to S, where nearness is measured with the Frobenius matrix norm. Hence the abbreviation npd, nearest positive (semi)definite matrix.
So three steps are needed: (i) compute S (ii) make it a positive semidefinite matrix using (10) or (11) (iii) compute Glasso using the step two matrix as input. These three steps have been used in Tarr et al. [2015] as well, using the npd algorithm of Higham [2002] and a different choice of S. An advantage of the Gaussian rank correlation (7) is that it is already consistent at the normal distribution, without any additional transformation needed. Then a two-step approach is sufficient.
Computation
In this section, we show how easily the sparse and robust precision matrix estimators can be computed in the software package R. In case an estimate of Σ is needed, one simply needs to invert the estimated precision matrix. The function below implements the definitions (10) and (11); the input is a symmetric matrix sigma the output a positive semidefinite matrix sigma.psd.
easy.psd<-function(sigma,method="perturb")
Assume that the data matrix is in the matrix object x. The positive semidefinite matrix S based on the transformed Quadrant correlation is computed by the function below quadrant.transformed<-function(x,method="perturb") { x.m=apply(x,2,median) x=sweep(x,2,x.m) x.s=sign(x) x.q=apply(x,2,Qn) cor.quadrant=sin(pi*cor(x.s)/2) sigma.quadrant=diag(x.q)%*%cor.quadrant%*%diag(x.q) return(easy.psd(sigma.quadrant,method)) } To compute the Q n scale estimator, the R-package robustbase [Rousseeuw et al., 2015] is needed. For the transformed Spearman correlation we get the corresponding S as spearman.transformed<-function(x,method="perturb") { x.r=apply(x,2,rank) x.q=apply(x,2,Qn) cor.sp=2*sin(pi*cor(x.r)/6) sigma.sp=diag(x.q)%*%cor.sp%*%diag(x.q) return(easy.psd(sigma.sp,method)) } The covariance matrix from the Gaussian rank correlations (7) is computed by the function Grank<-function(x) { n=nrow(x) x.q=apply(x,2,Qn) x.r=apply(x,2,rank) cor.Grank=cor(qnorm(x.r/(n+1))) sigma.quadrant=diag(x.q)%*%cor.Grank%*%diag(x.q) return(sigma.quadrant) } where we recall that no transformation is needed. The final step is to compute Glasso, with sparsity parameter λ selected by minimizing the BIC criterion (3). The huge package of Zhao et al. [2012] allows do this conveniently. The input of the function below is a positive semidefinite matrix sigma.psd, and the output a sparse precision matrix estimate.
theta.sparse<-function(sigma.psd,n) { huge.out<-huge(sigma.psd,method="glasso",verbose=F) my.bic=-huge.out$loglik+huge.out$df*log(n)/n opt.i=which.min(my.bic) return(huge.out$icov [[opt.i] For the approach based on the Spearman correlations, for instance, and given a data matrix x, the next lines compute the positive semidefinite covariance matrix estimator S npd and the corresponding precision matrix Θ S npd .
S.hat=spearman.transformed(x,method="npd") Theta=theta.sparse(S.hat,n=nrow(x)) Table 1 presents computation times for samples of size n = 50, averaged over M = 1000 simulation runs and over the different sampling distributions used in the Simulation Section 5. Comparing the 2-step and 3-step estimators, one sees that there is only a marginal increase in computation time.
Comparing the perturbation method (10) and the nearest positive definite approach (11) one sees that the perturbation method is faster, but the relative difference is marginal. All computation times in Table 1 are relatively close to each other, showing that almost all computation time is taken by computing the Glasso in (2). Note that computation times are increasing with dimension p, but at a rate that seems to be less than linear in p.
Breakdown point
A definition of breakdown point appropriate for measuring robustness of high dimensional precision matrices is given inÖllerer and Croux [2014] . Define for any symmetric p × p matrices A and B
where the ordered eigenvalues of a matrix A are denoted by 0 ≤ λ p (A) ≤ . . . ≤ λ 1 (A). Then the finite-sample breakdown point under cellwise contamination of a precision matrix estimateΘ is defined as
where X m denotes a corrupted sample obtained from X ∈ R n×p by replacing in each column at most m cells by arbitrary values. The following theorem was proven inÖllerer and Croux [2014] .
Theorem 1. The finite sample breakdown point under cellwise contamination of the robust precision matrix estimatorΘ S (X) fulfills
with S a positive semidefinite covariance estimator.
Here we used the explosion finite-sample breakdown point under cellwise contamination of a covariance matrix estimate S, defined as
where X m denotes a corrupted sample obtained from X by replacing in each column at most m cells by arbitrary values. Theorem 1 shows that Glasso preserves the robustness of the initial estimator. Moreover, Glasso prevents by construction explosion of the precision matrix estimator, and one only needs explosion robustness of the input covariance matrix S. Consider now our proposal for S, where
It was shown inÖllerer and Croux [2014] that the explosion breakdown point under cellwise contamination of S is always larger than the explosion breakdown point of the scale estimator used. The Q n -estimator has an explosion breakdown point of 50%, resulting in a breakdown point of 50% under cellwise contamination for the two-step estimators of Section 2. But the correlation measure r in the above definition may be the transformed Quadrant or Spearman correlation given in (8) and (9). In these cases, the three-step estimator discussed in Section 2.2 needs to be used. The following result generalizes Proposition 1 inÖllerer and Croux [2014] . Proposition 1. Let S be the covariance estimator based on pairwise correlations as defined in (4). Then
with + n (scale, x j ) the explosion breakdown point of the scale estimator used.
Proof. We first proof the result for the perturbation method. Using the triangular inequality, we obtain
From Definition (10) we get
Using a result from Algebra [see Seber, 2008, Equation 6 .26a], we have
for all r = 1, . . . , p and any m ∈ {1, . . . , n}, where (X m ) j denotes the jth column of matrix X m . For the second inequality in (18) we use the fact that the correlation measures (also the transformed ones) have an absolute value smaller than 1.
Equations (16), (17) and (18), together with the definition of the explosion breakdown point (14) show that (15) holds. The proof for the npd method is analogous, and even more simple. Indeed, it follows immediately from (11) that
where we note that a matrix with non-negative values on the diagonal must have a non-negative largest eigenvalue.
The proposition above combined with Theorem 1 shows that also the threestage estimators have an explosion breakdown point under cellwise contamination of at least 50%.
Simulations
In this section, we perform a simulation study to compare the performance of the different precision matrix estimators introduced in Section 2. We compare the consistent 3-step estimators of Section 2.2 to the inconsistent 2-step estimator of Section 2.1. For the former, we use both methods for making the symmetric covariance matrix positive semidefinite: the nearest positive definite matrix (npd) method and the perturbation method. We also include the consistent 2-step estimator based on the Gaussian rank correlation (7), for which no third step is needed. As a benchmark, we compare with the nonrobust estimators Glasso, where the sample covariance matrix is taken as an input in (2), and with the inverse of the sample covariance matrix (that can only be computed if n > p).
The setup of the simulation study is taken over fromÖllerer and Croux [2014] . We use four sampling schemes to cover different patterns of the precision matrix Θ 0 ∈ R p×p :
• 'banded': (Θ 0 ) ij = 0.6 |i−j|
• 'sparse': Θ 0 = B + δI p with P[b ij = 0.5] = 0.1 and P[b ij = 0] = 0.9 for i = j. The parameter δ is chosen such that the conditional number of Θ 0 equals p. Then the matrix is standardized to have unit diagonals.
• 'dense': (Θ 0 ) ii = 1 and (Θ 0 ) ij = 0.5 for i = j
• 'diagonal': (Θ 0 ) ii = 1 and (Θ 0 ) ij = 0 for i = j
For each sampling scheme, we generate M = 1000 samples of size n = 50 from a multivariate normal N (0, Θ −1 0 ). We take as dimensions p = 3, p = 30 and p = 100. To each data set, we then add 0%, 5% and 10% of cellwise contamination. This means that we randomly select 0%, 5% and 10% of the cells and replace their value with a draw from a normal distribution N (10, 0.2).
We compare the performance of the different estimatorsΘ by the KullbackLeibler (KL) divergence [see e.g. Bühlmann and van de Geer, 2011 ]
The lower the value of KL, the better for the estimate. The results for the banded simulation setup are given in Table 2 . Let us focus on what is new in this simulation study compared toÖllerer and Croux [2014] .
(i) For p = 3 and clean data, the inconsistent two-step Quadrant estimator results in a substantially higher KL-value than the consistent three-step Quadrant estimators for clean data and p = 3. Here, the additional step leads to a considerable improvement of the estimate. However, in presence of outliers or for higher values of p, the inconsistent twostep Quadrant estimator yields lower values of KL. This is a surprising outcome: rendering the Quadrant correlation based estimator consistent comes at the price of increased Kullback-Leibner distance, at least for the configurations of interest in this paper (n close to or smaller than p). For the Spearman estimator, there is not much difference between the two-step and three-step method (at least not when using npd). This was to be expected (see Figure 1 ).
(ii) Comparing the perturbation method and the nearest posive definite (npd) approach, the npd has a clear advantage. Particularly for high dimensions the difference is pronounced (for the Quadrant estimator).
Comparing the different estimators in Table 2 results in the following findings:
(iii) If no outliers are present, and if n is close to p, then Glasso based on the sample covariance matrix is best. But the difference to the 2-step Gaussian rank and the Spearman based estimators is small. The quadrant correlation is much less efficient for clean normally distributed data. (iv) Under contamination, the nonrobust Glasso and the sample covariance matrix are not reliable anymore, and have much higher values of KL. For p = 30 and p = 100, best results are achieved by the two-step Gaussian rank and the two-step estimators based on Quadrant and Spearman correlations. There do not seem to be major differences in performance between the latter three methods in these configurations. This may partly be explained by the fact that the pairwise covariances computed in (4) use the same robust scale estimator. In the low dimensional setting (p = 3) under contamination, Spearman is a bit better than Gaussian Rank, which is on its turn a bit better than Quadrant. For higher levels of contamination (larger than 10 %) this ordering is expected to change in favor of Quadrant correlation.
Result of KL for the other three simulation setups are given in Table 3 . For the 'dense' setting exactly the same conclusions can be drawn as for the 'banded' setting of Table 2 . For the other two settings, which are characterized by a sparse true precision matrix, we see that Glasso outperforms the sample covariance matrix even for p = 3. The overall conclusion of these simulation results is that the two-step Gaussian rank, the two-step Spearman, and the three-step Spearman (npd) are comparable and yield the best results.
Graphical models
Sparse estimation of the precision matrix has a direct application in graphical modelling. If element (i, j) ofΘ equals zero, then the estimated partial correlation between variables i and j equals zero. Since we are assuming normality, this means that variables i and j are independent, conditional on the other variables. The variables are represented by the nodes of the graph, and if two variables are estimated as conditionally dependent, an undirected arrow is drawn between the corresponding nodes. The rank based correlation coefficient matrices, Spearman or Gaussian rank, can then be used as an input for the Glasso method. Several papers discussed this approach in depth, see Liu et al. [2009] , , Xue and Zou [2012] and Zhao et al. [2014b] . They point out an important advantage of using rank-based correlation. If the distribution is only multivariate normal after monotone transformation of the variables (then the distribution is said to be "nonparanormal", and it has a multivariate Gaussian copula), zero partial correlation still implies conditional independence. A major difference with this paper is that we study robust and sparse inverse covariance matrices, and not correlation matrices. Obviously, in the context of graphical modelling, the retrieved graph will be exactly the same.
To measure how well the graph structure is recovered, we compute false positive (FP) and false negative (FN) rates:
They give the percentage of zero-elements of the precision matrix wrongly estimated as nonzero and the percentage of nonzero-elements that are wrongly estimated as zero. In other words, FN gives the percentage of undetected edges of the graph, and FP the percentage of falsely detected edges. The lower these values are, the better. To investigate how well the different estimators are able to recover the graph structure, Table 4 gives FP and FN for the setups p = 30 and p = 100 in the 'sparse' setting. The inverse sample covariance matrix is a nonsparse estimator, and therefore always leads to an FP equal to one and an FN equal to zero. The other estimators lead to pretty similar values of FP and FN. The nonrobust Glasso for p = 30 has an increased FN rate under contamination. The 3-step Spearman yields the lowest FP and FN rates in al considered cases, but differences to the other procedures are small.
Discussion
We discuss robust and sparse estimators of the precision matrix, computable in high dimensions and for p > n. This proceedings paper complements Ollerer and Croux [2014] , but we provide further discussion and study additionally the consistent versions of estimators based on Quadrant correlation and Spearman's rank correlation. For computing the latter estimators, an additional step is needed to guarantee positive definiteness of the matrices. We prove that this extra step is not distorting the high breakdown point of the estimators. The estimators discussed in this paper are using sign and rank correlation measures. Spearman correlation provides a good trade-off between robustness and efficiency. In Croux and Dehon [2010] it was shown that Spearman and Kendall correlation behave rather similarly in the bivariate setting. Using Kendall correlation in the setting of our paper has some disadvantage: (i) there exists a O(n log n) algorithm to compute it, available in the R-package pcaPP [Todorov et al., 2014] , but it is still slower than the calculation of a Spearman correlation (ii) The matrix S one gets from pairwise Kendall correlations is not positive semidefinite, in contrast to Spearman and Quadrant. Even if one is not interested in consistent estimation of Σ, a transformation to positive semidefiniteness is required.
While we focused our attention on the estimation of the precision matrix and the covariance matrix, we did not consider the estimation of the location parameter µ yet. Note that estimation based on Spearman correlation does not require an auxiliary location estimate. A simple robust estimator for µ is the coordinatewise median, which simply computes the median for every variable separately. Obviously, this estimator is highly robust and computable in high dimensions. However, this estimator is not affine equivariant, and neither are the covariance matrix estimators S considered in this paper. If we transform the observation x i into Ax i + b, with A a non-singular matrix and b a constant vector, then the estimatorsμ andΣ are said to be affine equivariant if they change accordingly to Aμ + b and AΣA . We only have this property for diagonal matrices A.
A popular robust estimator of location and covariance is the Minimum Covariance Determinant (MCD) estimator [Rousseeuw and Van Driessen, 1999] which is affine equivariant, but ill defined if p > n. Indeed, the MCD is looking for a subsample of half the sample size having smallest value of the determinant of the covariance matrix computed from this subsample. But if p > n, or even if p > n/2 all the determinants of covariance matrices computed from halfsamples are zero, and it is not clear what to do then. Moreveor, the MCD estimator is not robust to cellwise outliers if you have many of them, as is common in high dimension. There is recent work of Agostinelli et al. [2015] proposing an almost affine equivariant, location/covariance matrix estimator robust to cellwise contamination. Unfortunately, the latter estimator is not computable if p > n, as is the proposal of Van Aelst et al. [2011] . To sum up, one needs to give up affine equivariance when constructing robust estimators for p > n. We refer to Alqallaf et al. [2009] and Tyler [2010] for further discussion on equivariance properties and contamination models appropriate in high dimensions.
Robust correlation matrices based on pairwise rank correlation estimators have been studied before in the literature. In Section 6 we reviewed their use in graphical modelling. In principal component analysis they have been used by Van Aelst et al. [2010] , who used Spearman correlation. Alqallaf et al. [2002] use Quadrant correlation for non-sparse covariance matrix estimation. We believe that the cellwise robust covariance matrix estimators based on ranks and discussed in this and other papers have a lot of potential for high dimensional data analysis. 
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