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THE CONTACT GEOMETRY OF THE SPATIAL CIRCULAR
RESTRICTED 3-BODY PROBLEM
WANKI CHO, HYOJIN JUNG AND GEONWOO KIM
Abstract. We show that a hypersurface of the regularized, spatial circular
restricted three-body problem is of contact type whenever the energy level is
below the first critical value (the energy level of the first Lagrange point) or if
the energy level is slightly above it. A dynamical consequence is that there is
no blue sky catastrophe in this energy range.
1. Introduction
In [2], it was proved that the regularized, planar, circular restricted three-body
problem is of contact type for energies below and also slightly above the first critical
value. Such a result is significant, because it enables the use of holomorphic curve
techniques in this classical problem. These techniques have been of great impor-
tance in the understanding of the dynamics of Hamiltonian dynamical systems; we
mention the work of Floer on the Arnold conjecture, of Hofer and Taubes on the
Weinstein conjecture and of Hofer-Wysocki-Zehnder on global surfaces of section.
For some of the original works and their improvements using holomorphic curves
see [7, 11, 12, 13]. The purpose of this paper is to prove that the spatial, circular
restricted three-body problem also has the contact property, hence enabling Floer
theoretic techniques to be used in this problem. As a direct dynamical application,
we prove that the spatial, circular restricted three-body problem does not undergo
so-called blue sky catastrophes, i.e., bifurcations where the period and length of a
smooth family of periodic orbits blow up, in the energy range where the contact
property holds.
In the restricted three-body problem (RTBP from now on) we consider two
massive primaries, which we will refer to as the Earth and Moon, respectively,
and a massless satellite that interact with each other via Newtonian gravity. The
Earth and Moon obey Keplerian two-body dynamics, which are well-understood:
solutions are described by conic sections. The satellite is influenced by both the
Earth and Moon, and this results in more complicated dynamics that are known to
be chaotic for almost all mass ratios of the Earth and Moon. In the circular RTBP,
we make the further assumption that the Earth and Moon rotate around each other
in circular orbits. This results in an extra integral, the so-called Jacobi integral,
which we will describe now. Consider the circular RTBP in a frame that is uniformly
rotating with constant speed such that the Earth and Moon are fixed on the x-axis.
Denote the mass of the Earth and Moon by µE and µM , respectively. Define the
mass ratio as µ = mMmE+mM . We will write E = (µ, 0, 0) and M = (−1 + µ, 0, 0)
for the position of the Earth and Moon in the rotating frame. The transformation
to this rotating frame is achieved by the Hamiltonian vector field coming from the
1
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angular momentum function. Since the cotangent bundle is trivial in this case, we
make identification T ∗(R3\{E,M}) = (R3\{E,M})×R3. The position coordinates
will be denoted by q and the momentum coordinates in the fiber by p. With this
notation in mind, the Hamiltonian that describes the motion of the satellite in
R
3 \ {E,M} is given by
H : (R3 \ {E,M})× R3 −→ R,
(q, p) 7−→ 1
2
|p|2 − µ|q −M | −
1− µ
|q − E| + p1q2 − p2q1.
(1.1)
A derivation of this Hamiltonian can be found in [1] and in [15].
The energy hypersurface H−1(c) consists of several components depending on
the energy level. Since it will be important to select the correct component, we will
introduce some notation. Define a projection π as
(1.2) π : (R3 \ {E,M})× R3 → R3 \ {E,M}.
Level sets of H will be denoted by
(1.3) Σc = H
−1(c) for c ∈ R.
The Hill’s region is defined as the projection
(1.4) Kc = π(Σc) ∈ R3 \ {E,M}.
For energies c that are lower than the smallest critical valueH(L1) ofH , both the
energy hypersurface Σc and its projectionKc consist of three connected components.
Two of the connected components of Kc are bounded and the other is unbounded.
The closures of the two bounded regions contain the Moon and Earth, respectively.
We will denote these two components by KMc and KEc such that
M ∈ K¯Mc , E ∈ K¯Ec .
Accordingly, we define ΣMc and Σ
E
c as
ΣMc = π
−1(KMc ) ∩Σc, ΣEc = π−1(KEc ) ∩ Σc.
For energy c slightly above the first critical value, but below the second smallest
critical value, the projection Kc consists of two connected components. Since one
of these components is bounded and its closure contains the Earth and Moon, we
refer to this component as KM,Ec and define ΣM,Ec as
ΣM,Ec = π
−1(KM,Ec ) ∩ Σc.
Note that ΣMc , Σ
E
c and Σ
M,E
c are non-compact. This non-compactness comes from
collisions of the satellite with the Moon or Earth. These collisions occur whenever
q → E or q →M , and correspond to singular points of the Hamiltonian. To remove
these singularities, we will use the regularization introduced by Moser, [15]. We
will provide more details when we need them in Section 6. The upshot is that we
can define regularized hypersurfaces, which we denote by Σ
M
c , Σ
E
c and Σ
M,E
c . In
the first two cases, so if c is smaller than H(L1), the hypersurfaces Σ
M
c and Σ
E
c ,
are both diffeomorphic to ST ∗S3 ∼= S2 × S3. For c slightly above the first critical
value, the regularized component Σ
M,E
c is diffeomorphic to ST
∗S3#ST ∗S3.
We now state our result.
3Theorem 1.1. Fix a mass ratio µ ∈ (0, 1). Then for c < H(L1), both regularized
energy hypersurfaces Σ
E
c and Σ
M
c are of contact type. Furthermore there exists
ǫ > 0 such that the regularized energy hypersurface Σ
E,M
c is also of contact type for
H(L1) < c < H(L1) + ǫ.
By abuse of inner product symbol, we use the following notation, p · ∂p :=
Σipi
∂
∂pi
. We point out that the Liouville vector field p · ∂p is not transverse to
these level sets due to the magnetic term. Instead, the Liouville vector field that
we use to prove this theorem, is inspired by the Moser regularization. The consists
of three parts:
(1) transversality of the Liouville vector field for the unregularized problem
away from the critical points. This is done in Section 4.
(2) construction of a Liouville vector field near the critical points and gluing
this vector field to the Liouville vector field from Section 4. This is done in
Section 5.
(3) transversality of the Liouville vector field on the regularization. This is
done in Section 6.
Our result has a dynamical corollary. To state this corollary, recall that a blue
sky catastrophe is a bifurcation in the sense of [3] where both the period and length
blow up.
Corollary 1.2. For µ ∈ (0, 1), there is no blue sky catastrophe for the Hamiltonian
vector field on Σ
E
c , Σ
M
c for c < H(L1) and Σ
E,M
c for H(L1) < c < H(L1) + ǫ.
We will prove this Corollary in Section 7.
Acknowledgements. During this project, W.C. and G.K. were supported by
NRF grant NRF-2016R1C1B2007662. H.J. was supported by the National Re-
search Foundation of Korea(NRF) Grant funded by the Korean Government(MSIT)
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2. Construction of restricted spatial three-body problem
We briefly review the spatial circular RTBP. We consider two primaries, which
we will call the Earth and Moon, and a massless satellite. The Earth and Moon
will be denoted by E and M . We will assume that they have mass mE > 0 and
mM > 0, respectively. Define the mass ratio as
µ :=
mM
mE +mM
∈ (0, 1).
The Earth and Moon follow Keplerian dynamics, but we will make the additional
assumption that they orbit each other in a circular motion. After a coordinate
transformation and using suitable units, we can arrange that
E(t) = (µ cos t, µ sin t, 0), M(t) = (−(1− µ) cos t,−(1− µ) sin t, 0).
The time-dependent Hamiltonian describing the motion of the satellite is the func-
tion Ht : (R
3 \ {M(t), E(t)})× R3 → R, given by
Ht(q, p) =
1
2
|p|2 − µ|q −M(t)| −
1− µ
|q − E(t)| .
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We change to a so-called synodical coordinate system, i.e., a rotating coordinate
system fixing the Earth and Moon to the real axis, so
E = (µ, 0, 0), M = (−(1− µ), 0, 0).
In this new coordinate system, we obtain an autonomous Hamiltonian H : (R3 \
{M,E})× R3 → R given by
H(q, p) =
1
2
|p|2 − µ|q −M | −
1− µ
|q − E| + p1q2 − p2q1.
The term p1q2 − p2q1, which is minus the angular momentum, is due to the time-
dependent coordinate change. We translate the Moon to the origin and find a new
Hamiltonian
(2.5) H(q, p) =
1
2
|p|2 − µ|q| −
1− µ
|q − e| + p1q2 − p2(q1 − 1 + µ)
where e = (1, 0, 0). By completing the squares we get
H(q, p) =
1
2
((p1 + q2)
2 + (p2 − q1 + 1− µ)2 + p23)
− µ|q| −
1− µ
|q − e| −
1
2
((q1 − 1 + µ)2 + q22).
(2.6)
This motivates the definition of the effective potential U as
(2.7) U(q) = − µ|q| −
1− µ
|q − e| −
1
2
((q1 − 1 + µ)2 + q22).
The effective potential has five critical points l1, l2, l3, l4, l5 which are called La-
grange points. We order these Lagrange points by their critical values of U . There
are three critical points on the axis between the Earth and Moon. The critical point
l1 is located between the Earth and Moon and attains the smallest critical value
of U . Using the projection π given by (1.2), we find a one-to-one correspondence
between critical points of the effective potential and of the Hamiltonian (2.6), i.e.,
π−1 : crit(U)→ crit(H)
(q1, q2, 0) 7→ (q1, q2, 0,−q2, q1, 0).
(2.8)
The critical points of the Hamiltonian will be denoted by Li := (qi,1, qi,2, 0,−qi,2, qi,1, 0) ∈
R
6 for i ∈ {1, 2, 3, 4, 5}. Denote the values of the Hamiltonian at critical points
by ci := H(Li) for i ∈ {1, 2, 3, 4, 5}.
In the whole paper we will consider energy surface H−1(c), where c is at most
slightly larger than H(L1). This critical value is at most − 32 , so we will assume in
particular that c < −1.
3. Below the first critical level in spatial case
We will use the following form of spherical coordinates in our analysis,
q1 = ρ cos θ sinϕ
q2 = ρ sin θ sinϕ
q3 = ρ cosϕ
0 ≤ θ < 2π, 0 ≤ ϕ ≤ π.
Since we will start with energy levels below the first critical value, we can and will
assume that the radius ρ is smaller than the distance from the Moon to the first
5Lagrange point1, which is always less than 1. In these coordinates, the effective
potential is
(3.1)
U(ρ, ϕ, θ) = −µ
ρ
− 1− µ√
ρ2 − 2ρ cos θ sinϕ+ 1−
1
2
((ρ cos θ sinϕ−1+µ)2+ρ2 sin2 θ sin2 ϕ).
For fixed ρ, we will find the minimal value of U on this sphere, which we do by
differentiating U with respect to θ.
Lemma 3.1. For fixed ρ and ϕ, the effective potential U has a minimal value on
θ = 0 or θ = π.
Proof. The first derivative of U with respect to θ is given by
∂U
∂θ
= (1− µ)ρ
(
1
(ρ2 − 2ρ cos θ sinϕ+ 1)3/2 − 1
)
sin θ sinϕ.
The solutions of ∂U∂θ = 0 satisfy
(
1
(ρ2−2ρ cos θ sinϕ+1)3/2
− 1
)
= 0, sin θ = 0, or
sinϕ = 0. Define A = ρ2 − 2ρ cos θ sinϕ and observe that
1
(ρ2 − 2ρ cos θ sinϕ+ 1)3/2 − 1 =
1
(A+ 1)3/2
− 1
=
1− (A+ 1)3
(A+ 1)3/2(1 + (A+ 1)3/2)
=
−A3 − 3A2 − 3A
(A+ 1)3/2(1 + (A+ 1)3/2)
=
−A(A2 + 3A+ 3)
(A+ 1)3/2(1 + (A+ 1)3/2)
.
Since we know thatA2+3A+3 6= 0, we see that Amust vanish for
(
1
(ρ2−2ρ cos θ sinϕ+1)3/2
− 1
)
=
0. In other words,
ρ(ρ− 2 cos θ sinϕ) = 0⇐⇒ ρ− 2 cos θ sinϕ = 0.
Therefore the solutions of ∂U∂θ = 0 are as follows:
(3.2) ρ− 2 cos θ sinϕ = 0,
(3.3) θ = 0, π,
(3.4) ϕ = 0, π.
By the way, we will consider the case (3.4) later, which represents the North
Pole and South Pole. Note that if ϕ 6= 0, π, then (3.2) can be rewritten as
(3.5) cos θ =
ρ
2 sinϕ
.
We split (3.5) into three cases, namely,
(3.6)
ρ
2 sinϕ
> 1,
ρ
2 sinϕ
= 1, 0 <
ρ
2 sinϕ
< 1.
1The radius of the Moon-component of the Hill’s region is bounded by the distance of the
Moon to ℓ1.
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In the first case of (3.6), Equation (3.5) has no real solution. In the second case of
(3.6), θ = 0 is a solution of (3.5) which we will consider later. In the last case of
(3.6), Equation (3.5) has two solutions for θ which are neither 0 nor π.
We will focus on critical points on subsets with fixed ϕ. Each such subset is a
circle which is parallel to the plane {ϕ = π/2}. Now we have to classify critical
points on each circle. To do this, it is enough to check the cases θ = 0 and θ = π
from (3.3). Consider the second derivative with respect to θ:
∂2U
∂θ2
= (1− µ)ρ sinϕ
(
cos θ
(
1
(ρ2 − 2ρ cos θ sinϕ+ 1)3/2 − 1
)
+sin θ
(
− 3ρ sin θ sinϕ
(ρ2 − 2ρ cos θ sinϕ+ 1)5/2
))
.
Note that the second derivative of the effective potential U with respect to θ is
positive at θ = π except ϕ = 0, π, i.e., ∂
2U
∂θ2 (ρ, ϕ, π) > 0 for all ρ and ϕ 6= 0, π. We
compute this as follows:
∂2U
∂θ2
(ρ, ϕ, π) = −(1− µ)ρ sinϕ
(
1
(ρ2 + 2ρ sinϕ+ 1)3/2
− 1
)
.
Since it is clear that ρ2 + 2ρ sinϕ + 1 > 1, we have 1
(ρ2+2ρ sinϕ+1)3/2
− 1 < 0.
Therefore we get ∂
2U
∂θ2 (ρ, ϕ, π) > 0 for any fixed ρ and ϕ. In other words, at θ = π
the effective potential U has a local minimum on a circle.
We now consider the case θ = 0:
(3.7)
∂2U
∂θ2
(ρ, ϕ, 0) = (1− µ)ρ sinϕ
(
1
(ρ2 − 2ρ sinϕ+ 1)3/2 − 1
)
.
Observe that the sign of the second derivative at θ = 0 depends on the sign of
ρ2 − 2ρ sinϕ. If ρ2 − 2ρ sinϕ > 0, then ρ2 sinϕ > 1 which is the first case in (3.6),
and so there is no real solution of (3.5). Therefore we get 1
(ρ2−2ρ sinϕ+1)3/2
− 1 < 0.
This tells us that the function U has a maximum at θ = π and a minimum at θ = 0
on each circle. On the other hand, if ρ2 − 2ρ sinϕ < 0, then ρ2 sinϕ < 1 which is
the last case in (3.6). In that case, Equation (3.5) has two additional solutions in
θ which are neither 0 nor π. Hence there are four critical points and the function
U has a local minimum at θ = 0 on each circle.
In the second case, if ρ2 − 2ρ sinϕ = 0, i.e., ρ2 sinϕ = 1, we note that θ = 0 is
a solution of (3.5). There are two critical points θ = 0, π in this case. We have
already shown that the function U has a local minimum at θ = π for any ρ and
ϕ. Since the domain is a circle which is compact without boundary, the function
U must have a maximum at θ = 0. 
To summarize, for fixed ρ and ϕ, the function U has a minimum at θ = 0 or
at θ = π. Hence we restrict our domain to the great circle, i.e., θ = 0 or π and
automatically we include the North pole and South pole, which is the case (3.4).
To find a global minimum on the great circle, we differentiate U with respect to ϕ.
Theorem 3.2. For fixed ρ ∈ (0, 1), the effective potential U attains its minimum
at ϕ =
π
2
, θ = 0.
7Proof. Because of Lemma 3.1 we know that for a fixed ρ, the effective potential U
has a minimum at θ = 0 or θ = π. For convenience, we use the standard coordinates
and parametrize the great circle as (ρ cosφ, 0, ρ sinφ) where φ ∈ [0, 2π). Now we
focus on the restriction of U to the great circle; the restriction of U is given by
U |(ρ cosφ,0,ρ sinφ) = −
µ
ρ
− 1− µ
(ρ2 − 2ρ cosφ+ 1)1/2 −
1
2
(ρ cosφ− 1 + µ)2.
The derivative of U with respect to φ is given by
∂U
∂φ
∣∣∣
(ρ cosφ,0,ρ sinφ)
=
(1− µ)ρ sinφ
(ρ2 − 2ρ cosφ+ 1)3/2 + (ρ cosφ− 1 + µ)ρ sinφ
= ρ sinφ
(
1− µ
(ρ2 − 2ρ cosφ+ 1)3/2 + ρ cosφ− 1 + µ
)
.
(3.8)
It is clear φ = 0 and φ = π are solutions of
∂U
∂φ
∣∣∣
(ρ cosφ,0,ρ sinφ)
= 0. To find other
critical points, we use the substitution t = cosφ where 0 ≤ φ ≤ π for the second
factor of ∂U∂φ |(ρ cosφ,0,ρ sinφ). Denote
f(t) =
1− µ
(ρ2 − 2ρt+ 1)3/2 + ρt− 1 + µ.
Observe that
f(−1) = 1− µ
(ρ2 + 2ρ+ 1)3/2
− ρ− (1− µ) < 0,
f(1) =
1− µ
(ρ2 − 2ρ+ 1)3/2 + ρ− (1− µ) > 0,
and f ′(t) is computed as follows:
f ′(t) =
3ρ(1− µ)
(ρ2 − 2ρt+ 1)5/2 + ρ > 0.
This observation tells us there is exactly one solution of f(t) on the interval (−1, 1)
and hence the zero of the second factor of (3.8) is neither φ = 0 nor φ = π. Sim-
ilarly, for π ≤ φ ≤ 2π we get a zero of the second factor of (3.8) which is neither
φ = π nor φ = 2π. Thus ∂U∂φ has four distinct solutions.
Next we classify given four critical points. Consider the second derivative of the
function U with respect to φ:
∂2U
∂φ2
= ρ cosφ
(
1− µ
(ρ2 − 2ρ cosφ+ 1)3/2 + ρ cosφ− 1 + µ
)
+ ρ sinφ
∂
∂φ
(
1− µ
(ρ2 − 2ρ cosφ+ 1)3/2 + ρ cosφ− 1 + µ
)
.
The function U has a local minimum on φ = 0, π since
∂2U
∂φ2
∣∣∣
φ=0
= ρ
(
1− µ
(ρ2 − 2ρ+ 1)3/2 + ρ− 1 + µ
)
> 0
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and
∂2U
∂φ2
∣∣∣
φ=π
= −ρ
(
1− µ
(ρ2 + 2ρ+ 1)3/2
− ρ− 1 + µ
)
> 0.
It also has a local maximum on the other critical points because of compactness of
S1. Using the Lemma 5.2. of [2], the function U attains the global minimum at
φ = 0. In spherical coordinates it can be written as
ϕ =
π
2
, θ = 0.

4. Transversality
In this section we will prove a part of the main theorem. Namely, we will define
a Liouville vector field that is transverse to the level set of the Moon component
ΣMc of the unregularized Jacobi Hamiltonian. In Section 6, we will complete the
proof by showing that this Liouville vector field is also transverse to the regularized
set.
The first step is to compute the derivative of H in (2.5); the exterior derivative
of H is given by
dH = p · dp+ µ|q|3 q · dq +
1− µ
|q − (1, 0, 0)|3 (q − (1, 0, 0)) · dq
+ p1dq2 + q2dp1 − p2dq1 − (q1 − 1 + µ)dp2.
(4.9)
If we put the Moon at the origin, the Liouville vector field is given by
X = q · ∂
∂q
.
Insert the Liouville vector field into (4.9), and then
(4.10) dH(X) = X(H) =
µ
|q| + (1− µ)
q · (q − (1, 0, 0))
|q − (1, 0, 0)|3 + p1q2 − p2q1.
Theorem 4.1. The Liouville vector field X intersects ΣMc transversely, i.e, X(H)|ΣMc
is positive for c < H(L1).
The strategy to prove this theorem is differentiating the effective potential U
with respect to ρ:
∂U
∂ρ
=
µ
ρ2
+
(1− µ)(ρ− cos θ sinϕ)
(ρ2 − 2ρ cos θ sinϕ+ 1)3/2
− ρ cos2 θ sin2 ϕ+ cos θ sinϕ(1 − µ)− ρ sin2 θ sin2 ϕ.
(4.11)
Let d := |M − l1|, where M is the position of the Moon and l1 is the first
Lagrange point and define the ball B as
B = {q ∈ R3 : |q −M | ≤ d}.
In this points, we need the following lemmas.
Lemma 4.2. The derivative of U with respect to ρ is positive if q ∈ B \ {M, l1}.
9Proof. One can always find a number θ′ such that
(4.12) cos θ′ = cos θ sinϕ,
and (4.11) is reduced to
∂U
∂ρ
=
µ
ρ2
+
(1− µ)(ρ− cos θ′)
(ρ2 − 2ρ cos θ′ + 1)3/2 + cos θ
′(1 − µ)− ρ sin2 ϕ.
Applying Lemma 5.4 of [2], we get that this term is positive. 
Note that the second derivative of U with respect to ρ is computed by
(4.13)
∂2U
∂ρ2
= −2µ
ρ3
− (1− µ)(2ρ
2 − 4ρ cos θ sinϕ+ 3 cos2 θ sin2 ϕ− 1)
(ρ2 − 2ρ cos θ sinϕ+ 1)5/2 − sin
2 ϕ.
Now we can apply the equation (4.12) to (4.13) and then the second derivative
simplified as follows
(4.14)
∂2U
∂ρ2
= −2µ
ρ3
− (1− µ)(2ρ
2 − 4ρ cos θ′ + 3 cos2 θ′ − 1)
(ρ2 − 2ρ cos θ′ + 1)5/2 − sin
2 ϕ.
Lemma 4.3. For every q ∈ B − {M}, it holds that ∂
2U
∂ρ2
≤ − sin2 ϕ.
Proof. Define the function W as
W (ρ, θ′) = −2µ
ρ3
− (1− µ)(2ρ
2 − 4ρ cos θ′ + 3 cos2 θ′ − 1)
(ρ2 − 2ρ cos θ′ + 1)5/2 .
By Lemma 5.5 of [2] and (4.14), we know the function W is non-positive. 
Now we can prove Theorem 4.1 by using Lemma 4.2 and Lemma 4.3.
Proof of Theorem 4.1. We use spherical coordinates and so the Liouville vector field
turns to X = ρ ∂∂ρ . We now compute
X(H) = ρ
∂U
∂ρ
+ ρ sin θ sinϕ(p1 + ρ sin θ sinϕ)− ρ cos θ sinϕ(p2 − ρ cos θ sinϕ+ 1− µ)
≥ ρ∂U
∂ρ
− ρ sinϕ
√
(p1 + ρ sin θ sinϕ)2 + (p2 − ρ cos θ sinϕ+ 1− µ)2
= ρ
∂U
∂ρ
− ρ sinϕ
√
2(H − U)− p23
≥ ρ∂U
∂ρ
− ρ sinϕ
√
2(H − U),
where we use the Cauchy-Schwarz inequality for the second step. To show X(H) >
0, it is enough to check the following
(4.15) ρ
(
∂U
∂ρ
− sinϕ
√
2(c− U)
) ∣∣∣
KMc
> 0.
Since we are assuming in this section that H(L1) > c, we have the inequality with
Theorem 3.2:
(4.16) U(d, ϕ, θ) ≥ U(d, π
2
, 0) > c.
Note that U(ρ, ϕ, θ) ≤ c for (ρ, ϕ, θ) ∈ KMc . Hence there exists τ ∈ [0, d − ρ)
such that U(ρ + τ, ϕ, θ) = c and we get the following result by Lemma 4.2 and
Lemma 4.3:
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(
∂U(ρ, ϕ, θ)
∂ρ
)2
=
(
∂U(ρ+ τ, ϕ, θ)
∂ρ
)2
−
∫ τ
0
d
dt
(
∂U(ρ+ t, ϕ, θ)
∂ρ
)2
dt
> −2
∫ τ
0
∂U(ρ+ t, ϕ, θ)
∂ρ
∂2U(ρ+ t, ϕ, θ)
∂ρ2
dt
≥ 2
∫ τ
0
sin2 ϕ
∂U(ρ+ t, ϕ, θ)
∂ρ
dt
= 2 sin2 ϕ(c− U(ρ, ϕ, θ)).
This means that Equation (4.15) holds, and so we conclude that Theorem 4.1 holds.
Remark 4.4. In the above we have proved transversality of the Liouville vector
field for E < H(L1). We now explain how to extend this transversality result on a
subset of H−1(E) for any energy level E slightly above H(L1).
First, take a small ball Bδ(L1) around the Lagrange point L1 with some radius
δ. If we choose a sufficiently small ǫ, the set H−1(E) \ Bδ(L1) is still divided into
two components by Bδ(L1) for E < H(L1) + ǫ. By Theorem 3.2, the Hills region
of the Moon ΣMH(L1) has maximal length along the ray ϕ =
π
2 , θ = 0. The maximal
distance is smaller than d := |M − l1|, for a sufficiently small δ. That means the
Moon component is contained in Bd(M). Therefore we can prove X is transverse
to the component containing the Moon in H−1(E)\Cδ(L1) by the same argument of
the proof of Theorem 4.1. In the same way, it holds for the component containing
the Earth component. This remark will be used in the next section.
5. connected sum
So far, we have seen that H−1(c) is of contact type whenever c < H(L1). Now
we will show that if H(L1) < c < H(L1) + ǫ for a sufficiently small ǫ, then H
−1(c)
is also of contact type. This has already been proved for the planar case in section
7 of [2]. For the spatial case, we will apply the same technique and use the same
notation as in [2]. We begin by reviewing some of Conley’s work from [6]. We write
the Jacobi Hamiltonian as
H(q, p) =
1
2
((p1 + q2)
2 + (p2 − q1)2 + p23) + V (q),
where V (q) is the effective potential given by
V (q) = −1
2
(q21 + q
2
2)−
µ
|q −M | −
1− µ
|q − E| .
We consider the Taylor expansion of V (q) at a critical point qL,
(5.17) V (q) = Q˜(q − qL) +R(q − qL).
The term Q˜ represents the quadratic part of V (q) and R is the remainder term,
i.e., higher order than 2. This gives us the second order Taylor approximation of
H at the first Lagrange point (qL, pL) = (qL1 , q
L
2 , 0,−qL2 , qL1 , 0),
H(q, p) =
1
2
((p1 + q2)
2 + (p2 − q1)2 + p23) + Q˜(q − qL) +R(q − qL).
We combine the quadratic terms of H into the quadratic form Q and find
H(q, p) = Q(q − qL, p+ (qL2 ,−qL1 , 0)) +R(q − qL).
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The quadratic form Q is represented by a 6× 6 matrix, which by abuse of notation
we also write as Q. With respect to the ordered basis (q1, q2, p1, p2, q3, p3), this
matrix is given by
Q =
1
2


−2ρ 0 0 −1 0 0
0 ρ 1 0 0 0
0 1 1 0 0 0
−1 0 0 1 0 0
0 0 0 0 ρ 0
0 0 0 0 0 1


,
here ρ stands for the expression
ρ =
µ
|qL −M |3 +
1− µ
|qL − E|3 .
We move the first Lagrange point to l1 = (0, 0, 0, 0, 0, 0) and we may write H as
H(q, p) = Q(q, p) +R(q).
We will now construct a Liouville vector field near l1. Define the vector field
Ya,b,γ as
Ya,b,γ = (q1, q2, p1, p2, q3, p3)


a 0 0 0 0 0
0 b 0 0 0 0
0 0 1− a 0 0 0
0 0 0 1− b 0 0
0 0 0 0 γ 0
0 0 0 0 0 1− γ




∂q1
∂q2
∂p1
∂p2
∂q3
∂p3


.
Since the symplectic form is ω = dp ∧ dq, the Lie derivative LY ω is given by
LY ω = d(−aq1dp1 + (1− a)p1dq1 − bq2dp2 + (1− b)p2dq2 − γq3dp3 + (1− γ)p3dq3)
= ω.
Therefore the vector field Ya,b,γ is Liouville. Our next task is to show that Ya,b,γ is
transverse to level sets H−1(c) on small neighborhoods of the critical point.
Lemma 5.1. For a < 0, b > 0 and 0 < γ < 1, the vector field Ya,b,γ is transverse
to H−1(c) in Bǫ(L1) where the energy c is contained in [H(L1) − ǫ,H(L1) + ǫ] −
{H(L1)}.
Proof. Note that Y (Q) is a quadratic form in (q, p). We also find values a, b and γ
such that Y (Q) is positive definite. Split the matrix Q into two block matrices:
Q =
1
2


−2ρ 0 0 −1 0 0
0 ρ 1 0 0 0
0 1 1 0 0 0
−1 0 0 1 0 0
0 0 0 0 ρ 0
0 0 0 0 0 1


.
In this decomposition, the upper block is same as in the planar case and the lower
block contributes the term γρq23 + (1− γ)p23 to Y (Q). Hence we can choose γ such
that the lower part is positive definite. Consequently Y (Q) has positive eigenvalues.
On the other hand, the remainder term Y (R) has higher order than 2. For a
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sufficiently small neighborhood of the first Lagrange point we can estimate Y (H)
by
Y (H) = Y (Q+R) = Y (Q) + Y (R) ≥ Y (Q)− 1/2|Y (Q)| > 0.

The Liouville form α1 induced by the Liouville vector field Y is given by
α1 = −a(q1−qL1 )dp1−bq2dp2−γq3dp3+(1−a)p1dq1+(1−b)(p2−qL1 )dq2+(1−γ)p3dq3.
Because of Remark 4.4, we already know that for some energy c ∈ [H(L1), H(L1)+ǫ]
the vector field X = (q −M) · ∂q is Liouville and transverse to the hypersurface
H−1(c) outside a small ball Bδ˜(L1). The contact form α0 induced by X is given by
α0 = (M1 − q1)dp1 − q2dp2 − q3dp3.
The difference of α0 and α1 is written as
α1 − α0 = (1− a)((q1 − qL1 )dp1 + p1dq1) + (qL1 −M1)dp1
+ (1− b)(q2dp2 + (p2 − qL1 )dq2) + (1− γ)(q3dp3 + p3dq3).
Note that this differential form is exact, i.e., d(α1 − α0) = dα1 − dα0 = ω − ω = 0,
and has a primitive G given by
G(q, p) = (1− a)(q1 − qL1 )p1 + (qL1 −M1)p1 + (1− b)(p2 − qL1 )q2 + (1− γ)p3q3.
Now we consider the translation which sends (qL1 , q
L
2 , 0,−qL2 , qL1 , 0) 7→ (0, 0, 0, 0, 0, 0)
and denote the transformed coordinate by (q, p). We rewrite G as
G = (1− a)q1p1 + (qL1 −M1)p1 + (1 − b)p2q2 + (1 − γ)p3q3.
Denote the two Liouville vector fields by Z0 and Z1 corresponding to α0 and α1,
respectively, i.e., Z0 = X, Z1 = Y . The Hamiltonian vector field ZG of G is given
by
ιZGω = dG
and we have
Z1 = Z0 + ZG.
We now construct a Liouville vector field transverse to the hypersurface H−1(c).
Choose a cut-off function f depending on q1 +
1
ρp2 such that the vector field Z :=
Z0 + ZfG
(1) equals Z0 for large q1,
(2) and equals Z1 for q1 close to 0.
In other words, f = 1 near the first Lagrange point and f = 0 in outside of a
small neighborhood of the first Lagrange point. We are going to show that the
energy hypersurface H−1(c1) is separated into two connected components by the
set {q1 + 1ρp2 = 0}.
First, we have to check that the singular energy hypersurface H−1(c1) corre-
sponds to Q−1(0). If we show that the hyperplane {q1 + 1ρp2 = δ} intersects the
quadric Q−1(0) in 4-sphere when δ 6= 0 and intersects a point when δ = 0, then we
can prove that hyperplane {q1 + 1ρp2 = 0} divides H−1(c1) into two components.
Rewriting the hyperplane equation by p2 = ρ(δ − q1) and putting it into Q−1(0),
we get the equation given by
1
2
(
(p1 + q2)
2 + (p2 − q1)2 − (2ρ+ 1)q21 + (ρ− 1)q22 + ρq23 + p23
)
= 0
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and this equation can be rewritten as
(p1 + q2)
2 + (ρq1 − (ρ+ 1)δ)2 + (ρ− 1)q22 + ρq23 + p23 = (2ρ+ 1)δ2.
This means that when δ = 0, the solution for this equation is just a point. Therefore
we have divided the hypersurface into two connected components. We call the
component containing the Earth the Earth component and the other the Moon
component.
Now we want to show that the Liouville vector field Z is transverse to level
sets H−1(c) where c ∈ (H(L1), H(L1) + ǫ). Since we have already checked that
Z0(H) > 0 away from the Lagrange point in Remark 4.4, the only remaining thing
is interpolating part of the cut-off function f . For this, note that Z(H) is given by
Z(H) = Z0(H) + ZfG(H)
= dH(Z0) + {H, fG}
= dH(Z0)− {fG,H}
= (1− f)dH(Z0) + fdH(Z0)− f{G,H} −G{f,H}
= (1− f)dH(Z0) + fdH(Z0 + ZG) +GdH(Zf ).
Since f = 1 near the first Lagrange point, the first term is non-negative. The
second term is also non-negative as Z0+ZG = Z1, dH(Z1) > 0 by Lemma 5.1. For
the last term, we compute Zf and dH(Zf ):
Zf = f
′ ·
(
∂
∂p1
− 1
ρ
∂
∂q2
)
,
dH(Zf ) = f
′ ·
((
1− 1
ρ
)
p1 − q2
ρ
(
µ
|q −M |3 +
1− µ
|q − E|3 − ρ
))
.
Note that the second term vanishes at qL since ρ = µ|qL−M|3 +
1−µ
|qL−E|3 . In other
words, we can estimate dH(Zf ) ∼ f ′(1− 1ρ)p1.
Next we consider the leading order term of G. Observe that the only 1-degree
term of G is (qL1 −M1)p1 and the leading order term of GdH(Zf ) is f ′(qL1 −M1)
(
1−
1
ρ
)
p21. Because f
′, (qL1 −M1) are both positive in qL1 and p21, 1 − 1ρ are positive,
the last term of Z(H) is non-negative. In the next lemma, we extend the above
Liouville vector field to the whole hypersurface.
Lemma 5.2. There exists ǫ > 0 and a Liouville vector field Z˜ such that Z˜ is
transverse to level sets H−1(E) for all H(L1) < E < H(L1) + ǫ.
Proof. In the above we have constructed a Liouville vector field Z on the Earth
component. Since the Liouville vector field is equal to Z1 on a small neighborhood of
the first Lagrange point, we can use the same method to the Moon component and
get a Liouville vector field Z ′ on the Moon component. Because of the symmetry
of the cut-off function f , these two Liouville vector fields are patched together to
be a Liouville vector field Z˜ on the whole hypersurface. 
6. Moser regularization of level sets of H
In this section we apply Moser’s work, [15], to regularize level sets of the Jacobi
Hamiltonian for the spatial RTBP and prove that our Liouville vector field extends
to a Liouville vector field that is transverse to this regularized hypersurface. This
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method has been used before for the planar PTBP in [2]. See Chapter 4 of [8] for
an overview of different regularization schemes.
The computations use stereographic projection and involve both vectors in R3
and in R4. In order to streamline some formulas, we will denote vectors in R3 by
~q = (q1, q2, q3) and vectors in R
4 by ξ = (ξ0, ξ1, ξ2, ξ3) = (ξ0; ~ξ). This yields more
efficient formulas in this section. We, however, will make an exception for E and
M , the positions of Earth and Moon. These are also vectors in R3, but only serve
as parameters and writing ~E will only add clutter.
With this new notation, the Jacobi Hamiltonian is given by
H(~p, ~q) =
1
2
|~p|2 − µ|~q −M | −
1− µ
|~q − E| + p1q2 − p2q1.
As pointed out in the introduction, this Hamiltonian has singularities at ~q = M
and ~q = E, both corresponding to two-body collisions.
6.1. Regularizing the Hamiltonian. We consider the hypersurface ΣMc . To
construct the regularization, we will use a new time parametrization and a new
Hamiltonian. Namely, we put
s =
∫
dt
|~q −M | , K = (H − c)|~q −M |,
where the number c is the energy level. In (~q, ~p) coordinates, the function K is
given by
K(~q, ~p) =
(
1
2
|~p|2 − µ|~q −M | −
1− µ
|~q − E| + p1q2 − p2q1 − c
)
|~q −M |.
We apply the canonical transformation given by ~p = −~x, ~y = ~q−M to the function
K to exchange the role of position and momentum; the transformed Hamiltonian
K˜ is given by
K˜(~x, ~y) =
1
2
|~x|2|~y| − µ− (1− µ)|~y||~y +M − E| − x1y2|y|+ x2(y1 +M1)|~y| − c|~y|
=
1
2
(|~x|2 + 1)|~y| − µ− (1− µ) |~y||~y +M − E| + (x2y1 − x1y2)|~y|+ x2M1|~y| − (c+
1
2
)|~y|.
We now extend K˜ to a Hamiltonian on T ∗S3 using a symplectic transformation
that is induced by the stereographic projection. This symplectic transformation is
given by
~x =
~ξ
1− ξ0 ,
~y = ~η(1− ξ0) + ~ξη0,
(6.18)
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where (~x, ~y) represents a point in T ∗R3 and (ξ, η) is a point in T ∗S3 ⊂ T ∗R4. We
have the following formulas for the inverse and for a useful relation,
ξ0 =
|~x|2 − 1
|~x|2 + 1 ,
~ξ =
2~x
|~x|2 + 1 ,
η0 = 〈~x, ~y〉, ~η = |~x|
2 + 1
2
~y − 〈~x, ~y〉~x,
|η| = (|~x|
2 + 1)|~y|
2
=
|~y|
1− ξ0 .
(6.19)
By plugging these formulas into K˜, we obtain the transformed Hamiltonian F on
T ∗S3:
F (ξ, η) = |η|
(
1− (1− µ)(1 − ξ0)
|(1− ξ0)~η + η0~ξ +M − E|
+(1−ξ0)(ξ2η1−ξ1η2)+ξ2M1−(c+1
2
)(1−ξ0)
)
−µ.
For convenience let us define a function f by
f(ξ, η) = 1− (1− µ)(1− ξ0)
|(1− ξ0)~η + η0~ξ +M − E|
+(1−ξ0)(ξ2η1−ξ1η2)+ξ2M1−(c+1
2
)(1−ξ0)
and consider the new Hamiltonian Q given by
Q(ξ, η) =
1
2
|η|2f(ξ, η)2.
Note that the level set H−1(c) = K−1(0) is compactified to the level set Q−1(12µ
2).
As the Hamiltonian Q is smooth near this level set with the same dynamics (up to
time parametrization), we view Q−1(12µ
2) as the regularized problem.
6.2. Transversality near the Moon. The goal of this subsection is to show that
the level setQ−1(12µ
2) is of contact type. In other words, we check that the Liouville
vector field X = η · ∂η is transverse to the level set Q−1(12µ2) near the Moon, i.e.,
over points (ξ, η) satisfying |η|(1 − ξ0) < ǫ. Of course there are two connected
components but we only consider the Moon component. For µ > 0, X(Q) is given
by
X(Q) = |η|2f(ξ, η)2 + |η|2f(ξ, η)η · ∂ηf(ξ, η)
= 2Q+ |η|2f(ξ, η)
(
− η · ∂η (1− µ)(1 − ξ0)|(1 − ξ0)~η + η0~ξ +M − E|
+ (1− ξ0)(ξ2η1 − ξ1η2)
)
.
It is clear that the first term is positive. The strategy of estimating the second term
is to obtain a lower bound on |f(ξ, η)|. We first get an upper bound on |η| from
the level set condition Q−1(12µ
2). After that we will bound |f(ξ, η)| by following
inequality
|f(ξ, η)| =
∣∣∣∣∣1− (1− µ)(1 − ξ0)|(1 − ξ0)~η + η0~ξ +M − E| + (1− ξ0)(ξ2η1 − ξ1η2) + ξ2M1 − (c+
1
2
)(1− ξ0)
∣∣∣∣∣
≥ 1 + (1− ξ0)
(
|c| − 1
2
− 1− µ
|(1− ξ0)~η + η0~ξ +M − E|
)
− (1 − ξ0)|η||ξ| − |ξ||M |,
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where we have assumed that c is negative. We are making this assumption, since
we are concerned with level sets H−1(c) with c < H(L1) + ǫ < 0. Because |M | =
1− µ, |ξ| = 1 and (1− ξ0)|η| < ǫ, we find that
|f(ξ, η)| ≥ 1− ǫ− (1− µ) + (1− ξ0)
(
|c| − 1
2
− 1− µ
|(1 − ξ0)~η + η0~ξ +M − E|
)
≥ µ
2
.
The last inequality follows from the fact that the first three terms give µ − ǫ and
the number (1− ξ0) is always non-negative. We can simplify the last term as
(6.20) (1− ξ0)
(
|c| − 1
2
− 1− µ|q − E|
)
.
By the triangle inequality
|q −M |+ |q − E| ≥ |M − E| = 1,
we get
|~q − E| ≥ 1− ǫ.
Note that for every µ ∈ [0, 1] we know that H(L1) ≤ − 32 . Hence we get a lower
bound on the term (6.20) by
(6.21) (1 − ξ0)
(
|c| − 1
2
− 1− µ|~q − E|
)
≥ (1− ξ0)
(3
2
− 1
2
− 1− µ
1− ǫ
)
.
The right hand side of (6.21) approaches (1 − ξ0)µ > 0 as ǫ approaches 0. Fur-
thermore, it is also increasing as ǫ tends to 0. Hence it follows that there exists a
number ǫ′ such that if ǫ < ǫ′, then the right hand side of (6.21) is bigger than 0.
Thus we get
|f(ξ, η)| ≥ µ− ǫ− 0 ≥ µ
2
.
In particular, we can now bound the range of η:
1
2
µ2 = Q(~q, ~p) =
1
2
|η|2|f(ξ, η)|2 ≥ 1
2
|η|2µ
2
4
,
i.e., |η| ≤ 2.
Let us show that X(Q) is positive. Observe that
X(Q) ≥ 2Q−|η|2|f(ξ, η)|
∣∣∣∣∣−η ·∂η (1− µ)(1 − ξ0)|~η(1 − ξ0) + ~ξη0 +M − E|+(1−ξ0)(ξ2η1−ξ1η2)
∣∣∣∣∣.
Note that |η| ≤ 2, |η||f(ξ, η)| = √2Q = µ. By the triangle inequality, we get
X(Q) ≥ 2Q− 2µ
(
|η|
∣∣∣∣∣∂η (1 − µ)(1− ξ0)|~η(1− ξ0) + ~ξη0 +M − E|
∣∣∣∣∣+ |(1− ξ0)(ξ2η1 − ξ1η2)|
)
.
The term ∂ηf(ξ, η) is smooth on the region |~q −M | ≤ ǫ, since this region is away
from the singularity at E. Hence we can bound this term by C, and we continue
to estimate X(Q) as follows
X(Q) ≥ µ2 − 2µǫ(1 + (1− µ)C).
By choosing ǫ sufficiently small, we see that X(Q) = η · ∂ηQ is positive.
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Finally, the symplectic map (6.18) composed with the switch map sends the
Liouville vector field ~q ·∂~q to the Liouville vector field η ·∂η. Thus we have obtained
a Liouville vector field defined near the whole regularized level set and showed
transversality using the computations from the previous sections. As a result, the
regularized hypersurface is of contact type and diffeomorphic to ST ∗S3 when the
energy is below the first critical value. If the energy is slightly above the first
critical value, then the regularized energy hypersurface is also of contact type and
it is diffeomorphic to the connected sum ST ∗S3#ST ∗S3. This concludes the proof
of Theorem 1.1.
7. Blue sky catastrophes
In this section we will investigate some dynamical consequences of the contact
type condition; we will see that no blue sky catastrophes can occur in the range of
energy-parameters where Theorem 1.1 applies.
Let us start by explaining what a blue sky catastrophe is. Simply put, if we
are given a smooth 1-parameter family of periodic orbits {γs}s∈[0,s0), then we say
that this family undergoes a blue sky catastrophe at s = s0 if both the period and
length go to infinity as s→ s0.
Since we will consider the Reeb vector field, which is non-vanishing, on a compact
manifold, we will define a blue sky catastrophe with these additional assumptions
as follows.
Definition 7.1. A smooth 1-parameter family of non-vanishing vector fields {Xs}s∈[0,1]
on a compact manifold has a blue sky catastrophe at s = 1 if there is a smooth 1-
parameter family of periodic orbits γs with s ∈ [0, 1) such that the period of γs goes
to infinity as the parameter s goes to 1.
The extra assumptions imply that the length also goes to infinity in this case. A
Hamiltonian example of such a period and length blow-up in a 1-parameter family
occurs in the transition from the geodesic flow to the horocycle flow on the unit
cotangent bundle of a higher genus surface. See the introduction of [4] for a more
detailed discussion of this example.
For the following theorem, we need some assumptions and notations. Let (M,ω =
dλ) be an exact symplectic manifold and H be a Hamiltonian function in C∞(M ×
[0, 1],R). Denote Hr = H(·, r) ∈ C∞(M,R). With this notation, we can treat H
as a one parameter family of autonomous Hamiltonian functions Hr for r ∈ [0, 1].
Assume that for every r ∈ [0, 1], 0 is a regular value of Hr and the level set
H−1r (0) is connected. Moreover, H
−1(0) is supposed to be compact such that
{H−1r (0)}s∈[0,1] is a smooth one parameter family of closed, connected submanifolds
of M . We have the Hamiltonian vector field of Hr for r ∈ [0, 1], denoted by XHr ,
satisfying the condition
dHr = ω(·, XHr ).
Theorem 7.1. Suppose that (γr, τr) for r ∈ [0, 1) is a smooth family of periodic
Reeb orbits γr with period τr. If there is a one parameter family of contact form
λ|H−1r (0) with r ∈ [0, 1], then there exists τ1 ∈ (0,∞) such that τr converges to τ1.
We will follow the idea in chapter 7 of [8] to prove this theorem. Before proving
Theorem 7.1, we want to make a remark. Consider the Rabinowitz action functional
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AH on the manifold M ,
AH(γ, τ) =
∫
S1
γ∗λ− τ
∫
H(γ(t))dt,
where γ ∈ C∞(S1,M) and τ ∈ (0,∞). If (γ, τ) is a critical point of AH , then
∂tγ = τXH(γ) and H(γ) = 0.
In other words, a critical point (γ, τ) of AH is a periodic orbit of XH with period
τ .
Proof. Note that the Hamiltonian flow is given by a reparametrization of the Reeb
flow of the contact form λ|H−1r (0) and their images are same. Moreover, the Reeb
vector field Rr of λ|H−1r (0) is parallel to the Hamiltonian vector field XHr |H−1r (0).
Observe that if two vector fields are parallel each other, then there exist smooth
functions fr : H
−1
r (0)→ R such that
Rr = frXHr |H−1r (0).
By the compactness of H−1(0), there exists c > 0 such that
1
c
≤ |fr(x)| ≤ c for r ∈ [0, 1], x ∈ H−1r (0).
Thus we can get a smooth extension of fr such that f¯ :M × [0, 1]→ R\{0} and
f¯(·, r)|H−1r (0) = fr.
By replacing H by f¯ ·H , we may assume that
(7.22) Rr = XHr |H−1r (0).
In the same way, the original family of periodic orbits γr gets reparametrized.
However, one can notice that the reparametrization of flow does not affect to con-
vergence of period because of the compactness of H−1(0).
Consider the family of functionals for r ∈ [0, 1]
AHr : C∞(S1,M)× (0,∞)→ R.
We now compute the action of AHr at the critical point (γ, τ) with (7.22) as follows
AHr (γ, τ) =
∫ 1
0
λ(τXHr (γ))dt = τ
∫ 1
0
λ(Rr)dt = τ.
Notice that the period τ of the periodic orbit γ is the action value of AHr . Let
(γr, τr) for r ∈ [0, 1) be a smooth family of periodic orbits. Differentiating τr with
respect to the r-parameter, we get
∂rτr =
d
dr
(AHr (γr, τr))
= (∂rAHr )(γr, τr)
= −τr
∫
S1
(∂rHr)(γr)dt.
(7.23)
Note that we use the fact that (γr, τr) is a critical point of AHr for the second step.
By the fact that H−1(0) is compact, there exists k > 0 such that
(7.24)
∣∣∣∂rHr|H−1r (0)
∣∣∣ < k for all r ∈ [0, 1].
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Using (7.23) and (7.24) we have the estimate
|∂rτr| < kτr.
Moreover, if 0 ≤ r1 < r2 < 1, then
e−k(r2−r1)τr1 < τr2 < e
k(r2−r1)τr1 .
This completes that τr converges, when r goes to 1.

We are now in position to get the conclusion of this section.
Corollary 7.2. Suppose that γs is a smooth family of periodic orbits on the regular-
ized energy hypersurface Σ
E
c , Σ
M
c or Σ
E,M
c of the Hamilton vector field XHµ(s),c(s) for
some smooth family s 7→ µ(s), c(s). Assume that Hµ(s),c(s)(γs) 6= Hµ(s),c(s)(L1(µ(s)))
and that Hµ(s),c(s)(γs) < Hµ(s),c(s)(L1(µ(s))) + ǫ(µ(s)), where ǫ(µ(s)) is the small
parameter from Theorem 1.1. Then γs has no blue sky catastrophe.
By Theorem 1.1 we know that such the hypersurfaces in such a family are all of
contact type. Hence Theorem 7.1 implies that there is no blue sky catastrophe.
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