The aim of this paper is to evaluate OpenMP, TBB and Cilk Plus as basic language-based tools for simple and efficient parallelization of recursively defined computational problems and other problems that need both task and data parallelization techniques. We show how to use these models of parallel programming to transform a source code of Adaptive Simpson's Integration to programs that can utilize multiple cores of modern processors. Using the example of Belman-Ford algorithm for solving single-source shortest path problems, we advise how to improve performance of data parallel algorithms by tuning data structures for better utilization of vector extensions of modern processors. Manual vectorization techniques based on Cilk array notation and intrinsics are presented. We also show how to simplify such optimization using Intel SIMD Data Layout Template containers.
Introduction
Recently, multicore and manycore computer architectures have become very attractive for achieving high-performance execution of scientific applications at relatively low costs [5, 13, 17] . Modern CPUs and accelerators achieve performance that was recently reached by supercomputers. Unfortunately, the process of adapting existing software to such new architectures can be difficult if we expect to achieve reasonable performance B Przemysław Stpiczyński przem@hektor.umcs.lublin.pl 1 Institute of Mathematics, Maria Curie-Skłodowska University, Pl. Marii Curie-Skłodowskiej 1, Lublin 20-031, Poland without putting much effort into software development. However, sometimes the use of high-level language-based programming interfaces devoted to parallel programming can get satisfactory results with rather little effort [15] .
Software development process for modern Intel multicore CPUs and manycore coprocessors such as Xeon Phi [5, 13] requires special optimization techniques to obtain codes that would utilize the power of underlying hardware. Usually it is not sufficient to parallelize applications. For such computer architectures, efficient vectorization is crucial for achieving satisfactory performance [5, 17] . Unfortunately, very often compiler-based automatic vectorization is not possible because of some nonobvious data dependencies inside loops [1] . Moreover, the performance of vectorized programs can be improved by the use of proper memory layout. On the other hand, people expect parallel programming to be easy. The use of simple and powerful programming constructs that can utilize underlying hardware is highly desired.
Intel C/C++ compilers and development tools offer many language-based extensions that can be used to simplify the process of developing high-performance parallel programs [6, 17] . OpenMP [3, 18] is the most popular, but one can consider using Threading Building Blocks (TBB for short) [6, 12] or Cilk Plus [5, 13] . More sophisticated language-based optimization can be done by using intrinsics, which allow to utilize Intel Advanced Vector Extensions (i.e., SIMD extensions) explicitly [6] . SDLT template library can be applied to introduce SIMD-friendly memory layout transparently [6] .
In this paper, we evaluate OpenMP, Intel TBB and Cilk Plus as language-based tools for simple and efficient parallelization of recursively defined computational problems and other problems that need both task and data parallelization techniques. We also advise how to improve the performance of such algorithms by tuning data structures manually and automatically using SDLT. We also explain how to explicitly utilize vector units of modern multicore and manycore processors using intrinsics. We show how to parallelize recursively defined Adaptive Simpson's Integration Rule [7] using OpenMP, Intel TBB and Cilk Plus [9] , and we consider various implementations of Belman-Ford algorithm for solving the single-source shortest path problem [4] and examine their performance. These two computational problems have been chosen to demonstrate the most important features of the considered language-based tools.
Short overview of selected language-based tools
In this section, we present a short overview of the considered language-based tools for parallel and vector programming.
OpenMP is a well-known standard for shared memory parallel programming in C/C++ and Fortran [3, 11] . It is based on compiler directives used to specify parallel execution of selected parts of computer programs (i.e., loops and code sections). Directives are also used to provide explicit synchronization constructs. Such directives may contain clauses that define data sharing between threads. Additionally, OpenMP consists of a small set of library routines and environment variables that influence runtime behavior. Newer versions of the standard define more advanced programming constructs such as tasking and SIMD support [18] .
TBB (Threading Building Blocks)
is a C++ template library supporting task parallelism on Intel multicore platforms [5, 12] . It provides a rich collection of components for parallel programming, and a scheduler which manages and schedules threads to execute parallel tasks. TBB also provides low-level services for memory allocation and atomic operations. TBB programs can be combined with OpenMP pragmas specifying compiler supported vectorization; thus, it can exploit both task and data parallelism.
Cilk Plus offers several powerful extensions to C/C++ that allow to express both task and data parallelism [5, 8, 13, 14] . The most important constructs are useful to specify and handle possible parallel execution of tasks. _Cilk_for followed by the body of a for loop tells that iterations of the loop can be executed in parallel. Runtime applies the divide-and-conquer approach to schedule tasks among active workers to ensure balanced workload of available cores. _Cilk_spawn permits a given function to be executed asynchronously with the rest of the calling function. _Cilk_sync tells that all tasks spawned in a function must complete before execution continues. Memory which allows to share data between the CPU and the coprocessor. It is perfect for exchanging irregular data with limited size, when explicit synchronization is not used frequently [16] .
Intrinsics for SIMD instructions allow to take full advantage of Intel Advanced Vector Extensions (AVX, AVX2, AVX-512) what cannot always be easily achieved due to limitations of programming languages and compilers [6] . They allow programmers to write constructs that look like C/C++ function calls corresponding to actual SIMD instructions. Such calls are replaced with assembly code inlined directly into programs. The disadvantage of this solution is the lack of the code portability between different versions of vector extensions.
SDLT (SIMD Data Layout Template)
is a C++11 template library which provides containers with SIMD-friendly data layouts [6] . The use of such containers allows for a transparent transition of data structures of the Array of Structures (AOS) type to Structure of Arrays (SOA) or Arrays of Structure of Arrays (ASA) forms. Such conversions can improve vectorization and increase the efficiency of programs executed on modern processors. 
Adaptive Simpson's Integration Rule
Let us consider the following recursive method for numerical integration called Adaptive Simpson's Rule [7] . We want to find the approximation of [10] .
Listing 1 shows our Cilk version of the straightforward recursive implementation of the method [2] . Note that we have only included keywords _Cilk_spawn and _Cilk_sync. The first one specifies that cilkASAux() can execute in parallel with the remainder of the calling kernel. _Cilk_sync tells that all spawned calls in the current call of the kernel must complete before execution continues. Our OpenMP implementation (Listing 2) assumes the use of tasks [18] , where the keywords _Cilk_spawn and _Cilk_sync are simply replaced with task and taskwait constructs. The main function ompAS() is a little bit more complicated. One should create a parallel region and call ompASAux() as a single task. Listing 3 presents our TBB version of the method, which is analogous to the Cilk version but calls tbbASAux(). Table 1 shows the execution time of our three parallel implementations applied for finding the approximation of 4.4 −4.4 exp(x 2 )dx with = 1.0e − 7 and depth = 40. We can observe that cilkAS() outperforms ompAS() significantly (about four times faster for CPU and three times for Xeon Phi). cilkAS() is also about 2.0× faster than tbbAS(). It should be noticed that the execution time (s) of the sequential version of the method is 62.8 for CPU and 638.04 for Xeon Phi. Thus, the speedup achieved by our Cilk implementation is 14.35 (CPU) and 70.66 (Xeon Phi), respectively. The Cilk version scales very well when the number of Cilk workers increases up to 24 for CPU and 60 for Xeon Phi, respectively, i.e., to the number of physical cores. The further increase in the number of workers results in smaller and rather marginal gains. 
Bellman-Ford algorithm for the single-source shortest path problem
Let G = (V, E) be a directed graph with n vertices labeled from 0 to n − 1 and m arcs u, v ∈ E, where u, v ∈ V . Each arc has its weight w(u, v) ∈ R and we assume
. . , v p , we define its length as p i=1 w(v i−1 , v i ). We also assume that G does not contain negative cycles. Let d(s, t) denote the length of the shortest path from s to t or d(s, t) = ∞ if there are no paths from s to t. Algorithm 1 is the well-known
Belman-Ford method for finding shortest lengths of paths from a given source s ∈ V to all other vertices [4] . The most common basic implementations of the algorithm assume AOS (i.e., Array of Structures) representations of graphs. It means that a graph is represented as an array that describes its vertices. Each vertex is described by an array containing information about incoming arcs. Each arc is represented by the initial vertex and arc's weight. It is also necessary to store the length of arrays describing vertices. In order to parallelize such a basic implementation using OpenMP (see Listing 4), we should notice that the entire algorithm should be within the parallel construct. The loops 5-10 and 15-23 can be parallelized using for constructs. The assignment in line 12 needs to be a single task (i.e., defined by the single construct). Moreover, we need two copies of the array D for storing current and previous updates within each iteration of the loop 13-23. The most inner loop 18-19 is automatically vectorized by compiler. For the sake of simplicity, we also assume that the vertex labeled as 0 is the source.
Algorithm 1: Bellman-Ford Algorithm
In order to introduce SIMD-friendly memory layout for better utilization of Intel Advanced Vector Extensions, we assume that each vertex of a given graph is represented by two arrays of the same size. The first one (i.e., inv) sorted in increasing order contains labels of initial vertices of incoming arcs. The next one (i.e., inw) stores weights of corresponding arcs. Thus, such a representation of graphs is of the SOA (i.e., Structure of Arrays) type. These arrays should be allocated using _mm_malloc() to ensure proper memory alignment [17] . Listing 5 shows the most inner loop of our another implementation of the algorithm. Note that the loop can be replaced with the corresponding array expression (Listing 6). Listing 7 presents another possible modification. The most inner loop is replaced with a simple call to the function vecmin(), which uses AVX2 intrinsics explicitly. Note that the first loop works on 8-element vectors, while the second one processes the remainder of input data sequentially.
Listing 8 presents the most interesting improvements. It uses SDLT template library to move from AOS to SOA transparently. Each arc is represented as in our first implementation. By the use of SDLT_PRIMITIVE, the data structure Arc is declared as a primitive and its data members are identified. Then we can define a data structure for arcs. It should be an array of containers of the type sdlt::soa1d_container<Arc>. Internally, such containers are represented as SOA with elements aligned properly to improve efficiency of AVX instructions. Vectorization of the loop is enforced by the use of "#pragma omp simd reduction." To ensure the compiler respects that the methods x() and weight() are inlined, we use "#pragma force inline." Now let us consider the results of experiments performed to compare five considered implementations of Belman-Ford algorithm: BF1 (basic using AOS), BF2 (using SOA with the most inner loop vectorized by compiler), BF3 (using SOA and the array notation), BF4 (using SOA and intrinsics) and BF5 (using SDLT). All results have been obtained for graphs generated randomly for a given number of vertices and a maximum degree (i.e., the maximum number of incoming arcs). Fig-Listing ure 1 shows the speedup of five parallel implementations with outer loops parallelized using schedule(static) against the sequential version of BF1. We can observe that the parallel implementations are much faster than the basic sequential implementation. For sufficiently large graphs, all parallel implementations utilize multiple cores achieving reasonable speedup. It happens when vectorized loops are sufficiently long. Indeed, the speedup grows when the maximum degree (i.e., the length of the arrays grows). Usually BF5 is much faster than other parallel versions. BF2, BF3 and BF4 outperform BF1 for larger and wider graphs, and their performance is comparable; however, BF4 is slightly faster on Xeon Phi. Unexpectedly, for Xeon E5-2670, the performance of BF5 drops for larger graphs. Such a behavior has not been observed for Xeon Phi. For this platform, the implementation using SDLT always achieves the best performance. Figure 2 presents the execution time of the SDLT version of the algorithm parallelized using OpenMP (for "static" and "dynamic,ChS" values of the clause schedule, respectively), TBB and Cilk Plus. In case of our OpenMP implementations, Fig. 2 shows the best results chosen after several tests for various values of ChS. Thus, our OpenMP "dynamic" version has been manually tuned. We have observed that the best performance is achieved when the value of ChS is about 40 for Xeon E5-2670 and 20 for Xeon Phi. In case of TBB and Cilk, the runtime system has been responsible for load balancing. The parallel loops in the Cilk version have been parallelized using _Cilk_for construct. In case of TBB, we have used tbb::parallel_for template. It should be noticed that TBB requires more changes in the source code than in the case of OpenMP and Cilk Plus. The use of Cilk seems to be the easiest.
We can observe that for almost all cases, the OpenMP "static" version achieves the best performance. In case of Xeon Phi, the situation is slightly different. For smaller graphs the OpenMP "dynamic" version is really better. Both OpenMP versions outperform TBB and Cilk Plus significantly. Usually, the Cilk version achieves the worst performance. Generally, the use of technologies utilizing dynamic allocation of computational tasks is associated with significant overheads. However, for large graphs both OpenMP and TBB versions achieve almost the same performance.
Conclusions
We have compared OpenMP, TBB and Cilk Plus as basic language-based tools for simple and efficient parallelization of computational problems. We have shown that Cilk Plus can be very easily applied to parallelize recursively defined Adaptive Simpson's Integration Rule and such implementation can also utilize coprocessors such as Intel Xeon Phi. Unexpectedly, the OpenMP implementation using tasks achieves much worse performance. The efficiency of the TBB implementation is also worse than Cilk, but TBB is still better than OpenMP. Using the example of Belman-Ford algorithm for solving single-source shortest path problems, we have shown that OpenMP is the best language-based tool for efficient parallelization of simple loops. We have also demonstrated that in case of computational problems that need both task and data parallelization techniques, efficient vectorization is crucial for achieving reasonable performance. Vector extensions of modern multicore processors can be efficiently utilized by using Cilk array notation, intrinsics or even automaticly by compilers, but on condition that data structures are properly aligned in memory. In general, SOA data structures are much more SIMDfriendly than data structures of the AOS form. The transition from AOS to SOA can be made transparently by using SDLT template library. Usually, such semiautomatic optimization results in better performance than rather complicated manual process. In particular, programming using intrinsics involves a much greater effort and results are not so impressive.
