In this paper, we investigate use of stochastic network modeling techniques for analyzing supply chain networks. Supply chains are interconnections of several companies such as suppliers, manufacturers, distributors and retailers with the aim of producing and selling customer desired products. Computing the supply chain lead time, or the order-to-delivery time is an important exercise. In this paper, we present stochastic network models for computing the average lead times of make-to-order supply chains. In particular, we illustrate the use of static probabilistic networks for computing the lead times.
Introduction
Manufacturing supply chain networks (SCNs) are formed out of complex interconnections amongst various manufacturing companies and service providers such as raw material vendors, original equipment manufacturers (OEMs), logistics operators, warehouse operators, distributors, retailers and customers (see Figure 1) . One can succinctly define supply chain management(SCM) as the coordination or integration of the activities of all the companies involved in procuring, producing, delivering and maintaining products and services to customers located in geographically different places. Traditionally, each company performed marketing, distribution, planning, manufacturing and purchasing activities independently, optimizing their own functional objectives. SCM is a process-oriented approach to coordinating all organizations and all functions involved in the delivery process. Sometimes one can also derive a supply chain within one single enterprise. This typically occurs in a multistage manufacturing system where each down-
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Figure 1:
The supply chain network stream machine demands raw parts from its immediate predecessor stages. The methods that we 'henceforth propose, by default, can also be applied to the above internal supply chain.
The product moving through the SCN transits several organizations and each time a transition is made, logistics is involved. Logistics includes all activities associated with movement of material from one enterprise to another. Also since each of the organizations is under independent control, there are interfaces between organizations and material and information flows depend on how these interfaces are managed. We define interfaces as the procedures and vehicles for transporting information and materials across functions or organizations such as negotiations, approvals (so called paper work), decision makmg, and finally inspection of components/assemblies, etc. For example, the interface between a supplier and manufacturer involves procurement decisions such as price, delivery frequencies and nature of information sharing at the strategic level and the actual order processing and delivery at the operational level. The coordination of the SCN plays a big role in the over-all functioning of the SCP. In most cases, there is an integrator for the network, who could be an original equipment manufacturer, coordinating the flow of orders and materials throughout the network.
Modeling and analysis of such a complex system is 0-7803-7298-0102/$17.00 0 2002 AACC crucial for performance evaluation and for comparing competing supply chains. In this paper, we view a supply chain as a probabilistic network and present a modeling approach to compute performance measures such as lead time and work in process inventory. In particular, we investigate the use of static network (PERT like) models for computing the lead time.
Literature Survey
In this section, we briefly survey the literature on mathematical models for supply chains. The analytical modeling of supply chain networks can broadly be classified into two areas: network design, and performance analysis methods. The network design models help in strategic and tactical decision making. They are basically mixed-integer programming models and are used to decide what products to produce and for what markets, where and how to produce them, and using what resources. There is a large amount literature on this subject and a number of survey papers also appeared on this subject (see [l] and the references cited therein). There is also a large body of literature in the development of multi-echelon inventory control models. A comprehensive review of these models can be found in the book by Silver et.al. [2] . Other studies include location of production and inventory facilities Performance analysis of SCNs is basically conducted to determine the lead time, variation, cost, reliability and flexibility. SCNs are discrete event dynamical systems (DEDS) in which the evolution of the system depends on the complex interaction of the timing of various discrete events such as the arrival of components at the supplier, the departure of the truck from the supplier, the start of an assembly at the manufacturer, the arrival of the finished goods at the customer, payment approval by the seller, etc. The state of the system changes only at discrete events in time. Over the last two decades, there has been a tremendous amount of research interest in this area.
Analytical Methods
Our aim here is to summarize five analytical techniques useful for modeling SCNs including seriesparallel graphs, Markov chains, queueing networks, Petri nets and system dynamics models. Assuming that all the activities are statistically independent, one can determine the mean and variance of the lead times.
Petri nets:
Faithful modeling of iteration, synchronization, forks, and joins that arise in SCNs is possible using Petri nets. If too detailed models are developed, numerical solution, however, may turn out to be a nightmare. Hierarchical modeling discussed in this paper provides a tractable way of handling largeness here.
Queueing networks:
The most general SCN can be modeled as a fork-join queueing network model with iteration or reentrancy. An analytical solution of these general models is not available, and approximations are available in only special cases. Some solutions can be found in [6] . This is an area of active research .
System dynamics models:
Here the SCN is modeled using differential equations. Forrester first explained the bullwhip effect using these models [7] . In this paper, we consider the series-parallel graph models.
Simulation:
Very attractive higher-level general-purpose simulation packages are now available that can faithfully model the value delivery processes of a manufacturing enterprise. These include SIMPROCESS, PROMODEL, and TAYLOR 11, to name a few. The simulation of a SCN involves developing a simulation model, coding it, validating it, designing the experiments, and finally conducting a statistical analysis to obtain the performance measures.
Lead Time Models
The total average lead time for an order entering the supply chain is a crucial performance measure. We can compute the same in the static case as well as the dynamic case at the aggregate level, using some of the models that we present in this paper. In the static case, we require information on the processing time (or, its probability distribution) of all the orders that are to be scheduled across the supply chain. Whereas, in the dynamic and stochastic setting, orders for end prod-ucts arrive in a random fashion, and demand random processing times at various facilities. In this paper, we don't present the models for the dynamic and static case.
The static lead time models presented in Section 3 are based on an earlier work by Wilhem [8] . The author provides approximation schemes for computing the lead time for jobs in a manufacturing system which have to undergo complex assembly operations. Such models can be used to arrive at the total expected supply chain lead time and its variance. This can provide the vital link between the order processing agents and the customer, especially during the order acceptance. For instance, an idea on the mean and variance of the supply chain lead time can help one in quoting the delivery time reliably for a given customer order.
We conclude this paper in Section 4.
Lead Time Models for Performance Analysis
Here, we present several numerical examples illustrating the computation of lead times in supply chains. We assume that the lead times are random variables and present methods of computing the distribution of the lead time. The analysis is similar to computing lead time distributions in PERT networks and for acyclic graphs (PI, 1101 and PI>.
Lead Time Computation
Consider, for example a pipeline supply chain with a single supplier, single manufacturer and a single distributor with logistical operations in between. Let Xi be the random variable representing the corresponding lead times. Assume that they are independently and identically distributed.
Then the distribution of supply chain lead time FLT (t) is given by 3.1.1 Serial Networks:
where @ is the convolution operation. In the above equation, Fx, (t) is the probability that the random variable Xi doesn't exceed t. For a given distribution of Xi, the mean and variance of LT can be numerically computed. If we assume that all Xis are normally distributed, then the mean and variance of the SCN can be easily obtained by simple addition. While the above is true for make-to-order supply chains, we can use the method for computing the lead time in the make-tostock supply chains too. For instance, if the probability of stock outs at the various facilities in the serial network is known apriori, then one can easily compute the time taken for serving a customer order (see numerical examples below).
Numerical Examples:
In this section we illustrate the use of the above methods for computing the lead time in various supply chains.
1. Serial Network MTO case: Consider a tandem supply chain which is operating in a make-toorder fashion. We assume that the lead times at the individual facilities of the supply chain are i.i.d. normal random variables with given mean and variance. We know that the convolution of several normal distributions results in a normal distribution. Let the number of facilities be five, including the raw material vendor, the inbound logistics, the OEM plant, the outbound logistics and a customizing plant. Let
Xi be the respective lead time random variables as follows: X1 -N(10,2), X2 -N(2,1),
where N ( p , a 2 ) is the Gaussian with mean p and standard deviation D . The unit of time is days. Thus the mean total supply chain lead time in the above case would be 20 days with a standard deviation of 2.35 days. We can now easily determine the probability of on-time delivery. Let us assume that the customer has requested for a due date of 18 days. We thus need to compute P ( X 5 18) where X is the total supply chain lead time. In this case, this probability turns out to be 0.1967.
Serial Network MTS case: Let us assume that
the supply chain now operates in a make-tostock mode with the same parameters as above, for the lead times at the individual facilities. We need more information on the probability of stock out at the above facilities. Let us assume that these values are available apriori. (Usually, firms form an alliance to fix a value of the probability of stock out at their respective facilities.) Let us assume pi is the probability of stock out given to us as follows: pl = 0.0, p2 = 0.01, p3 = 0.10, p4 = 0.10, p5 = 0.01. We assume that the facility that is left most in the supply chain (for e.g., raw material vendor) cannot go out of stock.
Our aim here is to compute the customer order delivery time by its first two moments. We observe that the order delivery is immediate if the last stage of the supply chain (the retailer) is not out of stock. Otherwise the order has to wait until it is sourced from the immediate supplier. Applying this recursively, we obtain the expression for the total supply chain lead time as: 3. Computing probability of stock out: Continuing example 2 above, we note that the equation for the total lead time in the MTS case can be used to determine the allowable probability of stock out at a given facility of the supply chain. Let us assume that we are given the following: the probability that the customer order lead time will over shoot 2 days is 0.4. Mathematically, P ( X 2 2) = 0.4. We also assume that we are given the lead time. and the stock out probabilities at all other facilities. Assuming that the various times are normally distributed we proceed as follows. Let us be given to determine p5, given all other probabilities and lead times as in example 2 above. We get the following equation 
Convergent Networks:
Consider for example the case where a manufacturer sources three subassemblies from three independent suppliers, who deliver directly to the factory floor. Let Xi be the random variable denoting the delivery time from supplier z , and let Fx, ( t ) be its distribution function. Let T be the random variable denoting the max (XI, X2, X3).
Then T is the time after which all the subassemblies are available at the manufacturer. Also, If A is the random variable signifying the assembly time at the manufacturer, let FA ( t ) be its distribution function. Then the distribution of the supply chain lead time LT is given by where CQ represents the convolution operator. The mean and variance of LT can easily be computed. For given distributions of Xi and A, one can numerically compute FLT (t). Also , the probability of delivering an order within a specified time limit can be easily computed.
General Networks:
A general supply chain network can be modelled as a graph with the facilities as nodes and the arcs model the interconnection between the nodes. Suppose the probability distributions of the processing times at each of the nodes is known, then it is straightforward to write down the expression for the supply chain lead time as in the above two cases. The expression would involve multiplications, convolutions, etc of the individual facility distributions. In principle it is possible to numerically solve for the lead time. But it is computationally expensive.
In the following, we assume that the distributions are normal and describe a method of computing the approximate lead time using a result of Clarke. [ 111.
Lead Time with Normal Distributions
In this section, we discuss an interesting application of Clarke's results to compute the lead time for supply chains with assembly, i.e., the convergent structure. Consider the supply chain network shown in Figure 1 , with facilities such as manufacturers, suppliers, etc., inter-connected by logistics and various interorganizational interfaces. All the facilities operate in make-toorder mode. We assume that all processing times are normally distributed with mean pi and standard deviation oi at facility i. Also we assume that pi 2 3ui so that the probability of processing time going negative is less than 0.05. In the following section, we consider a convergent supply chain and compute the lead time.
Lead
Time in Convergent Supply Chains: : Consider a supply chain network consisting of three product lines, A, B and C, which are assembled in two plants MA1 and MA2, and distributed using dedicated logistics operators (See Figure  2) . The Bill-of-subassemblies (BOS) for each batch of the products is: A needs one each of A1 and A2;
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Figure 2: The supply chain network considered for analysis B, one each of A l , A2 and A3; and C, one each of A2 and A3. For simplicity, we model only one hierarchy for the BOS, albeit with subassembly commonality. Supplier S1 provides sub-assemblies A1 and A2; and S2 supplies A3. For instance, the three products could be different varieties of desk-jet printers,. with the sub-assemblies representing the front panels (Al), cartridges (A3) and a base product (here, A2). We assume that the organization has strategic relationships with the two suppliers. The distribution is handled by two independent third party logistics providers: one for the sub-assemblies and the other for the outbound finished goods. Batch processing is assumed everywhere. We are not concerned here with optimal batch sizes and the like. For our purposes, a job represents a batch of sub-assemblies or finished products.
Our approach is the following. First, we focus on each facility and find the mean and variance of the lead time (assumed Normal) individually for each job type produced by the facility. For example, supplier S1 produces sub-assemblies A1 and A2 for both plants MA1 and MA2. We find the lead times for the three possible combinations: A1 for MAl, A2 for MA1 and finally A2 for MA2. Next, we decompose the supply chain network into K subnetworks, one for each job type, where K is the number of job types. Finally, we use the algebra of probability distributions to determine the supply chain lead time. Now we illustrate this procedure for the above example.
Let us consider product type C. The reduced network for C would be as in Figure 3 . In this figure, SI and S2 are the suppliers, 1 3 is the interface between the suppliers and the manufacturing plant MA2, while 0 3 is the outbound logistics facility. Let the various Figure 3 : The reduced supply chain network for product C lead times be denoted as 2' 1 ... T7, which are computed as discussed in the earlier paragraph. We assume that these times are normally distributed with means greater than thrice respective standard deviations. We obtain the average supply chain lead time as max((T1 + Tz), (T3 + T4)) + T5 + T 6 + T7. We know that the sum of any number of independent normal random variables is normal with additive means and variances. Also, to compute the maximum of two normal random variables, we use Clarke's results [ 113, by assuming that the flow times at the various individual facilities are independent of each other. Thus, the total lead time is easily computed .
We cite below Clarke's results, for the maximum of two Gaussian random variables D1 and D2. The maximum is again assumed to be Gaussian (D) [I 11. The maximum of any number of such random variables is easily derivable, thus resulting in a quick and effective method for performance modeling of even large supply chains.
In the above equations, 4 is the standard normal density function and Q, is the corresponding cumulative distribution function. Also, e is the coefficient of correlation between the variables D1 and D2, which is assumed to be 0 in our case, owing to the independence assumption.
The above result easily extends to the case where we have to evaluate the maximum of more than two normal random variables by observing that max{A, B , C} = max{max{A, B}, C}.
Numerical Illustration:
We now compute the lead time for the supply chain shown in Figure  2 . We are given the following cycle times at the individual facilities: TI N N(10,2.0), T 2 -N(1,0.5), 1-4) , the mean and variance of the total supply chain lead time is computed. We assume that the network operates in make-to-order mode. Thus E[T] = 22.013 days, while a(T) = 3.586 days. Assuming that the resulting distribution is also Normal, we can now compute the probability of delivering a product in specified lower and upper limits. For instance, the probability that the above supply chain will deliver the goods within 20 days but not after 25 days is computed as P(20 5 T 5 25) = 
Conclusions
In this paper, we have described the application of series parallel graphs for computing the lead times in stochastic supply chains. The models are easy to use and find applications in areas like Available to Promise computations. Computing the reliability of the various facilities in the supply chains and hence the total network reliability can also be facilitated by such models.
