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Pre´sentation des Instituts
J’ai re´alise´ mon stage sous la tutelle de trois chercheurs, d’instituts diffe´rents, re´unis sous le
projet D&GEI1, qui se tient dans le cadre d’un appel a` ide´es RNSC2 2009.
Ce projet re´unit donc le Dr. Vale´rie Lemesle de l’e´quipe CARABE de l’URSCA du CIRAD
de Montpellier, le Dr. Fre´de´ric Grognard du projet COMORE de l’INRIA de Sophia-Antipolis
et du Dr. Ludovic Mailleret de l’URIH de l’INRA de Sophia.
Afin de be´ne´ficier de l’encadrement prestigieux apporte´ par l’important nombre de chercheurs,
doctorants et stagiaires de Sophia-Antipolis, j’ai effectue´ mon stage dans les locaux de l’INRIA.
INRIA Sophia Antipolis
L’INRIA Sophia Antipolis - Me´diterrane´e, Institut National de Recherche en Automatique et
Informatique, est l’un des huit centres de recherche spe´cialise´s dans le domaine des Sciences et
Technologies de l’Information et de la Communication (STIC).
E´tablissement Public a` Caracte`re Scientifique et Technologique (EPST), il a e´te´ cre´e´ en 1967
suite au lancement du Plan calcul, dont l’ambition e´tait de re´unir les diffe´rents talents de France
dans ces domaines. L’implantation de son site au coeur de la technopole Sophia-Antipolis depuis
1983 lui confe`re des avantages inde´niables notamment au niveau de la mise en place de partenariat.
L’INRIA a choisi de structurer ses activite´s de recherches de manie`re singulie`re, les divisant
par the´matique en e´quipe-projet INRIA (EPI). Ces EPI, constitue´es de chercheurs, d’enseignants-
chercheurs, de doctorants et d’inge´nieurs ont comme objectif de relever un de´fi scientifique et
technologique dans l’un des domaines de recherche prioritaires de´finis dans le plan strate´gique.
EPI COMORE
C’est donc au sein de l’EPI COMORE, COntroˆle et MOde´lisation de REssources REnouvelables
que j’ai e´te´ accueillie. COMORE est un projet commun a` l’INRIA et au CNRS, s’inscrivant dans
le domaine de recherche STIC pour les sciences de la vie et de l’environnement et se focalisant
sur la mode´lisation et le controˆle du vivant.
L’objectif global de ce projet est de de´velopper des me´thodes de l’automatique et de la the´orie
des syste`mes dynamiques pour les appliquer a` la gestion des ressources vivantes exploite´es en vue
de l’ame´liorer.
INRA
L’INRA, Institut National de la Recherche Agronomique est un EPST cre´e´ en 1946 dans le
contexte de la reconstruction nationale d’apre`s guerre et du projet de modernisation de l’agricul-
ture franc¸aise.
Premier institut de recherche agronomique en Europe et deuxie`me dans le monde, l’INRA
concentre ses recherches sur la pre´servation de l’environnement et de l’agriculture.
Le centre unique INRA PACA, cre´e´ en 2010 en re´gion Provence-Alpes-Coˆte d’Azur, re´sulte
de la fusion des centres INRA d’Avignon et de Sophia-Antipolis. Parmi ses diffe´rentes unite´s de
recherche, l’URIH, Unite´ de Recherches Inte´gre´es en Horticulture - UR 880, focalise ses e´tudes
sur les syste`mes serres dans l’objectif global d’un plus grand respect de l’environnement.
1Dynamique & Gestion des Espe`ces Invasives
2Re´seau National des Syste`mes Complexes
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CIRAD
Le CIRAD, Centre de coope´ration Internationale en Recherche Agronomique pour le De´veloppe-
ment est un Etablissement Public a` Caracte`re Industriel et Commercial (EPIC), place´ sous la
double tutelle du ministe`re de l’Enseignement supe´rieur et de la Recherche et du ministe`re des
Affaires e´trange`res et europe´ennes.
Base´ principalement a` Montpellier, le CIRAD a pour vocation l’obtention de re´ponses aux
enjeux internationaux concernant l’agriculture, en collaboration avec les pays du Sud. Parmi les
90 pays collaborateurs du CIRAD, nous retrouvons de nombreux pays d’Afrique de l’Ouest mais
aussi d’Afrique centrale et orientale.
Fig 1 - Pays coope´rateurs avec le CIRAD dans le monde c© cirad.fr
Parmi ses diffe´rentes unite´s se trouve l’URSCA, Unite´ de Recherche Syste`mes de Culture
Annuels, dont fait partie l’e´quipe CARABE, CARActe´risation et gestion inte´gre´e des risques
d’origine Biotique pour les Ecosyste`mes cultive´s.
Cette e´quipe s’est spe´cialise´e dans la conception de strate´gies durables pour la limitation de
l’incidence des organismes nuisibles au sein des espaces cultive´s, en Afrique sub-saharienne particu-
lie`rement, en analysant les me´canismes re´gissant la dynamique des populations et les interactions
entre les bioagresseurs et leurs plantes hoˆtes.
Cette compre´hension est e´troitement lie´e a` la quantification des impacts e´cologiques, socio-
e´conomiques et environnementaux induite par les nombreuses innovations mises en place dans ces
agrosyste`mes, qu’il s’agisse de pratiques culturales, de choix varie´taux (y compris celui de plantes
ge´ne´tiquement modifie´es pour re´sister a` certains insectes), ou d’interventions chimiques.
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Introduction
L’intensification des e´changes commerciaux, le changement climatique et l’augmentation des
tempe´ratures ne sont que des exemples du changement global actuel qui a pour conse´quences,
entre autres, une redistribution massive des espe`ces animales a` l’e´chelle plane´taire.
Ces migrations plus ou moins massives peuvent eˆtre qualifie´es de “bio-invasions” et ces es-
pe`ces invasives entraˆınent des de´gaˆts importants tant au niveau des e´cosyste`mes naturels, qui se
retrouvent de´se´quilibre´s, qu’a` celui des espaces cultive´s, qui sont ravage´s.
Ces espe`ces, dites invasives, sont multiples et leurs conse´quences e´conomiques souvent ma-
jeures. On peut noter l’impact important du Phylloxe´ra (Dactylosphaera vitifoliae) sur les vignes
europe´ennes au XIXe`me sie`cle.
Cependant, les espe`ces exotiques ne sont pas les seules qui causent des proble`mes majeurs. En
effet, du fait des diffe´rents modes de cultures, les agriculteurs font face a` l’e´mergence de nouveaux
ravageurs ainsi qu’a` l’explosion d’espe`ces indige`nes qui e´taient, au pre´alable, controˆle´es.
Les migrations des ravageurs sont des phe´nome`nes importants pour les agriculteurs qu’il faut
prendre en compte. Dans ces migrations, les peuples fondateurs jouent un roˆle pre´dominant.
En effet, les migrations sont effectue´es par des peuples colonisateurs de petites tailles. Ainsi,
l’invasion ne peut avoir lieu que si l’immigration est suffisante pour permettre a` la population de
survivre dans le nouveau milieu.
Ainsi, la corre´lation positive pouvant exister alors entre la densite´ de population et le taux de
reproduction, caracte´rise´e par le nom d’effet Allee pourrait jouer un roˆle important dans l’e´chec
de l’invasion d’un milieu.
Dans un premier temps, nous mettrons en avant les phe´nome`nes biologiques nous amenant a`
la mode´lisation.
Puis, nous rappellerons l’e´volution des diffe´rents mode`les qui ont permis a` certains phe´nome`nes
d’eˆtre mieux compris, en temps continu ainsi qu’en temps discret. Les mode`les de Malthus, de
Verhulst et avec effet Allee seront ainsi explicite´s.
Enfin, nous construirons nos mode`les en temps semi-discret, afin de conside´rer la migration
saisonnie`re des espe`ces e´tudie´es. Une e´tude comple`te sur un seul patch sera, en premier lieu,
re´alise´e puis ge´ne´ralise´e sur plusieurs patchs, a` l’aide de simulations.
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1 Les invasions biologiques
1.1 Les espe`ces invasives
Afin de comprendre la notion de population invasive, il est ne´cessaire de savoir que les e´qui-
libres entre les espe`ces au sein des e´cosyste`mes sont relativement bien e´tablis. Encadre´s par des
barrie`res naturelles ge´ographiques telles que les montagnes ou les oce´ans, les diffe´rents biotes3
existants sont tre`s compartimente´s, favorisant le maintien de ces e´quilibres.
Avec la se´paration et la collision des continents, le recul des oce´ans et les changements clima-
tiques, les espe`ces ont pu se propager dans de nouveaux milieux. Cependant, ces changements lents
ont e´te´ acce´le´re´ par l’Homme, de fac¸on volontaire (introduction a` vise´e domestique de l’abeille)
ou non (introduction de cafards, amene´s par les navires).
De manie`re ge´ne´rale, ces insertions se font en petits effectifs, sensibles a` l’extinction. Le ca-
racte`re invasif de l’espe`ce apparait alors lors de leur de´veloppement subse´quent.
L’invasion d’une zone est caracte´rise´e par trois phases successives : l’arrive´e de l’espe`ce al-
lochtone en dehors de sa re´gion native, l’e´tablissement, pe´riode critique, conside´re´ re´ussi lorsque
le taux de croissance de la population atteint un niveau tel que l’extinction devient improbable
et, enfin, la propagation, l’expansion de cette espe`ce a` de nouvelles zones.
La plupart du temps, l’espe`ce n’arrive pas a` s’e´tablir, en raison de conditions environnemen-
tales non favorables et son introduction passe inaperc¸ue. Mais, dans le cas ou` l’e´tablissement est
une re´ussite, de nombreux proble`mes se posent alors. La nouvelle espe`ce est libre d’exploiter les
ressources des niches, entraˆınant la disparition d’autres espe`ces ou des conse´quences e´conomiques
de´sastreuses en s’attaquant a` des cultures.
Parmi les populations invasives, les insectes sont le´gion. Pouvant eˆtre indige`nes et ne re´pondant
pas ainsi de manie`re pre´cise aux caracte`res d’espe`ces invasives, certains insectes sont connus pour
les nombreux de´gaˆts cause´s au monde agricole et a` la ve´ge´tation en ge´ne´ral. Ils sont alors appele´s
insectes ravageurs, nuisibles pour les cultures agricoles.
Le concept de ravageurs est donc tre`s anthropocentre´, ces insectes e´tant naturellement pre´-
sents dans l’environnement. Leur densite´ de´pend des ressources disponibles, les cultures humaines
entraˆınent leur prolife´ration, les rendant invasives.
Nous allons nous inte´resser plus particulie`rement aux ravageurs des plants de coton d’Afrique.
1.2 La production de coton, l’or blanc d’Afrique
Fig 2 - Capsules en fibres, dites de coton
c©ventes-responsables.com
Le cotonnier est un nom vernaculaire de´signant des plantes
produisant du coton, a` l’instar de celles des espe`ces Gossypium,
poussant dans des re´gions sub-tropicales a` tropicales et dont les
fruits sont des capsules fibreuses prote´geant les graines.
Etant donne´ qu’il existe de nombreuses varie´te´s de cotonniers, s’adaptant a` des conditions
climatiques tre`s variables, nous retrouvons sa culture dans tous les continents, notamment en
Ame´rique, en Asie et en Afrique.
3Une biote d’un lieu repre´sente sa faune et sa flore.
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La production de coton repre´sentant une part
conside´rable de l’e´conomie africaine, il est important
de trouver des solutions convenant a` la fois aux petits
producteurs et aux grandes entreprises.
En raison d’une ge´ographie africaine tre`s contras-
te´e, les champs de cotonniers sont tre`s re´gionalise´s et
repre´sentent un paysage tre`s fragmente´.
En effet, les plantations sont de petites tailles et en
nombre important, appartenant a` de petits exploitants.
Fig 3 - Re´partition de la production de coton en
Afrique en 2009 c©afriqueavenir.org
1.3 De nombreux nuisibles
Plus de 500 insectes et animaux divers sont recense´s sur le continent africain comme nuisibles
aux cotonniers.
– Des pucerons, Aphis gossypii, tendent a` re´duire la qualite´ des cotons produits, les rendant
“collants” avec leurs se´cre´tions de miellats4.
Cependant, malgre´ la de´te´rioration des fibres et l’affaiblissement de la plante lors du pre´le`-
vement de se`ve par le puceron, les plants ne sont pas de´truits.
– Diffe´rentes espe`ces de le´pidopte`res se´vissent en Afrique et ravagent les re´coltes. Les adultes
repre´sentent un proble`me par leur migration importante mais les ravages sont effectue´s par
les larves, de`s les premiers stades de de´veloppement.
• Helicoverpa armigera est polyphage,
• Spodoptera littoralis est polyphage,
• Diparopsis castanea est spe´cifique du coton africain.
1.3.1 Les techniques de lutte
Les pesticides e´taient jusqu’a` pre´sent une solution efficace contre les insectes, mais ils ont
trouve´ rapidement leurs limites. En effet, le traitement aux insecticides des plants doit eˆtre re´pe´te´
pour eˆtre efficace et repre´sente alors un impact environnemental et sanitaire conside´rable.
De plus, leur utilisation devient de plus en plus controverse´e, en raison des impacts ne´fastes
sur l’environnement et il devient urgent de trouver des solutions plus durables.
Face a` la ne´cessite´ grandissante des agriculteurs, certains pays d’Afrique comme le Burkina-
Faso et le Zimbabwe ont permis la mise en culture de plants de cotons ge´ne´tiquement mo-
difie´s. Un ge`ne issu de la bacte´rie Bacillus thuringiensis (“Bt”) a e´te´ transfe´re´ au ge´nome des
cotonniers, leur permettant ainsi la production d’une toxine spe´cifique a` certaines larves.
E´tant synthe´tise´e par la plante, la toxine est ainsi prote´ge´e des facteurs climatiques ce qui lui
confe`re une efficacite´ plus longue que celle des insecticides.
4Le miellat est un liquide e´pais et visqueux, constitue´ par les excre´ments liquides des pucerons.
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Afin de limiter davantage l’utilisation de produits chimiques, des techniques de lutte biologique
ont e´te´ expe´rimente´es mais n’ont pas eu les effets escompte´s. En effet, des parasito¨ıdes, tels que
des hyme´nopte`res, des gueˆpes qui pondent leurs œufs dans les larves de le´pidopte`res, ont e´te´
introduits dans les cultures mais leur de´veloppement reste tre`s difficile dans ces milieux [22].
Une autre technique de lutte biologique correspond a` la strate´gie du “push-pull” qui consiste
a` cultiver des plantes attirant les insectes d’inte´reˆts, qui sont alors de´tourne´s des cultures.
Cependant, cette technique requiert une grande diplomatie et des aspirations e´conomiques,
les petits exploitants ne comprenant pas pourquoi ils devraient travailler sur d’autres cultures,
re´duisant leur parcelle exploitable, afin de prote´ger celle qui les fait survivre, s’il n’y a pas d’enjeux
financiers.
En Afrique, une plante appele´e Jatropha curcas a fait son apparition et est vite devenue “l’or
vert du de´sert” graˆce a` sa production d’huile utilise´e comme agrocarburant. Elle semblerait attirer
aussi certaines espe`ces d’insectes et pourrait donc repre´senter un bon compromis entre efficacite´
et inte´reˆt e´conomique dans un avenir proche.
Cependant, la the´orie de la reine rouge [23] s’applique ici. La co-e´volution antagoniste conti-
nue : certains ravageurs de´veloppent des re´sistances aux pesticides [1], d’autres aux plants OGM
[11]. Ces derniers font aussi face a` l’arrive´e d’autres insectes comme les punaises [15], profitant
des ressources libe´re´es. Il devient ne´cessaire de trouver la prochaine solution.
1.3.2 Les le´pidopte`res, ravageurs cibles
Les le´pidopte`res sont conside´re´s comme les ravageurs les plus dangereux en raison de leur
importante propagation. Les larves sont responsables des de´gaˆts directs inflige´s a` la plante et les
adultes aile´s des migrations.
Les adultes, ou imago, se reproduisent de manie`re sexue´e et
pondent des oeufs a` proximite´ des plantes hoˆtes. Les oeufs se
de´veloppent alors en larve et passent par plusieurs stades durant
lesquels leur forme et leur taille varient.
De`s les stades les plus pre´coces de cette e´tape larvaire, les
le´pidopte`res vont se nourrir de leur plante hoˆte de telle manie`re
qu’ils en rendent l’exploitation impossible.
Arrive alors le stade pupal, durant lequel les larves peuvent
entrer en “diapause chaude” [19] afin de survivre a` des conditions
environnementales de´favorables. Cette ope´ration se traduit par
une diminution de leurs activite´s me´taboliques.
Apre`s eˆtre passe´ par le stade nymphal, elles peuvent alors e´mer-
ger sous leur forme adulte, dote´e d’ailes, et migrer vers des parcelles
aux ressources satisfaisantes.
Fig 4 - Cycle de vie d’un le´pidopte`re
c©britannica.com
Fig 5 - De´gaˆts inflige´s a` une capsule de
coton c©Nigel Cattlin/Visuals
Unlimited Inc
La migration est un proble`me tre`s important. En effet, certains le´pidopte`res ont un cycle de
de´veloppement d’environ un mois contre quelques mois pour le cotonnier, ce qui engendre plusieurs
ge´ne´rations de le´pidopte`res par cycle de cotonnier. Les nouvelles ge´ne´rations de le´pidopte`res se
voient donc oblige´es de migrer dans des milieux encore intacts.
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1.4 Les milieux fragmente´s
Selon les pre´fe´rences de l’espe`ce, le milieu dans lequel elle e´volue lui apparaitra diffe´remment.
En effet, une espe`ce polyphage, pouvant se nourrir de n’importe quelle plante, verra son espace
comme un continuum. En revanche, une espe`ce monophage, devant migrer a` la recherche de sa
ressource spe´cifique, le verra comme fragmente´.
En effet, l’he´te´roge´ne´ite´ spatiale est due a` la fois a` des facteurs stochastiques et a` l’influence de
l’Homme. Des barrie`res ge´ographiques naturelles peuvent en eˆtre la cause, chaˆınes de montagnes,
oce´ans, foreˆts..., mais aussi artificielles : champs e´pars de diffe´rentes cultures...
Ainsi, les espe`ces spe´cifiques du coton posse`dent une migration discre`te et se propagent dans
un espace non homoge`ne, de “patch” a` “patch”.
Que les espe`ces invasives soient indige`nes ou non, leur ve´locite´ et leur comportement migratoire
peuvent, dans certains cas, eˆtre caracte´rise´s comme discrets, comme impulsionnels. Il est donc
inte´ressant de conside´rer des phe´nome`nes migratoires saisonniers dans une dynamique continue.
Ces migrations pulse´es ame`nent alors a` se demander si les peuples fondateurs, ge´ne´ralement
de petite taille, sont suffisants pour envahir une zone peu habituelle ou s’il est ne´cessaire d’avoir
de nouvelles arrive´es pour contribuer a` cet envahissement.
Est-ce que le flux migratoire permet la re´ussite de l’invasion ? Existe t-il un seuil de densite´
de population a` partir duquel une espe`ce invasive perdure ?
1.5 L’effet Allee dans les invasions biologiques
Face a` de fortes baisses de population, la plupart des espe`ces contrecarre cette perte importante
en privile´giant des me´canismes qui vont tendre a` une augmentation de la densite´, comme la
reproduction ou la survie, voire en limitant les me´canismes favorisant la mortalite´ tel que la
compe´tition intra-spe´cifique [3].
Cependant, certaines observations du professeur Warder Clyde Allee, en 1931, laissent a` penser
qu’il existe, chez certaines espe`ces, un seuil de densite´ ou de taille de population en dessous duquel
il existe une corre´lation positive entre fitness individuelle et densite´ [2]. En d’autres
termes, plus la population est petite, plus son taux de reproduction per capita est faible.
Ces populations de petite taille ou faible densite´ subissent de manie`re re´pe´titive des de´crois-
sances de population, les entraˆınant dans une spirale dont l’issue reste, la plupart du temps,
l’extinction.
E´cologiste et zoologiste de renom, le Professeur Allee fut l’un des premiers scientifiques a`
s’inte´resser aux raisons pour lesquelles certaines espe`ces animales adoptaient des strate´gies de
coope´ration, pre´fe´rant la vie en groupe a` une vie solitaire, afin d’ame´liorer leur survie.
Pre´fe´rant le terme de “proto-coope´ration” en raison du fait que les animaux ne semblent
pas conscients de tels be´ne´fices, le professeur Allee multiplia les expe´riences afin d’e´tablir un
me´canisme responsable de cette e´tape initiale dans l’e´volution de la socie´te´.
Ainsi, il e´mit l’hypothe`se que des individus pouvaient tirer des be´ne´fices d’une augmentation
du nombre de conspe´cifiques et qu’il existait un seuil a` partir duquel les avantages dus au groupe
n’e´taient plus suffisants pour e´chapper a` l’extinction.
Observe´ il y a longtemps dans une the´matique plus comportementale qu’e´cologique, le nom
d’effet Allee fut attribue´ a` ce phe´nome`ne.
L’existence d’un effet Allee devient crucial dans le cas des espe`ces invasives, permettant ainsi
de focaliser les efforts sur le de´placement de ce seuil vers une plus grande valeur ou en dessous de
ce seuil pour engranger la spirale auto-destructrice.
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1.5.1 Effet Allee fort et faible
Fig 6 - Diffe´rence entre effet Allee fort et faible : exis-
tence ou non d’un seuil d’extinction
La de´monstration de l’existence d’un seuil, en dessous
duquel est un population n’est pas viable, est une
condition suffisante pour e´tablir le caracte`re Allee a`
une population mais pas ne´cessaire.
Cependant, il est possible d’observer une diminution
du taux de croissance dans le cas de faible densite´ mais
que celui-ci conserve sa positivite´.
La distinction se fait alors dans la caracte´risation de
l’effet : un effet Allee fort admet la pre´sence d’un seuil
contrairement a` un effet Allee faible.
1.5.2 “Range pinning”
La vitesse de propagation d’une espe`ce invasive de´pend de nombreux facteurs, notamment de
la pre´sence de stochasticite´, environnementale ou de´mographique, ainsi que d’effets Allee.
Plusieurs phe´nome`nes lors d’une invasion peuvent eˆtre dus a` l’effet Allee. En effet, une vitesse
d’invasion nulle, phe´nome`ne appele´ “range pinning” [8], peut de´couler de l’existence d’un effet
Allee dans un espace discret, divise´ en patchs e´quivalents [9].
Ce phe´nome`ne fut e´tudie´ a` l’origine dans le cadre, purement the´orique, des e´quations de
re´action-diffusion en temps discret par le physicien Fa´th [8].
1.5.3 Diffe´rentes causes
Il existe de nombreuses raisons pour lesquelles une population pre´senterait un effet Allee.
Celles-ci peuvent eˆtre d’origine naturelle (un sex-ratio de´se´quilibre´, une perte d’avantage face
aux pre´dateurs...) mais aussi anthropoge´niques (collection d’espe`ces rares).
Un effet Allee a e´te´ caracte´rise´ chez quelques espe`ces, a` la fois animales et ve´ge´tales.
En effet, le lycaon (Lycaon pictus), chien sauvage d’Afrique subsaharienne, souffre de la ne´-
cessite´ d’avoir a` la fois des candidats a` la chasse et d’autres au poste de nourrice, diminuant les
effectifs et les rendant plus vulne´rables. Chez les ve´ge´taux, les figuiers (Ficus sp.) souffrent de
l’absence de pollinisateurs pour se reproduire, lorsqu’ils sont implante´s dans des milieux disperse´s
et isole´s.
De nombreuses e´tudes ont e´te´ re´alise´es sur le Bombyx Disparate (Lymantria dispar), un le´pi-
dopte`re invasif des foreˆts dont la dispersion est stratifie´e, c’est-a`-dire qu’il se propage en alternant
courtes et longues distances. Un effet Allee a e´te´ ainsi observe´ chez cette espe`ce [21] et serait
responsable de l’e´chec de certaines tentatives d’invasions observe´es.
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1.6 Synthe`se
L’effet Allee a e´te´ caracte´rise´ chez certaines espe`ces mais non sans difficulte´s. Les causes e´tant
nombreuses, la mise en e´vidence par l’expe´rimentation reste difficile, impliquant de nombreux
parame`tres. Les donne´es concluantes restent rares.
La mode´lisation se pre´sente alors comme un outil ne´cessaire et salvateur quant a` la de´termina-
tion des parame`tres jouant un roˆle de´terminant. Depuis 50 ans, des mode`les simples ont prouve´s
leur pertinence biologique dans la litte´rature et ont permis d’aborder des proble`mes biologiques
de manie`re plus ade´quate.
L’identification des me´canismes biologiques des espe`ces e´tudie´es permet une restriction de l’ex-
pe´rimentation non ne´gligeable, celle-ci s’ave´rant souvent longue et couˆteuse. Cela permet aussi de
comprendre ce qui cause les phe´nome`nes observe´s biologiquement.
C’est pourquoi nous allons nous inte´resser aux parame`tres causant l’arreˆt de l’invasion lorsque
les ravageurs pre´sentent une migration saisonnie`re dans un environnement fragmente´.
Ce caracte`re saisonnier de la migration va jouer un roˆle capital dans notre analyse. En effet,
des e´tudes portant sur une migration continue dans un espace discre´tise´ ont de´ja` e´te´ re´alise´es [9]
et ont permis d’e´tablir des conditions d’arreˆt de la propagation.
Un comportement saisonnier implique la se´paration de la dynamique en deux processus : un
continu sur une certaine pe´riode de temps puis un processus discret se traduisant sous la forme
d’une impulsion. Les mode`les prenant en compte ce comportement seront ainsi en temps semi-
discret.
Pour cela, nous allons observer les diffe´rences entre ces deux types de dynamique, semi-discre`te
et continue, en tenant compte des diffe´rents processus de la migration : l’immigration constante
d’individus ainsi que l’e´migration densite´-de´pendante.
Dans un premier temps, nous rappellerons l’e´volution des mode`les au cours de l’histoire,
leur complexification dans l’objectif de les rendre plus re´els. Puis, dans un second temps, nous
re´aliserons l’e´tude comple`te, sur un seul patch, de nos diffe´rents mode`les semi-discrets. Nous
ge´ne´raliserons, ensuite, a` plusieurs patchs, a` l’aide de simulations.
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2 Historique des mode`les
2.1 L’e´volution des mode`les
Les mode`les a` une seule espe`ce tentent de de´crire l’e´volution au cours du temps des effectifs
d’une population de manie`re plus ou moins re´aliste.
Soit x(t) la densite´ de la population e´tudie´e au temps t. La vitesse de variation de x est alors
explicite´e par :
dx(t)
dt
= naissance - mort + immigration - e´migration
Dans la suite de ce rapport, nous utiliserons la notation classique x˙ pour exprimer cette vitesse
de variation.
Un des premiers mode`les propose´s fut le mode`le exponentiel en temps continu de Malthus,
a` la fin du 17e`me sie`cle. Ce mode`le, assez e´loigne´ de la re´alite´, ne conside´rait pas de migration
mais une infinite´ de ressources et d’espace avec comme unique parame`tre le taux de croissance
intrinse`que de la population, r. Il s’e´crit sous la forme suivante :
x˙(t) = rx(t) (1)
Cependant, il a vite montre´ ses limites. Verhulst, en 1836, de´cida de lui ajouter un processus
de densite´-de´pendance, auto-limitatif, par la pre´sence d’un terme de capacite´ de charge maximale.
x˙(t) = rx(t)(1− x(t)
K
) (2)
Lui attribuant le nom de “logistique”, Verhulst permit de mieux de´crire la re´alite´ avec ce mo-
de`le. En effet, il a pu estimer la taille de la population de la France a` 40 millions en 1930, sachant
qu’elle e´tait de 41,5 millions en 1931 [24].
L’effet Allee a ensuite e´te´ ajoute´ au mode`le logistique en temps continu afin de traduire la
corre´lation positive entre fitness individuelle et densite´ de population que pre´sentent certaines
espe`ces pour de faibles effectifs. Un terme de capacite´ seuil d’effet Allee, Ka a ainsi e´te´ mis en
place.
x˙(t) = rx(t)(1− x(t)
K
)(
x(t)
Ka
− 1) (3)
Parmi les mode`les en temps continu existants, certains ont pu trouver leur e´quivalent et
leur inte´reˆt en temps discret. Ainsi, deux mode`les logistiques existent. Le premier, propose´ par
Verhulst, en temps continu conduit a` une e´quation diffe´rentielle simple dont les solutions sont
facilement interpre´tables.
En revanche, le second mode`le, e´crit par Robert May [18] en 1976, en temps discret fait ap-
paraˆıtre des comportements singuliers pour des valeurs particulie`res du parame`tre r, notamment
des comportements chaotiques.
Les mode`les en temps discret s’appliquent ge´ne´ralement a` des populations ou` les ge´ne´rations
ne se chevauchent pas, ce qui est le cas de nombreux insectes ou de plantes annuelles. Ils sont
souvent utilise´s aussi pour les populations dont le rythme est saisonnier. Eskola et Parvinen [7] ont
ainsi e´tudie´ des mode`les en temps discret, afin de caracte´riser les saisons, qui incluent l’effet Allee.
Nous allons nous inte´resser dans la suite de ce rapport a` l’existence des e´quilibres et a` leur
stabilite´ pour diffe´rents mode`les. Pour cela, nous avons a` notre disposition de proprie´te´s mathe´-
matiques, qui permettent de statuer sur la stabilite´ locale d’un e´quilibre, en temps continu et en
temps discret. Ces rappels mathe´matiques sont disponibles a` l’annexe A.
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2.2 Le mode`le logistique de Verhulst
2.2.1 En temps continu
Le temps est continu, t ∈ R et notre fonction x(t) est a` valeurs re´elles. Le mode`le logistique
s’e´crit de la fac¸on suivante :
x˙(t) = f(x(t)) = rx(t)(1− x(t)
K
) avec
 x : densite´ de la population, x > 0r : taux de croissance intrinse`que, r > 0
K : capacite´ limite du milieu, K > 0
La solution explicite est alors la suivante : x(t) =
x0K
x0 + (K − x0)e−rt
x(0) = x0
Nous obtenons deux e´quilibres : x∗1 = 0 et x
∗
2 = K.
Un e´quilibre est localement stable si et seulement si
df
dx |x∗1,2
<0.
–
df
dx |x∗1
= r ⇐⇒ 0 est instable.
–
df
dx |x∗2
= - r ⇐⇒ K est localement stable.
K
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Fig 7 - Diffe´rentes trajectoires selon la condi-
tion initiale
E´tant en une dimension et ayant prouve´ la stabilite´ locale, nous pouvons affirmer la stabilite´
globale de K. Ainsi, les diffe´rentes solutions, inde´pendamment de la condition initiale, convergent
toutes vers la capacite´ maximale du milieu.
2.2.2 En temps discret
Le mode`le e´quivalent a` la croissance logistique est la suite logistique dont la re´currence est
non line´aire. Le temps est discret, n ∈ N, n de´signant un nombre de minutes, heures ou d’anne´es
et la suite xn est a` valeurs re´elles.
Soit le mode`le :
xn+1 = f(xn) = rxn(1− xn) avec
{
x : densite´ de la population, x>0
r : taux de croissance intrinse`que, r>0
Nous avons deux points fixes : x∗1 = 0 et x
∗
2 = (1− 1r ).
Un point fixe est localement stable si et seulement si | df
dx |x∗1,2
|< 1.
– | df
dx |x∗1
| = r ⇐⇒ 0 est localement stable si r<1.
– | df
dx |x∗2
|= 2-r ⇐⇒ x∗2 est localement stable si 1<r< 3.
Fig 8 - Diagramme de bifurcation en
fonction de r c©wikipedia
Lorsque r > 3, nous observons des oscillations de pe´riode 2 puis un comportement chaotique
lorsque r augmente encore. Selon la valeur du taux de croissance intrinse`que de la population,
celle-ci admet des comportements diffe´rents.
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2.3 Le mode`le Allee
Le mode`le Allee permet d’ame´liorer l’ade´quation de la the´orie aux observations pour les po-
pulations dont le taux de croissance diminue a` faible densite´, en ajoutant une capacite´ seuil
interme´diaire Ka.
x˙(t) = f(x(t)) = rx(t)(1− x(t)
K
)(
x(t)
Ka
− 1) avec

x : densite´ de la population, x> 0
r : taux de croissance intrinse`que, r > 0
K : capacite´ limite du milieu, K > 0
Ka : capacite´ seuil de l’effet Allee, Ka > 0
Nous obtenons trois e´quilibres : x∗1=0, x
∗
2 = K et x
∗
3 = Ka.
Un e´quilibre est localement stable si et seulement si
df
dx |x∗1,2
< 0.
–
df
dx |x∗1
= −r ⇐⇒ 0 est localement stable.
–
df
dx |x∗2
= r(1− K
Ka
)⇐⇒ K est localement stable si Ka < K.
–
df
dx |x∗3
= r(1− Ka
K
)⇐⇒ Ka est localement stable si Ka > K.
Dans le cas biologique d’inte´reˆt ou` Ka < K, nous avons deux
bassins d’attraction, pour x=0 et x=K.
Ka
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Fig 9 - Diffe´rentes trajectoires selon la
condition initiale
Ainsi, selon les conditions initiales, les solutions vont converger vers l’un de ces e´quilibres
stables : en dessous du seuil, l’extinction est sans appel, au dessus, la population atteint la capa-
cite´ limite du milieu.
Afin d’obtenir une repre´sentation des trois mode`les en temps continu, nous trac¸ons l’e´volution
du taux de croissance per capita en fonction de la taille de la population dans le cas exponentiel,
logistique et avec effet Allee.
x˙ repre´sente le taux de croissance de l’effectif x de la population avec le temps t. Ainsi, le taux de
croissance moyen par individu correspond a`
x˙
x
.
Nous trac¸ons donc :
x˙
x
= r
x˙
x
= r(1− x
K
)
x˙
x
= r(1− x
K
)(
x
Ka
−1)
Dans le cas du mode`le Allee, le taux est faible pour de
faibles et hautes densite´s et se trouve maximal pour des
densite´s moyennes, ce qui illustre bien la corre´lation positive
entre fitness individuelle et densite´ de population pour de
petites populations, caracte´ristique de l’effet Allee.
r
KKa
Taux de croissance per capita en fonction de la densité
Densité de population x(t)
dx
/x
dt
Fig 10 - Evolution du taux de croissance per capita
pour diffe´rents types de croissance
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Dans certains cas, nous e´mettrons l’hypothe`se que les ressources du milieu sont tre`s importantes,
c’est-a`-dire que la capacite´ limite du milieu K est tre`s grande par rapport a` la capacite´ seuil de
l’effet Allee Ka. Cette hypothe`se de mode´lisation nous permet d’obtenir l’approximation suivante :
x˙(t) = f(x(t)) = rx(t)(
x(t)
Ka
− 1) (4)
Dans la suite de ce rapport, ce type de mode`le sera appele´ “logistique inverse´e”.
3 Mode`les semi-discrets
3.1 De´finition
Pour la plupart des espe`ces, une dynamique continue convient bien pour de´crire l’e´volution de
la population au cours du temps. En revanche, certaines ont des comportements saisonniers tels
qu’un mode`le discret parait plus adapte´.
Mais qu’en est-il des populations dont la dynamique est continue pendant une certaine pe´riode
et qui va, a` un instant, subir un phe´nome`ne ponctuel, une impulsion, tel que la migration ?
La solution re´side dans un juste milieu entre le continu et le discret, le semi-discret ou
mode`les a` base d’e´quations diffe´rentielles ordinaires impulsionnelles.
Le formalisme est le suivant :{
x˙(t) = f(x(t)) ∀t 6= kT
x(kT+) = g(x(kT )) k ∈ N
La notation (+) signifie apre`s impulsion.
continu
dis
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t
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continu continu
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τ τ τ τ τ+ + +k+1k+1kkk-1 k+2
Fig 11 - Repre´sentation d’un mode`le semi-discret c©[16]
D’un point de vue mathe´matique, e´tudier un mode`le semi-discret revient a` diviser son travail
en deux parties.
Premie`rement, il faut re´aliser l’analyse de l’e´quation en continu sur la pe´riode T , qui passe
par le calcul de la solution explicite et e´ventuellement des e´quilibres et de leur stabilite´. Nous
avons ainsi notre dynamique avant impulsion.
Puis, afin d’obtenir notre dynamique apre`s impulsion (ici, la migration), il faut effectuer une
e´tude de l’e´quation discre`te au temps T , en ayant injecte´ la solution du processus continu
dans le mode`le. Les e´quilibres du mode`le semi-discret seront alors les points fixes de la suite qui
associe l’e´tat au temps t a` celui au temps (t+ T ).
Un mode`le en temps semi-discret est caracte´rise´ par des cycles, compose´s d’un processus
continu suivi d’un processus impulsionnel. Ceux-ci peuvent eˆtre re´sume´s de la manie`re suivante :
Apre`s avoir re´alise´ sa dynamique en temps continu sur
une pe´riode T , passant de x+0 , condition initiale apre`s
impulsion, a` xT , le syste`me passe ensuite a` sa partie
impulsionnelle, l’amenant de xT a` x
+
T (figure 12).
x+T correspond ainsi a` g(xT ). Selon les proprie´te´s de g,
x+T peut eˆtre supe´rieur ou infe´rieur a` xT .
Le syste`me recommence alors un cycle, prenant x+T
comme condition initiale pour le processus continu.
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Fig 12 - Repre´sentation de plusieurs cycles
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Nous allons donc chercher a` obtenir la correspondance entre les deux types de formalismes, en
temps continu et en temps semi-discret, afin de pouvoir comparer les deux, correspondant a` des
migrations continues ou saisonnie`res.
Dans un premier temps, une e´tude comple`te sera re´alise´e sur un seul patch, prenant en compte
les diffe´rentes formes de migrations intervenant sur celui-ci : immigration constante, e´migration
densite´-de´pendante et la prise en compte des deux.
4 E´tude sur un patch
4.1 Immigration constante
Le mode`le semi-discret avec effet Allee prenant en compte une immigration constante d’in-
dividus (5) a e´te´ e´tudie´ sur un patch par Mailleret et Lemesle [16]. Il correspond au mode`le en
temps continu avec immigration constante (6) .{
x˙(t) = f(x(t)) = rx(t)(
x(t)
Ka
− 1) ∀t 6= kT
x(kT+) = x(kT ) + σT k ∈ N
(5)
x˙(t) = rx(t)(
x(t)
Ka
− 1) + σ (6)
avec

x : densite´ de la population, Ka >x > 0
r : taux de croissance intrinse`que, r > 0
Ka : capacite´ seuil de l’effet Allee, Ka > 0
σ : constante d’immigration, σ > 0
Nous conside´rons ainsi qu’a` chaque instant, σ individus arrivent dans le patch en continu et
que donc, sur une pe´riode T , σT individus sont arrive´s dans le patch.
Dans le syste`me semi-discret, nous n’avons plus une immigration re´partie de manie`re homo-
ge`ne mais une immigration ponctuelle, a` un instant. Ainsi, σT individus arrivent a` chaque instant
kT (par exemple chaque printemps).
Dans un premier temps, l’e´quation en temps continu a e´te´ re´solue, par se´paration des va-
riables et inte´gration, comme explique´ a` l’annexe B.
Nous avons alors obtenu la solution explicite suivante : x(t) =
x0Kae
(−rt)
Ka − x0(1− e(−rt)) .
Mathe´matiquement, nous conside´rons que les impulsions se re´alisent toutes les T pe´riodes.
Nous inte´grons ainsi notre e´quation diffe´rentielle en temps continu pour t compris entre deux
impulsions, soit t ∈ (kT, (k + 1)T ). Ce qui nous ame`ne au re´sultat avant impulsion :
x((k + 1)T ) =
x(kT )Kae
(−rT )
Ka − x(kT )(1− e(−rT ))
Apre`s l’impulsion, nous sommes en T+ et nous avons alors l’e´quation :
x((k + 1)T+) =
x(kT+)Kae
(−rT )
Ka − x(kT+)(1− e(−rT )) + σT
Nous avons donc inte´gre´ la solution explicite en temps continu a` notre e´quation discre`te.
Nous avons alors un mode`le en temps discret et la recherche des e´quilibres w revient a` re´soudre
l’e´quation w =
wKae
(−rT )
Ka − w(1− e(−rT )) + σT .
En effet, si apre`s un cycle, une partie continue et une partie impulsionnelle, nous retombons a`
un effectif e´gal a` l’effectif avant la re´alisation du cycle, nous sommes en pre´sence d’un e´quilibre.
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L’ide´e de de´part consistait a` regarder s’il existait une valeur seuil de la constante
d’immigration σ telle que, au-dela`, l’invasion soit un succe`s et en dessous, un e´chec : le flux
migratoire ne serait pas suffisant pour pallier a` l’effet Allee.
Mailleret et Lemesle [16] ont montre´ que l’immigration saisonnie`re pouvait favoriser l’ex-
plosion du patch. Dans le cas d’espe`ces invasives au rythme de vie saisonnier, cette informa-
tion s’ave`re donc capitale pour provoquer l’arreˆt de l’invasion.
4.2 E´migration densite´-de´pendante
L’e´tude analytique est possible dans le cas de l’immigration constante mais apparaˆıt plus dif-
ficile dans le cas d’une e´migration de´pendante de la densite´ de la population.
Afin d’e´tudier ce phe´nome`ne, nous allons re´aliser une e´tude ge´ome´trique des diffe´rents mode`les
– logistique, logistique inverse´e et Allee – en continu.
E´tant donne´ que nous nous inte´ressons principalement au mode`le Allee, les e´tudes ge´ome´-
triques des autres mode`les se situeront a` l’annexe C. Les e´tudes analytiques de ces mode`les,
permettant de retrouver, par d’autres moyens, nos re´sultats sont consultables a` l’annexe D.
4.2.1 En temps continu
L’e´tude ge´ome´trique consiste a` regarder ce qui se passe graphiquement, uniquement en fonction
des proprie´te´s de la fonction f lorsque l’on ajoute de l’e´migration.
Notre mode`le en temps continu s’e´crit sous la forme x˙(t)=f(x(t)) − px(t). Nous observons
donc les courbes d’e´quation y = f(x) et y = px.
Nous souhaitons obtenir les points d’e´quilibres de l’e´quation pre´ce´dente. Nous cherchons donc
les points tels que x˙(t)=0, c’est-a`-dire, ceux pour lesquels f(x) = px. Les points d’e´quilibres cor-
respondent donc aux points d’intersections des deux courbes.
La stabilite´ s’observe en regardant le signe de x˙(t). En effet, a` droite de l’e´quilibre, nous
convergerons vers celui-ci si x˙(t)< 0, soit f(x(t)) < px(t). A l’inverse, a` gauche de l’e´quilibre,
nous devons avoir x˙(t)> 0, soit f(x(t)) > px(t).
Ainsi, la position relative des courbes entre elles permet de statuer sur la stabilite´ locale
du point d’intersection : si f est au dessus de px a` gauche et inversement a` droite de l’e´quilibre,
alors celui-ci est localement stable.
Soit f la fonction dont nous connaissons les proprie´te´s ge´ome´triques suivantes :
– f strictement convexe ∀ x ∈ ]0,xi[, avec xi > 0, point
d’inflexion, ⇐⇒ f ′′(x) > 0 ∀ x ∈ ]0,xi[,
– f strictement concave ∀ x ∈ ]xi,+∞[ ⇐⇒ f ′′(x) < 0 ∀ x
∈]xi,∞[,
– f s’annule en x1=0 et ∃ w1 ∈ ]0,xi[ et w2 ∈ ]xi,+∞[ |
df
dx |w1
=
df
dx |w2
=0.
Alors,
– f est strictement de´croissante sur ]0,w1[∪]w2,+∞[,
– f est strictement croissante sur ]w1,w2[,
– et s’il existe x2> 0 tel que f(x2)=0 alors il existe x3>x2 tel
que f(x3)=0.
Modèle Allee en continu avec émigration
Densité de population
dx
/d
t
w
y=p*x
y=px
0 x x2 3* *w*1 w2
Fig 13 - Allee avec e´migration
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D’apre`s les proprie´te´s de f , y = f(x) et y = px posse`dent au maximum trois points
d’intersection donc au maximum trois e´quilibres dont l’existence de´pend de la valeur de p.
Soit p∗ tel que :
 p
∗w∗ = f(w∗)
p∗ =
df
dx |w∗
, w∗ 6=0
Alors,
– Si p< p∗, il existe trois e´quilibres x∗1 = 0 stable, x
∗
2 instable
et x∗3 stable, tel que x
∗
2< x
∗
3 et (x
∗
2, x
∗
3) ∈ [ x2, x3],
– Si p = p∗, il existe seulement deux e´quilibres, x∗1 = 0 stable
et x∗2 instable,
– Si p > p∗, x∗ = 0 est le seul e´quilibre, stable.
Selon la valeur de p , le nombre d’e´quilibres change. Dans
ce cas particulier, nous sommes en pre´sence d’une bifurca-
tion selle-noeud.
Diagramme de bifurcation du modèle Allee continu avec émigration
Paramètre p
E
qu
ilib
re
s
Ka
K
0
dfdx w*
Equilibre Stable
Equilibre Instable
Fig 14 - Diagramme de bifurcation en fonc-
tion du parame`tre p
4.2.2 En temps semi-discret
Equivalence entre le continu et le semi-discret
Nous cherchons g(p, T ) telle que nous ayons une forme d’e´quivalence entre les mode`les avec
e´migration en temps continu et semi-discret suivants :
x˙ = f(x)− px et
{
x˙ = f(x) ∀t 6= kT
x(kT+) = g(p, T )x(kT )
Comme dans la section 4.1, nous nous concentrons sur l’e´quivalence de la partie migration
dans les mode`les et ne tenons donc pas compte de la fonction de croissance f durant l’e´migration.
En se focalisant exclusivement sur le phe´nome`ne migratoire, nous avons x˙ = −px. Apre`s
inte´gration par rapport au temps, nous avons la solution x(t) = x(0)e−pt. Ainsi, pendant une
pe´riode T en temps continu, x(T ) = x(0)e−pT individus e´migrent.
Nous pouvons alors conside´rer que l’e´migration, traduite par le terme g(p, T ) est e´gale a` e−pT
lors d’une impulsion : les phe´nome`nes migratoires dans les mode`les continu et semi-discret se
traduisent par l’e´quation re´currente x((k + 1)T+) = e−pTx(kT ).
Dans la suite de ce rapport, nous prendrons ainsi comme e´quivalent en semi-discret le mode`le
suivant : {
x˙ = f(x) ∀t 6= kT
x(kT+) = e−pTx(kT ) k ∈ N (7)
Dans l’e´tude ge´ome´trique du mode`le continu Allee avec e´migration, nous avions de´termine´ une
valeur seuil p∗ telle que le nombre d’e´quilibres variait. Nous pouvons alors nous demander si cette
limite trouve son e´quivalence en semi-discret.
Plac¸ons nous a` cette valeur seuil, p∗ : x˙ = f(x)− p∗x et
{ ∀t 6= kT, x˙ = f(x)
x(kT+) = e−p
∗Tx(kT )
Par de´finition, x˙ = f(x) est majore´ par p∗x. Nous pouvons alors majorer x(t) par x0ep
∗t.
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Ainsi, nous avons :
x(T+) < ep
∗T e−p
∗Tx(0+) = x(0+)
A chaque pe´riode, nous observons une diminution de x, ce qui nous ame`ne a` l’extinction apre`s un
certain nombre d’impulsions.
Nous voyons ainsi que, pour la valeur seuil en continu, nous avons l’extinction de la population
en semi-discret. Par simulations, nous avons trouve´ qu’il existait une valeur seuil en semi-discret
de´pendante de la pe´riode T , appele´e par la suite pT∗D , infe´rieure a` p
∗.
E´tude ge´ome´trique
Nous souhaitons montrer l’existence d’e´quilibres ainsi que leur stabilite´ du mode`le (7).
Ce mode`le est en fait e´quivalent a` la succession temporelle de deux syste`mes continus : x˙ = f(x)
pendant une pe´riode T , amenant l’e´tat de la valeur note´e x+0 a` xT , puis x˙ = px, amenant l’e´tat
x+T a` xT . Pour avoir un e´quilibre, nous devons avoir x
+
T = x
+
0 , la meˆme valeur apre`s impulsions
pour chaque cycle.
Pour cette e´tude ge´ome´trique, nous allons ainsi nous inte´resser aux fonctions d’e´quation
y = f(x) et y = px.
Par de´finition, la vitesse d’e´volution de x(t) de´pend de la valeur de sa de´rive´e en fonction du
temps, soit f(x) ou px selon le phe´nome`ne conside´re´. Si nous sommes en pre´sence d’un e´quilibre,
les solutions re´sultantes des e´quations diffe´rentielles x˙ = f(x) et x˙ = px doivent posse´der les
meˆmes points de de´part (x+0 ) et d’arrive´e (xT ). Nous allons les analyser avec un point de de´part
commun.
La vitesse de l’une ne doit donc pas eˆtre supe´rieure a` celle de l’autre de manie`re uniforme sur
une pe´riode T au risque d’arriver plus rapidement au point final. La distance parcourue ne serait
pas alors la meˆme et les points d’arrive´e seraient diffe´rents.
La seule possibilite´ pour que ces points soient identiques est que les vitesses soient e´gales, ou
bien qu’il existe un e´change de vitesse entre les deux solutions telles qu’il y ait parfaite compen-
sation.
Une vitesse plus importante pour le phe´nome`ne de croissance, par exemple, se traduit par
le fait que la courbe d’e´quation y = f(x) voit ses valeurs eˆtre supe´rieures a` celles de l’e´quation
y = px. Ainsi, un e´change de vitesse ne peut se re´aliser que lorsqu’il y a e´change de position
relative entre les deux courbes, c’est-a`-dire un point d’intersection. Nous allons donc nous in-
te´resser plus particulie`rement aux points d’intersections des deux courbes.
Ainsi, si nous sommes en pre´sence d’un e´quilibre, les inte´grales temporelles suivantes doivent
eˆtre, par de´finition, e´gales :
∫ T
0
f(x(s))ds
x(0) = x+0
et

∫ T
0
px(s)ds
x(0) = x+0
Cependant, x(t) posse´dant de´ja` une expression complexe, il serait plus inte´ressant de pouvoir
comparer des inte´grales sur l’e´tat x, inde´pendamment du temps.
Proposition 1.

∫ T
0
f(x(s))ds
x(0) = x+0
=

∫ T
0
px(s)ds
x(0) = x+0
⇐⇒
∫ xT
x+0
dx
f(x)
=
∫ xT
x+0
dx
px
= T
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Preuve 1.
Si x˙ = f(x), alors
dx
f(x)
= dt et
∫ xT
x+0
dx
f(x)
=
∫ T
0
dt = T .
Si x˙ = px, alors
dx
px
= dt et
∫ xT
x+0
dx
px
=
∫ T
0
dt = T .
Ainsi, pour une pe´riode T donne´e, nous avons l’e´galite´ :
∫ xT
x+0
dx
f(x)
=
∫ xT
x+0
dx
px
= T .
D’apre`s la proposition 1 nous allons e´tudier les courbes d’e´quation y =
1
f(x)
et y =
1
px
.
Par de´finition, leurs points d’intersections sont les meˆmes que ceux de f(x) avec px.
1/f(x)
1/px
Densité de population x(t)
dx
/dt
0
x*1 x*2x1 x1
1/f(x)
1/px
Densité de population x(t)
dx
/dt
x2x2
_ _ _ _e-pTe-pT
A1
A2
Fig 15 - Repre´sentation des courbes y = 1
f(x)
et y =
1
px
avec, a` droite, un zoom sur la partie encadre´e.
x∗1 et x
∗
2 sont les e´quilibres non nuls de x˙ = f(x)− px tels que x∗1 est instable et x∗2 localement
stable.
Soient A1 l’aire colorie´e en vert et A2 l’aire en rouge sur la figure 15 (a` droite). Ces aires
correspondent aux parties positives et ne´gatives de la diffe´rence d’aire entre les courbes d’e´quation
y =
1
f(x)
et y =
1
px
entre les bornes infe´rieure et supe´rieure respectives des deux e´quilibres soit
e−pTxi et xi, avec i={1,2}.
Proposition 2. Pour p<pT∗D et pour tout T suffisamment petit, il existe exactement deux solutions
pe´riodiques non triviales xp1(t) et x
p
2(t). Ces solutions oscillent respectivement sur les intervalles
[e−pTx1 , x1] et [e−pTx2 , x2] tels que e−pTx1< x∗1 <x1 et e
−pTx2< x∗2 <x2.
La preuve qui suit est effectue´e pour la solution xp2(t).
Preuve 2. De´montrons que, pour un T suffisamment petit donne´,
∫ x2
e−pT x2
dx
f(x)
=
∫ x2
e−pT x2
dx
px
.
Soit la fonction H qui a` w2 associe H(w2) tel que w2 7−→
∫ w2
e−pTw2
dx
f(x)
−
∫ w2
e−pTw2
dx
px
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Prenons w2 = x
∗
2 telle que l’aire A2 est nulle.
Nous sommes alors dans le cas ou` y =
1
px
se situe au
dessus de y =
1
f(x)
et nous pouvons e´crire l’ine´galite´ sui-
vante :
H(x∗2) =
∫ x∗2
e−pT x∗2
dx
f(x)
−
∫ x∗2
e−pT x∗2
dx
px
< 0. (8)
est assure´e tant que T ve´rifie e−pTx∗2>x
∗
2. Ce qui est vrai
pour T suffisamment petit.
1/f(x)
1/px
Densité de population x(t)
dx
/dt
x1*x1*e-pT x2*x2*e-pT
A1
A1
Fig 16 - Cas ou` A2 est nulle.
En effectuant un petit de´placement δx2 de w2 positif par rapport a` notre condition initiale,
A2 va augmenter et A1 va diminuer. En effet, les deux bornes de l’inte´grale sont lie´es pour une
pe´riode T donne´e.
En continuant a` augmenter cette variation, nous allons
finir par obtenir une aire A1 nulle, pour w2 = e
pTx∗2.
Ainsi, y =
1
f(x)
se situe au dessus de y =
1
px
et nous
pouvons e´crire :
H(epTx∗2) =
∫ epT x∗2
x∗2
dx
f(x)
−
∫ epT x∗2
x∗2
dx
px
> 0. (9)
1/f(x)
1/px
Densité de population x(t)
dx
/dt
x1* x1*epT x2* x2*e
pT
A2
A2
Fig 17 - Cas ou` A1 est nulle.
H e´tant strictement croissante de w2, il existe un unique x2 ∈ [x∗2,epTx∗2] tel que H(x2) =∫ x2
e−pT x2
dx
f(x)
-
∫ x2
e−pT x2
dx
px
= 0, c’est-a`-dire un e´quilibre.
Nous voyons que pour w2 > e
pTx∗2, l’ine´galite´ (9) reste valable et qu’il ne peut donc y avoir de
solution pe´riodique. De meˆme, pour w2 < x
∗
2 et tel que e
pTw2 > x
∗
1, l’ine´galite´ (8) est aussi valable.
Le meˆme type de raisonnement peut s’appliquer pour prouver l’existence de la solution pe´rio-
dique xp1(t).
Proposition 3. La solution pe´riodique xp2 est localement stable.
Preuve 3. Nous conside´rons la stabilite´ du syste`me discret qui effectue un cycle en partant de
x(kT+) et dont un e´quilibre est e−pTx2.
Soit δx(kT+) l’e´cart de x(kT+) a` l’e´quilibre e−pTx2 et δx((k + 1)T+), l’e´cart a` l’e´quilibre de
x((k + 1)T+) :
δx(kT+)=x(kT+)-e−pTx2
δx((k + 1)T+)=x((k + 1)T+)-e−pTx2
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Nous avons
∫ x((k+1)T )
x(kT+)
dx
f(x)
= T . Apre`s de´rivation par rapport a` x(kT+), nous obtenons :
1
f(x((k + 1)T ))
dx((k + 1)T )
dx(kT+)
− 1
f(x(kT+))
= 0
avec f non nulle sur cet intervalle.
Nous obtenons ainsi l’expression
dx((k + 1)T )
dx(kT+)
=
f(x((k + 1)T ))
f(x(kT+))
(10) qui vaut
f(x2)
f(e−pTx2)
a`
l’e´quilibre.
Nous pouvons alors effectuer un de´veloppement de Taylor de δx((k + 1)T+) par rapport a`
δx(kT+) a` l’ordre 1 autour de l’e´quilibre e−pTx2, qui nous ame`ne a` la relation suivante :
x((k + 1)T+) = e−pTx2 +
dx((k + 1)T+)
d(δx(kT+))
δx(kT+) + o(δx(kT+))
Comme
dx((k + 1)T+)
d(δx(kT+))
=
dx((k + 1)T+)
dx(kT+)
dx(kT+)
d(δx(kT+))
avec
d(δx(kT+))
dx(kT+)
=
d(x(kT+)− e−pTx2)
dx(kT+)
=1,
nous avons :
x((k + 1)T+) = e−pTx2 +
dx((k + 1)T+)
dx(kT+)
δx(kT+) + o(δx(kT+))
En utilisant (10) et x((k + 1)T+) = e−pTx((k + 1)T ), nous obtenons :
x((k + 1)T+) = e−pTx2 +
f(x2)
f(e−pTx2)
e−pT δx(kT+) + o(δx(kT+))
δx((k + 1)T+) =
f(x2)
f(e−pTx2)
e−pT δx(kT+) + o(δx(kT+))
Au premier ordre, l’e´cart a` l’e´quilibre apre`s un cycle est donc
f(x2)
f(e−pTx2)
e−pT δx(kT+) et nous
avons la stabilite´ locale si et seulement si la condition suivante est respecte´e :
0 <
f(x2)
f(e−pTx2)
e−pT < 1.
L’e´quilibre x2e
−pT peut eˆtre situe´ sur une partie de´croissante de la courbe d’e´quation y =
f(x), ou croissante, selon la valeur de p.
Ainsi, lorsqu’il est situe´ sur la partie de´croissante, f(x2) est infe´rieur a` f(x2e
−pT ) par de´fini-
tion. e−pT e´tant toujours infe´rieur a` 1, notre condition de stabilite´ est bien respecte´e.
En revanche, si l’e´quilibre est situe´ sur la partie croissante de f (figure 18), f(x2) est poten-
tiellement supe´rieur a` f(x2e
−pT ) et nous ne pouvons pas conclure directement.
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Cependant, nous pouvons de´terminer la sta-
bilite´ locale en observant que, en x∗2, f(x) − px
est nul, positif pour x<x∗2 et ne´gatif pour x>x
∗
2.
Nous avons donc f(x2) < px2 et f(x2e
−pT ) >
px2e
−pT .
Ainsi,
f(x2)
f(x2e−pT )
<
px2
px2e−pT
= epT .
et la condition de stabilite´ est bien ve´rifie´e :
f(x2)
f(x2e−pT )
e−pT < 1.
Modele semi-discret
Densite de population
dx
/dt
f(x)
px
px
f(x )
2
px e
2
2
-pT
_
_
_
f(x )1
_
px1
_
px e1
-pT_
f(e  x ) 2
-pT_
f(e  x ) 1
-pT_
Fig 18 - Cas ou` les deux e´quilibres sont situe´s sur la partie crois-
sante de f
La solution pe´riodique xp2(t) est donc localement stable. Par le meˆme type de raisonnement,
nous pourrions montrer que la solution pe´riodique xp1(t) est instable.
Illustration sur un diagramme de bifurcation
Nous avons observe´ par simulations qu’il existait une valeur limite pT∗D en semi-discret telle que
le nombre d’e´quilibres changeait. Nous pouvons alors nous demander si cette variation s’effectue
de la meˆme manie`re qu’en temps continu. Observons-nous une bifurcation selle-noeud ?
Nous souhaitons alors tracer le diagramme de bifurcation du mode`le semi-discret. L’e´quilibre
stable est facile a` de´terminer, e´tant observable, mais l’e´quilibre instable ne l’est pas. Ce proble`me
n’est pas caracte´ristique du semi-discret et existe aussi en continu. Cependant, les expressions
analytiques des e´quilibres en continu sont plus simples qu’en semi-discret.
Afin de l’observer, nous nous plac¸ons en temps inverse, backward. En effet, en temps normal,
forward, nous observons l’e´quilibre stable et pas l’e´quilibre instable. En temps backward, τ=-t,
nous observerons l’e´quilibre instable et non le stable, les stabilite´s e´tant inverse´es.
En temps backward, nous avons une de´croissance en temps continu et un ajout discret, pro-
cessus inverses du temps forward. Ainsi, nous avons deux mode`les :
En temps forward :{
x˙ = f(x) ∀t 6= kT
x(kT+) = e−pTx(kT )
En temps backward :{
x˙ = −f(x) ∀t 6= kT
x(kT+) = epTx(kT )
Nous avons pu tracer le diagramme de bifurcation en semi-discret pour des valeurs de pa-
rame`tres spe´cifiques, notamment une petite pe´riode, en reportant les points apre`s impulsion en
temps forward et les points avant impulsion en temps backward (graˆce a` Matlab, voir annexe E).
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Fig 19 - Diagramme de bifurcation du mode`le semi-
discret Fig 20 - Diagramme de bifurcation du mode`le semi-discret zoome´ sur la
bifurcation
Nous observons bien une bifurcation selle-noeud, comme en temps continu.
Ainsi, les meˆmes observations s’effectuent en temps continu qu’en temps semi-discret.
Cependant, la valeur de bifurcation est plus restrictive en semi-discret qu’en temps continu
(pT∗D <p
∗). L’extinction semble donc plus facile en semi-discret qu’en continu.
Les deux processus oppose´s vont donc dans le meˆme sens en semi-discret : l’immigration facilite
l’invasion et l’e´migration, l’extinction. Qu’en est-il lorsque nous les conside´rons ensemble ?
4.3 E´migration et immigration
Dans un premier temps, nous re´aliserons l’e´tude ge´ome´trique en temps continu du mode`le
avec e´migration et immigration et tenterons d’exprimer la nouvelle valeur limite du parame`tre
d’e´migration p en fonction du parame`tre d’immigration σ.
Ensuite, nous effectuerons la comparaison des deux mode`les, en temps continu et en temps
semi-discret, qui passera par un diagramme de bifurcation et des simulations. Nous pourrons alors
observer s’il existe une diffe´rence de comportement pour les meˆmes valeurs de parame`tres.
4.3.1 E´tude ge´ome´trique en temps continu
Nous devons conside´rer le cas des deux flux intervenant sur le patch : le flux d’entre´e constant
σ et le flux de sortie de´pendant de la densite´ px. Nous avons ainsi le mode`le x˙ = f(x) +σ− px en
temps continu et nous allons pouvoir comparer, de manie`re ge´ome´trique, les courbes d’e´quations
y = f(x) + σ et y = px.
En re´alisant l’e´tude ge´ome´trique en temps continu, nous pouvons observer que le proble`me
ressemble a` celui sans flux d’entre´e. En effet, l’ajout d’une constante positive a pour seul effet de
“relever” la courbe y = f(x), sans changer les proprie´te´s de f (si ce n’est qu’e´ventuellement, elle
n’ait plus de partie ne´gative).
Ainsi, la seule diffe´rence existante re´side dans la valeur limite du parame`tre d’e´migration pour
laquelle le nombre d’e´quilibres change. Appelons p∗σ cette nouvelle valeur seuil.
p∗σ est de´finie de la manie`re suivante :
 p∗σ =
df
dx |wσ
p∗σwσ = f(wσ) + σ
.
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Nous cherchons a` exprimer p∗σ en fonction de σ. Nous allons donc de´river l’expression p
∗
σwσ =
f(wσ) + σ selon σ.
dp∗σwσ
dσ
=
df(wσ)
dσ
+ 1⇐⇒ wσ dp
∗
σ
dσ
+ p∗σ
dwσ
dσ
=
df
dx |wσ
dwσ
dσ
+ 1
Comme
df
dx |wσ
est e´gal a` p∗σ par de´finition,
nous pouvons simplifier notre e´quation et nous
obtenons ainsi
dp∗σ
dσ
=
1
wσ
.
En re´alisant une approximation du premier
ordre, nous obtenons la relation suivante :
p∗σ = p
∗ +
σ
w∗
.
Densite de population
dx
/dt
f (w)+ σ
f (w*)
σ
w*wσ
y= p xσ
y= p *x
σ
*
Fig 21 - Ajout d’un flux constant
4.3.2 Comparaison des mode`les
Les mode`les, associant les deux processus (immigration et e´migration), s’e´crivent alors :
En temps continu :
x˙ = f(x)− px+ σ
En temps semi-discret :{
x˙ = f(x) ∀t 6= kT
x(kT+) = e−pTx(kT ) + σT
Illustration sur un diagramme de bifurcation
Nous re´alisons le diagramme de bifurcation de la meˆme manie`re que dans le cas de l’e´migration
seule : en temps forward pour les e´quilibres stables et en temps backward pour l’e´quilibre instable.
Nous souhaitons observer ce qui se passe lorsque nous faisons varier σ pour une valeur de p
donne´e.
Nous avons e´tabli pre´ce´demment qu’il existait une valeur du parame`tre d’e´migration p limite
plus petite en semi-discret (pT∗D ) qu’en continu (p
∗). Nous nous plac¸ons donc au cas limite pour
le continu afin d’observer sur un meˆme diagramme les deux phe´nome`nes.
Sur la figure 22 est trace´, en temps continu a` gauche et en temps semi-discret a` droite,
l’e´quilibre stable non trivial, l’e´quilibre instable et l’e´quilibre stable trivial.
Fig 22 - En temps continu (a` gauche) et en temps semi-discret (a` droite)
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Nous observons bien que, en temps semi-discret, il n’existe que deux e´quilibres dont un stable
trivial avant une certaine valeur de σ nous amenant de p∗ a` pT∗D . Il existe ensuite une bifurcation
pour une valeur σ∗ en temps continu qui diffe`re de celle en semi-discret, σ∗D : σ
∗
D est plus petite
que σ∗ (aux environs de 7.3 contre 8.7). Au dessus de cette valeur de bifurcation, il n’exite plus
qu’un seul e´quilibre non trivial, stable.
L’e´migration et l’immigration semblent faciliter deux phe´nome`nes oppose´s en semi-discret :
l’extinction, ainsi que l’invasion sont favorise´s. Nous pouvons nous demander s’il existe des cas
ou` nous avons invasion (re´ciproquement extinction) en semi-discret et non en continu.
4.3.3 Approche de simulation : comparaison avec le temps continu
Plac¸ons nous en x0=0 et en p compris entre p
T∗
D et p
∗. Ainsi, il existe deux e´quilibres stables en
continu et un seul trivial stable en semi-discret lorsque l’immigration est nulle. En temps continu,
d’apre`s la condition initiale, la solution va converger vers l’e´quilibre stable infe´rieur a` Ka.
Prenons σ telle que nous ayons :
σ∗D < σ < σ
∗
Ainsi, l’immigration n’est pas assez
importante en temps continu pour qu’il
n’existe qu’un seul e´quilibre stable non
trivial.
Pour des parame`tres e´gaux, nous obser-
vons qu’il existe une valeur suffisamment
grande de la pe´riode T telle que, apre`s
quelques impulsions, l’invasion re´ussisse en
semi-discret.
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Fig 23 - Invasion en semi-discret et non en continu
Ce phe´nome`ne s’explique par le fait que, sur une pe´riode en temps semi-discret, les individus
immigrant sur le patch ne participent pas a` la mortalite´. Au contraire, en temps continu, les
individus, a` peine arrive´s, participent a` la mortalite´. Nous pouvons donc conside´rer qu’il y a plus
d’individus qui immigrent en semi-discret qu’en temps continu sur une pe´riode.
Plac¸ons nous en x0=K et en p compris
entre pT∗D et p
∗.
Prenons un σ assez petit tel que p
descende en dessous de pT∗D et qu’il y ait
deux e´quilibres stables en semi-discret.
Il existe une pe´riode T assez grande telle
que nous ayons une solution pe´riodique en
dessous de la capacite´ seuil de l’effet Allee
en temps semi-discret.
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Fig 24 - Extinction en semi-discret et non en continu
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De manie`re similaire au cas pre´ce´dent ou` l’invasion se produit en semi-discret et non en continu,
ce comportement peut s’expliquer par le fait que, sur une pe´riode, les individus qui e´migrent du
patch ne participent pas a` la croissance.
A l’inverse, en temps continu, les individus qui partent du patch ont participe´ a` la croissance.
Nous pouvons donc conside´rer qu’il y a plus d’individus qui e´migrent en semi-discret qu’en continu.
5 E´tude sur plusieurs patchs
Re´aliser l’e´tude sur N patchs, N ∈ N, revient a` analyser un syste`me a` N dimensions. Analy-
tiquement, les calculs deviennent tre`s vite complexes. En annexe D se situent quelques re´sultats
analytiques obtenus avec l’approximation de ressources tre`s importantes, c’est-a`-dire avec le mo-
de`le logistique inverse´e.
Afin d’apprivoiser cette complexite´, nous allons re´aliser des simulations nume´riques. Lorsque
nous conside´rons plusieurs patchs, il n’existe plus qu’un seul parame`tre de migration par patch.
En effet, le flux d’entre´e d’un patch i est de´pendant du parame`tre d’e´migration du patch i− 1 et
ainsi de suite.
Une analyse avec migration continue dans un environnement fragmente´ a de´ja` e´te´ re´alise´e par
Keitt et al. [9] sur 5 patchs et des conclusions quant a` la valeur limite du parame`tre de migration
ont pu eˆtre obtenues.
En effet, pour un jeu de parame`tres donne´, dans le cas d’un environnement ou` seulement les
patchs 1 et 5 sont remplis a` la capacite´ limite du milieu et les autres sont vides, Keitt et al. ont
montre´ qu’il existait une valeur du parame`tre de migration telle que, au dessus de celle-ci, les
patchs interme´diaires se remplissaient, l’invasion e´tait re´ussie et, en dessous, les patchs n’arri-
vaient pas a` surmonter l’effet Allee.
Dans un premier temps, nous allons rede´finir ces deux mode`les, en temps continu et en temps
semi-discret. Puis, nous allons reproduire les simulations obtenues par Keitt et al., avec leur jeu
de parame`tres, afin d’observer s’il existe une diffe´rence au niveau de cette valeur limite obtenue.
En effet, nous avons montre´, sur un seul patch, qu’il e´tait possible d’obtenir l’invasion en
semi-discret et non en continu et inversement, l’extinction en semi-discret et non en continu.
Nous voulons ve´rifier ce fait sur plusieurs patchs.
5.1 De´finitions des mode`les
Soit p le parame`tre de migration. Afin de simplifier les notations, prenons E e´gal a` e−pT .
Keitt et al. avaient choisi une fonction f diffe´rente de la notre, s’e´crivant f(x) = r1x(
x− C1
K1
)(
K1 − x
K1
).
Apre`s re´e´criture des parame`tres, nous obtenons r =
r1C1
K1
avec K = K1 et Ka = C1.
Nous pouvons alors comparer les deux mode`les, dont le formalisme est repre´sente´ graphique-
ment sur la figure (25).
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Fig 25 - Repre´sentation de la migration bidirectionnelle sur 5 patchs, a` gauche en continu et a` droite en semi-discret
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Soit f(xi) = rxi(t)(
xi(t)
Ka
− 1)(1− xi(t)
K
).
Selon le mode`le de Keitt et al. :
x˙1(t) = f(x1) + p(
x2
2
− x1)
x˙2(t) = f(x2) + p(
x3
2
+ x1 − x2)
x˙3(t) = f(x3) + p(
x4
2
+
x2
2
− x3)
x˙4(t) = f(x4) + p(
x3
2
+ x5 − x4)
x˙5(t) = f(x5) + p(
x4
2
− x5)
Selon notre mode`le semi-discret :
∀t 6= kT, x˙i(t) = rxi(t)(xi(t)
Ka
− 1)(1− xi(t)
K
)

x1(kT
+) = Ex1(kT ) +
1− E
2
x2(kT )
x2(kT
+) = Ex2(kT ) + (1− E)(x3(kT )
2
+ x1(kT )
x3(kT
+) = Ex3(kT ) +
1− E
2
(x4(kT ) + x2(kT ))
x4(kT
+) = Ex4(kT ) + (1− E)(x3(kT )
2
+ x5(kT )
x5(kT
+) = Ex5(kT ) +
1− E
2
x4(kT )
5.2 Observations des simulations
Soit xi0 la condition initiale du patch i. Plac¸ons nous aux parame`tres choisis par Keitt et al. :
K Ka r x
1
0 x
2
0 x
3
0 x
4
0 x
5
0
1 0.25 0.275 1 0 0 0 1
Nous observons bien, sur la figure 26, que nous avons extinction des patchs interme´diaires
lorsque nous faisons varier la valeur du parame`tre de migration en temps continu (a` gauche) et
en temps semi-discret (a` droite) et invasion apre`s cette valeur. Il existe bien un “Range pinning”
en temps continu et en temps semi-discret.
Fig 26 - Mode`les continu de Keitt et al.[9] (a` gauche) et semi-discret (a` droite) : existence d’un “Range Pinning”
Keitt et al. ont montre´ que pour une valeur de p e´gale a` 0.02, l’invasion des patchs interme´-
diaires n’e´tait pas possible. En appliquant cette valeur a` notre mode`le semi-discret, nous observons
la re´ussite de l’invasion (figure 27). En diminuant p jusqu’a` 0.0174, nous obtenons la valeur limite
telle que l’on ait l’e´chec de l’invasion des patchs interme´diaires en semi-discret.
Fig 27 - Mode`les semi-discret (a` gauche) et de Keitt et al.[9] (a` droite), a` la valeur limite de p en continu : 0.02
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Il existe ainsi une gamme de valeur du parame`tre de migration telle que l’invasion est un
succe`s en semi-discret et un e´chec en continu.
L’invasion est donc facilite´e en semi-discret par rapport au continu. Ce re´sultat co¨ıncide avec
les e´tudes pre´ce´demment re´alise´es par Mailleret et Lemesle [16].
Nous souhaitons observer le comportement facilite´ de l’extinction en semi-discret, c’est-a`-
dire l’extinction des patchs interme´diaires pre´alablement remplis. Cependant, en ge´ne´ralisant
notre e´tude sur plusieurs patchs, nous avons diminue´ le nombre de parame`tres conditionnant la
migration.
Ce phe´nome`ne est donc plus difficilement observable sur plusieurs patchs et requiert un temps
de manipulation des parame`tres que la dure´e de mon stage ne m’a pas permise. Par contre, nous
avons pu observer l’extinction de tous les patchs pour un certain jeu de parame`tres.
Pour cela, nous avons pris comme condition initiale commune aux patchs la valeur de la ca-
pacite´ limite de l’environnement, K.
En augmentant la capacite´ seuil de l’effet Allee, Ka, nous avons observe´ qu’il existe une valeur
seuil telle qu’en dessous, l’extinction est impossible en semi-discret, quelle que soit la valeur du
parame`tre de migration p et qu’au dessus, l’extinction devient possible pour une certaine gamme
du parame`tre de migration.
K Ka r x
1
0 x
2
0 x
3
0 x
4
0 x
5
0
1 0.6 0.275 1 1 1 1 1
Avec ce jeu de parame`tres, l’extinction n’a pas
lieu en continu (figure 28).
Cependant, en semi-discret, il existe une valeur
seuil telle que les populations s’e´teignent. Sur la fi-
gure 29 sont repre´sente´s l’e´volution des 5 patchs pour
des valeurs de p croissante.
Nous pouvons voir que ce sont les patchs exte´rieurs
qui s’e´teignent en premier et conduisent alors les
patchs interme´diaires a` s’e´teindre.
Fig 28 - En temps continu, pour p=0.065
Fig 29 - En temps semi-discret, e´volution des 5 patchs pour p allant de : 0.05 – 0.065 - 0.5 – 0.8
Plus le parame`tre de migration est important, plus l’extinction sera tardive. En effet, en aug-
mentant le parame`tre de migration, nous augmentons certes l’e´migration mais aussi l’immigration.
Il existe ainsi une valeur seuil du parame`tre de migration telle qu’ au dessus, l’extinction ait
lieu en semi-discret et non en continu. Ne´anmoins, ce phe´nome`ne de´pend de la biologie de l’espe`ce
e´tudie´e.
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En effet, si celle-ci posse`de une capacite´ seuil d’effet Allee Ka suffisamment grande pour une
capacite´ limite K et un taux de croissance r fixe´s, l’extinction devient possible en prenant en
compte le caracte`re saisonnier de la migration.
Un mode`le semi-discret dans lequel la migration d’individus est pulse´e permet de prendre en
compte le caracte`re saisonnier de la migration de certaines espe`ces, notamment les ravageurs
e´tudie´s.
En temps semi-discret, l’extinction et l’invasion d’un patch sont favorise´es. Il existe des valeurs
plus restrictives qu’en temps continu des parame`tres d’e´migration et d’immigration qui entraˆınent,
respectivement l’extinction ou l’invasion.
6 Conclusion
En mode´lisant le phe´nome`ne de migration complet sur un patch en semi-discret, nous avons pu
e´tablir l’importance de la prise en compte de la migration saisonnie`re par rapport a` une migration
continue. En effet, ce caracte`re entraˆıne une favorisation a` la fois de l’extinction des patchs et
de leur invasion, ce qui est paradoxal. En effet, l’invasion des patchs est be´ne´fique pour l’espe`ce
alors que l’extinction des patchs lui est ne´faste.
De ce fait, selon la biologie de l’espe`ce, des me´thodes de lutte identiques conduisent a` des
effets tre`s diffe´rents. La prise en compte du caracte`re saisonnier est donc a` prendre en compte
pour la mise en place de techniques de lutte efficaces.
Des ame´liorations peuvent eˆtre ajoute´es a` notre mode`le telles que la prise en compte des
diffe´rents types de migration (par exemple du type “ballooning”, alternant des migrations sur de
courtes et longues distances), ou bien la structuration en aˆge du mode`le.
En effet, il existe deux stades importants chez les le´pidopte`res : le stade larvaire, respon-
sable des de´gaˆts et le stade adulte, de la propagation. Les introduire se´pare´ment dans le mode`le
permettrait de mieux estimer les parame`tres importants et leurs valeurs limites.
Entre ces deux stades, si les conditions environnementales sont rudes, les larves entrent en
diapause. Cette phase de latence introduirait alors un temps de retard dans le mode`le entre les
phases larvaire et adulte. De plus, la mortalite´ des larves est plus accrue lorsqu’elles entrent en
diapause, n’e´tant pas toutes capables de survivre aux conditions de´favorables, ce qui influence la
taille de la population adulte e´mergente.
Cependant, plus un mode`le s’approche de la re´alite´, plus il est complexe. Diffe´rents types de
mode´lisations telles qu’a` individu centre´ ou simulatoire pourraient alors eˆtre mise en place pour
ces cas d’e´tudes.
Des perspectives inte´ressantes seraient la mise en paralle`le de nos conclusions avec les expe´ri-
mentations qui sont en cours. En effet, sur le terrain, une caracte´risation des flux migratoires, ainsi
que leur importance, est actuellement a` l’e´tude par diffe´rentes me´thodes de marquage (ge´ne´tique,
chimique) des insectes.
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Annexes
A Quelques rappels mathe´matiques
E´tude locale en temps continu
Soit l’e´quation diffe´rentielle ordinaire
{
x˙ = f(x(t))
x(0) = x0
, x ∈ R+, avec f continuement de´rivable.
De´finition 1. Un e´quilibre x∗ de l’e´quation x˙=f(x(t)) est un e´tat stationnaire ve´rifiant x˙ = 0
soit f(x∗)=0.
De´finition 2. Un e´quilibre x∗ est localement stable si ∀>0, ∃δ()>0 tel que ||x(0)-x∗||<δ()⇒
||x(t)-x∗||< ∀t. Si un e´quilibre n’est pas stable, il est instable.
Proposition 4. Soit
df
dx
la de´rive´e de f selon x. Un e´quilibre x∗ est localement stable si et
seulement si
df
dx |x∗
< 0.
Preuve 4. Conside´rons un point x(t) voisin de l’e´quilibre x∗ et de´finissons une nouvelle variable
locale u(t) = x(t)− x∗. Quand u(t)=0, nous avons alors x(t) = x∗.
Lorsque u(t) est au voisinage de 0, soit x(t) au voisinage de x∗, nous pouvons e´crire l’e´quation
du
dt
=
dx
dt
= f(x), x∗ e´tant une constante.
Nous pouvons alors de´velopper la fonction f(x) en se´rie de Taylor au premier ordre au voisi-
nage de x∗.
du
dt
= f(x∗) +
df
dx |x∗
(x− x∗) + o(x− x∗) (10)
D’apre`s la de´finition de l’e´quilibre , f(x∗)=0. Nous obtenons alors l’e´quation :
du
dt
=
df
dx |x∗
u+ o(u).
En ne´gligeant le terme o(u) et en appelant λ∗ =
df
dx |x∗
, l’e´quation diffe´rentielle pre´ce´dente
admet comme solution u(t) = u0e
λ∗t.
La stabilite´ du point fixe est donc de´termine´e par la valeur de λ∗ :
– Si λ∗ < 0 alors u(t) tend vers 0 lorsque t tend vers +∞ et donc x(t) tend vers x∗. L’e´quilibre
est donc localement stable, toute solution correspondant a` une condition initiale prise
dans le voisinage de x∗ donne lieu a` un retour vers cet e´quilibre.
– Si λ∗ > 0 alors u(t) tend vers ±∞ selon le signe de u0 et x(t) s’e´loigne de part et d’autre
de x∗. L’e´quilibre est donc instable.
– Si λ∗=0, la line´arisation ne permet pas de conclure quant a` la dynamique locale et il est
ne´cessaire de conside´rer les termes d’ordre supe´rieur a` un dans le de´veloppement en se´rie
de Taylor de f(x) au voisinage de x∗.
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E´tude locale en temps discret
Soit (un) une e´quation re´currente de´finie par
{
un+1 = f(un)
u(0) = u0
, n ∈ N, avec f fonction continue
sur R+.
De´finition 3. Si (un) converge, cela ne peut-eˆtre que vers un point fixe de f .
De´finition 4. x∗ est un point fixe de f s’il ve´rifie f(x∗) = x∗.
The´ore`me 1 (The´ore`me du point fixe). Soit I un intervalle ferme´ de R et f : I→ I une application
contractante, c’est-a`-dire ∃ k ∈ [0,1[ | ∀(x, y) ∈ I, |f(x) − f(y)|< k |x − y|. Alors f posse`de un
unique point fixe x∗.
De plus, toute suite de´finie par u0 ∈ I, un+1 = f(un) converge vers cet unique point fixe.
De´finition 5. Un point fixe x∗ tel que | df
dx |x∗
|<1 est dit localement stable. S’il ve´rifie au
contraire | df
dx |x∗
|>1, il est dit instable.
Preuve 5. Soit
df
dx
continue en x∗. Si x∗ est localement stable, il existe k ∈ [0,1[ et un intervalle
I = ]x∗-,x∗+[ tel que | df
dx |x∗
|<k.
En appliquant le the´ore`me du point fixe sur I, nous pouvons conclure que toute suite re´currente
(un) a` valeur de de´part dans cet intervalle convergera vers x
∗.
Diagramme de bifurcation
De´finition 6. Pour un syste`me dynamique, une bifurcation a` un parame`tre se produit lorsque
la variation d’un parame`tre entraˆıne un changement qualitatif de l’e´tat des e´quilibres et de leur
stabilite´.
De´finition 7. La valeur de bifurcation d’un parame`tre, dit de bifurcation, correspond a` la
valeur limite a` laquelle la bifurcation a lieu.
Diffe´rents types de bifurcations pour des syste`mes a` une dimension existent et posse`dent des
changements spe´cifiques. Parmi celles-ci, les bifurcations transcritique et selle-noeud :
De´finition 8. Une bifurcation est dite transcritique lorsqu’il existe un e´change de stabilite´
entre les e´quilibres a` partir de la valeur de bifurcation.
De´finition 9. Une bifurcation est dite selle-noeud (“saddle-node”) lorsque le nombre d’e´quilibres
varie a` partir de la valeur de bifurcation du parame`tre.
De´finition 10. Un diagramme de bifucation permet d’observer l’e´volution des e´quilibres,
tant par leur nombre que par les valeurs qu’ils prennent, ainsi que leur stabilite´, en fonction du
parame`tre de bifurcation. Par convention, les e´quilibres stables et les e´quilibres instables posse`dent
une repre´sentation diffe´rente.
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B Re´solution d’une e´quation diffe´rentielle non line´aire en temps continu
Soit l’e´quation suivante : x˙ = rx(t)(
x(t)
Ka
− 1) = −rx(t)(1− x(t)
Ka
)
x(0) = x0
Par choix, nous choisissons de re´soudre l’e´quation sous la forme x˙ = −rx(t)(1− x(t)
Ka
).
La premie`re e´tape consiste a` la se´paration des variables : nous regroupons a` gauche tous les
termes de´pendant de x et a` droite ceux de´pendant de t. Nous conservons la constante r a` droite
par soucis de simplification lors de la deuxie`me e´tape.
x˙ = −rx(t)(1− x(t)
Ka
) ⇐⇒ dx
x(1− x
Ka
)
= −rdt
La deuxie`me e´tape revient a` de´composer
1
x(1− x
Ka
)
en e´le´ments simples.
Cela signifie que nous cherchons les constantes a et b telles que
1
x(1− x
Ka
)
=
a
x
+
b
1− x
Ka
.
Les polynoˆmes P = x et P1 = 1− x1
Ka
s’annulent respectivement pour x=0 et x1=Ka.
Une manie`re de de´terminer a est de multiplier les deux membres de l’e´quation par P ,
1
1− x
Ka
= a+
bx
1− x
Ka
, et de se placer ensuite au ze´ro de ce polynoˆme (x=0).
Nous obtenons ainsi la constante correspondant a` ce polynoˆme, ici a=1. De la meˆme manie`re
pour P1, nous obtenons b=
1
Ka
.
Apre`s de´composition en e´le´ments simples, nous pouvons passer a` la troisie`me e´tape, l’inte´gra-
tion : ∫ x(t)
x(0)
1
x(1− x
Ka
)
dτ =
∫ x(t)
x(0)
1
x
+
1
Ka − xdτ =
∫ t
0
−rdτ
Nous obtenons ainsi l’e´quation :
[ln(x)− ln(Ka − x)]x(t)x(0) = −r[τ ]t0
ln(
x(t)
Ka − x(t))− ln(
x(0)
Ka − x(0)) = −rt⇐⇒ ln(
x(t)
Ka − x(t)
Ka − x(0)
x(0)
) = −rt
Ensuite, il ne reste plus qu’a` passer a` l’exponentielle pour chaque membre de l’e´quation et
d’isoler x(t) a` gauche.
Nous obtenons ainsi la solution explicite suivante :
x(t) =
x0Kae
(−rt)
Ka − x0(1− e(−rt))
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C E´tudes ge´ome´triques
Soit f la fonction dont nous connaissons les proprie´te´s ge´ome´triques5 suivantes :
– f concave / convexe ∀x ∈ R ⇐⇒ f ′′(x) <> 0 ∀x,
– f s’annule en x=0 et ∃ w > 0 | f ′(w) = 0.
Alors,
– f est strictement croissante / de´croissante sur I1=]-∞,w[,
– f est strictement de´croissante / croissante sur I2=]w,∞[,
– ∃ x2, 0 < w < x2 | f(x2) = 0
Nous nous inte´ressons aux e´quilibres de f(x) − px soit aux
points d’intersections des courbes d’e´quation y = f(x) et y =
px. Un premier point d’intersection e´vident est le point x = 0, les
deux fonctions s’annulant en 0.
Le nombre de points d’intersection est ensuite de´terminable
d’apre`s les proprie´te´s de la fonction f . Dans les deux mode`les,
d’apre`s la monotonie de f , il y a au maximum deux points
d’intersection soit deux e´quilibres.
La stabilite´ locale des e´quilibres se de´termine par l’observation
de la position relative des courbes entre elles.
En effet, plac¸ons nous dans le voisinage a` droite du point d’e´qui-
libre, en x. Si notre e´quilibre est attractif a` droite, nous converge-
rons de x a` notre point fixe.
Pour cela, nous devons avoir x˙ < 0, soit f(x) < px. A l’inverse,
en se plac¸ant a` gauche de l’e´quilibre, nous devons avoir x˙ > 0 soit
f(x) > px pour admettre l’attractivite´ a` gauche.
Ainsi, si y = fx est au dessus de y = px a` gauche de l’e´quilibre
et inversement a` droite, alors l’e´quilibre est attractif a` droite et
a` gauche. E´tant en une seule dimension, ceci prouve la stabilite´
locale.
Modèle logistique en continu avec émigration
Densité de population x(t)
dx
/d
t
y=f'(0)x
y=px
Fig 30 - Logistique avec e´migration
Modèle logistique inversée en continu avec émigration
Densité de population x(t)
dx
/d
t
y=px
Ka
Fig 31 - Logistique inverse´e avec e´mi-
gration
Dans le cas de la logistique inverse´e (figure 31), sachant que p est positif ou nul, il n’existe
pas de valeurs de p telle que le nombre d’e´quilibres diffe`rent de deux. Il n’existe donc pas de
bifurcation en fonction du parame`tre d’e´migration pour ce mode`le.
En revanche, dans le cas du mode`le logistique (figure 30), en raison de la concavite´ de la
courbe, nous pouvons observer une valeur de p limite telle que le nombre de points d’intersection
varie.
En effet, p repre´sentant la pente de la droite et f e´tant concave strictement croissante sur
]-∞,w[ donc sur [0,w[, la pente de la courbe en tout point de [0,w[ est plus faible que la pente
initiale soit
df
dx |0
.
5Les proprie´te´s en noir correspondent a` la logistique et en rouge a` la logistique inverse´e
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Ainsi, nous pouvons de´terminer le nombre d’e´quilibres selon la valeur que prend p :
– Si p <
df
dx |0
, deux e´quilibres existent : 0 instable et x∗ localement
stable,
– Si p =
df
dx |0
, un seul e´quilibre attractif a` gauche, 0,
– Si p >
df
dx |0
, un seul e´quilibre localement stable, 0.
Nous observons alors une bifurcation transcritique en fonction
du parame`tre d’e´migration p, c’est-a`-dire un e´change de stabilite´
entre deux e´quilibres.
f'(0)
Paramètre de bifurcation p
0
x2
Diagramme de bifurcation de la logist ique
Fig 32 - Diagramme de bifurcation
de la logistique avec e´migra-
tion
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D E´tudes analytiques
Afin de ve´rifier nos re´sultats obtenus par l’e´tude ge´ome´trique, nous avons e´tudie´ nos mode`les
de manie`re analytique avec des fonctions explicites.
Dans un premier temps, nous allons ve´rifier que ces fonctions posse`dent bien les proprie´te´s
escompte´es. Puis, dans un second temps, nous allons faire le paralle`le entre les valeurs limites
observe´es durant l’e´tude ge´ome´trique et celles obtenues analytiquement.
E´tude analytique des mode`les logistique et logistique inverse´e en continu avec e´mi-
gration
Soit l’e´quation logistique x˙ = f(x) = rx(1− x
K
).
Le mode`le logistique inverse´e correspond a` l’oppose´ du mode`le logistique en prenant Ka = K.
Les re´sultats obtenus pour le mode`le logistique inverse´e seront donc les meˆmes que ceux pour la
logistique, a` un signe pre`s.
Les e´quilibres de f sont x1 = 0 et x2 = K. Apre`s calculs, nous obtenons les de´rive´es suivantes :
–
df
dx
= r(1− 2x
K
).
–
df
dx
s’annule en w=
K
2
.
–
d2f
dx2
=
−2r
K
< 0 ∀x.
Ces re´sultats nous permettent d’obtenir les tableaux suivants :
x 0 K
2
K
d2f
dx2
-
df
dx
+ 0 -
f(x) ↗ ↘
Fig 33 - fonction logistique
x 0 Ka
2
Ka
d2f
dx2
+
df
dx
- 0 +
f(x) ↘ ↗
Fig 34 - fonction logistique inverse´e
Nous observons bien que notre fonction logistique est concave et, respectivement, convexe
pour la logistique inverse´e. Nous pouvons ainsi re´aliser l’e´tude locale de la fonction comprenant
le terme d’e´migration en px dans le cas de la logistique.
En effet, nous n’avons observe´ aucune valeur limite lors de l’e´tude ge´ome´trique de la logistique
inverse´e, il n’y a donc pas de comparaison de valeur possible.
Soit g la fonction inte´grant l’e´migration. Nous obtenons alors l’e´quation diffe´rentielle :
x˙ = g(x) = rx(1− x
K
)− px.
Les e´quilibres de f sont x1 = 0 et x2 =
(r − p)K
r
. E´tant donne´ que ce sont des e´quilibres
exprimant une re´alite´ biologique, ils doivent eˆtre supe´rieurs ou e´gaux a` ze´ro. Ainsi, nous obtenons
la condition d’existence suivante : x2 > 0 ⇒ r > p.
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Un e´quilibre est localement stable si et seulement si
dg
dx
|x∗ < 0. Ici, dg
dx
= r − p− 2rx
K
.
Nous obtenons alors les de´rive´es :
dg
dx
|0 = r − p et df
dx
|x2 = −(r − p).
Ainsi,
– Si r > p, deux e´quilibres existent, 0 qui est instable et x2 =
(r − p)K
r
qui est stable,
– Sinon, 0 est seul e´quilibre stable.
Correspondance avec l’analyse ge´ome´trique
Lors de notre e´tude ge´ome´trique, nous avions obtenu une valeur de bifurcation du parame`tre
p e´gale a`
df
dx
|0. En dessous de cette valeur, nous avons deux e´quilibres, et au dessus, un seul.
Analytiquement, une condition d’existence d’e´quilibre non nul est que p soit infe´rieur a` r. En
calculant la de´rive´e de f en 0, nous obtenons
df
dx
|0 = r. Ce qui correspond bien a` notre valeur de
bifurcation.
E´tude analytique du mode`le Allee en continu avec e´migration
Soit la fonction x˙ = f(x) = rx(
x
Ka
− 1)(1− x
K
).
Dans un premier temps, nous allons ve´rifier que f posse`de les proprie´te´s ne´cessaires.
Apre`s quelques calculs, nous trouvons que :
– f s’annule en x1=0, x1=Ka et x3=K.
–
df
dx
= − 3rx
2
KKa
+
2rx(Ka +K)
KaK
− r.
–
df
dx
s’annule en w1,2=
K +Ka ±
√
K2 +K2a −KKa
3
.
–
d2f
dx2
=
r(6x− 2(K +Ka)
KKa
.
–
d2f
dx2
s’annule en w∗ =
K +Ka
3
.
D’apre`s ces informations, nous pouvons construire le tableau suivant :
x 0 w1 w
∗ w2 K
d2f
dx2
+ 0 -
df
dx
- 0 + 0 -
f(x) ↘ | ↗ | ↘
Ainsi, nous pouvons en de´duire que cette fonction posse`de une partie convexe sur [0,w∗[ et
une partie concave sur ]w∗,K], ainsi que la monotonie de´sire´e (alternance de´croissance, croissance,
de´croissance).
Nous pouvons alors e´tudier la fonction en ajoutant l’e´migration :
x˙ = g(x) = rx(
x
Ka
− 1)(1− x
K
)− px (11)
VIII 4BIM
Rechercher les e´quilibres de l’e´quation 11 revient a` re´soudre x˙ = 0 :
x˙ = 0 ⇐⇒ x[− rx
2
KKa
+
rx(Ka +K)
KKa
− r(1 +
p
r
)KKa
KKa
] = 0
⇐⇒ x = 0 ou − x2 + x(Ka +K)− (1 + p
r
)KaK = 0
∆ = (Ka +K)
2 − 4KaK(1 + p
r
)
Nos solutions e´tant de nature biologique, elles doivent eˆtre re´elles et donc le discriminant doit
eˆtre strictement positif. Nous trouvons alors une condition d’existence des e´quilibres diffe´rents de
0, de´pendante de la constante d’e´migration p.
∆ > 0⇐⇒ p < r(K −Ka)
2
4KaK
x1 =
Ka +K −
√
∆
2
x2 =
Ka +K +
√
∆
2
.
Un e´quilibre est localement stable si et seulement si
dg
dx
|x∗ < 0.
Ici,
dg
dx
= − 3rx
2
KKa
+
2rx(Ka +K)
KaK
− r(1 + p
r
). Nous avons ainsi :
–
dg
dx
|0 = -r(1 + p
r
) < 0 donc 0 est localement stable,
–
dg
dx
|x1 =
−r
KaK
[(Ka +K)(x1)− 2KaK(1 + p
r
)] > 0 donc x1 est instable,
–
dg
dx
|x1 =
−r
KaK
[(Ka +K)(x2)− 2KaK(1 + p
r
)] < 0 donc x2 est localement stable.
Correspondance avec l’analyse ge´ome´trique
D’apre`s l’e´tude ge´ome´trique, nous avons e´tabli un p limite ve´rifiant :{
p∗ =
df
dx
|∗w
p∗w∗ = f(w∗)
Avec notre fonction explicite f , nous obtenons les valeurs correspondantes de w∗ et p∗ sui-
vantes :
w∗ =
Ka +K
2
et p∗ =
df
dx
|∗w = r
(K −Ka)2
4KKa
.
Nous retrouvons alors comme valeur limite du parame`tre d’e´migration la condition d’existence
des e´quilibres non nuls.
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Mode`le logistique semi-discret avec migration pulse´e sur un patch, ide´e de re´servoir
Le premier patch e´tant singulier et la source des premie`res migrations, nous avons pense´ lui
attribuer le roˆle de re´servoir. En lui attribuant une logistique, sa capacite´ sera toujours plus ou
moins optimale et il n’influencera pas sur le reste des migrations, par exemple par une trop rapide
extinction.
Soit le mode`le suivant : {
x˙ = rx(t)(1− x(t)
K
) ∀t 6= kT
x(kT+) = e−pTx(kT )
La solution explicite des e´quations en temps continu s’obtient de manie`re classique par se´pa-
ration des variables et inte´gration. En prenant comme condition initiale x(0) = x0 a` t=t0, elle
s’exprime de la manie`re suivante :
x(t) =
x0K
x0(1− e(−r(t−t0))) +Ke(−r(t−t0))
Apre`s avoir injecte´ cette solution dans l’e´quation discre`te, nous recherchons les points fixes w
la ve´rifiant, soit w = g(w) =
e−pTwK
w(1− e−rT ) +Ke−rT .
Nous obtenons ainsi les e´quilibres :
w1 = 0 et w2 =
K(e−pT − e−rT )
1− e−rT
Leur stabilite´ s’obtient en regardant si la valeur de la
de´rive´e de g au point d’e´quilibre est strictement infe´rieure
a` 1.
Ici,
dg
dw
=
e−rT e−pTK2
(w(1− e−rT ) +Ke−rT )2 .
–
dg
dw
|0 = e(r−p)T
–
dg
dx
|w2 = e(p−r)T
Ainsi,
– si r < p alors 0 est localement stable et w2 est instable,
– si r > p alors 0 est instable et w2 est localement stable.
Modele semi-discret
Temps
D
en
si
te
 d
e 
po
pu
la
tio
n
c1
c2
c3
K
r<p
Fig 35 - Cas ou` r < p
Modele semi-discret
Temps
D
en
si
te
 d
e 
po
pu
la
tio
n
c1
c2
c3
r>p
Fig 36 - Cas ou` r > p
Si l’e´migration de´passe le taux de croissance alors la population risque l’extinction. Sinon, elle
se stabilise a` la capacite´ maximale du milieu.
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Mode`le logistique inverse´e semi-discret avec migration pulse´e sur un patch
Soit le mode`le suivant : x˙ = rx(t)(
x(t)
Ka
− 1) ∀t 6= kT
x(kT+) = e−pTx(kT )
Dont la solution explicite en continu est :
x(t) =
x0Kae
(−rt)
Ka − x0(1− e(−rt))
La recherche des points fixes nous ame`ne a` trouver w1=0 et w2 =
Ka(1− e−(r+p)T )
1− e−rT .
Ici,
dg
dx
=
e−(r+p)TK2a
(Ka − w(1− e−rT ))2 .
Nous obtenons ainsi les stabilite´s aux points d’e´quilibres :
–
dg
dx
|0 = e−(r+p)T < 1, 0 est localement stable
–
dg
dx
|w2 = e(r+p)T > 1, w2 est instable.
Modele semi-discret logistique inversée
Temps
D
en
si
te
 d
e 
po
pu
la
tio
n
c1
c2
c3
Ka
Fig 37 - Trois trajectoires diffe´rentes de´montrant
l’existence de l’e´quilibre instable
Mode`le logistique inverse´e semi-discret avec migration pulse´e sur N patchs
Apre`s avoir e´tudie´ sur un seul patch le mode`le semi-discret avec e´migration de la logistique
inverse´e, nous pouvons l’appliquer a` N patchs, soit un syste`me a` N dimensions.
Nous e´mettons l’hypothe`se que la propagation est unidirectionnelle, c’est-a`-dire qu’un patch
rec¸oit uniquement des individus du patch pre´ce´dent et en envoie au patch suivant, et que les
populations initiales sont nulles sauf au premier patch.
Tous les individus ont le meˆme taux de croissance et la meˆme capacite´ d’effet Allee. Le dernier
patch ne perd aucun individu.
En temps continu :
∀ t 6= kT,

x˙1(t) = rx1(t)(
x1(t)
Ka
− 1)
x˙2(t) = rx2(t)(
x2(t)
Ka
− 1)
...
˙xN(t) = rxN(t)(
xN (t)
Ka
− 1)
En temps discret :
x1(kT
+) = e−p1Tx1(kT )
x2(kT
+) = e−p2Tx2(kT ) + (1− e−p1T )x1(kT )
...
xN(kT
+) = xN(kT ) + (1− e−pN−1T )xN−1(kT )

x1((k + 1)T
+) =
e−p1Tx1(kT+)Kae−rT
Ka − x1(kT+)(1− e(−rT ))
x2((k + 1)T
+) =
e−p2Tx2(kT+)Kae−rT
Ka − x2(kT+)(1− e(−rT )) +
(1− e−p1T )x1(kT+)Kae−rT
Ka − x1(kT+)(1− e(−rT ))
...
xN((k + 1)T
+) =
xN(kT
+)Kae
−rT
Ka − xN(kT+)(1− e(−rT )) +
(1− e−pN−1T )xN−1(kT+)Kae−rT
Ka − xN−1(kT+)(1− e(−rT ))
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Nous cherchons donc a` obtenir les points fixes wi tels que :
w1 =
e−p1Tw1Kae−rT
Ka − w1(1− e(−rT ))
w2 =
e−p2Tw2(kT )Kae−rT
Ka − w2(1− e(−rT )) +
(1− e−p1T )w1Kae−rT
Ka − w1(1− e(−rT ))
...
wN =
wNKae
−rT
Ka − wN(1− e(−rT )) +
(1− e−pN−1T )wN−1Kae−rT
Ka − wN−1(1− e(−rT ))
Parmi les (2N+1) points fixes obtenus, certains sont triviaux et impliquent au moins qu’une
des populations soit e´teinte. Deux points d’e´quilibres triviaux sont ceux pour lesquels toutes les
populations sont e´teintes (0,0,...,0) ou toutes sont e´teintes sauf la population du dernier patch,
e´gale a` la capacite´ de l’effet Allee (0,0,...,0,Ka).
Afin de de´terminer la stabilite´ de ces e´quilibres triviaux, nous calculons l’application de premier
retour du syste`me en ces points.
J(0,0,...,0)=

e(−(p1+r)T ) 0 · · · 0
(1− e−p1T )e(−rT ) e(−(p2+r)T ) 0
0
. . . . . . 0
...
0 (1− e−piT )e(−rT ) e(−(pi+r)T )
...
. . . . . . 0
0 · · · 0 (1− e−pN−1T )e(−rT ) e(−rT )

Cette matrice e´tant triangulaire supe´rieure, les termes diagonaux repre´sentent les valeurs
propres qui sont ici toutes infe´rieures a` 1. L’e´quilibre (0,0,...,0) est donc stable.
J(0,0,...,0)=

e(−(p1+r)T ) 0 · · · 0
(1− e−p1T )e(−rT ) e(−(p2+r)T ) 0
0
. . . . . . 0
...
0 (1− e−piT )e(−rT ) e(−(pi+r)T )
...
. . . . . . 0
0 · · · 0 (1− e−pN−1T )e(−rT ) e(rT )

Cette matrice est aussi triangulaire supe´rieure, les termes diagonaux sont les valeurs propres.
Cependant, e(rT ) > 1 donc il existe une valeur propre qui ne respecte pas la condition de stabilite´.
Le point d’e´quilibre (0,0,...,Ka) est donc instable.
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E Matlab
Tous les graphes ont e´te´ re´alise´s a` l’aide de Matlab, un logiciel de calcul nume´rique. Malgre´ le
fait qu’il ne soit pas le plus adapte´ pour tracer les diagrammes de bifurcations, il a e´te´ tre`s utile
pour simuler nos mode`les semi-discrets.
A l’aide de la routine ODE, nous avons pu inte´grer nos e´quations diffe´rentielles en temps
continu. Les impulsions, situe´es entre les dynamiques continues conse´cutives ont e´te´ code´es de la
manie`re suivante :
1. Le syste`me re´alise sa premie`re dynamique en temps continu sur une pe´riode T avec comme
condition initiale x0 celle du temps continu, et aboutit ainsi a` une certaine valeur de densite´
de population, dite x(T ),
2. L’impulsion, dans ce cas, l’e´migration, est re´alise´e sur cette valeur x(T ). D’apre`s notre
mode`le, nous avons donc une valeur apre`s impulsion e´gale a` x(T )e−pT ,
3. Le syste`me re´alise sa deuxie`me dynamique en temps continu sur une pe´riode T en prenant
comme condition initiale, cette fois-ci, la valeur apre`s impulsion x(T )e−pT .
Sous Matlab, nous imple´mentons deux fichiers : un fichier pour inte´grer (figure 38 a` gauche)
et un fichier contenant la fonction (figure 38 a` droite).
x0=110; r=0.3; Ka=50; K=200;
param=[r Ka K];
p=0.15;
T=2; % Pe´riode T
pas=0.01;
Tspan=0:pas:T;
Tfinal=200; % Nombre d’impulsions
k=1:1:Tfinal;
new=[];
for i=k,
% Evolution en temps continu
[t, n]=ode23s(’mod’,Tspan,x0,odeset,param);
% Impulsion discrete
x0=exp(p*Tfinal)*n(length(n),1);
new=[new n(:,1)’];
end
function [dn]=mod(t,n,flag,param)
x1=n(1);
r=param(1);
Ka=param(2);
K=param(3);
[dn]=[r*x1*((x1/Ka)-1)*(1-(x1/K));]
Fig 38 - A gauche, le code de l’inte´gration et a` droite, de la fonction
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