1. Introduction {#sec1}
===============

Customer satisfaction is essential in the business world. Consequently, enhancing quality is a primary factor for a successful business. To improve the quality of a product or service, statistical process control (SPC) is implemented to maintain and enhance the stability and capability of manufacturing and service processes. Among these SPC techniques, control charts are frequently used to detect shifts in a process. Due to its simplicity, the Shewhart chart is widely applied to detect large shifts in the process mean. The main setback of the Shewhart chart is its lack of sensitivity to small and moderate process mean shifts.

Since then, research in the area of control charts has focused on methods to enhance the efficiency of the Shewhart chart. In recent years, Gadre and Rattihalli [@bib1] introduced the group runs (GR) chart, which integrates the Shewhart sub-chart and an extended version of the conforming run length (CRL) sub-chart. Moreover, Gadre and Rattihalli [@bib2] suggested the side sensitive GR (SSGR) chart by using the side sensitive feature. Combined with an additional rule, it is shown that the SSGR chart is more efficient compared to the Shewhart, synthetic and GR charts.

Control charts are usually designed assuming that the in-control process parameters are known. However, in most practical applications, the assumption of known process parameters is usually violated and hence must be estimated from in-control Phase-I samples. Due to the variability of the estimators, the performance of the control chart with estimated process parameters will differ from the corresponding chart with known process parameters [@bib3]. It has been proven that an extremely large number of *m* in-control Phase-I samples is required to attain a performance similar to the chart with known process parameters, as claimed in Quesenberry [@bib4], Jones et al. [@bib5], Psarakis et al. [@bib6], Jones-Farmer et al. [@bib7], to name a few. Therefore, the impact of parameter estimation must be considered when designing the control chart.

A common performance measure is the average run length (ARL). The ARL is defined as the average number of sample results plotted on the control chart before the process signals out-of-control [@bib8]. The computation of the ARL requires the shift size to be known. In a practical situation, the next shift size is not known in advance. To address this problem, the shift size should be considered as random. Hence, the expected ARL (EARL) will be employed as a performance measure when the shift size is unknown. Related studies on the EARL can be found in Celano [@bib9], Castagliola et al. [@bib10], and Yeong et al. [@bib11]. Recently, You et al. [@bib12] considered the SSGR chart when estimating the process parameters based on minimising ARL, which has motivated the current research in this paper. To the best of the author\'s knowledge, research investigating the application of the EARL is very limited. Hence, in this article, optimal design is developed for the SSGR chart with estimated process parameters by minimising the out-of-control EARL for unknown shift sizes.

When the process parameters are estimated from *m* in-control Phase-I samples, the control chart performance will vary among practitioners. This is because practitioners use different *m* Phase-I samples to estimate the process parameters, which result in different parameter estimates. This variation has been named as practitioner-to-practitioner variability. In light of this, standard deviation of the ARL (SDARL) will be considered as a measure of the amount of practitioner-to-practitioner variability in the performance of the SSGR chart. The SDARL performance measure has been employed to determine the necessary amount of Phase-I samples for control charts with estimated process parameters. For an overview of SDARL, see Saleh et al. [@bib3], Aly et al. [@bib13] and Saleh et al. [@bib14].

This paper is structured as follows. Section [2](#sec2){ref-type="sec"} briefly reviews the SSGR chart. The run length properties of the SSGR chart with known and estimated process parameters are given in Section [3](#sec3){ref-type="sec"}. Section [4](#sec4){ref-type="sec"} outlines the optimal design of the SSGR chart with estimated process parameters by minimising the EARL. A performance comparison between the SSGR chart with known and estimated process parameters, in terms of the EARL, ARL and SDARL, is discussed in Section [5](#sec5){ref-type="sec"}. The application of the SSGR chart with estimated process parameters is illustrated using actual industrial data in Section [6](#sec6){ref-type="sec"}. Finally, concluding remarks are given in Section [7](#sec7){ref-type="sec"}.

2. Background {#sec2}
=============

2.1. The SSGR chart {#sec2.1}
-------------------

The SSGR chart combines the Shewhart sub-chart and an extended version of the CRL sub-chart [@bib2]. [Eq. (1)](#fd1){ref-type="disp-formula"} shows the upper control limit (UCL) and lower control limit (LCL) of the Shewhart sub-chart when process parameters, i.e., the in-control mean, $\mu_{0}$ and in-control standard deviation, $\sigma_{0}$ are known:$${\text{UCL}/\text{LCL}} = \mu_{0} \pm \frac{K}{\sqrt{n}}\sigma_{0}\text{,}$$with *K* as the charting constant. The extended version of the CRL sub-chart is an attribute chart with one lower limit, i.e., *L*. The *r*th CRL value, $\text{CRL}_{r}$, for *r* = 1, 2, ..., is defined as the number of samples between two consecutive non-conforming samples from the Shewhart sub-chart (inclusive of the ending non-conforming sample). The SSGR chart has an implicit inclusion of headstart features, where the sample is out-of-control at the start of process monitoring [@bib15]. The operation of the SSGR chart is as follows:Step 1: Set the charting constants LCL, UCL and *L*.Step 2: Take a sample of *n* items and compute the sample mean, $\overline{X}$.Step 3: If $\overline{X} \in \left\lbrack \text{LCL},\text{UCL} \right\rbrack$, the sample is considered as conforming and the control flow returns to Step 2. Otherwise, the sample is considered as non-conforming and the control flow moves to Step 4.Step 4: (i) For the first CRL, if $\text{CRL}_{1} \leq L$, the process is classified as out-of-control and the control flow moves to Step 5. Otherwise, the process is in-control and the control flow returns to Step 2.(ii) From the second CRL onwards, if $\text{CRL}_{r} \leq L$, for *r* = 2, 3, ..., the process is not immediately classified as out-of-control, and the control flow returns to Step 2. However, if $\text{CRL}_{r} \leq L$ and $\text{CRL}_{r + 1} \leq L$, for *r* = 2, 3, ..., and both have shifts on the same side of the Shewhart sub-chart, the process is regarded as out-of-control and the control flow proceeds to Step 5.Step 5: Immediate corrective actions are taken to eliminate the assignable cause(s). Then, the control flow returns to Step 2.

3. Theory/calculation {#sec3}
=====================

3.1. Run length properties of the SSGR chart with known and estimated process parameters {#sec3.1}
----------------------------------------------------------------------------------------

Let $P_{1}$ denote the probability of a non-conforming sample on the Shewhart sub-chart, i.e., [@bib2]:$$P_{1} = 1 - \Pr\left( {\overline{X} \in \left\lbrack \text{LCL},\text{UCL} \right\rbrack\left| {\overline{X} \sim N\left( {\mu_{0} + \delta\sigma_{0},\frac{\sigma_{0}^{2}}{n}} \right)} \right.} \right)\text{,}$$where LCL and UCL are stated in [Eq. (1)](#fd1){ref-type="disp-formula"}. From [Eq. (2)](#fd2){ref-type="disp-formula"}, it can then be shown that:$$P_{1} = 1 - \left\lbrack {\text{Φ}\left( {K - \delta\sqrt{n}} \right) - \text{Φ}\left( {- K - \delta\sqrt{n}} \right)} \right\rbrack.$$whereby $\delta$ represents the size of a standardised mean shift where a quick detection is required.

Additionally, the probability of an event $\text{CRL}_{r} \leq L$ is [@bib2]:$$A = 1 - \left( {1 - P_{1}} \right)^{L}$$and the conditional probability $h = \Pr\left( {\overline{X} > \text{UCL}\left| {\overline{X} \notin \left\lbrack \text{LCL},\text{UCL} \right\rbrack} \right.} \right)$, taking into account of the side sensitivity feature:$$\begin{array}{l}
{h = \frac{\Pr\left( {\overline{X} > \text{UCL}} \right)}{P_{1}}} \\
{= \frac{1 - \text{Φ}\left( {K - \delta\sqrt{n}} \right)}{P_{1}}.} \\
\end{array}$$

The ARL of the SSGR chart with known process parameters is:$$\text{ARL} = \frac{1 - h\left( 1 - h \right)A^{2}}{P_{1}A^{2}\left\lbrack 1 + h\left( 1 - h \right)\left( A - 2 \right) \right\rbrack}\text{,}$$where the $P_{1}$, *A* and *h* can be obtained from Eqs. [(3)](#fd3){ref-type="disp-formula"}, [(4)](#fd4){ref-type="disp-formula"}, and [(5)](#fd5){ref-type="disp-formula"}, respectively.

When the exact shift size $\delta$ is unknown, it is essential to consider the EARL as the alternative performance measure. The EARL is an overall range of shifts $\left( {\delta_{\min},\delta_{\max}} \right)$, where $\delta_{\text{min}}$ and $\delta_{\max}$ represent the lower and upper bounds of the mean shift, respectively. The EARL of the SSGR chart is:$$\text{EARL} = {\int_{\delta_{\min}}^{\delta_{\max}}{\text{ARL}f\left( \delta \right)}}d\delta,$$where ARL is given in [Eq. (6)](#fd6){ref-type="disp-formula"} and $f\left( \delta \right)$ is the probability density function (pdf) of the shift size, $\delta$. As it is difficult to estimate the actual shape of $f\left( \delta \right)$, Castagliola et al. [@bib10] and Tang et al. [@bib16] assumed that the process mean shift follows a uniform distribution $U\left( {\delta_{\min},\delta_{\max}} \right)$.

When the parameters of a process, i.e., the in-control mean, $\mu_{0}$, and in-control standard deviation, $\sigma_{0}$, are unknown, they are estimated from in-control Phase-I samples which consist of *m* samples, each of size *n*. Let the in-control Phase-I samples be $\left\{ {Y_{i,1},Y_{i,2},...,Y_{i,n}} \right\}$, where *i* = 1, 2, ..., *m*. An estimator of $\mu_{0}$ is [@bib12]:$${\widehat{\mu}}_{0} = \frac{1}{mn}\sum\limits_{i = 1}^{m}{\sum\limits_{j = 1}^{n}Y_{i,j}}$$and an estimator of $\sigma_{0}$ is:$${\widehat{\sigma}}_{0} = \sqrt{\frac{1}{m\left( n - 1 \right)}\sum\limits_{i = 1}^{m}{\sum\limits_{j = 1}^{n}\left( {Y_{i,j} - {\overline{Y}}_{i}} \right)^{2}}}\text{,}$$where ${\overline{Y}}_{i}$ is the sample mean for the *i*th sample, i.e., ${\overline{Y}}_{i} = \frac{1}{n}\sum\limits_{j = 1}^{n}Y_{i,j}$.

After estimating $\mu_{0}$ and $\sigma_{0}$ from the in-control Phase-I samples, the monitoring of a Phase-II process begins. The sample means, ${\overline{X}}_{i}$, for *i* = {1, 2, ...} are plotted on the Shewhart sub-chart in the Phase-II process monitoring. Based on the estimated process parameters, i.e., ${\widehat{\mu}}_{0}$ and ${\widehat{\sigma}}_{0}$, from the Phase-I parameter estimation, the LCL and UCL of the Shewhart sub-chart are:$$\widehat{UCL}/\widehat{LCL} = {\widehat{\mu}}_{0} \pm \frac{K^{\prime}}{\sqrt{n}}{\widehat{\sigma}}_{0},$$where $K^{\prime}$ is the charting constant of the Shewhart sub-chart with estimated process parameters.

Then, the conditional probability that a sample on the Shewhart sub-chart is non-conforming is given as:$$\begin{matrix}
{{\widehat{P}}_{1} = 1 - \Pr\left( {{\overline{X}}_{i} \in \left\lbrack {{LCL},{UCL}} \right\rbrack\left| {{\widehat{\mu}}_{0},{\widehat{\sigma}}_{0}} \right.} \right)} \\
{= 1 - \Pr\left( {{\widehat{\mu}}_{0} - \frac{K^{\prime}}{\sqrt{n}}{\widehat{\sigma}}_{0} \leq {\overline{X}}_{i} \leq {\widehat{\mu}}_{0} + \frac{K^{\prime}}{\sqrt{n}}{\widehat{\sigma}}_{0}} \right).} \\
\end{matrix}$$

Since ${\overline{X}}_{i} \sim N\left( {\mu_{0} + \delta\sigma_{0},\frac{\sigma_{0}^{2}}{n}} \right)$, subtracting $\mu_{0} + \delta\sigma_{0}$ followed by multiplying $\frac{\sqrt{n}}{\sigma_{0}}$ on both sides of the inequality in [Eq. (11)](#fd11){ref-type="disp-formula"}, then simplifying will yield [@bib12]:$${\widehat{P}}_{1} = 1 - \left\lbrack {\text{Φ}\left( {U + \frac{K^{\prime}}{\sqrt{n}}V - \delta\sqrt{n}} \right) - \text{Φ}\left( {U - \frac{K^{\prime}}{\sqrt{n}}V - \delta\sqrt{n}} \right)} \right\rbrack,$$by denoting $U = \left( {{\widehat{\mu}}_{0} - \mu_{0}} \right)\frac{\sqrt{n}}{\sigma_{0}}$ and $V = \frac{{\widehat{\sigma}}_{0}\sqrt{n}}{\sigma_{0}}$.

Since ${\widehat{\mu}}_{0} \sim N\left( {\mu_{0},\frac{\sigma_{0}^{2}}{mn}} \right)$, it can be deduced that $U \sim N\left( {0,\frac{1}{m}} \right)$. Then, the pdf of *U* can be represented as:$$f_{U}\left( {u\left| m \right.} \right) = f_{N}\left( {u\left| {0,\frac{1}{m}} \right.} \right)\text{,}$$where $f_{N}$ is the pdf of a normal distribution having a mean of 0 and variance of $\frac{1}{m}$. Moreover, using $\frac{{\widehat{\sigma}}_{0}^{2}}{\sigma_{0}^{2}} \sim \gamma\left( {\frac{m\left( n - 1 \right)}{2},\frac{2}{m\left( n - 1 \right)}} \right)$, Zhang et al. [@bib17] showed that $V^{2} = \frac{{\widehat{\sigma}}_{0}^{2}n}{\sigma_{0}^{2}} \sim \gamma\left( {\frac{m\left( n - 1 \right)}{2},\frac{2n}{m\left( n - 1 \right)}} \right)$, which is a gamma distribution with parameters $\frac{m\left( n - 1 \right)}{2}$ and $\frac{2n}{m\left( n - 1 \right)}$. Consequently, the pdf of *V* is:$$f_{V}\left( {v\left| {m,n} \right.} \right) = 2vf_{\gamma}\left( {v^{2}\left| {\frac{m\left( n - 1 \right)}{2},\frac{2n}{m\left( n - 1 \right)}} \right.} \right)\text{,}$$where $f_{\gamma}$ is the pdf of the gamma distribution with parameters $\frac{m\left( n - 1 \right)}{2}$ and $\frac{2n}{m\left( n - 1 \right)}$.

In a similar manner, the probability of an event $\text{CRL}_{r} \leq L^{\prime}$ is:$$\widehat{A} = \Pr\left( {\text{CRL}_{r} \leq L^{\prime}\left| {{\widehat{\mu}}_{0},{\widehat{\sigma}}_{0}} \right.} \right) = 1 - \left( {1 - {\widehat{P}}_{1}} \right)^{L^{\prime}},$$where *L*′ is the lower limit of the CRL sub-chart with estimated process parameters. In addition, the SSGR chart considers the location where the sample falls on the Shewhart sub-chart, which influences the signalling event of the SSGR chart. Therefore, the conditional probability, $\Pr\left( {{\overline{X}}_{i} > \text{UCL}\left| {\overline{X}}_{i} \right. \notin \left\lbrack {{LCL},{UCL}} \right\rbrack,{\widehat{\mu}}_{0},{\widehat{\sigma}}_{0}} \right)$, i.e.:$$\widehat{h} = \frac{1 - \text{Φ}\left( {U + \frac{K^{\prime}}{\sqrt{n}}V - \delta\sqrt{n}} \right)}{{\widehat{P}}_{1}}.$$Note that for complete and detailed derivation, the reader can refer to You et al. [@bib12].

Consequently, the ARL of the SSGR chart with estimated process parameters being equal to:$$\text{ARL} = {\int_{- \infty}^{+ \infty}{\int_{0}^{+ \infty}{\frac{1 - \widehat{h}\left( {1 - \widehat{h}} \right){\widehat{A}}^{2}}{{\widehat{P}}_{1}{\widehat{A}}^{2}\left( {1 + \widehat{h}\left( {1 - \widehat{h}} \right)\left( {\widehat{A} - 2} \right)} \right)}f_{U}\left( {u\left| m \right.} \right)f_{V}\left( {v\left| {m,n} \right.} \right)dvdu}}}$$where ${\widehat{P}}_{1}$, $f_{U}\left( {u\left| m \right.} \right)$, $f_{V}\left( {v\left| {m,n} \right.} \right)$, $\widehat{A}$ and $\widehat{h}$ are obtained from Eqs. [(12)](#fd12){ref-type="disp-formula"}, [(13)](#fd13){ref-type="disp-formula"}, [(14)](#fd14){ref-type="disp-formula"}, [(15)](#fd15){ref-type="disp-formula"}, and [(16)](#fd16){ref-type="disp-formula"}, respectively. In addition, the SDARL of the SSGR chart when the process parameters are estimated is$$\text{SDARL} = \left\lbrack {E\left( \text{ARL}^{2} \right) - \left\lbrack \text{ARL} \right\rbrack^{2}} \right\rbrack^{1/2}\text{.}$$

Moreover, the EARL of the SSGR chart with estimated process parameters is:$$\text{EARL} = {\int_{\delta_{\min}}^{\delta_{\max}}{\int_{- \infty}^{+ \infty}{\int_{0}^{+ \infty}{\frac{1 - \widehat{h}\left( {1 - \widehat{h}} \right){\widehat{A}}^{2}}{{\widehat{P}}_{1}{\widehat{A}}^{2}\left( {1 + \widehat{h}\left( {1 - \widehat{h}} \right)\left( {\widehat{A} - 2} \right)} \right)}f\left( \delta \right)f_{U}\left( {u\left| m \right.} \right)f_{V}\left( {v\left| {m,n} \right.} \right)dvdud\delta}}}}.$$

4. Design {#sec4}
=========

4.1. Optimal design of the estimated process parameters SSGR chart {#sec4.1}
------------------------------------------------------------------

The performance of the SSGR chart with estimated process parameters differs significantly from the same chart with known process parameters. This is due to the existence of variability when process parameters are estimated, whereas variability does not exist when process parameters are known. Thus, adopting optimal charting parameters of the chart with known process parameters when process parameters are estimated will ignore the existence of variability. Moreover, in many applications, the magnitude of mean shift $\delta$ is seldom known in advance. In light of this, the optimal design to obtain optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ of the SSGR chart with estimated process parameters is necessary to overcome the circumstances. The optimization of the SSGR chart with estimated process parameters consists of finding the chart\'s parameters $\left( {K^{\prime},L^{\prime}} \right)$ which satisfy the following conditions:$$\left( {K^{\prime},L^{\prime}} \right) = \underset{({K,\ L})}{argmin}\text{EARL}\left( {m,n,K,L,\delta_{\min},\delta_{\max}} \right)\text{.}$$subject to $\text{ARL}\left( {m,n,K,L,\delta = 0} \right) = \text{ARL}_{0}$, where $\text{EARL}\left( {m,n,K,L,\delta_{\min},\delta_{\max}} \right)$ is computed using [Eq. (19)](#fd19){ref-type="disp-formula"}. Hence, the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ fulfil the condition such that:(i)When $\delta$ = 0, $\text{ARL}_{0}$ = $\text{EARL}_{0}$, where $\text{EARL}_{0}$ is the intended in-control EARL value. In this paper, the $\text{EARL}_{0}$ = 370.4 is used.(ii)When $\delta$ ≠ 0, the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ yield the smallest $\text{EARL}_{1}$ value.

The ScicosLab software version 4.4.2. ([www.scicoslab.org](http://www.scicoslab.org){#intref0010}) is used to compute the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ of the SSGR chart with estimated process parameters. The procedure to compute the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ is described as follows:Step 1: Specify *m*, *n*, $\delta_{\text{min}}$, $\delta_{\max}$ and $\text{EARL}_{0}$.Step 2: Initialize $L^{\prime}$ as unity.Step 3: Compute *K*′ using a nonlinear equation solver so that $\text{EARL}_{0}$ specified in Step (1) is achieved.Step 4: Compute the $\text{EARL}_{1}$ using [Eq. (19)](#fd19){ref-type="disp-formula"}, based on the current charting parameters $\left( {K^{\prime},L^{\prime}} \right)$.Step 5: If $L^{\prime}$ = 1 or "$L^{\prime}$ \> 1 and $\text{EARL}_{1}$ has been reduced", increase $L^{\prime}$ by one and return to Step (3). Otherwise, proceed to the next step.Step 6: Select the charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ that give the smallest $\text{EARL}_{1}$ as the optimal charting parameters.

Note that a similar approach is used to obtain the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ of the SSGR chart with estimated process parameters for minimising out-of-control ARL $\left( \text{ARL}_{1} \right)$ by replacing $\text{EARL}_{1}$ in Steps 1--6 with $\text{ARL}_{1}$.

5. Results & discussion {#sec5}
=======================

5.1. Performance analysis of the SSGR chart {#sec5.1}
-------------------------------------------

Since the performance of the SSGR chart with estimated process parameters and known process parameters is significantly different, it is essential to determine the minimum number of in-control Phase-I samples, i.e., $m^{\ast}$, so that the SSGR chart with estimated process parameters has approximately the same EARL performance as the chart with known process parameters. For this purpose, [Table 1](#tbl1){ref-type="table"} displays the value of $m^{\ast}$ to satisfy the condition of (i) $\text{Δ} < 0.01$ and (ii) $\text{Δ} < 0.05$, where $\text{Δ} = {\left| {\text{EARL}_{1,m^{\ast}} - \text{EARL}_{1,\infty}} \right|/\text{EARL}_{1,\infty}}$. Note that $\text{EARL}_{1,m^{\ast}}$ is the out-of-control EARL for the SSGR chart with estimated process parameters computed using the optimal charting parameters (*K*, *L*), (that corresponding to the known process parameters chart given in the last column (i.e., $m = + \infty$) of [Table 2](#tbl2){ref-type="table"}) based on sample $m^{\ast}$. Moreover, $\text{EARL}_{1,\infty}$ is calculated using [Eq. (7)](#fd7){ref-type="disp-formula"}, based on the optimal charting parameters (*K*, *L*).Table 1Minimum *m* (represented as $m^{\ast}$), required by the estimated process parameters SSGR chart, for different combinations of $\left( {n,\delta_{\min},\delta_{\max}} \right)$, based on the optimal charting parameters (*K*, *L*) corresponding to *n*, $\delta_{\text{min}}$ and $\delta_{\max}$ of the chart with known process parameters, achieving $\text{Δ} < 0.01$ and $\text{Δ} < 0.05$, where $\text{Δ} = {\left| {\text{EARL}_{1,m^{\ast}} - \text{EARL}_{1,\infty}} \right|/\text{EARL}_{1,\infty}}$.Table 1$\text{Δ}$$\mathbf{\delta}_{\text{min}}$$\mathbf{\delta}_{\text{max}}$*n*3456$\text{Δ}$ \< 0.010.21.023621693135711471.02.0120543320$\text{Δ}$ \< 0.050.21.04903512822381.02.0281496Table 2Optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ and the corresponding $\text{EARL}_{1}\text{s}$, for *n* = {3, 4, 5, 6}, with different combinations of $\left( {m,\delta_{\text{min}},\delta_{\max}} \right)$ when $\text{EARL}_{0}$ = 370.4.Table 2*n*$\mathbf{\delta}_{\text{min}}$$\mathbf{\delta}_{\text{max}}$m102530405080$+ \infty$30.21.0(2.1075, 92)\
50.07(2.2241, 39)\
34.10(2.2312, 35)\
32.42(2.2336, 30)\
30.31(2.2305, 27)\
29.03(2.2316, 24)\
27.10(2.2284, 20)\
23.841.02.0(1.6783, 5)\
1.44(1.7416, 4)\
1.43(1.7530, 4)\
1.43(1.6895, 3)\
1.42(1.6961, 3)\
1.42(1.7055, 3)\
1.42(1.7185, 3)\
1.4140.21.0(2.1862, 57)\
38.91(2.2230, 28)\
25.69(2.2235, 26)\
24.23(2.2156, 23)\
22.43(2.2161, 22)\
21.35(2.2086, 20)\
19.77(2.1886, 17)\
17.191.02.0(1.6417, 3)\
1.24(1.6970, 3)\
1.22(1.7021, 3)\
1.22(1.7078, 3)\
1.21(1.7109, 3)\
1.21(1.7148, 3)\
1.21(1.7185, 3)\
1.2050.21.0(2.2120, 41)\
31.17(2.2122, 23)\
19.95(2.2126, 22)\
18.74(2.2027, 20)\
17.28(2.1972, 19)\
16.42(2.1928, 18)\
15.17(2.1735, 16)\
13.181.02.0(1.6767, 3)\
1.14(1.7117, 3)\
1.12(1.7144, 3)\
1.12(1.5979, 2)\
1.12(1.5982, 2)\
1.12(1.5981, 2)\
1.11(1.5953, 2)\
1.1160.21.0(2.2210, 33)\
25.48(2.1991, 20)\
15.93(2.1942, 19)\
14.95(2.1892, 18)\
13.76(2.1796, 17)\
13.08(2.1697, 16)\
12.09(2.1401, 14)\
10.541.02.0(1.6984, 3)\
1.08(1.6026, 2)\
1.07(1.6029, 2)\
1.07(1.6025, 2)\
1.07(1.6020, 2)\
1.07(1.6004, 2)\
1.06(1.5953, 2)\
1.06

From [Table 1](#tbl1){ref-type="table"}, we can observe that the value of $m^{\ast}$ required by $\text{Δ} < 0.01$ is larger than that required by $\text{Δ} < 0.05$. This finding is attributed to the fact that the performance of the SSGR chart with estimated process parameters is closer to the corresponding chart with known process parameters for $\text{Δ} < 0.01$ compared to $\text{Δ} < 0.05$. For example, for *n* = 4, $\delta_{\min} = 0.2$ and $\delta_{\max} = 1.0$, the $m^{\ast}$ for $\text{Δ} < 0.01$ is 1693, compared to 351 for $\text{Δ} < 0.05$. In addition, the value of $m^{\ast}$ decreases when *n*, $\delta_{\text{min}}$ and $\delta_{\max}$ increase, regardless of whether $\text{Δ} < 0.01$ or $\text{Δ} < 0.05$. [Table 1](#tbl1){ref-type="table"} is useful for practitioners who want to implement optimal charting parameters (*K*, *L*) based on known process parameters on the chart with estimated process parameters yet to obtain similar performance as the chart with known process parameters. However, the value of $m^{\ast}$ can be quite large when *n*, $\delta_{\text{min}}$, $\delta_{\max}$ and $\text{Δ}$ are small. For instance, when *n* = 3, $\delta_{\min} = 0.2$, $\delta_{\max} = 1.0$ and $\text{Δ} < 0.01$, the value of $m^{\ast}$ is 2362.

In reality, it is impractical to accumulate a large $m^{\ast}$ value in a Phase-I process due to cost and time constraints. Hence, the SSGR chart with estimated process parameters is optimally designed and the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ are computed based on the procedure illustrated in Section [4](#sec4){ref-type="sec"} and [Eq. (20)](#fd20){ref-type="disp-formula"}. The computed optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ will enable practitioners to have almost the same performance as the known process parameters based SSGR chart with a reasonable number of Phase-I samples, *m*. In [Table 2](#tbl2){ref-type="table"}, the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ and the corresponding $\text{EARL}_{1}$ for each $\left( {\delta_{\min},\delta_{\max}} \right)$ are displayed in the first and second rows, respectively. The results in [Table 2](#tbl2){ref-type="table"} have been verified using the Monte-Carlo simulation. From [Table 2](#tbl2){ref-type="table"}, for the same *n*, $\delta_{\text{min}}$ and $\delta_{\max}$, the value of $\text{EARL}_{1}$ generally decreases with an increase in *m*. This is because the performance of the SSGR chart with estimated process parameters will behave more closely to the corresponding chart with known process parameters when the value of *m* increases. Note that a decreasing $\text{EARL}_{1}$ value indicates better performance.

Moreover, the proposed optimal design of the SSGR chart with estimated process parameters for computing optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ is crucial, as it allows the performance of the SSGR chart with estimated process parameters to approach that of the chart with known process parameters. For illustration, consider *m* = 30, *n* = 3, $\delta_{\min} = 0.2$ and $\delta_{\max} = 1.0$, where the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ = (2.2312, 35) yields $\text{EARL}_{1}$ = 32.42. However, instead of these optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ for the estimated process parameters based SSGR chart being used, we consider the optimal charting parameters (*K*, *L*) = (2.2284, 20) (see the last column of [Table 2](#tbl2){ref-type="table"}) for the SSGR chart with known process parameters. $\text{EARL}_{1}$ = 69.55 is obtained using the ScicolsLab programme. Obviously, $\text{EARL}_{1}$ = 32.42 is closer to $\text{EARL}_{1}$ = 23.84 (see the last column of [Table 2](#tbl2){ref-type="table"}) compared to $\text{EARL}_{1}$ = 69.55. In light of this, using the optimal charting parameters for the SSGR chart with estimated process parameters is recommended.

To further illustrate the implementation of the proposed optimal charting parameters, [Table 3](#tbl3){ref-type="table"} provides the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ and the corresponding $\text{ARL}_{1}$ for different combinations of $\left( {m,n,\delta} \right)$ based on minimising $\text{ARL}_{1}$. Note that the $\text{ARL}_{1}\text{s}$ for the SSGR chart with estimated process parameters are computed using [Eq. (17)](#fd17){ref-type="disp-formula"}. For comparison purposes, $\delta \in \left\{ 0.2,0.5,0.9,1.2,1.6,2.0 \right\}$ is considered. Here, $\delta \in \left\{ 0.2,0.5,0.9 \right\}$ and $\delta \in \left\{ 1.2,1.6,2.0 \right\}$ are included in $\left( {\delta_{\min},\delta_{\max}} \right)$ = (0.2, 1.0) and $\left( {\delta_{\min},\delta_{\max}} \right)$ = (1.0, 2.0), respectively. In [Table 2](#tbl2){ref-type="table"}, when *m* = 40, *n* = 3, $\delta_{\min} = 0.2$ and $\delta_{\max} = 1.0$, the $\text{EARL}_{1}$ = 30.31 is obtained using the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ = (2.2336, 30). By employing the same optimal charting parameters for $\delta$ = 0.5 $\left( {\text{i}.\text{e}.\ \delta \in \left( {\delta_{\min},\delta_{\max}} \right)} \right)$, $\text{ARL}_{1}$ = 19.03 is yielded using the ScicolsLab programme. It is observed that the $\text{ARL}_{1}$ value is almost the same, i.e., $\text{ARL}_{1}$ = 18.83, when using the optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ = (2.1694, 22) based on minimising $\text{ARL}_{1}$ (see [Table 3](#tbl3){ref-type="table"}). This reveals that the optimal charting parameters obtained based on minimising $\text{EARL}_{1}$ can be implemented as long as $\delta \in \left( {\delta_{\min},\delta_{\max}} \right)$, i.e., when the practitioners do not have prior knowledge to determine the exact process shift size.Table 3Optimal charting parameters $\left( {K^{\prime},L^{\prime}} \right)$ and the corresponding $\text{ARL}_{1}\text{s}$, for *n* = {3, 4, 5, 6}, with different combinations of $\left( {m,\delta} \right)$ when $\text{ARL}_{0}$ = 370.4.Table 3*n*$\mathbf{\delta}$*m*1030405080$+ \infty$30.2(2.2087, 227)\
240.01(2.3998, 90)\
179.39(2.4120, 76)\
168.54(2.4157, 68)\
161.43(2.4193, 58)\
149.79(2.4125, 44)\
127.880.5(2.0982, 85)\
34.18(2.1659, 25)\
19.82(2.1694, 22)\
18.83(2.1658, 20)\
18.27(2.1662, 18)\
17.46(2.1574, 15)\
16.110.9(1.8302, 12)\
3.52(1.8904, 7)\
3.33(1.8709, 6)\
3.30(1.8809, 6)\
3.28(1.8954, 6)\
3.25(1.8660, 5)\
3.191.2(1.6783, 5)\
1.7477(1.7530, 4)\
1.7407(1.7669, 4)\
1.74(1.7749, 4)\
1.74(1.7862, 4)\
1.73(1.7185, 3)\
1.721.6(1.5764, 3)\
1.18(1.5665, 2)\
1.18(1.5751, 2)\
1.18(1.5799, 2)\
1.18(1.5866, 2)\
1.17(1.5953, 2)\
1.172.0(1.4872, 2)\
1.04(1.5665, 2)\
1.04(1.5751, 2)\
1.04(1.5799, 2)\
1.04(1.5866, 2)\
1.03(1.5953, 2)\
1.0340.2(2.3101, 141)\
213.99(2.4026, 64)\
150.52(2.4048, 57)\
139.23(2.4042, 53)\
132.00(2.4034, 48)\
120.58(2.3853, 39)\
100.530.5(2.1479, 44)\
22.02(2.1318, 17)\
13.30(2.1192, 15)\
12.61(2.1117, 14)\
12.22(2.1056, 13)\
11.66(2.1009, 12)\
10.730.9(1.8271, 7)\
2.59(1.8389, 5)\
2.40(1.8474, 5)\
2.37(1.8521, 5)\
2.36(1.7968, 4)\
2.33(1.8025, 4)\
2.281.2(1.6417, 3)\
1.43(1.7021, 3)\
1.40(1.7078, 3)\
1.39(1.7109, 3)\
1.39(1.7148, 3)\
1.38(1.7185, 3)\
1.371.6(1.5422, 2)\
1.08(1.5865, 2)\
1.07(1.5902, 2)\
1.07(1.5921, 2)\
1.07(1.5943, 2)\
1.07(1.5953, 2)\
1.062.0(1.5422, 2)\
1.01(1.5865, 2)\
1.01(1.5902, 2)\
1.01(1.5921, 2)\
1.01(1.5943, 2)\
1.01(1.5953, 2)\
1.0150.2(2.3521, 100)\
191.59(2.3933, 52)\
126.67(2.3931, 48)\
115.83(2.3886, 45)\
109.08(2.3807, 41)\
98.73(2.3606, 35)\
81.440.5(2.1401, 27)\
15.15(2.0926, 13)\
9.54(2.0825, 12)\
9.09(2.0659, 11)\
8.83(2.0719, 11)\
8.44(2.0537, 10)\
7.810.9(1.7994, 5)\
2.04(1.7942, 4)\
1.90(1.7981, 4)\
1.88(1.8000, 4)\
1.87(1.8021, 4)\
1.86(1.8025, 4)\
1.821.2(1.6767, 3)\
1.25(1.7144, 3)\
1.23(1.5979, 2)\
1.22(1.5982, 2)\
1.22(1.5981, 2)\
1.22(1.5953, 2)\
1.211.6(1.5714, 2)\
1.03(1.5967, 2)\
1.03(1.5979, 2)\
1.03(1.5982, 2)\
1.03(1.5981, 2)\
1.03(1.5953, 2)\
1.032.0(1.5714, 2)\
1.00(1.5967, 2)\
1.00(1.5979, 2)\
1.00(1.5982, 2)\
1.00(1.5981, 2)\
1.00(1.5953, 2)\
1.0060.2(2.3693, 78)\
171.79(2.3866, 46)\
107.34(2.3786, 42)\
97.34(2.3741, 40)\
91.26(2.3647, 37)\
82.17(2.3400, 32)\
67.530.5(2.1162, 19)\
10.96(2.0417, 10)\
7.25(2.0467, 10)\
6.94(2.0225, 9)\
6.76(2.0252, 9)\
6.49(1.9948, 8)\
6.050.9(1.7714, 4)\
1.71(1.7219, 3)\
1.61(1.7227, 3)\
1.60(1.7228, 3)\
1.59(1.7223, 3)\
1.58(1.7185, 3)\
1.551.2(1.5895, 2)\
1.15(1.6029, 2)\
1.13(1.6025, 2)\
1.13(1.6020, 2)\
1.12(1.6004, 2)\
1.12(1.5953, 2)\
1.121.6(1.5895, 2)\
1.01(1.6029, 2)\
1.01(1.6025, 2)\
1.01(1.6020, 2)\
1.01(1.6004, 2)\
1.01(1.5953, 2)\
1.012.0(1.5895, 2)\
1.00(1.6029, 2)\
1.00(1.6025, 2)\
1.00(1.6020, 2)\
1.00(1.6004, 2)\
1.00(1.5953, 2)\
1.00

[Table 4](#tbl4){ref-type="table"} displays the in-control SDARL, i.e. when $\delta = 0$ for different values of *m*, ranging from 30 to 5000, with sample sizes *n* = 3, 4, 5 and 6. The SDARL is computed using [Eq. (18)](#fd18){ref-type="disp-formula"}. Similar charting parameters (*K*, *L*) = (1.3712, 1) have been used to compute the in-control SDARL under different values of *m*. When the process parameters are known, the charting parameters (*K*, *L*) = (1.3712, 1) produce $\text{ARL}_{0} = 370.4$. The SDARL has been employed to measure the amount of practitioner-to-practitioner variability in the performance of the SSGR chart with estimated process parameters. According to Zhang et al. [@bib18], an SDARL within 10% of the $\text{ARL}_{0}$ is reasonable, although still reflecting a significant amount of variation. In view of this, from [Table 4](#tbl4){ref-type="table"}, a practitioner would need about 3000, 3000, 800 and 700 Phase-I samples of size *n* = 3, 4, 5 and 6, respectively, to obtain SDARL values of no more than 37.04 (10% of 370.4). We can observe that the number of *m* Phase-I samples decreases when the sample size increases.Table 4In-control SDARL based on (*K*, *L*) = (1.3712, 1) when *m* Phase-I samples with sample sizes, *n* = 3, 4, 5 and 6 are used to estimate the in-control process parameters.Table 4*nm*3050100200300400500600700800900100030005000$+ \infty$3366.83244.42156.74106.0185.3373.3865.3659.5054.9851.3548.3645.8326.3220.360.004256.68183.82123.3885.1168.9259.4453.0348.3344.6941.7639.3537.3121.4716.620.005208.48154.06105.4473.3159.4951.3545.8441.7938.6536.1334.0532.2818.5914.390.006180.82135.8793.9165.5053.1945.9341.0037.3834.5732.3230.4528.8816.6312.870.00

6. Example {#sec6}
==========

6.1. A real-life application {#sec6.1}
----------------------------

This section demonstrates the construction of the proposed optimal SSGR chart with estimated process parameters using an actual dataset for the flow width measurements (in microns) of the hard-bake process. The dataset for the flow width measurements of the hard-bake process is taken from Montgomery [@bib19]. From prior experience, the proposed SSGR chart is designed to identify a process mean shift size between $\delta_{\min} = 0.2$ and $\delta_{\max} = 1.0$, where $\text{EARL}_{0} = 370.4$ is desired.

In this example, *m* = 25 Phase-I samples, each sample with a size of *n* = 5 wafers, are used to estimate the process parameters. A Bonferroni-type adjustment, i.e., Bonferroni-adjusted $\overline{X}$ and *S* charts, is performed to ensure that these Phase-I samples are in-control before reliable estimated process parameters are computed. The control limits of the Bonferroni-adjusted $\overline{X}$ and *S* charts are calculated with:$$\text{UCL}_{\overline{X}}/\text{LCL}_{\overline{X}} = \overline{\overline{X}} \pm Z_{FAP/{(2m)}}\frac{\left. {\left( \overline{S} \right./c_{4}} \right)}{\sqrt{n}}$$and$$\text{UCL}_{S}/\text{LCL}_{S} = \overline{S} \pm Z_{FAP/{(2m)}}\sqrt{1 - c_{4}^{2}}\left. {\left( \overline{S} \right./c_{4}} \right)\text{,}$$respectively, where $\overline{\overline{X}} = 1.5056$ is the sample grand mean, and $\overline{S} = 0.1316$ is the average sample standard deviation. Here, $Z_{\varsigma}$ is the $\left( {1 - \varsigma} \right)100\text{th}$ percentile of the standard normal distribution, $c_{4}$ is an unbiased constant, and FAP = 0.1264 is the false alarm probability. Note that FAP is computed using the formula FAP = $1 - \left( {1 - \alpha} \right)^{2m}$, where $\alpha = 0.0027$ is used in this example. Consequently, FAP = $1 - \left( 1 - 0.0027 \right)^{50} = 0.1246$, which is the probability of at least one false alarm out of every 50 samples. Then, $Z_{\text{FAP}/{2m}} = Z_{0.1264/50} = Z_{0.002528} = 2.81$ is obtained from the standard normal cdf table. The $c_{4}$ = 0.9400 for *n* = 5 is obtained from Statistical Quality Control text books. Therefore, from Eqs. [(21)](#fd21){ref-type="disp-formula"} and [(22)](#fd22){ref-type="disp-formula"}, the control limits of the Bonferroni-adjusted $\overline{X}$ and *S* charts are:$$\text{UCL}_{\overline{X}}/\text{LCL}_{\overline{X}} = 1.5056 \pm 2.81\frac{\left( 0.1316 \right./\left. 0.94 \right)}{\sqrt{5}} = 1.6815/1.3297$$and$$\text{UCL}_{S}/\text{LCL}_{S} = 0.1316 \pm 2.81\sqrt{1 - 0.94^{2}}{\left( 0.1316 \right./\left. 0.94 \right) = 0.2658/0}\text{,}$$respectively.

From [Fig. 1](#fig1){ref-type="fig"}(a) and (b), it is shown that the Phase-I samples are in-control based on the control limits from Eqs. [(23)](#fd23){ref-type="disp-formula"} and [(24)](#fd24){ref-type="disp-formula"}. In light of this, the $\widehat{\mu} = \overline{\overline{X}} = 1.5056$ and $\widehat{\sigma} = 0.1391$ are computed using Eqs. [(8)](#fd8){ref-type="disp-formula"} and [(9)](#fd9){ref-type="disp-formula"}, respectively. The optimal charting parameters of the SSGR chart with estimated process parameters for *m* = 25, *n* = 5, $\delta_{\min} = 0.2$ and $\delta_{\max} = 1.0$ are computed using the ScicosLab programme as $\left( {K^{\prime},L^{\prime}} \right)$ = (2.2122, 23). By using [Eq. (10)](#fd10){ref-type="disp-formula"}, the UCL and LCL of the Shewhart sub-chart for the SSGR chart with estimated process parameters are:$$\widehat{\text{UCL}}/\widehat{\text{LCL}} = {\widehat{\mu}}_{0} \pm K^{\prime}\frac{{\widehat{\sigma}}_{0}}{\sqrt{n}} = 1.5056 \pm 2.2122\frac{0.1391}{\sqrt{5}} = 1.6432/1.3680.$$Fig. 1(a) Bonferroni-adjusted $\overline{X}$ chart (b) Bonferroni-adjusted *S* chart.Fig. 1

In Phase-II hard-bake process monitoring, 20 additional samples with size *n* = 5 wafers are taken. The Shewhart sub-chart with the control limits from [Eq. (25)](#fd25){ref-type="disp-formula"} and the corresponding CRL sub-chart for Phase-II SSGR chart with estimated process parameters are illustrated in Figs. [2](#fig2){ref-type="fig"} and [3](#fig3){ref-type="fig"}, respectively. From the Shewhart sub-chart, the first non-conforming sample occurs at sample 14. Hence, $\text{CRL}_{1} = 14$ is obtained. $\text{CRL}_{1} \leq L^{\prime} = 23$, the first out-of-control signal, is detected at sample 14. Immediate actions are performed to investigate and remove the assignable cause(s). Other non-conforming samples occur at samples 16, 18 and 20 so that $\text{CRL}_{2} = \text{CRL}_{3} = \text{CRL}_{4} = 2$. Therefore, out-of-control signal is also declared at samples 18 and 20, as $\text{CRL}_{r} \leq L^{\prime}$ and $\text{CRL}_{r + 1} \leq L^{\prime}$, for *r* = 2 and 3.Fig. 2The Shewhart sub-chart.Fig. 2Fig. 3The CRL sub-chart.Fig. 3

7. Conclusion {#sec7}
=============

In reality, true process parameters are rarely known and are estimated from in-control Phase-I samples. In this paper, it was demonstrated that the performance of the estimated process parameters SSGR chart is significantly different compared to the case when process parameters are known, particularly when *n* and $\delta$ are small, unless the in-control Phase-I samples are large enough. Since accumulating a large number of in-control Phase-I samples is not feasible and costly, optimal design of the estimated process parameters SSGR chart by minimising the EARL is developed for unknown shift sizes. The optimal design based on EARL is capable of tackling the situation with random shift size when the process parameters are unknown. The optimal charting parameters provided in [Table 2](#tbl2){ref-type="table"} would appeal to practitioners whose interest is to implement the estimated process parameters SSGR chart without taking a large number of in-control Phase-I samples. Moreover, the proposed optimal charting parameters based on minimising $\text{EARL}_{1}$ can be employed as long as $\delta \in \left( {\delta_{\min},\delta_{\max}} \right)$. In addition, the SDARL measure has been considered to quantify the variability between practitioners in the performance of the SSGR chart with estimated process parameters. The application of the SSGR chart with estimated process parameters using actual industrial data shows easy implementation. A future research area to be considered is the optimal design of the group run type charts based on median run length and expected median run length under known and estimated process parameters cases.
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