Abstract. We give conditions under which limited-memory quasi-Newton methods with exact line searches will terminate in n steps when minimizing n-dimensional quadratic functions. We show that although all Broyden family methods terminate in n steps in their full-memory versions, only BFGS does so with limited-memory. Additionally, we show that full-memory Broyden family methods with exact line searches terminate in at most n + p steps when p matrix updates are skipped. We introduce new limited-memory BFGS variants and test them on nonquadratic minimization problems.
Introduction.
The quasi-Newton family of algorithms remains a standard workhorse for minimization. Many of these methods share the properties of finite termination on strictly convex quadratic functions, a linear or superlinear rate of convergence on general convex functions, and no need to store or evaluate the second derivative matrix. In general, an approximation to the second derivative matrix is built by accumulating the results of earlier steps. Descriptions of many quasi-Newton algorithms can be found in books by Luenberger [17] and Dennis and Schnabel [8] .
Although there are an infinite number of quasi-Newton methods, one method surpasses the others in popularity: the BFGS algorithm of Broyden, Fletcher, Goldfarb, and Shanno; see, e.g., Dennis and Schnabel [8] . This method exhibits more robust behavior than its relatives. Many attempts have been made to explain this robustness, but a complete understanding has yet to be obtained [24] . One result of the work in this paper is a small step toward this understanding, since we investigate the question of how much and which information can be dropped in BFGS and other quasi-Newton methods without destroying the property of quadratic termination.
We answer this question in the context of exact line search methods, those that find a minimizer on a one-dimensional subspace at every iteration. (In practice, inexact line searches that satisfy side conditions such as those proposed by Wolfe (see section 4.3) are substituted for exact line searches.) We focus on modifications of well-known quasi-Newton algorithms resulting from limiting the memory, either by discarding the results of early steps (section 2) or by skipping some updates to the second derivative approximation (section 3). We give conditions under which quasiNewton methods will terminate in n steps when minimizing quadratic functions of n variables. Although all Broyden family methods (see section 2) terminate in n steps in their full-memory versions, we show that only BFGS has n-step termination under limited-memory. We also show that the methods from the Broyden family terminate in n + p steps even if p updates are skipped, but termination is lost if we both skip updates and limit the memory.
In section 4, we report the results of experiments with new limited-memory BFGS(L-BFGS) variants on problems taken from the constrained and unconstrained testing environment (CUTE) [3] test set, showing that some savings in time can be achieved.
Notation. Matrices and vectors are denoted by boldface uppercase and lowercase letters, respectively. Scalars are denoted by Greek or Roman letters. The superscript "T" denotes transposition. Subscripts denote iteration number. Products are always taken from left to right:
otherwise.
The notation span{x 1 , x 2 , . . . , x k } denotes the subspace spanned by x 1 , x 2 , . . . , x k . Whenever we refer to an n-dimensional strictly convex quadratic function, we assume it is of the form
where A is a positive definite n × n matrix and b is an n-vector.
Limited-memory variations of quasi-Newton algorithms.
In this section we characterize full-memory and limited-memory methods that terminate in n iterations on n-dimensional strictly convex quadratic minimization problems using exact line searches. Most full-memory versions of the methods we will discuss are known to terminate in n iterations. Limited-memory methods store the quasi-Newton matrix implicitly and require less memory; furthermore, the computation of the search direction is often less expensive since it involves the implicitly stored matrix. L-BFGS was shown by Nocedal [23] to terminate in n steps. The preconditioned conjugate gradient method, which can be cast as a limited-memory quasi-Newton method, is also known to terminate in n iterations; see, e.g., Luenberger [17] or Golub and Van Loan [12] . Little else is known about termination of limited-memory methods.
Let f (x) denote the strictly convex quadratic function to be minimized, and let g(x) denote the gradient of f . We define g k ≡ g(x k ), where x k is the kth iterate and denote the change in iterate and gradient by
We present a general result that characterizes quasi-Newton methods (see Figure 2 .1) that terminate in n iterations. We restrict ourselves to methods with an update of the form
Here,
1. H 0 is an n × n symmetric positive definite matrix that remains constant for all k, and γ k is a nonzero scalar that can be thought of as an iterative rescaling of H 0 ; Let x 0 be the starting point, and let H 0 be the initial inverse Hessian approximation. For k = 0, 1, . . . 2. P k is an n × n matrix that is the product of projection matrices of the form
where u ∈ span{y 0 , . . . , y k } and v ∈ span{s 0 , . . . , s k+1 } 1 , and Q k is an n × n matrix that is the product of projection matrices of the same form where u is any n-vector and v ∈ span{s 0 , . . . ,
We refer to this form as the general form. The general form fits many known quasi-Newton methods, including the Broyden family and the L-BFGS method. We do not assume that these quasi-Newton methods satisfy the secant condition
nor that H k+1 is positive definite and symmetric. Symmetric positive definite updates are desirable since this guarantees that the quasi-Newton method produces descent directions. Note that if the update is not positive definite, we may produce a d k such that d T k g k > 0, in which case we choose α k over all negative α rather than all positive α. Example 1. The method of steepest descent [17] fits the general form (2.1). For each k we define
Note that neither w nor z vectors are specified since m k = 0.
Example 2. The (k + 1)st update for the conjugate gradient method with preconditioner H 0 fits the general form (2.1) with
Example 3. A full-memory quasi-Newton method can be converted into a limitedmemory method in the following way. Define H k+1 to be the result of applying the update formula to H 0 m times using the m most recent (s, y) pairs. The L-BFGS update (see Nocedal [23] ) with limited-memory constant m can be written as
where m k = min{k + 1, m} and
L-BFGS fits the general form (2.1) if at iteration k we choose
, and
Observe that P k , Q k , and z ik all obey the constraints imposed on their construction. Example 4. We define limited-memory DFP (L-DFP) in a similar way:
To simplify our description, note thatĤ (i) k+1 can be rewritten aŝ
Thus H k+1 can be written as
where
Equation (2.7) looks very much like the general form given in (2.1). L-DFP fits the general form with the following choices:
Except for the choice of P k , it is trivial to verify that the choices satisfy the general form. To prove that P k satisfies the requirements, we need to shoŵ 
Proof. We will prove this via induction. Suppose k = 0. Then m 0 = 1. We havê
(Recall that span{s 0 } is trivially equal to span{H 0 g 0 }.) Furthermore,
So we can conclude
Hence, H 0 g 1 ∈ span{s 0 , s 1 }, and so the base case holds. Assume that
Using the induction assumption, we will show that (2.10)-(2.12) holds for (k + 1). We show (2.10) for i = 1, . . . , m k − 1. For i = 1 (assume m k > i),
Using the induction hypothesis, we get that
For values of
and soĤ
Using the induction hypothesis and (2.13), we get 
Hence (2.11) is true for (k + 1). Now, consider
Using the structure of V jk and (2.10) we see that H 0 g k+1 ∈ span{s 0 , . . . , s k+1 }. Hence, (2.12) also holds for (k + 1).
Example 5. The Broyden family is the class of quasi-Newton methods whose matrices are linear combinations of the DFP and BFGS matrices: 
We sketch the explanation of how the full-memory version fits the general form given in (2.1). The limited-memory case is similar. We can rewrite the Broyden family update as follows:
Hence,
It is left to the reader to show that H k y k is in span{s 0 , . . . , s k+1 }, and thus the Broyden family updates fit the form in (2.1).
Termination of limited-memory methods.
In this section we show that methods fitting the general form (2.1) produce conjugate search directions (see Theorem 2.2) and terminate in n iterations (see Corollary 2.3) if and only if P k maps the vectors y 0 through y k into span{y 0 , . . . , y k−1 } for each k = 1, 2, . . . , n. Furthermore, this condition on P k is satisfied only if y k is used in its formation (see Corollary 2.4). 
Proof. (⇐) Assume that (2.17) holds. We will prove (2.14)-(2.16) by induction. Since the line searches are exact, g 1 is orthogonal to s 0 . Using the fact that P 0 y 0 = 0 from (2.17) and the fact that z i0 ∈ span{s 0 } implies g
Finally, span{s 0 } = span{H 0 g 0 }, and so the base case is established.
We will assume that claims (2.14)-(2.16) hold for k = 0, 1, . . . ,k − 1 and prove that they also hold for k =k.
The vector gk +1 is orthogonal to sk since the line search is exact. Using the induction hypotheses that gk is orthogonal to {s 0 , . . . , sk −1 } and sk is conjugate to {s 0 , . . . , sk −1 }, we see that, for j <k,
Hence, (2.14) holds for k =k. To prove (2.15), we note that
so it is sufficient to prove that g T k+1
H
T k+1 y j = 0 for j = 0, 1, . . . ,k. We will use the following facts:
since the v in each of the projections used to form Qk is in span{s 0 , . . . , sk}, and gk +1 is orthogonal to that span.
(ii) g T k+1 z ik = 0 for i = 1, . . . , mk since each z ik is in span{s 0 , . . . , sk}, and gk +1 is orthogonal to that span.
(iii) Since we are assuming that (2.17) holds true, for each j = 0, 1, . . . ,k there exist µ 0 , . . . , µk −1 such that Pky j can be expressed as
Thus, (2.15) holds for k =k. Finally, using (i) and (ii) from above,
To show equality of the sets, we will show that H 0 gk +1 is linearly independent of {H 0 g 0 , . . . , H 0 gk}. (We already know that the vectors H 0 g 0 , . . . , H 0 gk are linearly independent since they span the same space as the linearly independent set {s 0 , . . . , sk}.) Suppose that H 0 gk +1 is not linearly independent. Then there exist φ 0 , . . . , φk, not all zero, such that
Recall that gk +1 is orthogonal to {s 0 , . . . , sk}. By our induction assumption, this implies that gk +1 is also orthogonal to {H 0 g 0 , . . . , H 0 gk}. Thus, for any j between 0 andk,
Since H 0 is positive definite and g j is nonzero, we conclude that φ j must be zero. Since this is true for every j between zero andk, we have a contradiction. Thus, the set {H 0 g 0 , . . . , H 0 gk +1 } is linearly independent. Hence, (2.16) holds for k =k.
(⇒) Assume that (2.14)-(2.16) hold for all k such that g k+1 = 0 but that (2.17) does not hold; i.e., there exist j and k such that g k+1 = 0, j is between 0 and k, and
This will lead to a contradiction. By construction of P k , there exist µ 0 , . . . , µ k such that
By assumption (2.18), µ k must be nonzero. From (2.15), it follows that g T k+1 H T k+1 y j = 0. Using facts (i), (ii), and (iv) from before, (2.16), and (2.19), we get
Thus, since neither γ k nor µ k is zero, we must have
but this is a contradiction since H 0 is positive definite and g k+1 was assumed to be nonzero.
When a method produces conjugate search directions, we can say something about termination. 
This base case is trivial, so assume that
and from (2.16) and the induction hypothesis,
Hence, the search directions span the Krylov subspace. Since the search directions are conjugate (2.15) and span the Krylov subspace, the iterates are the same as those produced by conjugate gradients with preconditioner H 0 . Since we produce the same iterates as the conjugate gradient method and the conjugate gradient method is well known to terminate within n iterations, we can conclude that this scheme terminates in at most n iterations.
Note that we require that H k g k be nonzero whenever g k is nonzero; this requirement is necessary since not all the methods produce positive definite updates and it is possible to construct an update that maps g k to zero. If this were to happen, we would have a breakdown in the method.
The next corollary defines the role that the latest information (s k and y k ) plays in the formation of the kth H-update. Proof. Consider the case of p = 1. We have
where u ∈ span{y 0 , . . . , y k } and v ∈ span{s 0 , . . . , s k+1 }. We will assume that
for some scalars σ i and ρ i . By (2.17), there exist µ 0 , . . . , µ k−1 such that
and so
From (2.15), the set {s 0 , . . . s k } is conjugate and thus linearly independent. Since we are working with a quadratic, y i = As i for all i, and since A is symmetric positive definite, the set {y 0 , . . . , y k } is also linearly independent. So the coefficient of the y k on the left-hand side of (2.20) must match that on the right-hand side, thus
Hence, σ k = 0 and y k must make a nontrivial contribution to P k . Next we will show that ρ 0 = ρ 1 = · · · = ρ k−1 = 0. Assume that j is between 0 and k − 1. Then
Now s j As j is nonzero because A is positive definite. If ρ j is nonzero, then the coefficient of u is nonzero, and so y k must make a nontrivial contribution to P k y j , implying that P k y j ∈ span{y 0 , . . . , y k−1 }. This is a contradiction. Hence, ρ j = 0. To show that ρ k = 0, consider P k y k . Suppose that ρ k = 0. Then
This contradicts P k y k ∈ span{y 0 , . . . , y k−1 }, so ρ k must be nonzero. Now we will discuss the p > 1 case. Label the u-components of the p projections as u 1 through u p . Then
for some scalars γ 1 through γ p . Furthermore, each u i can be written as a linear combination of {y 0 , y 1 , . . . , y k }, so
for some scalars σ 10 through σ pk . Since P k y k ∈ span{y 0 , . . . , y k−1 } and y k ∈ span{y 0 , . . . , y k−1 }, we must have
Thus σ ik must be nonzero for some i, and we can conclude that at least one u i must have a nontrivial contribution from y k . 
Examples of methods
Example 7. L-BFGS (see (2.6)) satisfies condition (2.17) of Theorem 2.2 since
Example 8. DFP (with full memory) (see (2.8)) satisfies condition (2.17) of Theorem 2.2. Consider P k in the full-memory case. We have
For full-memory DFP, H i y j = s j for j = 0, . . . , i − 1. Using this fact, one can easily verify that P k y j = 0 for j = 0, . . . , k. Therefore, full-memory DFP satisfies condition (2.17) of Theorem 2.2. The same reasoning does not apply to the limited-memory case, as we shall show in section 2.3. The next corollary gives some ideas for other methods that are related to L-BFGS and terminate in at most n iterations on strictly convex quadratics. 1. Let m > 0 be any value which may change from iteration to iteration, and define
These choices fit the general form. Furthermore, 
These choices satisfy the general form (2.1). Furthermore,
k for some i, y j otherwise.
Hence, this variation satisfies condition (2.17) of Theorem 2.2.
4. Let γ k in (2.1) be the scaling constant and choose the other vectors and matrices as in L-BFGS (2.6).
Combinations of variants are left to the reader. Remark 1. Part 3 of the previous corollary shows that the "accumulated step" method of Gill and Murray [11] terminates on quadratics.
Remark 2. Part 4 of the previous corollary shows that scaling does not affect termination in L-BFGS. In fact, for any method that fits the general form, it is easy to see that scaling will not affect termination on quadratics.
Examples of methods that do not reproduce the conjugate gradient iterates.
We will discuss several methods that fit the general form given in (2.1) but do not satisfy the conditions of Theorem 2.2. Example 9. Steepest descent (see (2.3)) does not satisfy condition (2.17) of Theorem 2.2 and thus does not produce conjugate search directions. This fact is well known; see, e.g., Luenberger [17] .
Example 10. L-DFP (see (2.8)) with m < n does not satisfy the condition on P k (2.17) for all k, and so the method will not produce conjugate directions. This fact was previously unknown.
For example, suppose that we have a convex quadratic with
Using a limited-memory constant of m = 1 and exact arithmetic, it can be seen that the iteration does not terminate within the first 20 iterations of L-DFP with H 0 = I. The MAPLE notebook file used to compute this example is available on the World Wide Web [10] . Remark 3. Using the above example, we can easily see that no limited-memory Broyden family method except L-BFGS terminates within the first n iterations.
Update-skipping variations for Broyden family quasi-Newton algorithms.
The previous section discussed limited-memory methods that behave like conjugate gradients on n-dimensional strictly convex quadratic functions. In this section, we are concerned with methods that skip some updates. The average computation cost per iteration is reduced and memory can be saved if the quasi-Newton matrix is stored implicitly. We establish conditions under which finite termination is preserved but delayed for the Broyden family.
Termination when updates are skipped.
It was shown by Powell [27] that if we skip every other update and take direct prediction steps (i.e., steps of length one) in a Broyden family method, then the procedure will terminate in no more than 2n + 1 iterations on an n-dimensional strictly convex quadratic function. An alternate proof of this result is given by Nazareth [22] .
We will prove a related result. Suppose that we are doing exact line searches using a Broyden family quasi-Newton method on a strictly convex quadratic function and decide to "skip" p updates to H (i.e., choose H k+1 = H k on p occasions). Then the algorithm terminates in no more than n + p iterations. The algorithm is somewhat more robust than using direct prediction steps; it does not matter which updates are skipped or if multiple updates are skipped in a row. Furthermore, the method terminates in at most n + p iterations at the exact minimizer.
Proof. We will use induction on k to show (3.1) and
Then (3.2) follows easily since, for all j ∈ J(k),
Let k 0 be the least value of k such that J(k) is nonempty; i.e., J(k 0 ) = {k 0 }. Then g k0+1 is orthogonal to s k0 since line searches are exact, and H k0+1 y k0 = s k0 since all members of the Broyden family satisfy the secant condition. Hence, the base case is true. Now assume that (3.1) and (3.3) hold for all values of k = 0, 1, . . . ,k − 1. We will show that they also hold for k =k. In either case, the induction result follows.
Suppose that we skip p updates. Then the set J(n − 1 + p) has cardinality n. Without loss of generality, assume that the set {s i } i∈J(n−1+p) has no zero elements. From (3.2), the vectors are linearly independent. By (3.1),
and so g n+p must be zero. This implies that x n+p is the exact minimizer of f .
Loss of termination for update skipping with limited-memory.
Unfortunately, updates that use both limited-memory and repeated update-skipping do not produce conjugate search directions for n-dimensional strictly convex quadratics, and the termination property is lost. We will show a simple example.
Example 11. Suppose that we have a convex quadratic with
We apply L-BFGS with limited-memory constant m = 1 and H 0 = I and skip every other update to H. Using exact arithmetic in MAPLE, we observe that the process does not terminate even after 100 iterations [10] . Note that, according to Corollary 2.4, we would still be guaranteed termination if we used the most recent information in each update.
Experimental results.
Thus far we have only given results for convex quadratic functions. While termination on quadratics is beautiful in theory, it does not necessarily yield insight into how these methods will do in practice. In this section, we develop and compare some of the new methods. We describe the collection of test problems in section 4.2. Complete numerical results, many graphs of the numerical results, and the original FORTRAN code are available [10] .
Motivation.
We will not present any new results relating to convergence of these algorithms on general functions; however, many of these can be shown to converge using the convergence analysis presented in section 7 of [16] . In [16] , Liu and Nocedal show that an L-BFGS method implemented with a line search that satisfies the strong Wolfe conditions (see section 4.3 for a definition) is R-linearly convergent on a convex function that satisfies a few modest conditions.
Test problems.
For our test problems, we used the CUTE by Bongartz, Conn, Gould, and Toint. The package is documented in [3] and can be obtained via the World Wide Web [2] or via ftp [1] . The package contains a large collection of test problems as well as the interfaces necessary for using the problems. We chose a collection of 22 unconstrained problems. The problems ranged in size from 10 to 10,000 variables, but each took L-BFGS with limited-memory constant m = 5 at least 60 iterations to solve. Table 4 .1 enumerates the problems, giving the SIF file name, the dimension (n), and a description for each problem. The CUTE package also provides a starting point (x 0 ) for each problem.
Test environment.
We used FORTRAN77 code on an SGI Indigo 2 to run the algorithms, with FORTRAN BLAS routines from NETLIB. We used the compiler's default optimization level. Figure 2 .1 outlines the general quasi-Newton implementation that we followed. For the line search, we use the routines cvsrch and cstep written by Jorge J. Moré and David Thuente from a 1983 version of MINPACK. This line search routine finds an α that meets the strong Wolfe conditions
see, e.g., Nocedal [24] . We used ω 1 = 1.0 × 10 −4 and ω 2 = 0.9. Except for the first iteration, we always attempt a step length of 1.0 first and only use an alternate value if 1.0 does not satisfy the Wolfe conditions. In the first iteration, we initially try a step length equal to g 0 −1 . The remaining line search parameters are detailed in Table 4 .2.
We generate the matrix H k by either the limited-memory update or one of the variations described in section 4.4, storing the matrix implicitly in order to save both memory and computation time. We terminate at iteration k if any of the following conditions is met: 1. the iterate satisfies
2. the line search fails to satisfy both (4.1) and (4.2); or 3. the number of iterations exceeds 3000. We say that the iterates have converged if the first condition is satisfied. Otherwise, the method has failed.
L-BFGS and its variations.
We tried a number of variations to the standard L-BFGS algorithm. L-BFGS and these variations are described in this subsection and summarized in Table 4 .3. 
L-BFGS: Algorithm 0.
The L-BFGS update is given in (2.5) and described fully by Byrd, Nocedal, and Schnabel [5] .
The storage costs are O(mn), rather than n 2 required by BFGS. The computation of Hg takes at most O(mn) operations rather than O(n 2 ). We are using L-BFGS as our basis for comparison. For information on the performance of L-BFGS, see Liu and Nocedal [16] and Nash and Nocedal [20] .
Varying m iteratively: Algorithm 1.
In typical implementations of L-BFGS, m is fixed throughout the iterations; once m updates have accumulated, m updates are always used. We considered the possibility of varying m iteratively, preserving finite termination on convex quadratics. Using an argument similar to that presented in [16] , we can also prove that this algorithm has a linear rate of convergence on a convex function that satisfies a few modest conditions.
We scaled m in relation to the size of g / max{1, x }. Let m k be the number of iterates saved at the kth iteration, with m 0 = 1. Here, think of m as the maximum allowable value of m k . Let the convergence test be given by g k / max{1, x k } < . Then the formula for m k at iteration k is
We used four values of m: 5, 10, 15, and 50. The results are summarized in Tables 4.4-4.8. More extensive results are given in [10] . Table 4 .4 shows that this algorithm had the same number of failures as L-BFGS. Table 4 .5 compares the algorithm to L-BFGS in terms of function evaluations. The number of times that the algorithm used as few or fewer function evaluations than L-BFGS is listed relative to the total number of admissible problems. Problems are admissible if either of the two methods solved it. This algorithm used as few or fewer function evaluations than L-BFGS for over half the test problems. Table 4 .6 compares this algorithm to L-BFGS in terms of time. The entries are similar to those in Table 4 .5. Observe that Algorithm 1 did very well in terms of time, doing as well or better than L-BFGS on approximately 80% of the problems.
For each problem, we computed the ratio of the number of function evaluations for the algorithm to the number of function evaluations for L-BFGS. Table 4 .7 lists the means of these ratios. A mean below 1.0 implies that the algorithm does better than L-BFGS on average. The average is better for the first algorithm in 2 out of 4 cases. Observe, however, that all the means are close to one. This algorithm tends to save fewer vectors than L-BFGS since m k is typically less than m and so less work is done computing H k g k . Table 4 .8 gives the mean of the ratios of time to solve for each value of m in each algorithm. Note that most of the ratios are far below one.
Disposing of old information: Algorithm 2.
We may decide that we should stop using outdated information. For example, we may choose to keep only the most recent information whenever we take a big step, since the old information may not be relevant to the new neighborhood. We use the following test: If the last step length was bigger than 1, discard all but the most recent s and y pair.
The algorithm performed nearly the same as L-BFGS. There was substantial deviation on only one or two problems for each value of m, and this seemed evenly divided in terms of better and worse. From Table 4 .4, we see that this algorithm successfully converged on every problem. Table 4 .5 shows that it almost always did as well or better than L-BFGS in terms of function evaluations. However, Table 4 .7 shows that the differences were minor. The algorithm generally took less time than L-BFGS (Table 4 .6), but again, considering the mean ratios of time (Table 4 .8), the differences were minor.
4.4.4.
Backing up in the update to H: Algorithms 3-4. As discussed in section 2.2, if we always use the most recent s and y in the update, we preserve quadratic termination regardless of which older values of s and y we use.
Using this idea, we created some algorithms. Under certain conditions, we discard the next most recent values of s and y although we still use the most recent s and y vectors and any other vectors that have been saved from previous iterations. We call Table 4 .4 for more information. Backing up on odd iterations (Algorithm 3) seemed to have almost no effect on the number of function evaluations (Table 4 .7) and little effect on the time (Table 4.8) .
In Algorithm 4, we back up if the previous step length was one. This wipes out the data from the previous iteration after it has been used in one update. It is an improvement over L-BFGS in terms of function evaluations; in fact, this algorithm has the best function evaluation ratio for the m = 50 case (Table 4. We used this idea in the following way: we merged the 2nd and 3rd most recent (s, y) pairs if the corresponding step lengths were 1 and neither pair was the result of a previous merge. A merge is accomplished by adding the two pairs together and replacing the two pairs with the single "sum" pair. 4.4.6. Skipping updates to H: Algorithm 6. If every other update to H is skipped and a step length of one is always chosen, BFGS will terminate in 2n iterations on a strictly convex quadratic function. The same holds true when doing an exact line search. (See section 3.) Unfortunately, neither property holds in the limited-memory case. We will, however, try an algorithm motivated by this idea.
Skipping on odd updates (Algorithm 6) did extremely well for every value of m only on problem 1. Otherwise, it did very badly.
Combined methods: Algorithms 7-8.
We did some experimentation with combinations of methods described in the previous sections.
In Algorithm 7, we combined Algorithms 2 and 4; we dispose of old information and back up on the next iterations if the step length is greater than one. Essentially we are assuming that we have stepped out of the region being modeled by the quasiNewton matrix if we take a long step, and we should thus rid the quasi-Newton matrix of that information. This algorithm did well in terms of function evaluations, having mean ratios of less than one for three values of m (Table 4 .7), but it did not do as well in terms of time.
In Algorithm 8, we combined merging (Algorithm 5) and varying m (Algorithm 1). This algorithm did well in terms of time for larger m (Table 4.8) but not in terms of function evaluations (Table 4 .7).
Conclusions.
There is a spectrum of quasi-Newton methods, ranging from those that require the storage of an n × n approximate Hessian (e.g., the Broyden family) to those that require only the storage of a few vectors (e.g., conjugate gradients). Limited-memory quasi-Newton methods fall in between these extremes in terms of performance and storage. There are other methods that fall into the middle ground; for example, conjugate gradient methods such as those proposed by Shanno [28] and Nazareth [21] , the truncated-Newton method [25, 7] , and the partitioned quasi-Newton method [14] .
We have characterized which limited-memory quasi-Newton methods fitting a general form (2.1) have the property of producing conjugate search directions on convex quadratics. We have shown that L-BFGS is the only Broyden family member that has a limited-memory analog with this property. We also considered updateskipping, something that may seem attractive in a parallel environment. We show that update skipping on quadratic problems is acceptable for full-memory Broyden family members in that it only delays termination, but that we lose the property of finite termination if we both limit memory and skip updates.
We have also introduced some simple-to-implement modifications of the standard L-BFGS algorithm that seem to behave well on some practical problems.
