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COUPLING OF GAUSSIAN FREE FIELD WITH GENERAL SLIT SLE
ALEXEY TOCHIN AND ALEXANDER VASIL’EV
Abstract. We consider a coupling of the Gaussian free field with slit holomorphic
stochastic flows, called (δ, σ)-SLE, which contains known SLE processes (chordal, radial,
and dipolar) as particular cases. In physical terms, we study a free boundary conformal
field theory with one scalar bosonic field, where Green’s function is assumed to have
some general regular harmonic part. We establish which of these models allow coupling
with (δ, σ)-SLE, or equivalently, when the correlation functions induce local (δ, σ)-SLE
martingales (martingale observables).
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2 ALEXEY TOCHIN AND ALEXANDER VASIL’EV
1. Introduction
1.1. Simple example of coupling. The paper is focused on the coupling of the Gauss-
ian free field (GFF) with the (δ, σ)-SLE, and studies in detail some special cases. Let
us explain briefly the case of the chordal SLE4 and its coupling with the Gaussian free
field subject to the Dirichlet boundary conditions, see [18] and [26] for details. We review
some known generalizations, and then, explain the main results of the paper.
Let Gt : H \Kt→H be a conformal map from a subset H \Kt of the upper half-plane
H := {z ∈ C : Im z > 0} onto H defined by the initial value problem for the stochastic
differential equation
(1.1) dItôGt(z) =
2
Gt(z)
dt−√κ dItôBt, G0(z) = z, t ≥ 0, κ > 0,
where dItô denotes the Itô differential and Bt stands for the standard Brownian motion
(we avoid writing ◦ for the Stratonovich integral because of possible confuse with superpo-
sition used at the same time, so we explicitly write dS or dItô). This initial value problem
is known as the chordal SLE whose solution Gt is a random conformal map which defines
a strictly growing random set Kt := H \G−1t (H), called the SLE hull, (Kt ⊂ Ks, s > t)
bounded almost surely. In particular, it is a random simple curve for κ ≤ 4 that gener-
ically tends to infinity as t→∞. It turns out that the random law defined this way is
related to various problems of mathematical physics.
It is straightforward to check that the following random processes are local martingales
for κ = 4
M1t(z) := argGt(z),
M2t(z, w) :=− log
|Gt(z)−Gt(w)|
|Gt(z)−Gt(w)|
+ argGt(z) argGt(w),
M3t(z, w, u) :=− log
|Gt(z)−Gt(w)|
|Gt(z)−Gt(w)|
argGt(u) + argGt(z) argGt(w) argGt(u)+
+{z ↔ w ↔ u},
. . .
for z, w, u ∈ H until a stopping time tz, which is geometrically defined by the fact that
Kt touches z for the first time, i.e. Gt(z) is no longer defined for t > tz. The Wick
pairing structure can be recognized in this collection of martingales. It appears in higher
moments of multivariant Gaussian distributions as well as in the correlation functions
in the free quantum field theory. We consider the Gaussian free field (GFF) Φ which
is a random real-valued functional over smooth functions in H. Let us use the heuristic
notation ‘Φ(z)’ (z ∈ H) until a rigorous definition is given in Section 2.7.
For some special choice of GFF the moments are
S1(z) := E [Φ(z)] = arg z,
S2(z, w) := E [Φ(z)Φ(w)] =− log |z − w||z − w| + arg z argw,
S3(z, w, u) := E [Φ(z)Φ(w)Φ(u)] =− log |z − w||z − w| arg u+ arg z argw arg u+ {z ↔ w ↔ u},
. . .
Roughly speaking, Φ(z) is a Gaussian random variable for each z with the expectation
S1(z) proportional to arg z, and with the covariance − log |z−w||z−w| . It can be shown that the
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stochastic processes
(1.2) Mnt := Sn(Gt(z1), Gt(z2), . . . Gt(zn))
are martingales for all n = 1, 2, . . . .
This fact is closely related to the observation that the random variable Φ(Gt(z)) agrees
in law with Φ(z), where Φ and Gt are sampled independently. It was also obtained, see
[23], that the properly defined zero-level line of the random distribution Φ(z) starting at
the origin in the vertical direction agrees in law with SLE4.
This connection, i.e., coupling, can be generalized for an arbitrary κ > 0, see [29]. In
order to explain its geometric meaning let us associate another field J(z) of unit vectors
|J(z)|= 1 with Φ(z) by
J(z) := eiΦ(z)/χ
for some χ > 0. A unit vector field J transforms from a domain D to D \K according
to the rule
J(z)→ J˜(z˜) =
√√√√G′(z˜)
G′(z˜)
J(G(z˜)),
where G is the conformal map G : D \K→D (the coordinate transformation). Thereby,
Φ(z) transforms as
(1.3) Φ(z)→ Φ˜(z˜) = Φ(G(z˜))− χ argG′(z˜).
The coupling for κ > 0 is the agreement in law of Φ(Gt(z))−χ argG′(z) with Φ(z), where
(1.4) χ =
2√
κ
−
√
κ
2
.
Besides, the flow line of J(z) starting at the origin agrees in law with the SLEκ curve.
The statement above can be extended from the chordal equation (1.1) to the radial
equation, see [2, 19], or to the dipolar one, see [5, 20, 17], see also [16] for the SLE-(κ, ρ)
case.
In [13, 15], we considered slit holomorphic stochastic flows, called in this paper (δ, σ)-
SLE, which contain all the above mentioned SLEs as special cases except SLE-(κ, ρ). In
the present paper, we consider a general case of the coupling of (δ, σ)-SLE with GFF.
In particular, we study the known cases of the couplings in a systematic way as well as
consider some new ones.
There is also another type of coupling described in [29] for the chordal case. The
usual forward Löwner equation is replaced by its reverse version with the opposite sign
at the drift term proportional to dt in (1.1). The corresponding solution is a conformal
map Gt : H→H \Kt, and Φ(z) agrees in law with Φ(Gt(z)) + γ log|G′t(z)| for some real
κ-dependent constant γ.
In addition to the coupling, there are also interesting connections to other aspects of
conformal field theory such as the highest weight representations of the Virasoro algebra
[3], and the vertex algebra [18]. On the other hand, the crossing probabilities, such
as touching the real line by an SLE curve, are connected with the CFT stress tensor
correlation functions, see [3, 11]. Both of these directions, as well as the reverse coupling,
exceed the scope of this paper.
1.2. (δ, σ)-SLE overview. The (δ, σ)-SLE is a unification of the well-known chordal,
radial, and dipolar stochastic Löwner equations described first in [13]. We will give a
rigorous definition in Section 2 and will use a simplified version in Introduction. Let
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D ⊂ C is a simply connected hyperbolic domain. A (δ, σ)-SLE or a slit holomorphic
stochastic flow is the solution to the stochastic differential equation
(1.5) dSGt(z) = δ(Gt(z))dt+ σ(Gt(z)) d
SBt, G0(z) = z, z ∈ D, t ≥ 0,
where Bt is the standard Brownian motion, σ:D→C and δ:D→C are some fixed holo-
morphic vector fields defined in such a way that the solution Gt is always a conformal map
Gt:D \ Kt→D for some random curve-generated subset Kt. The differential dS is the
Stratonovich differential, which is more convenient in our setup than the more frequently
used Itô differential dItô, see for example [9]. The same equation in the Itô form is
dItôGt(z) =
(
δ(Gt(z)) +
1
2
σ′(Gt(z))σ(Gt(z))
)
dt+ σ(Gt(z)) d
ItôBt,
G0(z) = z, t ≥ 0,
(1.6)
see Appendix B for details. Equation (1.6) can be easily reformulated for any other
domain D˜ ⊂ C using the transition function τ : D˜→D. Define G˜t := τ−1 ◦ Gt ◦ τ . The
equation for G˜t is of the same form as (1.5), but with new fields δ˜ and σ˜ defined as
δ˜(z˜) =
1
τ ′(z˜)
δ(τ(z˜)), σ˜(z˜) =
1
τ ′(z˜)
σ(τ(z˜)).
The general form of δ(z) and σ(z) for D = H (the upper half-plane) is
δH(z) =
δ−2
z
+ δ−1 + δ0z + δ1z2,
σH(z) = σ−1 + σ0z + σ1z
2,
δ−1, δ0, δ1, σ−1, σ0, σ1 ∈ R, σ−1 6= 0, δ−2 > 0.
(1.7)
The values of δ and σ for the classical SLEs (in the upper half-plane) are summarized in
the following table.
SLE type δH(z) σH(z)
Chordal 2/z −√κ
Radial 1/(2z) + z/2 −√κ(1 + z2)/2
Dipoloar 1/(2z)− z/2 −√κ(1− z2)/2
ABP SLE, see [14] 1/(2z) −√κ(1 + z2)/2
We use the half-plane formulation in this table just for simplicity. In order to obtain
the commonly used form of the radial equation in the unit disk one applies the transition
map
(1.8) τH,D(z) := i
1− z
1 + z
, τH,D : D→H,
for the unit disk D := {z ∈ C: |z|< 1}. For more details, see Example 2 and Section 4.3.
The same procedure with the transition map
(1.9) τH,S(z) = th
z
2
, øH,S : S→H,
for the strip S := {z ∈ C : 0 < Im z < ß}, gives the common form for the dipolar SLE,
see also Section 4.2.
It was shown in [13], that the choice of δ and σ given by (1.7) guarantees that the
random set Kt is curve-generated similarly to the standard known SLEˇ. Moreover, Kt
has the same local behaviour (the fractal dimension, dilute phases, and etc.).
The main difference between the classical SLEs and the case of the general (δ, σ)-SLE
is the absence of fixed normalization points, in general, e.g., in the classical cases the
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solution Gt to the radial SLE equation always fixes an interior point (0 in the unit disk
formulation), the dipolar SLE preserves two boundary points (−∞ and +∞ in the strip
coordinates S), the chordal equation is normalized at the boundary point at infinity in
the half-plane formulation. The chordal case can be considered as the limiting case of
the dipolar one as both fixed boundary points collide, or the limiting case of the radial
equation when the fixed interior point approaches the boundary. In the general case of
(δ, σ)-SLE, there is no such a simple normalization. Numerical experiments show that the
curve (or the curve-generated hull for κ ≥ 4) Kt tends to a random point inside the disk
as t → ∞. A version of the domain Markov property still holds due to an autonomous
form of equation (1.6).
1.3. Overview and purpose of this paper. We consider the general form of 2-dimensional
GFF Φ with some expectation
η(z) := E [Φ(z)] ,
and the covariance
Γ(z, w) := E [Φ(z)Φ(w)]− E [Φ(z)]E [Φ(w)] .
We postulate that Γ(z, w) is symmetric fundamental solution to the Laplace equation,
△zΓ(z, w) = 2πδ(z, w), Γ(z, w) = Γ(w, z),
but imposing no boundary conditions. In other words, Γ(z, w) has the from
Γ(z, w) = −1
2
log|z − w| + symmetric harmonic function of z and w.
We address the following question: which of so defined GFF can be coupled with some
(δ, σ)-SLE in the sense that Φ(z) and Φ(Gt(z)) agree in law? In particular, we show
(Theorem 1) that this is possible if and only if the following system of partial differential
equation is satisfied
(1.10)
(
Lδ +12 L2σ
)
η(z) = 0,
Lδ Γ(z, w) + Lσ η(z)Lσ η(w) = 0,
Lσ Γ(z, w) = 0,
where, following [18], we understand under L a generalized version of the Lie derivatives
defined by
Lv η(z) := v(z) ∂z +v(z) ∂z¯ +χ Im v′(z),
Lv Γ(z, w) := v(z) ∂z +v(z) ∂ z¯ +v(w) ∂w +v(w)∂w¯ .
Here, v = δ or v = σ and χ refers to the SLE parameter κ by (1.4). These equations
generalize the corresponding relation from [29], see the table on page 45, and they are
versions of (M-cond’) and (C-cond’) from [16]. The second equation in (1.10) is known
as a version of Hadamard’s variation formula, and the third states that the covariance
Γ must be invariant with respect to the Möbius automorphisms generated by the vector
field σ.
The paper is a continuation and extension of [15] and is organized as follows. The rest
of Introduction provides some remarks about the relations between equations (1.10) and
the BPZ equation considered first in [6]. In Section 2, we give all necessary definitions for
(δ, σ)-SLE as well as a very basic definitions and properties of GFF that we will need in
what follows. Further, in Section 3, we prove the coupling Theorem 1. It states that for
any (δ, σ)-SLE a proper pushforward of Sn denoted by G
−1
t ∗Sn (a generalisation of (1.2)
with an additional χ-term similar to (1.3)) is a local martingale if and only if the system
(1.10) is satisfied for given δ, σ, Γ, and η. The same theorem also states that both: the
local martingale property and the system of equations are equivalent to a local coupling
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which is a weaker version of the coupling from [29] discussed above. We expect, but do
not consider in this paper, that the local coupling leads to the same property of the flow
lines of eiΦ(z)/χ to agree in law with the (δ, σ)-SLE curves.
The general solution to the system (1.10) gives all possible ways to couple (δ, σ)-SLEs
with the GFF at least in the frameworks of our assumptions of the pre-pre-Schwarzian
behaviour of η and of the scalar behaviour of Γ.
In Section 4, we assume the simplest choice of the Dirichlet boundary conditions for
Γ and study all (δ, σ)-SLEs that can be coupled. It turns out that only the classical
SLEs with drift are allowed plus some exceptionals cases, see Sections 4.5 and 4.6, that
define the same measure as for the chordal SLE up to time reparametrization Observe
however, that the coupling with the classical SLEs with drift has not been considered in
the literature so far.
Further, in Sections 5 and 6, we assume less trivial choices of Γ and obtain that among
all (δ, σ)-SLEs only the dipolar and radial SLEs with κ = 4 can be coupled. The first
case was considered in [17]. The second one requires a construction of a specific ramified
GFF Φtwisted, that changes its sign to the opposite while being turned once around some
interior point in D. This construction was considered before and it is called the ‘twisted
CFT’ as we were informed by Nam-Gyu Kang, see [21].
1.4. Nature of coupling. One of the approaches to conformal field theory (CFT) boils
down to consideration of a probability measure in a space of function in D. The simplest
choice is GFF. The chordal SLE/CFT correspondence is revealed in, for example, [8] and
[18]. Here, we extend this treatments to a (δ, σ)-SLE/CFT correspondence. This section
is less important for the general objective of the paper and is dedicated mostly to a reader
with physical background.
We consider a boundary CFT (BCFT) defined oin a domain D ⊂ C with one free scalar
bosonic field Φ. One of the standard approach to define a quantum field theory is the
heuristic functional integral formulation with the classical action I[Φ], see for instance,
[7]. The following triple definition of the Schwinger functions S(z1, z2, . . . zn) manifests
the relation between the probabilistic notations, functional integral formulation, and the
operator approach.
Sn(z1, z2, . . . zn) :=E [Φ(z1)Φ(z2) . . .Φ(zn)] =
=c−1
∫
Φ(z1)Φ(z2) . . .Φ(zn)e
−I[Φ]
DΦ =
=〈|T
[
Ψˆ(a)Φˆ(z1)Φˆ(z2) . . . Φˆ(zn)
]
|〉,
zi ∈ D, i = 1, 2, . . . n, n = 1, 2, . . .
(1.11)
Here in the second term, ‘|〉’ is the vacuum state, Φˆ(z) the primary operator field, Ψˆ a
certain operator field taken at a boundary point a ∈ D, and T[. . . ] is the time-ordering,
which is often dropped in the physical literature, we refer to [28] for details. The second
string in (1.11) contains a heuristic integral over some space of functions Φ(z) on D,
which corresponds to the operator Φˆ(z).
The first string in (1.11) is a mathematically precise formulation of the second one.
The expectation E [. . .] can be understood as the Lebesgue integral over the space D′(D)
of linear functionals over smooth functions in D with compact support. The expression
e−I[Φ]DΦ can be in its turn understood as the differential w.r.t. the measure.
We emphasize here that the correlation functions are not completely defined by the
action I[Φ] because one has to specify also the space of functions the integral is taken
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over and the measure. For instance, the Euclidean free field action
I[Φ] =
1
2
∫
D
∂ Φ(z)∂¯Φ(z)d2z
defines only the singular part of the 2-point correlation function, which is −(2π)−1 log|z|.
To illustrate the statement above let us consider the following example. Let the expecta-
tion of Φ be identically zero,
S1(z) =
∫
Φ(z)e−I[Φ]DΦ = 0, z ∈ D.
Depending on the choice of the space of functions H′s ∋ Φ and of the measure on it, the
2-point correlation function
Γ(z1, z2) =
∫
Φ(z1)Φ(z2)e
−I[Φ]
DΦ
varies. For example in [18, 19, 20, 23], Γ was assumed to possess the Dirichlet boundary
conditions, see (2.37). But in [17], Γ vanishes only on a part of the boundary and on the
other part the boundary conditions are Neumann’s. In [16], even more general boundary
conditions were considered.
In fact, under CFT one can understand a probability measure on the space of functions
H′s in D, which is just a version of D′(D). In the case of the free field, the Schwinger
functions (equivalently, correlation functions or moments) Sn are of the form
S1[z1] =η[z1],
S2[z1, f2] =Γ[f1, f2] + η[f1]η[f2],
S3[z1, f2, f3] =Γ[f1, f2]η[f3] + Γ[z3, z1]η[f2] + Γ[z2, z3]η[f1] + η[f1]η[z2]η[f3],
S4[f1, f2, f3, f4] =Γ[z1, z2]Γ[z3, z4] + Γ[f1, f3]Γ[f2, f4] + Γ[f1, f4]Γ[z2, z3]+
+Γ[z1, z2]η(z3)η[z4] + Γ[z1, z3]η[z2]η[z4] + Γ[z1, z4]η[f2]η[z3]+
+η[z1]η[z2]η[z3]η[z4],
. . .
In this case, the measure is characterized by the space H′s equipped with certain topology,
by the field expectation η(z) = S1(z), and by Green’s function (covariance) Γ(z, w) =
S2(z, w)− S1(z)S1(w).
Assume now that
(1.12) LSn(z1, z2, . . . , zn) = 0, n = 1, 2, . . .
for some first order differential operator L. Then, in the language of quantum field theory,
the functions Sn are called ‘correlation functions’ and the relations (1.12) can be called
the Ward identities. This identities usually correspond to invariance of Sn with respect
to some Lie group. For example, if
(1.13) L :=
∞∑
i=1
σ(zi) ∂zi +σ(zi) ∂ z¯i
for a vector field σ of the form (1.7), then (1.12) is equivalent to
Sn(z1, z2, . . . , zn) = Sn(Hs[σ](z1), Hs[σ](z2), . . . , Hs[σ](zn)), s ∈ R,
where {Ht[σ]}t∈R is a one parametric Lie group of Möbious automorphisms Ht[σ] : D→D
induced by σ:
(1.14) dHt[σ](z) = σ(Ht[σ](z))dt, z ∈ D, t ∈ R, H0[σ](z) =
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because
(1.15) dSn(Hs[σ](z1), Hs[σ](z2), . . . , Hs[σ](zn))|s=0 = LSn(z1, z2, . . . , zn)ds.
The relations (1.12) with (1.13) are satisfied if and only if(
σ(z) ∂z +σ(z) ∂ z¯
)
η(z) = 0,(
σ(z) ∂z +σ(z) ∂ z¯ +σ(w) ∂w+σ(w) ∂w¯
)
Γ(z, w) = 0.
(1.16)
Consider now the vector field δ in place of σ. It is still holomorphic but generates a
semigroup {Ht[σ]}t∈(−∞,0] of endomorphisms Gt : D→D \ γt (γt is some growing curve
in D) instead of the group of automorphisms of D. Then the second identity in (1.16)
does not hold because(
δ(z) ∂z +δ(z) ∂ z¯ +δ(w) ∂w+δ(w) ∂w¯
)
Γ(z, w) 6= 0.
Geometrically this can be explained by the fact that Ht[δ] is not just a change of coordi-
nates but also it necessarily shrinks the domain D.
Let now Gt satisfy (1.5), which is just a stochastic version of (1.14), where v(z)dt is
replaced by δ(z)dt + σ(z) dSBt. The vector field δ induces endomorphisms, σ induces
automorphisms, and the multiple of dSBt can be understood as the white noise. Such
a stochastic change of coordinates Gt in the infinitesimal form, according to the Itô
formula, leads to the second order differential operator δ(z) ∂z +
1
2
(σ(z) ∂z)
2 instead of
the first order Lie derivative v(z) ∂z.
The first two Ward identities become(
δ(z) ∂z +
1
2
(σ(z) ∂z)
2 + complex conjugate
)
η(z) = 0,(
δ(z) ∂z +δ(w) ∂w+
1
2
(σ(z) ∂z +σ(w) ∂w)
2 + complex conjugate
)
×
× (Γ(z, w) + η(z)η(w)) = 0,
(1.17)
which is equivalent to (1.10) if χ = 0. Due to a version of the Itô formula we have
dItô Sn(Gs(z1), Gs(z2), . . . , Gs(zn))
∣∣∣
s=0
=
=
(
Lσ+1
2
L2σ
)
Sn(z1, z2, . . . , zn)dt+ Lσ Sn(z1, z2, . . . , zn) dItôBt,
which is an analog to the relation (1.15). In other words, the system (1.10) represents
the local martingale conditions.
For the case
(1.18) δ(z) =
2
z
, σ(z) = −√κ, κ > 0, z ∈ D = H,
the identities (1.17) is an analog to the BPZ equation (5.17) in [6]. The choice of (1.18)
corresponds to the chordal SLE (see Example 1) and it was considered first in [8], and
later in [18]. In this paper, we assume that the field δ is holomorphic, has a simple pole
of positive residue at a boundary point a ∈ ∂ D, and tangent at the rest of the boundary.
2. Preliminaries
Each version of the Löwner equations and holomorphic flows are usually associated
with a certain canonical domain D ⊂ C in the complex plane specifying fixed interior or
boundary points, for example, in the case of the upper half-plane, the unit disk, etc. It
is always possible to map these domains one to another if necessary. In this paper, we
focus on conformally invariant properties, i.e., those which are not related to a specific
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choice of the canonical domain. This can be achieved by considering a generic hyperbolic
simply connected domain and conformally invariant structures from the very beginning.
It could be also natural to go further and work with a simply connected hyperbolic
Riemann surface D (with the boundary ∂D). In what follows, D is thought of as a
generic domain with a well-defined boundary or a Riemann surface.
We use mostly global chart maps ψ:D→Dψ ⊂ C from D to a domain of the complex
plane, writing ψ for a chart (D,ψ) for simplicity. The charts ψH : D→H corresponding
to the upper half-plane or ψD : D→D to the unit disk are related by (1.8). Another
example is a multivalued map ψL : D→H onto the upper half-plane related to ψD by
(4.11). A single-valued branch of ψL : D→H is not a global chart map.
2.1. Vector fields and coordinate transform. Consider a holomorphic vector field v
on D, which can be defined as a holomorphic section of the tangent bundle. We also can
define it as a map ψ 7→ vψ from the set of all possible global chart maps ψ : D→Dψ to the
set of holomorphic functions vψ : Dψ→C defined in the image of these maps Dψ := ψ(D).
For the vector fields, the following coordinate change holds. For any ψ˜ : D→Dψ˜,
(2.1) vψ˜(z˜) =
1
τ ′(z˜)
vψ(τ(z˜)), τ := ψ ◦ ψ˜−1, z˜ ∈ D˜.
We consider a conformal homeomorphism G : D \K→D (inverse endomorphism) that
in a given chart ψ is given as
Gψ := ψ ◦G ◦ ψ−1 : Dψ \Kψ→Dψ.
A vector field in other words is a (−1, 0)-differential and the pushforward of a vector field
G−1∗ : v
ψ 7→ v˜ψ˜ is defined by the rule
G−1∗ v
ψ(z) := vψ◦G(z) = vψ◦G◦ψ
−1◦ψ(z) = vG
ψ◦ψ(z) =
=
1
(Gψ)′ (z)
vψ
(
Gψ(z)
)
, z ∈ Dψ,(2.2)
thereby Gψ plays the role of τ .
It is easy to see that for any two given maps G and G˜ as above
G˜−1∗ G
−1
∗ =
(
G˜−1 ◦G−1
)
∗ ,
which motivates the upper index −1 in the definition of G∗, because in this case we are
working with a left module.
The pushforward map G−1∗ also can be obtained as a map from the tangent space to
D induced by G. We follow the way above because it can be generalized then to sections
of tangent and cotangent spaces and their tensor products, see Section 2.3.
Let vt and v˜t be two holomorphic vector fields depending on time continuously such as
the following differential equations has continuously differentiable solutions Ft and F˜t in
some time interval
F˙t = vt ◦ Ft,
˙˜Ft = v˜t ◦ F˜t.
Then, we can conclude that
∂
∂ t
(Ft ◦ F˜t) =
(
vt + Ft∗F˜t∗v˜t
)
◦ Ft ◦ F˜t
F˙−1t = −
(
F−1t ∗vt
)
◦ F−1t .
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in the same t-interval and in the region of D where Ft and F˜t are defined. The latter
relation can be reformulated in a fixed chart ψ as
˙F−1t
ψ
(z) = −
((
F−1t
)ψ)′
(z) vψt (z).
2.2. (δ, σ)-SLE basics. Here we repeat briefly some necessary material about the slit
holomorphic stochastic flows SLE(δ, σ) considered first in the paper [13] that we advice
to follow for more details.
A holomorphic vector field σ on D is called complete if the solution Hs[σ]ψ(z) of the
initial valued problem
(2.3) H˙s[σ]
ψ(z) = σψ(Hs[σ]
ψ(z)), H0[σ]
ψ(z) = z, z ∈ Dψ
is defined for s ∈ (−∞,∞). The solution Hs[σ]ψ : Dψ→Dψ is a conformal automorphism
of Dψ = ψ(D). Here and further on, we denote the partial derivative with respect to s
as H˙s :=
∂
∂ s
Hs. It is straightforward to see that the differential equation is of the same
form in any chart ψ. So it is reasonable to drop the index ψ and variable z as follows
(2.4) H˙s[σ] = σ ◦Hs[σ], H0[σ] = id .
Let ψH be a chart map onto the upper half-plane D
ψ = H. We denote XH := XψH if X
is a vector field, a conformal map, or a pre-pre-Schwarzian form (defined below) on D.
A complete vector field σ in the half-plane chart admits the form
(2.5) σH(z) = σ−1 + σ0z + σ1z
2, z ∈ H, σ−1, σ0, σ1 ∈ R.
A vector field δ is called antisemicomplicate if the initial valued problem
H˙s[δ] = δ ◦Hs[δ], H0[δ] = id .
has a solution Ht[σ], which is a conformal map Ht[σ] : D \Kt→D for all t ∈ [0,+∞) for
some family of subsets Kt ⊂ D.
The linear space of all antisemicomplete fields is essentially bigger and infinite-dimensional,
but we restrict ourselves to the from
(2.6) δH(z) =
δ−2
z
+ δ−1 + δ0z + δ1z2, z ∈ H, δ−1, δ0, δ1 ∈ R, δ−2 > 0,
which guarantees that the set Kt is curve-generated, see [13]. The first term gives just a
simple pole in the boundary at the origin with a positive residue. The sum of the last
three terms is just a complete field.
Let us consider first a continuously differentiable driving function function ut : t 7→ R
for motivation. Then the solution Gt of the initial value problem
(2.7) G˙t = δ ◦Gt + u˙t σ ◦Gt, G0 = id, t ≥ 0,
is a family of conformal maps Gt : D \Kt→D, where the family of subsets {Kt}t≥0
depends on the driving function u. To avoid the requirement of continuous differentiability
we use the following method.
Define a conformal map
gt := Hut [σ]
−1 ◦Gt, t ≥ 0.
It satisfies the equation
(2.8) g˙t = (Hut [σ]
−1
∗ δ) ◦ gt, g0 = id,
where Hut [σ]
−1
∗ δ is defined in (2.2) for G = Hut [σ]. Reciprocally, (2.7) can be obtained
from (2.8), although (2.8) is defined for a continuous function ut, not necessary continu-
ously differentiable. This motivates the following definition.
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Definition 1. Let σ and δ be a complete and a semicomplete vector fields as in (2.5)
and (2.6), and let ut be a continuous function u : [0,∞)→R. Then the solution gt to the
initial value problem (2.8) is called the (forward) general slit Löwner chain. Respectively,
the map Gt is defined by
Gt := Hut [σ] ◦ gt, t ≥ 0.
The stochastic version of equation (2.8) can be set up by introducing the Brownian
measure on the set of driving functions, or equivalently, as follows.
Definition 2. Let σ and δ be as in (2.5) and (2.6)), and let Bt be the standard Brownian
motion (the Wiener process). Then the solution to the stochastic differential equation
(2.9) dSGt = δ ◦Gtdt+ σ ◦Gt dSBt, G0 = id, t ≥ 0
(where dS is the Stratanowich differential) is called a slit holomorphic stochastic flow or
(δ, σ)-SLE.
In order to formulate (2.9) in the Itô form we have to chose some chart ψ:
(2.10) dItôGψt (z) =
(
δψ +
1
2
σψ
(
σψ
)′) ◦Gψt (z)dt+ σψ ◦Gψt (z) dItôBt, Gψ0 (z) = z,
see, for example, [9, Section 4.3] for the definition of the Stratanovich and Itô’s differ-
entials and for the relations between them. A disadvantage of Itô’s form is that the
coefficient at dt transforms from chart to chart in a complicated way.
Example 1. Chordal Löwner equation.
Let us show how the construction (2.7–2.10) works in the case of the chordal Löwner
equation. Define
δH(z) =
2
z
, σH(z) = −1,
in the half-plane chart. Then H [σ]s can be found from equation (2.4) as
H˙s[σ]
H(z) = −1 , H0[σ]H(z) = z, z ∈ H,
Hs[σ]
H(z) = z − s z ∈ H .
The equation for gt becomes
g˙Ht =
2
gHt − ut
,
and it is known as the chordal Löwner equation.
For a differentiable ut we can write
G˙Ht (z) =
2
GHt (z)
− u˙t
The stochastic version in the Stratonovich form can be obtained by substituting ut =√
κBt:
dSGHt (z) =
2
GHt (z)
dt−√κdSBt,(2.11)
and it is of the same form in the Itô case in the half-plane chart because σH
′
(z) ≡ 0,
dItôGHt (z) =
2
GHt (z)
dt−√κdItôBt.
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In other charts (σχ)′ (z) 6≡ 0, and the Stratonovich and Itô forms differ. The space G[δ, σ]
consists of endomorphisms that in the half-plane chart are normalized as
GHt (z) = z +O
(
1
z
)
.
Example 2. Radial Leowner equation.
Let ψD : D→D be the chart map defined by (1.8), and let τH,D = ψH ◦ ψ−1D . The
transition function τH,D maps the point 1 in the unit disk chart to the point 0 in the
half-plane chart, the point −1 to a point at infinity, and the point 0 to +i. Similarly to
what we have done in the half-plane case, we define XD := XψD and call it the unit disk
chart.
Let
δD(z) = −z z + 1
z − 1 , σ
D(z) = −iz,(2.12)
that corresponds to
δH(z) =
1
2
(
1
z
+ z
)
, σH(z) = −1
2
(1 + z2)(2.13)
in the half-plane chart.
The equation for Hs[σ] in the unit disk chart becomes
H˙s[σ]
D(z) = −iHs[σ]D(z), H0[σ]D(z) = z, z ∈ D .
The solution takes the form
Hs[σ]
D(z) = e−isz,
and
G˙Dt (z) = −GDt (z)
GDt (z) + 1
GDt (z)− 1
− iGDt (z)u˙t.
Thus, the equation for gt becomes
g˙Dt (z) =
(
1
Hut [σ]
D′
(
−Hut [σ]D
Hut[σ]
D + 1
Hut [σ]
D − 1
))
◦ gDt (z) =
=
1
e−iut
(
−e−iutgDt (z)
e−iutgDt (z) + 1
e−iutgDt (z)− 1
)
or
g˙Dt (z) = g
D
t (z)
eiut + gDt (z)
eiut − gDt (z)
.
Its stochastic version in the Stratanovich form is
(2.14) dSGDt (z) = G
D
t (z)
GDt (z) + 1
GDt (z)− 1
dt− i√κGDt (z)dSBt.
or in the half-plane chart
dSGHt (z) =
1
2
(
1
GHt (z)
+GHt (z)
)
dt−
√
κ
2
(
1 +
(
GHt (z)
)2)
dSBt.
The collection G[δ, σ] consists of maps that in the unit disk chart are normalized by
GD(0) = 0.
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It turns out that some different combinations of δ and σ induce measures that can be
transformed one to another in a simple way. For example, let m : D→D be a Möbius
automorphism fixing a point a ∈ ∂D where δ has a pole. Then
(2.15) δ→m∗δ, σ→m∗σ
are also vector fields of the form (2.5) and (2.6). For instance, let δ and σ be as in
Example 2, and let mD : D→D map the center point 0 of the unit disk to another point
inside it. Then we come to an equation defined by m∗δ and m∗σ, which is still in fact,
the radial equation written in different coordinates.
Another example of such a transformation preserving the form (2.5) and (2.6) can be
constructed as follows.
(2.16) δH(z)→ c2δH(z), σH(z)→ cσH(z), t→ c−2t, c > 0.
The solution is not changed as a random law, because cBt/c2 and Bt agree in law.
It is important to know which of the equations defined by the parameters δ−2, δ−1, δ0,
δ1, σ−1, σ0, and σ0 are ‘essentially different’. A systematic analysis of this question was
presented in [13]. Without lost of generality we can restrict ourselves to the from
δH(z) =
2
z
+ δ−1 + δ0z + δ1z2, σH(z) = −
√
κ(1 + σ0z + σ1z
2), κ > 0.(2.17)
Transformations (2.16) and
(2.18) δ→ rc∗δ, σ→ rc∗σ, rHc (z) :=
z
1− cz , c ∈ R
preserve (2.17) and keep κ unchanged. Thus, we can fix some 2 of 6 parameters in (2.17).
Besides, the transform
δ→ δ + ν√
κ
σ, ν ∈ R,
can be interpreted as an insertion of a drift to the Brownian measure. Thus, all 6
parameters can be fixed by κ (responsible for the fractal dimension of the slit), ν (the
drift), and some 2 parameters that set the equation type (for example, chordal, radial,
and dipolar).
Due to the autonomous form of the equation (2.7) the solution Gt possesses the follow-
ing property.
Proposition 1 ([13]). Let u˜t−s := ut − us for some fixed s : t ≥ s ≥ 0, and let G˜t˜ be
defined by (2.7) with the driving function u˜t˜. Then
Gt = G˜t−s ◦Gs.
In the the stochastic case the process {Gt}t≥0, taking values in the space of inverse
endomorphisms of D, is a continuous homogeneous Markov process. In particular,
Proposition 2 ([13]). If Gt and G˜s are two independently sampled (δ, σ)-SLE maps, then
Gt ◦ G˜s has the same law as Gt+s.
2.3. Pre-pre-Schwarzian. A collection of maps ηψ:ψ(D)→C, each of which is given
in a global chart map ψ : D→ψ(D) ⊂ C, is called a pre-pre-Schwarzian form of order
µ, µ∗ ∈ C if for any chart map ψ˜
(2.19) ηψ˜(z˜) = ηψ(τ(z˜)) + µ log τ ′(z˜) + µ∗ log τ¯ ′(z˜), τ = ψ ◦ ψ˜−1, z˜ ∈ D˜, ∀ψ, ψ˜,
for any chart map ψ˜. If η is defined for one chart map, then it is automatically defined
for all chart maps. We borrowed the term ‘pre-pre-Schwarzian’ from [18]. In [29], an
analogous object is called ‘AC surface’.
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Analogously to vector fields in Section 2.1 we define the pushforward of a pre-pre-
Schwarzian by
(2.20) G−1∗ η
ψ(z) := ηψ◦G(z) = ηψ(Gψ(z)) + µ log
(
Gψ
)′
(z) + µ∗ log (Gψ)′ (z)
We are interested in two special cases. The first one corresponds to µ = µ∗ = γ/2 ∈ R,
and
(2.21) G−1∗ η
ψ(z) = ηψ(Gψ(z)) + γ log
∣∣∣Gψ ′(z)∣∣∣ .
The second one is µ = iχ/2, µ∗ = −iχ/2, χ ∈ R, and
(2.22) G−1∗ η
ψ(z) = ηψ(Gψ(z))− χ argGψ ′(z).
In both cases η can be chosen real in all charts. Moreover, if the pre-pre-Schwarzian is
represented by a real-valued function it is one of two above forms in all charts.
A (µ, µ∗)-pre-pre-Schwarzian can be obtained from a vector field v by the relation
(2.23) ηψ(z) ≡ −µ log vψ(z)− µ∗ log vψ(z).
For two special cases above we have
η = −γ log|v|
and
η = χ arg v,
where we drop the upper index ψ.
In Section 2.5, we obtain the transformation rules (2.21) by taking logarithm of a (1, 1)-
differential. The second type of the real pre-pre-Schwarzian is connected to a sort of an
imaginary analog of the metric.
We can define the Lie derivative of X as
LvXψ(z) := ∂
∂ α
H−1t [v]∗X
ψ(z)
∣∣∣∣∣
t=0
,
where X can be a pre-pre-Schwarzian, a vector field, or even an object with a more
general transformation rule, see (2.3) for any two holomorphic vector fields v. If X is a
holomorphic vector field w, then
(2.24) Lv wψ = [v, w]ψ(z) := vψ(z)wψ ′(z)− vψ ′(z)wψ(z),
see (2.2).
If X is a pre-pre-Schwarzian, then
(2.25) Lv ηψ(z) = vψ(z) ∂z ηψ(z) + vψ(z) ∂ z¯ ηψ(z) + µ vψ′(z) + µ∗vψ ′(z).
Here and further on, we use notations
∂z :=
1
2
(
∂
∂ x
− i ∂
∂ y
)
, ∂ z¯ :=
1
2
(
∂
∂ x
+ i
∂
∂ y
)
,
and f ′(z) := ∂z f(z) for a holomorphic function f .
If µ = µ∗ = 0, then η is called a scalar. It is remarkable that if η is a pre-pre-Schwarzian,
then Lv η is a scalar anyway, which is stated in the following lemma.
Lemma 1. Let η be a pre-pre-Schwarzian of order µ, µ∗, let v be a holomorphic vector
field, and let G be a conformal self-map. Then
G−1∗ (Lv η)ψ(z) = (Lv η)ψ ◦Gψ(z)
or in the infinitesimal form,
(2.26) Lw(Lv η)ψ(z) = wψ(z) ∂z(Lv η)ψ(z) + wψ(z) ∂ z¯(Lv η)ψ(z).
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Proof. The straightforward calculations imply
G−1∗ (Lv η)ψ(z) = G−1∗
(
vψ(z) ∂z η
ψ(z) + vψ(z) ∂z¯ η
ψ(z) + µvψ
′
(z) + µ∗vψ ′(z)
)
=
=
vψ ◦Gψ(z)
Gψ ′(z)
∂z
(
ηψ ◦Gψ(z) + µ logGψ ′(z) + µ∗ logGψ ′(z)
)
+
+
vψ ◦Gψ(z)
Gψ ′(z)
∂ z¯
(
ηψ ◦Gψ(z) + µ logGψ ′(z) + µ∗ logGψ ′(z)
)
+
+µ ∂z
vψ ◦Gψ(z)
Gψ ′(z)
+ µ∗ ∂ z¯
vψ ◦Gψ(z)
Gψ ′(z)
=
=vψ ◦Gψ(z)(∂ ηψ) ◦Gψ(z) + µv
ψ ◦Gψ(z)
Gψ ′(z)
∂z logG
ψ ′(z) + 0+
+vψ ◦Gψ(z)(∂¯ηψ) ◦Gψ(z) + 0 + µ∗v
ψ ◦Gψ(z)
Gψ ′(z)
∂ z¯ logGψ
′(z)+
+µvψ
′ ◦Gψ(z)− µv
ψ ◦Gψ(z)Gψ ′′(z)
Gψ ′(z)2
+ µ∗vψ ′ ◦Gψ(z)− µ∗v
ψ ◦Gψ(z)Gψ ′′(z)
Gψ ′(z)2
=
=
(
vψ ∂ ηψ
)
◦Gψ(z) + µvψ ′ ◦Gψ(z)+
+
(
vψ∂¯ηψ
)
◦Gψ(z) + µ∗vψ ′ ◦Gψ(z) =
=
(
vψ ∂ ηψ + vψ∂¯ηψ + µvψ
′
+ µ∗vψ ′
)
◦Gψ(z) =
=(Lv η)ψ ◦Gψ(z)

2.4. Test functions. We will define the Schwinger functions Sn and the Gaussian free
field Φ in terms of linear functionals over some space of smooth test functions defined in
what follows.
Let Hψs be a linear space of real-valued smooth functions f :Dψ→R in the domain
Dψ := ψ(D) ⊂ C with compact support equipped with the topology of homogeneous
convergence of all derivatives on the corresponding compact, namely, the topology is
generated by following collection of neighborhoods of the zero function
UψK :=
⋂
n,m=0,1,2,...
{f(z) ∈ C∞(D): supp f ⊆ K ∧
∣∣∣∂n ∂¯mfψ(z)∣∣∣ < εn,m, z ∈ K},
εn,m > 0, n,m = 0, 1, 2 . . . ,
where K ⊂ Dψ is any compact subset of Dψ.
We call fψ ∈ Hψs the test functions and assume that they are (1, 1)-differentials
(2.27) f ψ˜(z˜) = τ ′(z˜)τ ′(z˜)fψ(τ(z˜)), τ := ψ ◦ ψ˜−1,
It is straightforward to check that any transition map τ induces a homeomorphism be-
tween Hψs and Hψ˜s . Thereby, we will drop the index ψ at Hs, and consider the space Hs
as a topological space of smooth (1, 1)-differentials with compact support.
The space Hs does not match all cases of coupling. For the couplings with radial SLE
we use spaces Hs,b and H±s,b defined in corresponding Sections 4.3 and 6. Henceforth, we
denote by H any of those nuclear spaces Hs, Hs,b, or H±s,b for shortness. An important
property of H is nuclearity, see [10, 12, 24] which is necessary and sufficient to admit the
uniform Gaussian measure on the dual space H′ (the GFF).
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Constructing such a uniform Gaussian measure on a finite dimentional linear space is
a trivial problem, however, it is not possible on an infinite-dimentional Hilbert space. On
the other hand, if a space H is nuclear as Hs, then the dual space H′ admits a uniform
Gaussian measure. A general recipy holds not only for Gaussian measures and is given
by the following theorem.
Proposition 3. (Bochner-Minols [10, 12, 1])
Let H be a nuclear space, and let µˆ:H→C be a functional (non-linear). Then the
following 3 conditions
1. µˆ is positive definite
∀{z1, z2, . . . zn} ∈ Cn, ∀{f1, f2, . . . fn} ∈ Hn ⇒
∑
1≤k,l≤n
zkz¯lµˆ[fk − fl] ≥ 0;
2. µˆ(0) = 1;
3. µˆ is continuous
are satisfied if and only if there exists a unique probability measure PΦ on (ΩΦ,FΦ, PΦ)
for ΩΦ = H′, with µˆ as a characteristic function
(2.28) µˆ[f ] :=
∫
Φ∈H′
e(iΦ[f ])PΦ(dΦ), ∀f ∈ H .
The corresponding σ-algebra FΦ is generated by the cylinder sets
{F ∈ H′: F [f ] ∈ B}, ∀f ∈ H, ∀ Borel sets B of R .
The random law onH′ is called uniform with respect to a bilinear functionalB:H×H→R
if the characteristic function µˆ is of the form
µˆ[f ] = e−
1
2
B[f,f ], f ∈ H .
We consider the class of bilinear functionals we work with in Section 2.6. First, we study
the linear and bilinear functionals over Hs and their transformation properties.
2.5. Linear functionals and change of coordinates. In this section, we consider
linear functionals over Hs and H that transform as pre-pre-Schwarzians.
Let ηψ ∈ Hψs ′ be a linear functional over Hψs for a given chart ψ. The functional is
called regular if there exists a locally integrable function ηψ(z) such that
ηψ[f ] :=
∫
Dψ
ηψ(z)fψ(z)l(dz),
where l is the Lebesgue measure on C. We use the brackets [·] for functionals and the
parentheses (·) for corresponding functions (kernels).
We assume that f transforms according to (2.27). If ηψ(z) is a scalar, then the number
ηψ[f ] ∈ R does not depend on the choice of the chart ψ. Indeed, for any choice of another
chart ψ˜, we have
ηψ˜[f ] :=
∫
Dψ˜
ηψ˜(z˜)f ψ˜(z˜)l(dz˜) =
∫
Dψ˜
ηψ(τ(z˜))fψ(τ(z˜))|τ ′(z˜)|2l(dz˜) =
=
∫
Dψ
ηψ(z)fψ(z)l(dz) = ηψ[f ],
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If ηψ(z) is a pre-pre-Schwarzian, then
ηψ˜[f ] =
∫
Dψ˜
ηψ˜(z˜)f ψ˜(z˜)l(dz˜) =
=
∫
Dψ˜
(
ηψ(τ(z˜)) + µ log τ ′(z) + µ∗log τ ′(z)
)
fψ(τ(z˜))|τ ′(z˜)|2l(dz˜) =
=
∫
Dψ
(
ηψ(z)− µ log τ−1′(z)− µ∗log τ−1′(z)
)
fψ(z)l(dz) =
=ηψ[f ]−
∫
Dψ
(
µ log τ−1′(z) + µ∗log τ−1′(z)
)
fψ(z)l(dz)
(2.29)
according to (2.20).
If ηψ is not a regular pre-pre-Schwarzian but just a functional from H′s we can consider
the last line of (2.29) as a definition of the transformation rule for η[f ] from a chart ψ to
a chart ψ˜.
Let us denote by H′s the linear space of pre-pre-Schwarzians as above. Consider now
the pushforward operation G−1∗ on (1, 1)-differentials f defined by
G−1∗ f
ψ(z) :=
∣∣∣Gψ ′(z)∣∣∣2 fψ (Gψ(z)) .
The right-hand side is well-defined only for ψ(D \K). Here we define F∗ only on a subset
of Hs of test functions that are supported in D \K = F−1(D).
Define the pushforward operation by
G−1∗ η
ψ[f ] = ηψ◦G[f ] =
=ηψ[G∗f ] +
∫
supp fψ
(
µ logGψ ′(z) + µ∗logGψ ′(z)
)
fψ(z)l(dz),
f ∈ Hs: supp f ⊂ G−1(D).
(2.30)
It can be understood as a pushforward F∗ : H′s→H′s in the dual space.
Functionals over the space Hs are differentiable infinitely many times. According to
(2.25) the Lie derivative is defined by
Lv η[f ] = ∂
∂ s
H−1s [v]∗η
ψ[f ]
∣∣∣∣∣
s=0
=
=− ηψ[Lv f ] +
∫
supp fψ
(
µvψ ′(z) + µ∗vψ ′(z)
)
fψ(z)l(dz),
where
Lv fψ(z) = ∂
∂ s
H−1s [v]∗f
ψ
∣∣∣∣∣
s=0
=
=vψ(z) ∂z f
ψ(z) + vψ(z) ∂ z¯ f
ψ(z) + vψ ′(z)fψ(z) + vψ ′(z)fψ(z).
2.6. Fundamental solution to the Laplace-Beltrami equation. In this section, we
consider linear continuous functionals with respect to each argument inHs. An important
example is the Dirac functional
(2.31) δλ[f, g] :=
∫
ψ(D)
fψ(z)gψ(z)
1
λψ(z)
l(dz), f, g ∈ Hs,
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where λ(z)l(dz) is some measure on Dψ, which is absolutely continuous with respect
to the Lebesgue measure l(dz). The Radon-Nikodym derivative λψ(z) transforms as a
(1, 1)-differential:
λψ˜(z˜) = τ ′(z˜)τ ′(z˜)λψ(τ(z˜)), τ := ψ ◦ ψ˜−1.
It is easy to see that the right-hand side of (2.31) does not depend on the choice of ψ.
We call the functional regular if there exists a function Bψ(z, w) on ψD×ψD such that
(2.32) Bψ[f, g] :=
∫
ψ(D)
∫
ψ(D)
Bψ(z, w)fψ(z)gψ(w)l(dz)l(dw), f, g ∈ Hs .
Let us use the same convention about the brackets and parentheses as for the linear
functionals. We consider only scalar regular bilinear functionals and require the transfor-
mation rules
Bψ˜(z˜, w˜) = Bψ(τ(z˜), τ(w˜)), τ = ψ ◦ ψ˜−1, z, w ∈ ψ˜(D).
Thus, the right-hand side of (2.32) does not depend on the choice of the chart ψ and we
can drop the index ψ in the left-hand side.
The pushforward is defined by
(2.33) F∗Bψ(z, w) = Bψ◦F (z, w) := Bψ(
(
F ψ
)−1
(z),
(
F ψ
)−1
(w)), z, w ∈ Im (F ).,
which becomes
F∗Bψ[f, g] = Bψ◦F [f, g] := Bψ[F−1∗ f, F
−1
∗ g], f, g ∈ Hs: supp f ⊂ Im (F),
for an arbitrary functional F , The same remarks remain true in this case as in the previous
section for η.
Define now the Lie derivative in the same way as before
Lv Bψ(z, w) := ∂
∂ s
Hs[v]
−1
∗ B
ψ(z, w)
∣∣∣∣∣
s=0
=
=vψ(z) ∂z B
ψ(z, w) + vψ(z) ∂ z¯ B
ψ(z, w) + vψ(w) ∂w B
ψ(z, w) + vψ(w) ∂w¯ B
ψ(z, w).
(2.34)
We remark that Lv B is also scalar in two variables. Functionals δλ and B are both scalar
and continious with respect to each variable.
Define the Laplace-Beltrami operator ∆λ as
∆λ1B
ψ(z, w) := − 4
λψ(z)
∂z ∂z¯ B
ψ(z, w),
where the lower index ‘1’ means that the operator acts only with respect to the first
argument.
Let a regular bilinear functional Γλ be a solution to the equation
(2.35) ∆λ1Γλ[f, g] = 2π δλ[f, g], Γλ[f, g] = Γλ[g, f ], f, g ∈ Hs .
The boundary conditions will be fixed later. This equation is conformally invariant in
the sense that if Γψλ (z, w) is a solution on a chart ψ, then
Γψλ(τ(z˜), τ(w˜)) = Γ
τ−1◦ψ
λ (z, w)
is a solution in the chart τ−1 ◦ ψ.
The solution Γψλ (z, w) is a collection of smooth and harmonic functions on ψ(D) ×
ψ(D) \ {z × w: z = w} of general form
(2.36) Γψλ(z, w) = −
1
2
log(z − w)(z¯ − w¯) +Hψ(z, w) ,
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where Hψ(z, w) is an arbitrary symmetric harmonic function with respect to each variable
that is defined by the boundary conditions and will be specified in what follows.
It is straightforward to verify that the function Γψλ (z, w) does not depend on the choice
of λ because the identity (2.35) in the integral form becomes∫
ψ(D)
∫
ψ(D)
− 4
λψ(z)
∂z ∂ z¯ Γ
ψ(z, w)fψ(z)gψ(w)l(dz)l(dw) =
=
∫
ψ(D)
fψ(z)gψ(z)
1
λψ(z)
l(dz).
The change λ→ λ˜ is equivalent to the change fψ(z)→ λψ(z)
λ˜ψ(z)
fψ(z). We will drop the lower
index λ in Γλ in what follows. The fundamental solutions to the Laplace equation are
also known as Green’s functions (for the free field).
Example 3. Dirichlet boundary conditions. Let us denote by ΓD the solution Γ to
(2.35) satisfying the zero boundary conditions, namely,
ΓHD(z, w)
∣∣∣
z∈R = 0, limz→∞Γ
H
D(z, w) = 0, w ∈ H .
Then, ΓD admits the form
(2.37) ΓHD(z, w) := −
1
2
log
(z − w)(z¯ − w¯)
(z − w¯)(z¯ − w) ,
and possesses the property of symmetry with respect to all Möbious automorphisms
H : D→D,
H∗ΓD = ΓD
or
(2.38) Lσ ΓD(z, w) = 0 , ∀ complete vector field σ .
Example 4. Combined Dirichlet-Neumann boundary conditions. Let ΓDN denote
the solution to (2.35) satisfying the following boundary conditions in the strip chart
ΓSDN(z, w)
∣∣∣
z∈R = 0, ∂y Γ
S
DN(x+ iy, w)
∣∣∣
y=pi
= 0, x ∈ R,
lim
z→∞∧Re z>0
ΓSDN(z, w) = 0, lim
z→∞∧Re z<0
ΓSDN(z, w) = 0, w ∈ H .
We consider this case in Section 5 and the exact form of ΓDN is given by (5.1). It
is not invariant with respect to all Möbious automorphisms but it is invariant if the
automorphism preserves the points of change of the boundary conditions, which are ±∞
in the strip chart.
We will consider another example (Γtw,b) in Section 6
2.7. Gaussian free field.
Definition 3. For some nuclear space of smooth functions H, let the linear functional η
and some Green’s functional Γ be given. Assume in Theorem 3
(2.39) µˆ[f ] := exp
(
−1
2
Γ[f, f ] + iη[f ]
)
, f ∈ H .
Then the H′-valued random variable Φ is called the Gaussian free field (GFF). We will
denote it by Φ(H,Γ, η).
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For convenience, we change the definition of the characteristic function from (2.28) to
φˆ[f ] :=
∫
Φ∈H′s
eΦ[f ]PΦ(dΦ), ∀f ∈ H,
and (2.39) changes to
(2.40) φˆ[f ] = e(
1
2
Γ[f,f ]+η[f ]),
which is possible for the Gaussian measures.
The expectation of a random variable X[Φ] (X : H′→C) is defined as
E [X] :=
∫
Φ∈H′s
X[Φ]PΦ(dΦ).
An alternative and equivalent (see, for example [12]) definition of GFF can be formu-
lated as follows:
Definition 4. The Gaussian free field Φ is a H′-valued random variable, that is a map
Φ:H×Ω→R (measurable on Ω and continuous linear on the nuclear space H), or a mea-
surable map Φ:Ω→H′, such that Law[Φ[f]] = N
(
[f],Γ[f, f]
1
2
)
, f ∈ H, i.e., it possesses
the properties
E [Φ[f ]] = η[f ], ∀ f ∈ H,
E [Φ[f ]Φ[f ]] = Γ[f, f ] + η[f ]η[f ], ∀ f ∈ H
for Green’s bilinear positively defined functional Γ, and for a linear functional η.
The random variable Φ introduced this way transforms from one chart to another
according to the pre-pre-Schwarzian rule
(2.41) Φψ˜[f ] = Φψ[f ]−
∫
ψ(D)
(
µ log τ−1′(z) + µ∗log τ−1′(z)
)
fψ(z)l(dz), τ := ψ ◦ ψ˜−1,
due to the corresponding property (2.29) of η.
The pushforward can also be defined by
G−1∗ Φ
ψ[f ] = Φψ[G∗f ] +
∫
supp fψ
(
µ logGψ ′(z) + µ∗logGψ ′(z)
)
fψ(z)l(dz),
f ∈ Hs: supp f ⊂ G−1(D)
as well as the Lie derivative becomes
Lv Φ[f ] = ∂
∂ s
H−1s [v]∗Φ
ψ[f ]
∣∣∣∣∣
s=0
=
=− Φψ[Lv f ] +
∫
supp fψ
(
µvψ ′(z) + µ∗vψ ′(z)
)
fψ(z)l(dz),
Example 5. Let H := Hs, Γ := ΓD (as in Example 2.37), and let ηψ(z) := 0 in all charts
ψ (µ = µ∗ = 0). Then we call Φ(Hs,ΓD, 0) the Gaussian free field with zero boundary
condition.
Example 6. Relax the previous example. Let ηψ be a harmonic function in Dψ continu-
ously extendable to the boundary ∂ Dψ if the chart map ψ can be extended to ∂D. Then
we call Φ the Gaussian free field with the Dirichlet boundary condition.
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We can define the Laplace-Beltrami operator ∆λ over Φ as well as the Lie derivative
by
(∆λΦ)[g] := Φ[∆λg], g ∈ H,
where ∆λ on a (1, 1)-differential is defined by
∆λg
ψ(z) := −4 ∂z ∂ z¯ g
ψ(z)
λψ(z)
in any chart ψ. If η is harmonic the identity
E [(∆λΦ)[g]Φ[f1]Φ[f2] . . .Φ[fn]] =
=
∑
i=1,2,... ,n
δλ[g, fi]E [Φ[f1]Φ[f2] . . .Φ[fi−1]Φ[fi+1]... . . .Φ[fn]](2.42)
is satisfied. Thereby, one can write heuristically
∆λΦ(z) = 0, z 6∈ supp f1 ∪ supp f2 ∪ . . . ∪ supp fn.
It turns out that the characteristic functional φˆ is also a derivation functional for the
correlation functions. Define the variational derivative over some functional ν as a map
δ
δf
: ν 7→ δ
δf
ν to the set of functionals by
(
δ
δf
ν
)
[g] :=
∂
∂ α
ν[g + αf ]
∣∣∣∣∣
α=0
, ∀f, g ∈ H .
If ν is such that ν[g + αf ] is an analytic function with respect to α for each f and g,
like φˆ, it is straightforward to see that for each g, f1, f2, . . . ∈ H,
ν[g] = ν[0], g ∈ H ⇔
(
δ
δf1
δ
δf2
. . .
δ
δfn
ν
)
[0] = 0, n = 1, 2, . . . .
Define the Schwinger functionals as
(2.43) Sn[f1, f2, . . . , fn] := E [Φ[f1]Φ[f2] . . .Φ[fn]] =
(
δ
δf1
δ
δf2
. . .
δ
δfn
φˆ
)
[0]
where φˆ:H→R is defined in (2.40).
The identity (2.42) can be reformulated as
E
[
(∆λΦ)[g]e
Φ[f ]
]
= (δλ[g, f ] + η[∆λf ]) φˆ[f ], f, g ∈ H .
2.8. The Schwinger functionals. In this section, we consider the Schwinger functionals
defined by (2.43) and their derivation functional φˆ in detail.
For any finite collection {f1, f2, . . . , fn} of functions from Hs or HΓ, the collection
of random variables {Φ[f1],Φ[f2], . . . ,Φ[fn]} has the multivariate normal distribution.
Thus, we have
E [Φ[f1]Φ[f2] . . .Φ[fn]] =
∑
partitions
∏
k
Γ[fik , fjk ] ,
for η(z) ≡ 0, where the sum is taken over all partitions of the set {1, 2 . . . , n} into disjoint
pairs {ik, jk}. In particular, the expectation of the product of an odd number of fields is
identically zero. For the general case (η 6≡ 0) the Schwinger functionals are
S[f1, f2, . . . , fn] := E [Φ[f1]Φ[f2] . . .Φ[fn]] =
∑
partitions
∏
k
Γ[fik , fjk ]
∏
l
η[fil],
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where the sum is taken over all partitions of the set {1, 2 . . . , n} into disjoint non-ordered
pairs {ik, jk}, and non-ordered single elements {il}. In particular,
S1[f1] =η[f1],
S2[f1, f2] =Γ[f1, f2] + η[f1]η[f2],
S3[f1, f2, f3] =Γ[f1, f2]η[f3] + Γ[f3, f1]η[f2] + Γ[f2, f3]η[f1] + η[f1]η[z2]η[f3],
S4[f1, f2, f3, f4] =Γ[f1, f2]Γ[f3, f4] + Γ[f1, f3]Γ[f2, f4] + Γ[f1, f4]Γ[f2, f3]+
+Γ[f1, f2]η[f3]η[f4] + Γ[f1, f3]η[f2]η[f4] + Γ[f1, f4]η[f2]η[f3]+
+η[f1]η[f2]η[f3]η[f4].
Such correlation functionals are called the Schwinger functionals. Their kernels
Sn(z1, z2, . . . , sn)
are known as Schwinger functions or n-point functions. For regular functionals Γ and η,
the Schwinger functions are also regular but it is still reasonable to understand Sn as a
functional because the derivatives are not regular. For example,
∆λ1S
ψ
2 (z, w) = 2πδλ(z − w).
The transformation rules for Sn (the behaviour under the action of G∗) are quite
complex. We present here only the infinitesimal ones
Lv Sψn [f1, f2, . . . ] = −
∑
1≤k≤n
Sψn [f1, f2, . . .Lv fk, . . . , fn]−
− ∑
1≤k≤n
Sψn−1[f1, f2, . . . fk−1, fk+1, . . . fn−1]
∫
ψ(D)
(
µvψ ′(z) + µ∗vψ ′(z)
)
fψk (z)l(dz)
We prefer to work with the characteristic functional φˆ, rather than with Sn. For
instance, for any inverse endomorphism G:D\K→D, we can define the pushforward
G−1∗ : φˆ(Γ, η) 7→ φˆ(F∗Γ, F∗η) that maps the functionals on D to functionals on D \K.
Equivalently,
(2.44)
(
G−1∗ φˆ(Γ, η)
)
[f˜ ] := φˆ(G−1∗ Γ, G
−1
∗ η)[f˜ ], f˜ ∈ Hs[D˜]
(we need to mark the dependence on the functionals Γ and on η here).
The Lie derivative Lv over an arbitrary nonlinear functional ρ:Hs→C can be also
defined as
Lv ρ[f ] := (Lv ρ)[f ] = ∂
∂ t
(Hα[v]
−1
∗ ρ)[f ]
∣∣∣
t=0
(if the partial derivative w.r.t. α is well-defined).
For example,
Lv exp (ρ[f ]) = (Lv ρ[f ]) exp (ρ[f ]),
L2v exp (ρ[f ]) =
(
L2v ρ[f ] + (Lv ρ[f ])2
)
exp (ρ[f ]).
In our case ρ[f ] = φˆ[f ] = exp(1
2
Γ[f, f ] + η[f ]). We remind that the Lie derivative of η
and Γ are defined in (2.25) and (2.34) respectively.
The operations G−1∗ and
δ
δf
or L and δ
δf
commute. Thus, for example, we have
Lv Sn[f1, f2, . . . , fn] =
(
δ
δf1
δ
δf2
. . .
δ
δfn
Lv φˆ
)
[0].
We use this to deduce the martingale properties of G−1t ∗Sn and of all their variational
derivatives from the martingale property of G−1t ∗φˆ, which will be discussed in the next
section.
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3. Coupling between SLE and GFF
Let (ΩΦ,FΦ, PΦ) be the probability space for GFF Φ and let (ΩB,FB, PB) be the
independent probability space for the Brownian motion {Bt}t∈[0,+∞), which governs some
(δ, σ)-SLE {Gt}t∈[0,+∞). In this section, we consider a coupling between these random
laws.
The pushforward G−1t ∗Φ[f ] of the GFF Φ[f ] is well-defined if supp f ∈ image[G−1t ]. In
order to handle this, we introduce a stopping time T [f ], for which the hull Kt of (δ, σ)-SLE
touches some small neighborhood U(supp f) of the support of f for the first time:
(3.1) T [f ] := sup{t > 0:Kt ∩U(supp f) = ∅}, f ∈ H .
The neighborhood U(supp f) can be defined, for example, as the set of points from supp f
with the Poincare distance less than some ε > 0. Thus, T [f ] > 0 a.s. We consider a
stopped process {Gt∧T [f ]}t∈[0,+∞). This approach was also used in [16]. The most im-
portant property of the process {G−1t∧T [f ]∗Φ[f ]}t∈[0,+∞) is that it is a local martingale. A
stopped local martingale is also a local martingale. That is why a stopping of {Gt}t∈[0,+∞)
does not change our results. However, we lose some information, which makes the propo-
sition of coupling less substantial than one possibly expects.
We present here two definitions of the coupling. The first one is similar to [29, 16].
The second one is a weaker statement that we shall use in this paper.
Definition 5. A GFF Φ(H,Γ, η) is called coupled to the forward or reverse (δ, σ)-SLE,
driven by {Bt}t∈[0,+∞), if the random variable G−1t∧T [f ]∗Φψ[f ] obtained by independent sam-
pling of Φ and Gt has the same law as Φ
ψ[f ] for any test function f ∈ H, chart map ψ,
and t ∈ [0,+∞).
If the coupling holds for a fixed chart map ψ and for any f ∈ H, then it also holds for
any chart map ψ˜, due to (2.41). We also give a weaker version of the coupling statement
that we plan to use here. To this end, we have to consider a stopped versions of the
stochastic process {Gt∧T [f ]}t∈[0,+∞).
A collection of stopping times {Tn}n=1,2,... is called a fundamental sequence if 0 ≤ Tn ≤
Tn+1 ≤ ∞, n = 1, 2, . . . a.s., and lim
n→∞Tn =∞ a.s.
A stochastic process {xt}t∈[0,+∞) is called a local martingale if there exists a fundamen-
tal sequence of stopping times {Tn}n=1,2,..., such that the stopped process {xt∧Tn}t∈[0,+∞)
is a martingale for each n = 1, 2, . . . .
Let now the statement of coupling above be valid only for the process {Gt∧T [f ]∧Tn}t∈[0,+∞)
stopped by Tn for each n = 1, 2, . . . . Namely, G
−1
t∧T [f ]∧Tn∗Φ
ψ[f ] has the same law as Φψ[f ]
for each n = 1, 2, . . . .
We are ready now to define the local coupling.
Definition 6. A GFF Φ(H,Γ, η) is called locally coupled to (δ, σ)-SLE, driven by {Bt}t∈[0,+∞),
if there exists a fundamental sequence {Tn[f, ψ]}n=1,2,..., such that the random variable
G−1t∧T [f ]∗Φ
ψ[f ] obtained by independent sampling of Φ and Gt has the same law as Φ
ψ[f ]
until the stopping time Tn[f, ψ] for each n = 1, 2, . . . , for any test function f ∈ H, and a
chart map ψ.
Remark 1. If T[f, ψ] = +∞ a.s. for each f ∈ H, then the coupling is not local.
The following theorem generalizes the result of [29].
Theorem 1. The following three statements are equivalent:
1. GFF Φ(H,Γ, η) is locally coupled to (δ, σ)-SLE;
2. G−1t∧T [f ]∗φˆ
ψ[f ] is a local martingale for f ∈ H in any chart ψ;
24 ALEXEY TOCHIN AND ALEXANDER VASIL’EV
3. The system of the equations
Lδ η[f ] + 1
2
L2σ η[f ] = 0, f ∈ H,(3.2)
(3.3) Lδ Γ[f, g] + Lσ η[f ]Lσ η[g] = 0, f, g ∈ H,
and
(3.4) Lσ Γ[f, g] = 0, f, g ∈ H .
is satisfied.
We start the proof after some remarks. Just for clarity (but not for applications)
we reformulate the system (3.2–3.4) directly in terms of partial derivatives using (2.25),
(2.26), (2.34), and (A.1) as
δ(z) ∂z η(z) + δ(z) ∂ z¯ η(z) + µδ
′(z) + µ∗δ′(z)+
+
1
2
σ2(z) ∂2z η(z) +
1
2
σ2(z) ∂2z¯ η(z) + σ(z)σ(z) ∂z ∂ z¯ η+
+
1
2
σ(z)σ′(z) ∂z η(z) +
1
2
σ(z)σ′(z) ∂ z¯ η(z) + µσ(z)σ′′(z) + µ∗σ(z)σ′′(z) = 0;
δ(z) ∂z Γ(z, w) + δ(w) ∂w Γ(z, w) + δ(z) ∂ z¯ Γ(z, w) + δ(w) ∂w¯ Γ(z, w)+
+
(
σ(z) ∂z η(z) + σ(z) ∂ z¯ η(z) + µσ
′(z) + µ∗σ′(z)
)
×
×
(
σ(w) ∂w η(w) + σ(w) ∂w¯ η(w) + µσ
′(w) + µ∗σ′(w)
)
= 0;
σ(z) ∂z Γ(z, w) + σ(w) ∂w Γ(z, w) + σ(z) ∂ z¯ Γ(z, w) + σ(w) ∂w¯ Γ(z, w) = 0,
where we drop the upper index ψ for shortness.
The first equation (3.2) is just a local martingale condition for η. The second one (3.3)
is a special case of Hadamard’s variation formula, where the variation is concentrated at
one point at the boundary. The third equationmeans that Γ should be invariant under
the one-parametric family of Möbius automorphisms generated by σ.
Proof of Theorem 1. Let us start with showing how the statement 1 about the coupling
implies the statement 2 about the local martingality.
1.⇔2. Let Gt∧Tf∧Tn[f,ψ] be a stopped process Gt∧Tf by the stopping times Tn[f, ψ] forming
some fundamental sequence. The coupling statement can be reformulated as an equality
of characteristic functions for the random variables G−1
t∧T˜n[f,ψ]∗
Φψ[f ] and Φψ[f ] for all test
functions f . Namely, the following expectations must be equal
EB
[
EΦ
[
e
G−1
t∧T [f ]∧Tn[f,ψ]∗
Φ[f ]
]]
= EΦ
[
eΦ[f ]
]
, f ∈ H, t ∈ [0,+∞), n = 1, 2, . . . ,
which in particular, means the integrability of e
G−1
t∧T˜n[f,ψ]
∗Φ[f ]
with respect to ΩB and ΩΦ.
We used EB [·] for the expectation with respect to the random law of {Bt}t∈[0,+∞) (or
{Gt}t∈[0,+∞)) and EΦ [·] for the expectation with respect to Φ. Let us use (2.40) and
(2.44) to simplify this identity to
EB
[
G−1t∧T [f ]∧Tn[f,ψ]∗φˆ
ψ[f ]
]
= φˆψ[f ], f ∈ H, t ∈ [0,+∞), n = 1, 2, . . . .
After substituting f→ G˜s∧T [f ]∗f for some independently sampled G˜s and s ∈ [0,+∞),
we obtain
EB
[
G−1
t∧T [G˜s∧T [f ]∗f ]∧Tn[G˜s∧T [f ]∗f,ψ]∗φˆ
ψ[G˜s∧T [f ]∗f ]
]
= φˆψ[G˜s∧T [f ]∗f ],
f ∈ H, t ∈ [0,+∞), n = 1, 2, . . . .
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Multiplying both sides by
supp e
∫
supp fψ
(
µ log
(
G˜ψ
s∧T [f ]
)
′(z)+µ∗log
(
G˜ψ
s∧T [f ]
)
′(z)
)
f(z)l(dz)
and by making use of (2.30) and (2.40), we conclude that
EB
[
G˜−1s∧T [f ]∗G
−1
t∧T [G˜s∧T [f ]∗f ]∧Tn[G˜−1s∧T [f ]∗f,ψ]∗
φˆψ[f ]
]
= G˜s∧T [f ]∗φˆψ[f ],
f ∈ H, t ∈ [0,+∞), n = 1, 2, . . . .
(3.5)
Defined now the process
˜˜Gt+s := Gt ◦ G˜s, s, t ∈ [0,+∞),
which has the law of (δ, σ)-SLE. Its stopped version possesses the identity
Gt+s∧T [f ] = Gt∧T [G˜s∧T [f ]∗f ] ◦ G˜s∧T [f ], s, t ∈ [0,+∞), f ∈ H .
The left-hand side of (3.5) is equal to
EB
[(
Gt∧T [G˜s∧T [f ]∗f ]∧Tn[G˜−1s∧T [f ]∗f,ψ] ◦ G˜s∧T [f ]
)−1
∗
φˆψ[f ]
]
=
=EB
[(
˜˜Gt+s∧T [f ]∧Tn[G˜−1s∧T [f ]∗f,ψ]+s
)−1
∗
φˆψ[f ] | FBs∧T [f ]
]
.
We use now the Markov property of (δ, σ)-SLE and conclude that T ′n[f, ψ] := Tn[G˜
−1
s∧T [f ]∗f, ψ]+
s is a fundamental sequence for the pair of f and ψ. Thus, (3.5) simplifies to
EB
[
G−1t+s∧T [f ]∧T ′n[f,ψ]∗φˆ
ψ[f ] | FBs∧T [f ]∧T ′n[f,ψ]
]
= G−1t+s∧T [f ]∧T ′n[f,ψ]∗φˆ[f ],
hence, {G−1t∧T [f ]∗φˆ[f ]}t∈[0,+∞) is a local martingale.
The inverse statement can be obtained by the same method in the reverse order.
2.⇔3. According to Proposition 8, Appendix A, the drift term, i.e., the coefficient at dt,
vanishes identically when
(3.6) AW [f ] + 1
2
(LσW [f ])2 = 0, f ∈ H .
The left-hand side is a functional polynomial of degree 4. We use the fact that a regular
symmetric functional P [f ] :=
∑
k=1,2,...n
pk[f, f, . . . , f ] of degree n over such spaces as Hs,
H∗s, Hs,b, or H±s,b ∗ is identically zero if and only if
pk[f1, f2, . . . , fn] = 0, k = 1, 2, . . . n, f ∈ H .
Thus, each of the following functions must be identically zero:
A η[f ] = 0, 1
2
AΓ[f, g] + 1
2
Lσ η[f ]Lσ η[g] = 0,
Lσ η[f ]Lσ Γ[g, h] + symmetric terms = 0,
Lσ Γ[f, g]Lσ Γ[h, l] + symmetric terms = 0,
f, g, h, l ∈ H .
(3.7)
We can conclude that Lσ Γ[f, g] = 0, AΓ[f, g] = Lδ Γ[f, g] for any f, g ∈ H, and this
system is equivalent to the system (3.2–3.4). For the case H = Hs we can write (3.7) in
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terms of functions on ψ(D):
A η(z) = 0, 1
2
AΓ(z, w) + 1
2
Lσ η(z)Lσ η(w) = 0,
Lσ η(z)Lσ Γ(w, u) + symmetric terms = 0,
Lσ Γ(z, w)Lσ Γ(u, v) + symmetric terms = 0,
z, w, u, v ∈ ψ(D), z 6= w, u 6= v, . . . .
Remark 2. Fix a chart ψ. The coupling and the martingales are not local if in addition
to the proposition 3 in Theorem 1 the relation
EB


∣∣∣∣∣∣
t∫
0
exp
(
G−1τ∧T [f ]∗W
ψ[f ]
)
G−1τ∧T [f ]∗ LσW
ψ[f ] dItôBτ
∣∣∣∣∣∣

 <∞, t ≥ 0,
holds. This is the condition that the diffusion term at dItôBt in (A.12) is in L1(Ω
B).
However, this may not be true, in general, in another chart ψ˜. Meanwhile, if the local
martingale property of G−1t∧T [f ]∗φˆ
ψ[f ] is satisfied in one chart ψ for any f ∈ H, then it is
also true in any chart due to the invariance of the condition (3.6) in the proof.
The study of the general solution to (3.2-3.4) is an interesting and complicated problem.
Take the Lie derivative Lσ in the second equation, the Lie derivative Lδ in the third
equation, and consider the difference of the resulting equations. It is an algebraically
independent equation
L[δ,σ] Γ[f, g] = −L2σ η[f ]Lσ η[g]L2σ η[f ]L2σ η[g].
Continuing by induction we obtain an infinite system of a priori algebraically indepen-
dent equations because the Lie algebra induced by the vector fields δ and σ is infinite-
dimensional. Thereby, the existence of the solution to the system (3.2-3.4) is a special
event that is strongly related to the properties of this algebra.
Before studying special solutions to the system (3.2–3.4), let us consider some of its
general properties. We also reformulate it in terms of the analytic functions η+, Γ++ and
Γ+−, which is technically more convenient.
Lemma 2. Let δ, σ, η, and Γ be such that the system (3.2–3.4) is satisfied, let Γ be a
fundamental solution to the Laplace equation (see (2.36)), which transforms as a scalar,
see (2.33), and let η be a pre-pre-Schwrazian. Then,
1. η is a (iχ/2,−iχ/2)-pre-pre-Schwarzian (2.22) given by a harmonic function in
any chart with χ given by (1.4).
2. The boundary value of η undergoes a jump 2π/
√
κ at the source point a, namely,
its local behaviour in the half-plane chart is given by (3.21) up to a sign;
3. The system (3.2)–3.4 is equivalent to the system (3.8), (3.13), (3.14), (3.17), and
(3.16).
Proof. The system (3.2–3.4) defines η only up to an additive constant C that we keep
writing in the formulas for η below. The condition for the pre-pre-Schwarzian η to be
real leads to only two possibilities:
1. µ = −µ∗ and is pure imaginary as in (2.22);
2. µ = µ∗ and is real as in (2.21).
The equation (3.3) shows that the functional Lσ η has to be given by a harmonic
function as well as L2σ η in any chart. On the other hand, (3.2) implies that Lδ η is also
harmonic. The vector fields δ and σ are transversal almost everywhere. We conclude that
η is harmonic. We used also the fact that the additional µ-terms in (2.25) are harmonic.
COUPLING OF GAUSSIAN FREE FIELD WITH GENERAL SLIT SLE 27
The harmonic function ηψ(z) can be represented as a sum of an analytic function η+
ψ
(z)
and its complex conjugate in any chart ψ
(3.8) ηψ(z) = η+
ψ
(z) + η+ψ(z).
Below in this proof, we drop the chart index ψ, which can be chosen arbitrarily.
Let us define η+ and η+ to be pre-pre-Schwarzians of orders (µ, 0) and (0, µ∗) respec-
tively by (2.25). Thus, η+ is defined up to a complex constant C+. We denote
(3.9) j+ := Lσ η+.
and
(3.10) j := Lσ η = Lσ η+ + Lσ η+.
The reciprocal formula is
η+(z) :=
∫
j+(z)− µσ′(z)
σ(z)
dz.(3.11)
This integral can be a ramified function if σ(z) has a zero inside of D (the elliptic case).
We consider how to handle this technical difficulty in Section 4.3.
Let us reformulate now (3.2) in terms of j+. Using the fact that
L2v(η+ + η+) = L2v η+ + L2v η+,
we arrive at
(3.12) Lδ η+ + 1
2
Lσ2η+ = C+.
Here C+ = iβ for some β ∈ R for the forward case. For the reverse case, C+ = −β + iβ ′
for some β, β ′ ∈ R because (3.12) is an identity in sense of functionals over H∗s.
The relation (3.12) is equivalent to
δ
σ
Lσ η+ + σLδ η
+ − δ Lσ η+
σ
+
1
2
Lσ2η+ = C+ ⇔
δ
σ
j+ +
σδ ∂ η+ + µσδ′ − δσ ∂ η+ − µδσ′
σ
+
1
2
Lσ j+ = C+ ⇔
δ
σ
j+ + µ
[σ, δ]
σ
+
1
2
Lσ j+ = C+(3.13)
by (2.25) and (2.24).
Consider now the function ΓH(z, w). It is harmonic with respect to both variables with
the only logarithmic singularity. Hence, it can be split as a sum of four terms
(3.14) ΓH(z, w) := Γ++
H
(z, w) + Γ++H(z, w)− Γ+−H(z, w¯)− Γ+−H(z, w¯),
where Γ++
H
(z, w) and Γ+−H(z, w) are analytic with respect to both variables except the
diagonal z = w for Γ++
H
(z, w).
So, e.g., Γ+−H(z, w¯) is anti-analytic with respect to z and analytic with respect to w.
We can assume that both Γ++(z, w) and Γ+−(z, w) transform as scalars represented by
analytic functions in all charts and symmetric with respect to z ↔ w. Observe that these
functions are defined at least up to the transform
Γ++
H
(z, w)→ Γ++H(z, w) + ǫH(z) + ǫH(w),
Γ+−H(z, w)→ Γ+−H(z, w) + ǫH(z) + ǫH(w)
for any analytic function ǫH(z) such that
ǫH(z) = ǫH(z¯).
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These additional terms are cancelled due to the choice of minus in the pairs ‘∓’ in (3.14).
In the reverse case, the contribution of these functions is equivalent to zero bilinear
functional over H∗s.
Consider the equation (3.4). It leads to
Lσ Γ++H(z, w) = βH2 (z) + βH2 (w), Lσ Γ+−H(z, w) = βH2 (z) + βH2 (w)(3.15)
for any analytic function βH2 (z) such that β
H
2 (z) = β
H
2 (z¯). One can fix this freedom, i.e.,
the function βH2 , by the conditions
Lσ Γ++H(z, w) = 0, Lσ Γ+−H(z, w) = 0.(3.16)
Thus, Γ++
H
(z, w) and Γ+−H(z, w) are fixed up to a non-essential constant.
The second equation (3.3) can be reformulated now as
Lδ Γ++H(z, w) + Lσ η+H(z)Lσ η+H(w) = βH1 (z) + βH1 (w),
Lδ Γ+−H(z, w¯) + Lσ η+H(z)Lσ η+H(w) = βH1 (z) + βH1 (w¯)
(3.17)
for any analytic function βH1 (z) such that β
H
1 (z) = β
H
1 (z¯) analogously to (3.15). We can
conclude now that the system (3.2–3.4) is equivalent to the system (3.8), (3.13), (3.14),
(3.17), and (3.16).
Use now the fact
(3.18) Γ++
H
(z, w) = −1
2
log(z − w) + analytic terms
to obtain a singularity of j+
H
about the origin in the half-plane chart. Relation (2.17)
yields
(3.19)
2
z
∂z
(
−1
2
log(z − w)
)
+
2
w
∂w
(
−1
2
log(z − w)
)
=
1
zw
,
hence,
j+
H
(z) =
−i
z
+ holomorphic part.(3.20)
The choice of the sign of j+
H
(z) is irrelevant. We made the choice above to be consistent
with [29]. The analytic terms in (3.18) can give a term with the sum of simple poles at
z and w but in the form of the product 1/(zw).
From (3.11) we conclude that the singular part of η+
H
(z) is proportional to the loga-
rithm of z:
η+
H
(z) =
i√
κ
log z + holomorphic part.
Thus, we have
ηH(z) =
−2√
κ
arg z + non-singular harmonic part.(3.21)
We can chose the additive constant such that, in the half-plane chart, we have
(3.22) ηH(+0) = −ηH(−0) = π√
κ
in the forward case. This provides the jump 2π/
√
κ of the value of η at the boundary near
the origin, which is exactly the same behaviour of η needed for the flow line construction
in [23] and [29]. However, the form (3.22) is not chart independent, and only the jump
2π/
√
κ = ηψ(+0) − ηψ(−0) does not change its value if the boundary of ψ(D) is not
singular in the neighbourhood of the source ψ(a).
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Substitute now (3.20) in (3.13) in the half-plane chart, use (2.17), and consider the
corresponding Laurent series. We are interested in the coefficient near the first term 1
z2
:
2
z
1
−√κ
−i
z
+ µ
−2
z2
+
1
2
(−√κ) i
z2
+ o
(
1
z2
)
= C+.
We can conclude that
µ = i
4− κ
4
√
κ
.(3.23)
Thus, the pre-pre-Schwarzians (2.22) with χ given by (1.4) is only one that can be realized.

4. Coupling of GFF with the Dirichlet boundary conditions
In this section, we consider a special solution to the system (3.2–3.4) with the help of
Lemma 2. We assume the Dirichlet boundary condition for Γ considered in Example 3,
and find the general solution in this case. In other words, we systematically study which
of (δ, σ)-SLE can be coupled with GFF if Γ = ΓD.
Let us formulate the following general theorem, and then consider each of the allowed
cases of (δ, σ)-SLE individually.
Theorem 2. Let a (δ,σ)-SLE be coupled to the GFF with H = Hs, Γ = ΓD, and let η
be the pre-pre-Schwarzian (2.22) of order χ. Then the only special combinations of δ and
σ for κ 6= 6 and ν 6= 0 summarized in Table 1, and their arbitrary combinations when
κ = 6 and ν = 0 are possible.
Table 1 consists of 6 cases, each of which is a one-parameter family of (δ,σ)-SLEs
parametrized by the drift ν ∈ R, and by a parameter ξ ∈ R. These cases may overlap for
vanishing values of ν or ξ.
In other words, different combinations of δ and σ can correspond essentially to the
same process in D but written in different coordinates. We give one example of such
choices in each case of δ and σ .
Some particular cases of CFTs studied here were considered earlier in the literature.
The chordal SLE without drift (case 1 from the table with ν = 0) was considered in [18],
the radial SLE without drift (case 3 from the table with ν = 0) in [19], and the dipolar
SLE without drift (case 4 from the table with ν = 0) appeared in [20]. The case 2 actually
corresponds to the same measure defined by the chordal SLE but stopped at the time
t = 1/4ξ (see Section 4.5). The cases 5 and 6 are mirror images of each other. They are
discussed in Section 4.6.
Remark 3. An alternative approach to the relation between CFT and SLE based on the
highest weight representation of the Virasoro algebra was considered in [4] and [8]. We
remark that such a representation can not be constructed for non-zero drift (ν 6= 0).
Proof of Theorem 2. Let us use Theorem 1 and assume the Dirichlet boundary conditions
for Γ = ΓD.
Γ++
H
(z, w) = −1
2
log(z − w), Γ+−H(z, w¯) = −1
2
log(z − w¯)
in Theorem 2. The condition (3.15) is satisfied for any complete vector field σ and some
σ-dependent β2 which is irrelevant.
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N Name δH(z) σH(z) α β
1 Chordal with
drift
2
z
− ν −√κ −ν
2
−ν2
2
√
κ
2 Chordal with
fixed time
change
2
z
+ 2ξz −√κ 0 ξ(8−κ)
2
√
κ
3 Dipolar with
drift
2
(
1
z
− z
)
− ν(1− z2) −√κ(1− z2) −ν
2
4−ν2
2
√
κ
4 One right fixed
boundary point
2
z
+ κ− 6+
+ 2(3− κ+ ξ)z+
+ (κ− 2− 2ξ)z2
−√κ(1− z2) 1
2
(κ− 6) ξ(8−κ)
2
√
κ
5 One left fixed
boundary point
2
z
− (κ− 6)+
+ 2(3− κ+ ξ)z+
− (κ− 2− 2ξ)z2
−√κ(1− z2) −1
2
(κ− 6) ξ(8−κ)
2
√
κ
6 Radial with drift 2
(
1
z
+ z
)
− ν(1 + z2) −√κ(1 + z2) −ν
2
4−ν2
2
√
κ
Table 1. (δ,σ)-SLE types that can be coupled with CFT with the Dirichlet
boundary conditions (Γ = Γ0). Each of the pairs of δ and σ is given
in the half-plane chart for simplicity. For the same purpose we use the
normalization (2.17). The details are in Sections 4.1 and 4.3. See also the
comments after Theorem 2.
In order to obtain j+ we remark first that due to the Möbious invariance (2.38) we can
ignore the polynomial part of δH(z)
Lδ ΓH(z, w) =
(
2
z
∂z +
2
z¯
∂ z¯ +
2
w
∂w+
2
w¯
∂w¯
)
ΓH(z, w).
Using (3.17), (2.37), and (3.19) we obtain that
j+
H
(z) =
−i
z
+ iα, α ∈ C,(4.1)
with
β1(z) =
α
z
− α
2
2
.
In order to satisfy all conditions formulated in Lemma 2 we need to check (3.13).
Substituting (4.1) to (3.13) gives
δ
σ
j+ + µ
[σ, δ]
σ
+
1
2
L+σ j+ = iβ ⇔
δj+ + µ [σ, δ] +
1
2
σL+σ j+ − iβσ = 0 ⇔
δH(z)
(−i
z
+ iα
)
+ µ [σ, δ]H(z) +
1
2
(
σH(z)
)2
∂
(−i
z
+ iα
)
− iβσH(z) = 0.
(4.2)
In what follows, we will use the half-plane chart in the proof. With the help of (2.16) and
(2.18) we can assume without lost of generality that σH is one of three possible forms:
1. σH(z) = −√κ,
2. σH(z) = −√κ(1− z2),
3. σH(z) = −√κ(1 + z2).
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Let us consider these cases turn by turn.
1. σ(z) = −√κ.
Inserting (2.17) to relation (4.2) reduces to
−2 + κ
2
− 2i√κµ
z2
+
2α− δ−1
z
+
(
β
√
κ+ αδ−1 − δ0 + i
√
κµδ0
)
+
+z
(
αδ0 − δ1 + 2i
√
κµδ1
)
+ z2αδ1 ≡ 0 ⇔
(3.23), 2α− δ−1 = 0, β
√
κ+ αδ−1 − δ0 + i
√
κµδ0 = 0,
αδ0 − δ1 + 2i
√
κµδ1 = 0, αδ1 = 0.
There are three possible cases:
(1)
δ−1 = 2α, δ0 = 0, δ1 = 0, κ > 0, β =
−2α2√
κ
.
It is convenient to use the drift parameter ν. Thus,
ν = −2α,
which is related to the drift in the chordal equation. This case is presented in the
first line of Table 1.
(2)
δ−1 = 0, δ0 = −4β
√
κ
κ− 8 , δ1 = 0, κ > 0, α = 0.
This case is presented in the second line of Table (ξ ∈ R) and discussed in details
in Section 4.5.
(3)
δ−1 = 0, δ0 = 2
√
5β, δ1 ∈ R, κ = 6, α = 0.
This is a general case of δ with κ = 6 and ν = 0.
2. σH(z) = −√κ(1− z2).
Relation (4.2) reduces to
−2 + κ
2
+ 2iµ
√
κ
z2
+
2α− δ−1
z
(
β
√
κ− κ+ 6i√κµ+ αδ−1 − δ0 + i
√
κµδ0
)
+
+z
(
2i
√
κµδ−1 + αδ0 − δ1 + 2i
√
κµδ1
)
z2
(
−β√κ + κ
2
+ i
√
κµδ0 + αδ1
)
= 0 ⇔
(3.23), 2α− δ−1 = 0, β
√
κ− κ + 6i√κµ+ αδ−1 − δ0 + i
√
κµδ0 = 0,
2i
√
κµδ−1 + αδ0 − δ1 + 2i
√
κµδ1 = 0, −β
√
κ+
κ
2
+ i
√
κµδ0 + αδ1 = 0.
There are four solutions each of which is a two-parameter family. The first one corresponds
to the dipolar SLE with the drift ν, line 3 in Table 1. The second and the third equations
are ‘mirror images’ of each other, as it can be seen from the lines 4 and 5 in the table.
They are parametrized by ξ := 2β
√
κ
8−κ and discussed in details in Section 4.6. The fourth
case is given by putting
δ−1 = 0, δ0 = 2(
√
6β − 3), δ1 ∈ R, κ = 6, α = 0.
This is a general form of δ with κ = 6 and ν = 0.
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3. σH(z) = −√κ(1 + z2).
Relation (4.2) reduces to
−2 + κ
2
− 2i√κµ
z2
+
2α− δ−1
z
+
+
(
β
√
κ− κ+ 6i√κµ+ αδ−1 − δ0 + i
√
κµδ0
)
+
+z
(
2iκµδ−1 + αδ0 − δ1 + 2i
√
κµδ1
)
+
+z2
(
−β√κ + κ
2
+ i
√
κµδ0 + αδ1
)
= 0 ⇔
(3.23), 2α− δ−1 = 0, β
√
κ− κ + 6i√κµ+ αδ−1 − δ0 + i
√
κµδ0 = 0,
2iκµδ−1 + αδ0 − δ1 + 2i
√
κµδ1 = 0, −β
√
κ+
κ
2
+ i
√
κµδ0 + αδ1 = 0.
The first solution is presented in the line 6 of Table 1, where it is again convenient to
introduce the parameter ν related to the drift in the radial equation. The second solution
is
δ−1 = 0, δ0 = 2(
√
6β − 3), δ1 ∈ R, κ = 6, α = 0.
This is a general form of δ with κ = 6 and ν = 0. 
4.1. Chrodal SLE with drift. It is natural to study this case in the half-plane chart,
where
(4.3) δHc (z) :=
2
z
− ν, σHc (z) := −
√
κ, ν ∈ R.
The form of η+ can be found from (3.9) by substituting (4.1) as
−κ 12 ∂z η+H(z) + µ · 0 = −i
z
+ iα.
Then
(4.4) η+
H
(z) =
i√
κ
log z − iαz√
κ
+ C+,
and taking into account that α = −ν
2
we obtain
(4.5) ηH(z) =
−2√
κ
arg z − ν√
κ
Im z + C.
Let us present here an explicit form of the evolution of the one-point function S1(z) =
η(z)
MHt (z) =(G
−1
t ∗η)
H(z) =
−2√
κ
argGHt (z)−
ν√
κ
ImGHt (z) +
ˇ− 4
2
√
ˇ
argGHt
′
(z) + C
This expression with ν = 0 coincides (up to a constant) with the analogous one from [18,
Section 8.5].
Now we need to work with a concrete form of the space Hs discussed in Section 2.4.
It is convenient to define it in the half-plane chart. In other charts it can be obtained
with the rule (2.27). We choose the subspace C∞H0 of C
∞-smooth functions with compact
support in the half-plane chart. The function φ defining metric can be, for example, zero
in the half-plane chart, φH(z) ≡ 0. This choice guarantees that the integrals in (A.9) and
(A.11) are well-defined with η as above and Γ = ΓD.
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4.2. Dipolar SLE with drift. The dipolar SLE equation is usually defined in the strip
chart, see (1.9), as
(4.6) dItôGSt (z) = cth
GSt (z)
2
dt−
√
ˇdItôBt − ˚
2
dt,
where we add the drift term ν
2
dt in the Itô differentials with the same form in terms of
Stratonovich
(4.7) dSGSt (z) = cth
GSt (z)
2
dt−
√
ˇdSBt − ˚
2
dt
because σS(z) is constant. The vector fields δ and σ in the strip chart, see (1.9), are
δS(z) = 4 cth
z
2
− ˚
2
, œS(z) = −
√
ˇ, ˚ ∈ R,
The from of δ and σ in the half-plane can be obtained by (2.1) as
δH(z) =
1
τS,H(z)
δS(τS,H(z)) =
1
2
(
1
z
− z
)
− ν
2
(1− z2),
σH(z) =
1
τS,H(z)
σS(τS,H(z)) = −
√
κ
2
(1− z2).
It is more convenient to use for our purposes the transform (2.16) with c = 2, and to
define
(4.8) δHd (z) := 2
(
1
z
− z
)
− ν(1− z2), σHd (z) := −
√
κ(1− z2), ν ∈ R
that possess normalization (2.17) used in Table 1.
Let us first find η+, η andM1t in the half-plane chart. The same way as in the previous
subsection we calculate
−√κ(1− z2) ∂z η+H(z) + µ
(
−√κ(1− z2)
)′
=
−i
z
+ iα.
Taking into account (3.23) and α = −ν/2 we obtain
η+
H
(z) =
i√
κ
log z +
i(κ− 6)
4
√
κ
log(1− z2) + iν
2
√
κ
arcthz + C+,
ηH(z) =
−2√
κ
arg z − (κ− 6)
2
√
κ
arg(1− z2)− ν√
κ
Im arcthz + C,
Mc
H
t (z) = (G
−1
t ∗η)
H(z) =
=
−2√
κ
argGHt (z)−
(κ− 6)
2
√
κ
arg(1−GHt (z)2)−
− ν√
κ
Im arcthGHt (z) +
ˇ− 4
2
√
ˇ
argGHt
′
(z) + C
The corresponding relations in the strip chart are
δSd(z) = 4 cth
z
2
− 2˚, œSd(z) = −2
√
ˇ, ˚ ∈ R,
obtained with the help of (2.19). Then
ηS(z) = ηH(τH,S(z)) +
κ− 4
2
√
κ
Im øH,S
′(z),
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where we used (1.4) and the expression for τH,S(z) = τ
−1
S,H(z) = ψH ◦ ψ−1S (z) that defines
the strip chart (1.9). Alternatively ηS(z) can be found as the solution to (3.9) in the strip
chart
ηS(z) =
−2√
κ
arg sh
z
2
− ˚
2
√
ˇ
Im z + C,
M1
S
t (z) = (G
−1
t ∗η)
S(z) =
=
−2√
κ
arg sh
GSt (z)
2
− ˚
2
√
ˇ
ImGSt (z) +
ˇ− 4
2
√
ˇ
argGSt
′
(z) + C.
The expression for ΓD in the strip chart becomes
ΓSD(z, w) = Γ
H
D (τH,S(z), τH,S(w)) = −
1
2
log
sh( z−w
2
)sh( z¯−w¯
2
)
sh( z¯−w
2
)sh( z−w¯
2
)
.
We remark that η can be presented in a chart-independent form as a function of δd
and σd using (2.23) as
η = − 2√
κ
arg
σ
κ
4
d√
σ2d − κ4
(
δd − ν√κσd
)2 + ν√κ Im arcth

 2√
ˇ
œd
ffid − √˚ˇœd

+ C.
The expression under the square root vanishes only at the same points as σd. As before,
the choice of the branch is irrelevant because σ can vanish at infinity only at the boundary,
and η is defined up to a constant C.
Now we work with the concrete form of the space Hs discussed in Section 2.4. It is
convenient to define it in the strip chart. We choose the subspace C∞S0 of C
∞-smooth
functions with compact support in the strip chart. The function φ defining the metric can
be, for example, zero in the strip chart, φS(z) ≡ 0, which guarantees that the integrals in
(A.9) and (A.11) are well-defined with η as above and Γ = ΓD.
4.3. Radial SLE with drift. The radial SLE equation (2.14) is usually formulated in
the unit disk chart. It can be defined with the vector fields (2.12), which admit the form
(2.13) in the half-plane chart. By the same reasons as for the dipolar SLE, we can change
normalization and define
(4.9) δHr (z) := 2
(
1
z
+ z
)
− ν(1 + z2), σHr (z) := −
√
κ(1 + z2), ν ∈ R
that coincides with the expressions in Table 1.
Let us give here the expressions for δ, σ, ΓD, η and M1t in three different charts: half-
plane, logarithmic (see below for the details), and the unit disk using the same method
as before. The calculations are similar to the dipolar case. In fact, it is enough to change
some signs and replace the hyperbolic functions by trigonometric. In contrast to the
dipolar case, η is multiply defined. We discuss this difficulty at the end of this subsection.
As for now, we just remark that from the heuristic point of view this is not an essential
problem. In any chart ηψ(z) just changes its value only up to an irrelevant constant after
the harmonic continuation about the fixed point of the radial equation.
In the half-plane chart, we have
−√κ(1 + z2) ∂z η+H(z) + µ
(
−√κ(1 + z2)
)′
=
−i
z
+ iα,
(4.10) ηH(z) =
−2√
κ
arg z − (κ− 6)
2
√
κ
arg(1 + z2)− ν√
κ
Im arctg z + C,
COUPLING OF GAUSSIAN FREE FIELD WITH GENERAL SLIT SLE 35
M1
H
t (z) = (G
−1
t ∗η)
H(z) =
=
−2√
κ
argGHt (z)−
(κ− 6)
2
√
κ
arg(1 +GHt (z)
2)−
− ν√
κ
Im arctg z +
ˇ− 4
2
√
ˇ
argGHt
′
(z) + C
analogously to (4.4).
The unit disk chart is defined in (1.8), and
ηD(z) =
−2√
κ
arg(1− z)− κ− 6
2
√
κ
arg z +
ν
2
√
κ
log|z|+C,
M1
D
t (z) = (G
−1
t ∗η)
D(z) =
=
−2√
κ
arg(1−GDt (z))−
κ− 6
2
√
κ
argGDt (z) +
ν
2
√
κ
log|GDt (z)|+
κ− 4
2
√
κ
argGDt
′
(z) + C,
ΓDD(z, w) = Γ
D
D (τH,D(z), τH,D(w)) = −
1
2
log
(z − w)(z¯ − w¯)
(z¯ − w)(z − w¯) .
The third chart is called logarithmic, and it is defined by the transition map
(4.11) τD,L(z) := e
iz : H→D, τL,D(z) = τ−1D,L(z) = −i log z.
Therefore,
τH,L(z) = τH,D ◦ τD,L(z) = tg z
2
: H→H, øL,H(z) = ø−1H,L(z) = 2 arctg z,
and ψL is not a global chart map as we used before because there is a point (the origin in
the unit-disc chart) which is mapped to infinity. Besides, the function log is multivalued
and the upper half-plane contains infinite number of identical copies of the radial SLE slit
(τL,H(z + 2π) = τL,H(z)). The advantage of this chart is that the automorphisms Ht[σr]
L
induced by σr (see 2.3) are horizontal translations because σ
L
r (z) is a real constant (see
below). The corresponding relations for the radial SLE in the logarithmic chart can be
easily obtained from the dipolar SLE in the strip chart just by replacing the hyperbolic
functions by their trigonometric analogs as
δLr (z) = 4 tg
2
z
− 2˚, œLr (z) = −2
√
ˇ, ˚ ∈ R.
ηL(z) =
−2√
κ
arg sin
z
2
− ˚
2
√
ˇ
Im z + C,
M1
L
t (z) = (G
−1
t ∗η)
L(z) =
=
−2√
κ
arg sin
GLt (z)
2
− ν
2
√
κ
ImGLt (z) +
ˇ− 4
2
√
ˇ
argGLt
′
(z) + C.
ΓLD(z, w) = −
1
2
log
sin( z−w
2
) sin( z¯−w¯
2
)
sin( z¯−w
2
) sin( z−w¯
2
)
,
This relations above coincide up to a constant with the analogous ones established in
[19, 21].
We remark again that η can be represented in a chart-independent form as a function
of δr and σr with the help of (2.23) by the relation
η = − 2√
κ
arg
σ
κ
4
r√
σ2r +
κ
4
(
δr − ν√κσr
)2 + ν√κ Im arcth

 2√
ˇ
œr
ffir − √˚ˇœr

+ C.
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In order to define GFF for radial SLE carefully we need to generalize slightly the
above approach. Let b ∈ D be a zero point of δr and σr simultaneously inside D: δψr (b) =
σψr (b) = 0 (for any ψ). We have ψ
D(b) = 0 in the unit disk chart, ψH(b) = i in the
half-plane chart, and ψL(b) =∞ in the logarithmic chart.
Let Dˆb be the universal cover of D \{b}. Then the logarithmic chart map ψL : Dˆ→H
defines a global chart map of Dˆb. The space Hs[Dˆb] in the logarithmic chart is defined
as in Section 2.4 with φL ≡ 0, and we require in addition, that the support is bounded.
The last condition guaranties the finiteness of functionals such as η[f ], ΓD[f1, f2], and
the compatibility condition of Hs, ΓD, η (as above), δr and σr on Dˆb. The map Gt :
D \Kt→D is lifted to Gˆt : Dˆb \ Kˆt→Dˆb, where Kˆt ⊂ Dˆb is the corresponding union of
the countable number of the copies of Kt.
Consideration of Dˆb instead of D is possible thanks to a special property of radial
Löwner equation to have a fixed point b ∈ D. The branch point b is in fact eliminated
from the domain of definition and the pre-pre-Schwarzian η is well-defined on Dˆb.
4.4. General remarks. Here we are aimed at explaining why all three cases of η above
has the same form for κ = 6 and ν = 0. Besides, we explain the relations between the
chordal case and other cases considered in the next two subsections.
Let Gt be a (δ, σ)-SLE driven by Bt, and let and G˜t˜ be a (δ˜, σ˜)-SLE driven by B˜t˜ with
the same parameter κ. Then there exists a stopping time τ˜ > 0, a family of random
Möbius automorphisms Mt˜ : D→D, t˜ ∈ [0, τ˜), and a random time reparametrization
λ : [0, τ˜)→[0, τ) (τ := λ(τ˜)), such that
G˜t˜ = Mt˜ ◦Gλt˜ , t˜ ∈ [0, τ˜)
and
dB˜t˜ = at˜dt˜+
(
λ˙(t˜)
)− 1
2 dBλ(t˜), t˜ ∈ [0, τ˜)
for some continuous at˜. In particular, this means that the laws of Kt and K˜t induced by
the (δ, σ)-SLE and (δ˜, σ˜)-SLE correspondingly are absolutely continuous with respect to
each other until some stopping time. We proved this fact in [13]. However, it is possible
to show a bit more: if ν = 0 for both (δ, σ)-SLE and (δ˜, σ˜)-SLE, then the coefficient at˜ is
proportional to κ− 6. Here the drift parameter ν is defined by
ν := δ−1 + 3σ0,
see (1.7). This definition agrees with (4.3), (4.8) and (4.9) and is invariant with respect
to (2.15). Since λ˙
1
2
t˜
Bλ(t˜) agrees in law with Bt˜, the random laws of Kt and K˜t are identical,
not just absolutely continuous as above, at least until some stopping time.
It can be observed that η for the chordal (4.5), dipolar (4.5), and radial (4.10) cases
are identical for κ = 6 and ν = 0. This is a consequence of the above fact. Special cases
of chordal and radial SLEs were considered in [27].
Besides, there are two special situations when at˜ is identically zero for all values of κ > 0,
not only for κ = 6 as above. In order to study them, let us consider the chordal SLE Gt,
see (2.11), and a differentiable time reparametrization λ, which possesses property (B.6).
Set
G˜t˜ := sct˜ ◦Gλt˜ ,
where sc : D→D is the scaling flow (sHc (z) = e−cz, c ∈ R). In the half-plane chart we
have
(4.12) G˜Ht˜ (z) = e
−ct˜GHλt˜(z).
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The Stratonivich differential of G˜Ht˜ (z) is
dS G˜Ht˜ (z) =(d
S e−ct˜)GHλt˜(z) + e
−ct˜ dSGHλt˜(z) =
=(dS e−ct˜)GHλt˜(z) + e
−ct˜λ˙t˜
(
2
GHλt˜(z)
dt˜−√κdSBλt˜
)
Due to (B.7), we have to assume that
e−ct˜λ˙t˜ ≡ λ˙
1
2
t˜
,
in order to have an autonomous equation. So
e−ct˜ = λ˙
− 1
2
t˜
,
and, consequently,
dS e−ct˜ = −1
2
e−3ct˜at˜dt˜−
1
2
e−3ct˜bt˜ d
S B˜t˜,
where we used (B.6). Eventually, we conclude that
dS G˜Ht˜ (z) =
(
−1
2
e−3ct˜at˜dt˜−
1
2
e−3ct˜bt˜ d
S B˜t˜
)
ect˜G˜Ht˜ (z) +
2
G˜H
t˜
(z)
dt˜−√κ dS B˜t˜ +
1
4
√
κe−2ct˜bt˜dt˜.
(4.13)
In order to have time independent coefficients we assume that at˜ and bt˜ are proportional
to e2ct˜ . Hence, define ξ ∈ R by
at˜ = −4ξe2ct˜ .
Without lost of generality, we can assume that bt˜ is of the following three possible forms
1. bt˜ = 0,
2. bt˜ = 4
√
κe2ct˜ ,
3. bt˜ = −4
√
κe2ct˜ ,
because all other choices can be reduced to these three by (2.16). The first case is
considered in Section 4.5. Other two cases are discussed in Section 4.6.
4.5. Chordal SLE with fixed time reparametrization. Let ξ ∈ (−∞,+∞) \ {0},
and let Gt be a chordal stochastic flow, i.e., the chordal SLE (4.3). Define
G˜Ht˜ (z) = e
2ξt˜GHλ(t˜)(z)
in the half-plane chart and assume that
λ(t˜) :=
1− e−4ξt˜
4ξ
;
λ : [0,+∞)→[0, (4ξ)−1), ξ > 0;
λ : [0,+∞)→[0,+∞), ξ < 0.
This choice of λ corresponds to ct˜ = −2ξt˜, in the previous subsection. We remark, that
the time reparametrization here is not random.
The flow G˜t˜ satisfies the autonomous equation (2.9) with
(4.14) δH(z) =
2
z
+ 2ξz, σH(z) = −√κ,
which are the vector fields from the second string of Table 1 and a special case of (4.13)
with at˜ = −4ξe2ct˜ and bt˜ = 0.
There is a common zero of δ and σ at infinity in the half-plane chart, so infinity is a
stable point G˜Ht˜ : ∞→∞. But in contrast to the chordal case the coefficient at z−1 in
the Laurent series is not 1 but e2ξt˜. The vector field δ is of radial type if ξ > 0, and of
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dipolar type if ξ < 0. It is remarkable that if ξ < 0, then the equation induces exactly the
same measure as the chordal stochastic flow but with a different time parametrization. If
ξ > 0 the measures also coincide when the chordal stochastic flow is stopped at the time
t = (4ξ)−1.
By the reasons described above it is natural to expect that the GFF coupled with such
kind of (δ, σ)-SLE is the same as in the chordal case, because it is supposed to induce the
same random law of the flow lines. Indeed, σ from (4.14) coincides with that from the
chordal case, hence, η defined by (3.10), with α = 0 (see the table) also coincides with
(4.5) with ν = 0. Thus, the martingales are the same as in the chordal case.
4.6. SLE with one fixed boundary point. Let the vector fields δ and σ be defined
by the 5th and the 6th strings of Table 1. There are two ‘mirror’ cases. The (δ, σ)-SLE
denoted here by Gt is characterized by the stable point at z = 1 (the 5
th case) or z = −1
(the 6th case) in the half-plane chart. We will consider only the first (the 5th string) case,
the second (the 6th string) is similar.
We will show below that this (δ, σ)-SLE coincides with the chordal SLE up to a random
time reparametrization for all values of κ > 0. Let us apply a Möbius transform rc:D→D
defined in (2.18) with c = −1
rH−1(z) =
z
1 + z
.
In the half-plane chart, it maps the stable point z = 1 to infinity keeping the origin and
the normalization (2.17) unchanged. It results in
G˜t := r−1 ◦Gt ◦ r−1−1,
r−1∗δH(z) = δ˜H(z) =
2
z
+ κ+ 2ξz,
r−1∗σH(z) = σ˜H(z) = −
√
κ(1 + 2z),
and the equation for G˜t becomes
dSG˜Ht (z) =
(
2
G˜Ht (z)
+ κ+ 2ξG˜Ht (z)
)
dt−√κ
(
1 + 2G˜Ht (z)
)
dSBt,(4.15)
which is a special case of (4.13) with at˜ = −4ξt˜ and bt˜ = 4
√
κect˜. In other words, the
relation (4.15) can be obtained from (4.12) with ct˜ = −2ξt˜ + 2
√
κB˜t˜ under the random
time reparametrization λt˜ = e
4ξt˜−4√κB˜t˜ .
It is remarkable that the subsurface I˜ ⊂ D defined in the half-plane chart as
ψH(I˜) = {z ∈ H : Re(z) > −1
2
}
is invariant (G−1t (D˜) ⊂ D˜) if and only if ξ ≥ κ. In order to see this, it is enough to
calculate the real parts of
δ˜H(z) =
2
z
+ κ + 2ξz,
σ˜H(z) = −√κ(1 + 2z),
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which are actually the horizontal components of the vector fields at the boundary of
ψH(I˜) in H, {z ∈ H : Re(z) = −1
2
},
Re
(
ffi˜H
(
−1
2
+ ih
))
=Re
(
2
−1
2
+ ih
+ ˇ + 2¸
(
−1
2
+ ih
))
=
=− 1
h2 + 1
4
+ κ− ξ,
Re
(
œ˜H
(
−1
2
+ ih
))
=Re
(√
ˇ
(
1 + 2
(
−1
2
+ ih
)))
= 0, h > 0.
The first number is negative for all values of h if and only if ξ ≥ κ.
We remark that the r−1-transform has the invariant subsurface I := r−1(I˜) ⊂ D for
the (δ, σ)-SLE above, which is an upper half of the unit disk
ψH(I) = {z ∈ H: |z|< 1}
Similarly to the previous subsection it is reasonable to expect that the GFF coupled
with this (δ˜, σ˜)-SLE is the same as in the chordal case, because it is supposed to induce
the same random law of the flow lines. Indeed, the solution to (3.9), with σ and α as in
the 5th string of the table, is
η+
H
(z) =
i√
κ
log z + i
κ− 6
2
√
κ
arg(1− z) + C+.
Thus,
ηH(z) =
−2√
κ
arg z − κ− 6√
κ
arg(1− z) + C.
After the r−1-transform for δ˜ and σ˜, we have
η˜H(z) =
−2√
κ
arg z + C.
The last relation coincides with (4.5) with ν = 0. We remind that Γ0 is invariant under
Möbius transforms, in particular, under r−1.
5. Coupling of GFF with Dirichlet-Neumann boundary conditions
We assume in this chapter that Γ = ΓDN , see Example 4, which becomes
(5.1) ΓSDN(z, w) = −
1
2
log
th z−w
4
th z¯−w¯
4
th z¯−w
4
th z−w¯
4
, z, w ∈ S := {z : 0 < Imz < ß}.
in the strip chart (1.9). It is exactly Green’s function used in [17] (it is also a special case
of [16]).
The function ΓSDN satisfies the boundary conditions
ΓSDN(x, w)
∣∣∣
x∈R = 0, ∂y Γ
S
DN(x+ iy, w)
∣∣∣
x∈R, y=pi = 0,
the symmetry property, and
Lσ ΓDN(z, w) = 0.
The coupling of GFF with this Γ to the dipolar SLE is geometrically motivated. We
also require that both zeros of δ and σ are at the same boundary points where ΓDN
changes the boundary conditions from Dirichlet to Neumann. In the strip chart these
points are ±∞.
Proposition 4. Let the vector fields δ and σ be as in (4.8), let Γ = ΓDN , and let η be a
pre-pre-Schwarzian. Then the coupling is possible only for κ = 4 and ν = 0.
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Proof. We use Lemma 2 in the strip chart. From (6.2) we obtain that
Γ++DN
S
(z, w) = −1
2
log th
z− w
4
, Γ+−DN
S
(z, w¯) = −1
2
log th
z− w¯
4
,
and relations (3.16) hold. From (3.17) we find that
(5.2) j+
S
(z) =
−i
sh z
2
+ iα, α ∈ R.
Substituting (5.2) in (3.13) gives
−i(β
√
κ− αν) sh2 z
2
+˚sh z
2
− 2i√ˇ¯ ch z
2
(
4 sh z
2
ff + (ˇ− 4)
)
2
√
κ sh2 z
2
≡ 0,
which is possible only for κ = 4, ν = 0, β = 0 and µ = 0, where the latter agrees with
(3.23). 
From (3.9) we obtain that
η+
S
(z) =
i
2
log th
z
4
+ C+,
and
ηS(z) = −2 arg cth z
4
+ C.
We also present here the relations in the half-plane chart
ηH(z) = −2 arg z
1 +
√
1− z2 + C,
ΓHDN(z) = −
1
2
log
(z − w)(z¯ − w¯)(1− z¯w +√1− z¯2√1− w2)(1− zw¯ +√1− z2√1− w¯2)
(z¯ − w)(z − w¯)(1− zw +√1− z2√1− w2)(1− z¯w¯ +√1− z¯2√1− w¯2) .
The pre-pre-Schwarzian η is scalar in this case, and in its chart-independent form is
η = − arg
√
κ
2
(δ − ν
κ
σ) +
√
κ
4
(δ − ν
κ
σ)2 − σ2
σ
.
6. Coupling of twisted GFF
This model is similar to the previous one. As it will be shown below, it is enough at the
algebraic level to replace formally all hyperbolic functions in the dipolar case in the strip
chart S by the corresponding trigonometric functions in order to obtain the relations for
the radial SLE in the logarithmic chart L. But at the analytic level, we have to consider
the correlation functions which are doubly defined on D and change their sign after the
analytic continuation about the center point. This construction was considered before as
we were informed by Num-Gyu Kang, [21].
We have to generalize slightly the general approach similarly to Section 4.3 considering
the double cover D±b instead of the infinitely ramified cover of D \{b}. Let us define the
space Hs[D±b ] of test functions f :D±b →R as in Section 2.4 with φL(z) ≡ 0 and with an
extra condition f(z1) = −f(z2), where z1 and z2 are two points of D±b corresponding to
the same point of D \{b}. Thus, in the logarithmic chart, we have
(6.1) fL(z) = fL(z + 4πk) = −fL(z + 2πk), k ∈ Z, z ∈ H .
Such functions are 4π-periodic and 2π-antiperiodic. In particular, fL is not of compact
support, but we require in addition that
sup Im ({z ∈ H: fL(z) 6= 0}) <∞
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in order to maintain compatibility. In some sense, the ‘value’ of Φtv changes its sign after
horizontal translation by π.
The twisted Gaussian free field Φtw is defined similarly to the usual one but taking
values in D±b ′.
In this section, we define Γ by
(6.2) ΓLtw(z, w) = −
1
2
log
tg z−w
4
tg z¯−w¯
4
tg z¯−w
4
tg z−w¯
4
, z, w ∈ H .
in the logarithmic chart. Observe that
ΓLtw(z, w) = Γ
L
tw(z + 4πk, w) = −ΓLtw(z + 2πk, w), k ∈ Z.
In the unit disk chart the covariance ΓDtw admits the form
ΓDtw(z, w) = −
1
2
log
(
√
z −√w)(√z¯ −√w¯)(√z +√w¯)(√z¯ −√w)
(
√
z +
√
w)(
√
z¯ +
√
w¯)(
√
z −√w¯)(√z¯ +√w) ,
or in the half-plane chart,
ΓHtw(z) = −
1
2
log
(z − w)(z¯ − w¯)(1 + z¯w +√1 + z¯2√1 + w2)(1 + zw¯ +√1 + z2√1 + w¯2)
(z¯ − w)(z − w¯)(1 + zw +√1 + z2√1 + w2)(1 + z¯w¯ +√1 + z¯2√1 + w¯2) .
It is doubly defined because of the square root, and the analytic continuation about the
center changes its sign.
The covariance ΓLtw satisfies the Dirichlet boundary conditions and tends to zero as one
of the variables tends to the center point b (or ∞ in the L chart)
ΓLtw(x, w)
∣∣∣
x∈R = 0, limy→+∞Γ
L
tw(x+ iy, w) = 0, x ∈ R, w ∈ H;
ΓDtw(z, w)
∣∣∣|z|=1 = 0, limz→ 0ΓDtw(z, w) = 0, w ∈ D .
The σ-symmetry property
Lσr Γtw(z, w) = 0
holds.
As we will see below, η also possesses property (6.1). Thus, the construction of the
level (flow) lines can be performed for both layers simultaneously and the lines will be
identical. In particular, this means that the line can turn around the central point and
appears in the second layer but can not intersect itself. This agrees with the property of
the SLE slit which evoids self-intersections.
Similarly to the dipolar case in the previous section the following proposition can be
proved.
Proposition 5. Let the vector fields δ and σ be as in (4.9), let Γ = Γtw, and let η be a
pre-pre-Schwarzian. Then the coupling is possible only for κ = 4 and ν = 0.
The proof in the logarithmic chart actually repeats the proof of Proposition 4.
We give here the expressions for η in the logarithmic, unit-disk and half-plane charts:
ηL(z) = −2 arg tg4
z
+ C.
ηD(z) = −2 arg 1−
√
z
1 +
√
z
+ C = 4 Im arctgh
√
z + C.
ηH(z) = −2 arg z
1 +
√
1 + z2
+ C.
From this relation it is clear that η is antiperiodic.
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The pre-pre-Schwarzian η is scalar in this case and its chart-independent form becomes
η = − 2√
κ
arg
√
κ
2
(δ − ν
κ
σ) +
√
κ
4
(δ − ν
κ
σ)2 + σ2
σ
.
We defined the linear functional Φtw on the space of antiperiodic functions before,
however, such functional can be also defined on the space of functions with bounded
support in the logarithmic chart. Thus, we can use the same space Hs as in Section 4.3.
Perspectives
1. The coupling with the reverse (δ, σ)-SLE can also be established using the same
classification as in Table 1.
2. We did not prove in this paper but our experience shows that we listed all possible
ways of coupling of GFF with (δ, σ)-SLE if we assume that Γ transforms as a scalar,
see (2.33), and that η is a pre-pre-Schwarzian. It would be useful to prove this.
3. The pre-pre-Schwarzian rule (2.20) is motivated by the local geometry of SLE
curves [29]. In principle, one can consider alternative rules. Moreover, the scalar
behaviour of Γ can also be relaxed because the harmonic part Hψ(z, w) can trans-
form in many ways. Such more general coupling is intrinsic and can be thought
of as a generalization of the coupling in Sections 5 and 6 for arbitrary κ.
4. We considered only the simplest case of one Gaussian free field. It would be
interesting to examine tuples of Φi, i = 1, 2, . . . n which transform into non-trivial
combinations Φ˜i = Gi[Φ1,Φ2, . . .Φn] under conformal transforms G.
5. The Bochner-Minols Theorem 3 suggests to consider not only free fields, but for
example, some polynomial combinations in the exponential of (2.39). In particular,
the quartic functional corresponds to conformal field theories related to 2-to-2
scattering of particles in dimension two.
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Appendix A. Technical remarks
In this appendix section, we prove some technical propositions needed in the proof of
Theorem 1
Consider an Itô process {Xt}t∈[0,+∞) such that
dItôXt = atdt+ bt d
ItôBt, t ∈ [0,+∞),
for some continuous processes {at}t∈[0,+∞) and {bt}t∈[0,+∞). We denote by {Xt∧T}t∈[0,+∞)
the stopped process by a stopping time T . It satisfies the following SDE:
dItôXt∧T = θ(T − t)atdt+ θ(T − t)bt dItôBt, t ∈ [0,+∞),
where
θ(t) :=

0 if t ≤ 01 if t > 0.
If {Xt}t∈[0,+∞) is a local martingale (at = 0, t ∈ [0,+∞)), then {Xt∧T}t∈[0,+∞) is also a
local martingale.
We consider below the stopped processes Y (Gt∧T )}t∈[0,+∞) instead of {Y (Gt)}t∈[0,+∞).
for some functions Y : G →R, and the corresponding Itô SDE. In order to make the
relations less cluttered, we usually drop the terms ‘... ∧ T [f ]’ and θ(T − t). However,
in the places where it is essential to remember them, e.g., the proof of Theorem 1, we
specify the stopping times explicitly.
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Define the diffusion operator
(A.1) A := Lδ +1
2
L2σ .
and consider how a regular pre-pre-Schwarzian η changes under the random evolution Gt.
We also define the stopping time T (x), x ∈ D¯ analogously to (3.1) using a neighborhood
U(x) of single point x ∈ D. The functions G−1t ∗ηψ(z) and G−1t ∗Γψ(z, w) are defined by
(2.20) and (2.33) until the stopping times T (z) and min(T (z), T (w)) respectively.
Proposition 6. Let {Gt}t∈[0,+∞) be a (δ, σ)-SLE.
1. Let η be a regular pre-pre-Schwarzian such that the Lie dereivatives Lσ η, Lδ η,
and L2σ η are well-defined. Then
(A.2) dItôG−1t ∗η
ψ(z) = G−1t ∗
(
A ηψ(z) dt+ Lσ ηψ(z) dItô Bt
)
.
2. Let Γ be a scalar bilinear functional ( (2.33) holds) such that the Lie derivatives
Lσ Γ, Lδ Γ, and L2σ Γ are well-defined. Then
(A.3) dItôG−1t ∗Γ
ψ(z, w) = G−1t ∗
(
AΓψ(z, w) dt+ Lσ Γψ(z, w) dItôBt
)
.
This can be proved by the direct calculation but we show a more preferable way, which
is valid not only for pre-pre-Scwarzians but, for instance, for vector fields, and even more
generally, for assignments whose transformation rules contain an arbitrary finite number
of derivatives at a finite number of points. To this end let us prove the following lemma.
Lemma 3. Let X i(t) (i = 1, 2, . . . , n) be a finite collection of stochastic processes defined
by the following system of equations in the Stratonovich form
dSX it = α
i(Xt)dt+ β
i(Xt)d
SBt,(A.4)
for some fixed functions α, β: Rn→Rn. Let us define Y is , Z is as the solution to the initial
value problem
Y˙ is = α
i(Ys), Y
i
0 = 0,
Z˙ is = β
i(Zs), Z
i
0 = 0,
(A.5)
in some neighbourhood of s = 0. Let also F :Rn→C be a twice-differentiable function.
Then, Itô’s differential of F (Xt) can be written in the following form
(A.6) dItôF (Xt) =
∂
∂ s
F (Xt + Ys)dt+
∂
∂ s
F (Xt + Zs)d
ItôBt +
1
2
∂2
∂ s2
F (Xt + Zs)dt
∣∣∣∣∣
s=0
.
Proof. The direct calculation of the right-hand side of (A.6) gives
F ′i (Xt)
(
αi(Xt) +
1
2
β ′j
i
(Xt)β
j(Xt)
)
dt+ F ′i (Xt)β
i(Xt)d
ItôBt +
1
2
F ′′ij(Xt)β
i(Xt)β
j(Xt)dt,
which is indeed Itô’s differential of F (Xt). We employed summation over repeated indices
and used the notation F ′i (X) :=
∂
∂ Xi
F (X). 
Proof of Proposition 6. We use the lemma above. Let n = 4, and let us define a vector
valued linear map {·} for an analytic function x(z) as
(A.7) {x(z)} := {Rex(z), Im x(z), Rex′(z), Im x′(z)}.
For example,
Xt := {Gψt (z)} = {ReG t(z), ImG t(z), ReG t′(z), ImG t′(z)}.
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From (2.9) we have
α(Xt) = {δψ(Gψt (z))}, β(Xt) = {σψ(Gψt (z))}.
Let also
F (Xt) =F ({Gψt (z)}) := G−1t ∗ηψ(z) =
=ηψ(Gψt (z)) + µ logG
ψ
t
′
(z) + µ∗ logGψt
′
(z).
Then
Ys = {Hs[δ]ψ(z)− z}, Zs = {Hs[σ]ψ(z)− z}
due to (2.4), (2.9), (A.4), and (A.5).
Now we can use Lemma 3 in order to obtain (A.2) for t = 0:
dItôG−1t ∗η
ψ(z)
∣∣∣
t=0
= dItô F [Xt]
∣∣∣
t=0
=
= (right-hand side of (A.6) with t = 0 ) .
(A.8)
But
∂
∂ s
F (Xt + Ys)
∣∣∣∣∣
s=0,t=0
=
∂
∂ s
F ({z +Hs[δ]ψ(z)− z})
∣∣∣∣∣
s=0
=
=
∂
∂ s
F ({Hs[δ]ψ(z)})
∣∣∣∣∣
s=0
=
∂
∂ s
{Hs[δ]−1∗ ηψ(z)
∣∣∣∣∣
s=0
= Lδ ηψ(z).
A similar observation for other terms in (A.8) implies that
dItôG−1t ∗η
ψ(z)
∣∣∣
t=0
=Lδ ηψ(z)dt+ Lσ ηψ(z) dItôBt + 1
2
L2σ ηψ(z)dt =
=A ηψ(z)dt+ Lσ ηψ(z) dItôBt.
For t > 0 we conclude that
dItôG−1t ∗η
ψ(z) = dItô
(
G˜t−t0 ◦Gt0
)−1
∗ η
ψ(z) = dItô G−1t0 ∗G˜
−1
t−t0 ∗η
ψ(z)
∣∣∣
t0=t
=
= G−1t ∗ d
Itô G˜−1s ∗η
ψ(z)
∣∣∣
s=0
= G−1t ∗
(
A ηψ(z)dt+ Lσ ηψ(z) dItôBt
)
.
The proof of A.3 is analogous. The only difference is that we do not have the pre-
pre-Schwarzian terms with the derivatives but there are two points z and w. We can
assume
{x} := {Rex(z), Im x(z), Re x(w), Im x(w)}
instead of (A.7) and the remaining part of the proof is the same. 
We will obtain below the Itô differential of G−1t ∗η[f ] and G
−1
t ∗Γ[f, g] for (δ, σ)-SLE
{Gt}t∈[0,+∞) and f, g ∈ H. To this end we need the Itô formula for nonlinear functionals
overH. For linear functionals on the Schwartz space this has been shown in [22]. However,
the authors are not aware of similar results for nonlinear functionals. The following
propositions are special cases required for this paper. They are consequences of the
proposition above, the classical Itô formula, and the stochastic Fubini theorem.
Proposition 7. Under the conditions of Proposition 6 the following holds:
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1. The Itô differential is interchangeable with the integration over D. Namely,
dItô
∫
ψ(supp f)
G−1t ∗η
ψ(z)fψ(z)l(dz) =
=
∫
ψ(supp f)
G−1t ∗A ηψ(z)fψ(z)l(dz) dt+
+
∫
ψ(supp f)
G−1t ∗ Lσ ηψ(z)fψ(z)l(dz) dItô Bt.
(A.9)
An equivalent shorter formulation is
dItôG−1t ∗η[f ] = G
−1
t ∗A η[f ]dt+G−1t ∗ Lσ η[f ] dItôBt.(A.10)
2. The Itô differential is interchangeable with the double integration over D, namely,
dItô
∫
ψ(supp f)
∫
ψ(supp f)
G−1t ∗Γ(x, y)f
ψ(x)fψ(y)l(dx)l(dy) =
=
∫
ψ(supp f)
∫
ψ(supp f)
G−1t ∗AΓ(x, y)fψ(x)fψ(y)l(dx)l(dy) dt+
+
∫
ψ(supp f)
∫
ψ(supp f)
G−1t ∗ Lσ Γ(x, y)fψ(x)fψ(y)l(dx)l(dy) dItôBt.
(A.11)
An equivalent shorter formulation is
dItôG−1t ∗Γ[f, g] = G
−1
t ∗AΓ[f, g] dt+G−1t ∗ Lσ Γ[f, g] dItôBt.
Proof. The relation (A.9) in the integral form becomes∫
ψ(supp f)
G−1t ∗η
ψ(z)fψ(z)l(dz) = η[f ]+
+
t∫
0
∫
ψ(supp f)
G−1τ ∗A ηψ(z)fψ(z)l(dz)dτ +
t∫
0
∫
ψ(supp f)
G−1τ ∗ Lσ ηψ(z)fψ(z)l(dz) dItô Bτ
The order of the Itô and the Lebesgue integrals can be changed using the stochastic
Fubini theorem, see, for example [25]. It is enough now to use (A.2) to obtain (A.9).
The proof of A.10 is analogous. 
Proposition 8. Let
φˆ[f ] = exp (W [f ]) , W [f ] :=
1
2
Γ[f, f ] + η[f ].
Then G−1t ∗φˆ[f ] is an Itô process defined by the integral
G−1t ∗φˆ[f ] =
=
t∫
0
exp
(
G−1τ ∗W [f ]
)(
G−1τ ∗AW [f ]dτ +G−1τ ∗ LσW [f ] dItôBτ +
1
2
(
G−1τ ∗ LσW [f ]
)2
dτ
)
.
(A.12)
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Proof. The stochastic process G−1t ∗W
ψ[f ] has the integral form
G−1t ∗W
ψ[f ] =
1
2
G−1t ∗Γ
ψ[f, f ] +G−1t ∗η
ψ[f ] =
=
∫
ψ(supp f)
∫
ψ(supp f)
G−1t ∗Γ
ψ(z, w)fψ(z)fψ(w)l(dz)l(dw) +
∫
ψ(supp f)
G−1t ∗η
ψ(z)fψ(z)l(dz).
due to Proposition. 7. In terms of the Itô differentials it becomes
dItôG−1t ∗W
ψ[f ] = G−1t ∗AW ψ[f ]dt+G−1t ∗ LσW ψ[f ] dItôBt.
In order to obtain the exponential function we can just use Itô’s lemma
dItôG−1t ∗ exp
(
W ψ[f ]
)
= dItô exp
(
G−1t ∗W
ψ[f ]
)
=
=exp
(
G−1t ∗W
ψ[f ]
)(
G−1t ∗AW ψ[f ]dt+G−1t ∗ LσW ψ[f ] dItôBt +
1
2
(
G−1t ∗ LσW ψ[f ]
)2
dt
)
.

Appendix B. Some formulas from stochastic calculus
We refer to [9] [30], and [25] for the definitions and properties of the Itô and Stratonovich
calculus and use the following relation between the Itô and Stratonovich integrals
T∫
0
F (xt, t) d
SBt =
T∫
0
F (xt, t) d
ItôBt +
1
2
T∫
0
bt ∂1 F (xt, t)dt.
The latter item can also be expressed in terms of the covariance
(B.1)
T∫
0
bt ∂1 F (xt, t)dt = 〈F (xT ), Bt〉.
In order to obtain (2.10) from (2.9), let us assume
(B.2) xt := Gt(z), bt := σ(Gt(z)), F (xt, t) := σ(xt) = σ(Gt(z)).
Then
(B.3) ∂1 F (xt, t) = σ
′(Gt(z)),
and
(B.4)
T∫
0
σ(Gt(z)) d
SBt =
T∫
0
σ(Gt(z)) d
ItôBt +
1
2
T∫
0
σ(Gt(z))σ
′(Gt(z))dt.
It is enough now to add
T∫
0
δ(Gt(z))dt to both parts to obtain the right-hand sides of the
integral forms of (2.10) and (2.9).
We also use in this paper that
B˜T˜ :=
T˜∫
0
λ˙
1
2
t˜
dItôBλt˜ =
λT˜∫
0
λ˙
1
2
λ−1t
dItôBt
has the same law as BT˜ for any monotone and continuously differentiable function
λ: [0, T˜ ]→[0, T ]. In differential form this relation becomes
(B.5) dItô B˜t˜ = λ˙
1
2
t˜
dItôBλt˜ .
We need to reformulate relation (B.5) in the Stratonovich form. Let now λ satisfy
(B.6) dS λ˙t˜ = at˜dt˜+ bt˜ d
S B˜t˜.
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T˜∫
0
dS B˜t˜ =
T˜∫
0
dItô B˜t˜ =
λT˜∫
0
λ˙
1
2
λ−1t
dItôBt =
λT˜∫
0
λ˙
1
2
λ−1t
dSBt − 1
2
〈λ˙
1
2
T˜
, BλT˜ 〉 =
=
T˜∫
0
λ˙
1
2
t˜
dSBλt˜ −
1
2
〈λ˙
1
2
T˜
,
T˜∫
0
λ
− 1
2
t˜
dB˜t˜〉 =
T˜∫
0
λ˙
1
2
t˜
dSBλt˜ −
1
2
T˜∫
0
1
2
λ˙
− 1
2
t˜
bt˜λ˙
− 1
2
t˜
dt˜ =
=
T˜∫
0
λ˙
1
2
t˜
dSBλt˜ −
1
4
T˜∫
0
bt˜
λ˙t˜
dt˜.
We conclude that
(B.7) dS B˜t˜ = λ˙
1
2
t˜
dSBλt˜ −
1
4
bt˜
λ˙t˜
dt˜.
References
[1] S. Albeverio, J. Jost, S. Paycha, and S. Scarlatti, A Mathematical introduction to string theory:
variational problems, geometric and probabilistic methods, Cambridge Univ. Press, London, 1997,
144 pp.
[2] M. Bauer and D. Bernard, CFTs of SLEs: the radial case, Phys. Lett. B 583 (2004), no. 3–4,
324–330.
[3] M. Bauer and D. Bernard, Conformal transformations and the SLE partition function martingale,
Ann. Henri Poincaré 5 (2004), no.2, 289–326.
[4] M. Bauer and D. Bernard, 2D growth processes: SLE and Loewner chains, Phys. Rep. 432 (2006),
no. 3-4, 115–221.
[5] M. Bauer, D. Bernard, and J. Houdayer, Dipolar stochastic Loewner evolutions, J. Stat. Mech.
Theory Exp. (2005), no. 3, P03001, 18 pp.
[6] A. A. Belavin, A. M. Polyakov, and A. Zamolodchikov, Infinite conformal symmetry in two-
dimensional quantum field theory, Nucl. Phys. B 241 (1984), no. 2, 333–380.
[7] L. D. Faddeev and A. A. Slavnov, Gauge fields. Introduction to quantum theory, Frontiers in
Physics, 83. Addison-Wesley Publishing Company, Advanced Book Program, Redwood City, CA,
1991, 217 pp.
[8] R. Friedrich and W. Werner, Conformal restriction, highest-weight representations and SLE, Comm.
Math. Phys. 243 (2003), no. 1, 105–122.
[9] C. W. Gardiner, Stochastic methods: A handbook for the natural and social sciences, Springer Series
in Synergetics, Springer-Verlag Heidelberg New York, 2009, 447 pp.
[10] I. M. Gel’fand and N. Ya. Vilenkin, Generalized functions, IV: Some applications of harmonic
analysis, Fizmatgiz, Moscow, 1961; Engl. transl.: Academic Press, New York, 1964.
[11] I. Gruzberg, Stochastic geometry of critical curves, Schramm-Loewner evolutions and conformal field
theory, J. Phys. A 39 (2006), no. 41, 12601–12655.
[12] T. Hida and S. Si, Lectures on white noise functionals, World Sci. Pub. Co., 2008, 266 pp.
[13] G. Ivanov, A. Tochin, and A. Vasil’ev, General slit Löwner chains, arXiv: 1404.1253 [math.CV],
2014, 44 pp.
[14] G. Ivanov and A. Vasil’ev, Löwner evolution driven by a stochastic boundary point, Anal. Math.
Phys. 1 (2011), no. 4, 387–412.
[15] G. Ivanov, N.-G Kang, and A. Vasil’ev, Slit Holomorphic stochastic flows and gaussian free field,
Complex Anal. Oper. Theory 10 (2016), no. 7, 1591–1617.
[16] K. Izyurov and K. Kytölä, Hadamard’s formula and couplings of SLEs with free field, Prob. Theory
and Related Fields 155 (2013), no. 1–2, 35–69.
[17] N.-G Kang, Conformal field theory of dipolar SLE(4) with mixed boundary condition, J. Korean
Math. Soc. 50 (2013), No. 4, pp. 899–916.
[18] N.-G. Kang and N. G. Makarov, Gaussian free field and conformal field theory, Astérisque, (353),
2013, 136 pp.
[19] N.-G. Kang and N. Makarov, Radial SLE martingale-observables, arXiv: 1208.2789 [math.PR], 2012,
to be revised.
[20] N.-G. Kang and H.-J. Tak, Conformal field theory of dipolar SLE with the Dirichlet boundary con-
dition, Anal. Math. Phys., 3 (2013), no. 4, 333–373.
48 ALEXEY TOCHIN AND ALEXANDER VASIL’EV
[21] N.-G. Kang, N. Makarov, and D. Zhan, In preparation.
[22] N. V. Krylov, Controlled diffusion processes, Stochastic Modelling and Applied Probability, 14.
Springer-Verlag, Berlin, 2009, 308 pp.
[23] J. Miller and S. Sheffield, Imaginary Geometry I: Interacting SLEs, arXiv: 1201.1496 [math.PR],
154pp.
[24] A. Pietsch, Nuclear locally convex spaces, Ergebnisse der Mathematik und ihrer Grenzgebiete. 2.
Folge 66. Berlin, New York: Springer-Verlag, 1972, 196 pp.
[25] Ph. E. Protter, Stochastic integration and differential equations, Stochastic Modelling and Applied
Probability 21, 2nd Ed., Springer-Verlag Berlin Heidelberg, 2005, 415 pp.
[26] O. Schramm and S. Sheffield, Harmonic explorer and its convergence to SLE4, Ann. Probab. 33
(2005), no. 6, 2127–2148.
[27] O. Schramm and D. B. Wilson, SLE coordinate changes, New York J. Math. 11 (2005), 659–669.
[28] M. Schottenloher, A mathematical introduction to conformal field theory, Second edition. Lecture
Notes in Physics, 759. Springer-Verlag, Berlin, 2008, 249 pp.
[29] S. Sheffield, Conformal weldings of random surfaces: SLE and the quantum gravity zipper, Ann.
Probab. 44 (2016), no. 5, 3474–3545.
[30] B. Øksendal, Stochastic Differential Equations: An introduction with applications, Springer-Verlag
Heidelberg New York, 2003, 352 pp.
Department of Mathematics, University of Bergen, P.O. Box 7803, Bergen, N-5020,
Norway
E-mail address: alexey.tochin@gmail.com
E-mail address: alexander.vasiliev@math.uib.no
