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We discuss the t–J–U model in the mean-field approximation. The role of spin-exchange coupling
J and the second nearest hopping t′ are examined in the context of the coexistence of supercon-
ductivity (SC) and antiferromagnetism (AF). Stability of the phases is studied with respect to
temperature. The coexistence region exists for the sufficiently large Coulomb repulsion (U > Ucr),
and in the vicinity of the half-filled band (hole doping δ < δcr). The critical hole doping is relatively
small (δcr ≈ 0.006 for J/∣t∣ = 1/3) and linear with respect to J . The decrease of Ucr is proportional
to J , except the limit of small J (J/∣t∣ < 0.03), where Ucr grows rapidly with decreasing J . The
effect of the second nearest hopping is limited – the phase diagram does not change in a qualitative
manner when the t′ value is changed. In the limit of T → 0, SC phase is stable even for large
hole-doping (such as δ = 0.5). Additional paramagnetic (PM) phase appears for large δ or small
U at non-zero temperature. When temperature increases, both SC and AF+SC phase regions are
reduced.
PACS numbers: 71.27.+a, 74.25.Dw, 74.72.Gh
I. INTORDUCTION
One of the basic models for high-temperature super-
conductors and correlated systems is t–J model, which
can be derived from the Hubbard model in the limit of
large Coulomb repulsion U [1, 2]. In the simplest version
the t–J model has the form [1–4]Hˆt−J = ∑
i≠j, σ Pˆ0 tij cˆ†iσ cˆjσ Pˆ0+∑
i≠j Jij Pˆ0 (Sˆi ⋅ Sˆj − 14 nˆinˆj) Pˆ0,
(1)
where tij is the hopping integral, Jij ≡ 4t2ij/U is the
kinetic-exchange integral, and Pˆ0 = ∏i(1 − nˆi↑nˆi↓) is the
Gutzwiller projector operator eliminating the double site
occupancies. Sometimes, for simplicity, the term 1
4
nˆinˆj is
neglected (cf. discussion of the term’s relevance in Ref. 5,
Chap. 9).
For Hubbard model, the energy cost for two electrons
residing on the same site is equal to U , hence in the
limit of U → +∞ (which was assumed when deriving the
t–J model [1]), the double occupancies are prohibited.
It is realized through the projector Pˆ0 which eliminates
them. Alternatively, interaction term of the Hubbard
type, U ∑i nˆi↑nˆi↓, can be added to the Hamiltonian (1)
explicitly. In such situation and for sufficiently large U ,
the energy of the double occupancies is high so that they
effectively are not present in the system. In effect, the
projector Pˆ0 can be omitted (cf. e.g. Ref. 6, where such
approach was formulated).
However, one could argue, that e.g. for the cuprates,
the term proportional to Jij does not only reflect the ki-
netic exchange interactions of d-holes in the Cu plane,
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but also incorporates effects of the Cu-O hybridization,
hence the Jij ≡ 4t2ij/U identity is no longer valid [7]. Fur-
thermore, the Cu-O hybridization can reduce the cost of
double occupancy, and the requirement of large U may
no longer be necessary. Thus, the enlarged Hamiltonian
becomes effective and all three parameters, tij , Jij , and
U , can now be treated as independent parameters. This
can be regarded, as rationale for introducing the t–J–U
model.
The t–J–U model was extensively studied by Zhang
[8], Gan [9, 10], and Bernevig [11]. However, no anti-
ferromagnetic order was considered in those works [12].
Recently, we have covered the topic (cf. Ref. 13) and
we have found that in the t–J–U model for sufficiently
large U , a coexistence of antiferromagnetism and super-
conductivity (AF+SC) appears, but only in a very lim-
ited hole-doping (close range to the half-filled band). The
present article is an extension of the previous work [13].
The model is refined to consider also the second nearest-
neighbor hopping.
The structure of this paper is as follows: in Sec. II the
model is defined, as well as the approximations leading to
the effective single-particle Hamiltonian. In Sec. III the
details of the solving procedure are provided. Results and
discussions are presented in Secs. IV and V, respectively.
II. THE MODEL AND THE EFFECTIVE
SINGLE-PARTICLE HAMILTONIAN
The starting Hamiltonian for t–J–U model has the
form [8–10]
Hˆ = ∑
i≠j, σ tij cˆ
†
iσ cˆjσ +∑
i≠j Jij Sˆi ⋅ Sˆj +U∑i nˆi↑nˆi↓, (2)
where tij denotes the hopping term, Jij the spin-
exchange coupling, U the on-site Coulomb repulsion,
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2cˆ†iσ (cˆiσ) are creation (annihilation) operators of an elec-
tron on site i and with spin σ; nˆiσ ≡ cˆ†iσ cˆiσ denotes elec-
tron number operator, Sˆi ≡ (Sˆxi , Sˆyi , Sˆzi ) spin operator.
In the fermion representation Sˆσi ≡ 12(Sˆxi + σSˆyi ) = cˆ†iσ cˆiσ,
while Sˆzi = 12(nˆi↑ − nˆi↓).
Here, we consider a two-dimensional, square lat-
tice. This is justified since cuprates have a quasi two-
dimensional structure. We assume that Jij ≡ J/2 if i,
j indicate the nearest neighbors, and Jij = 0 otherwise.
We restrict hopping to the first (t) and the second near-
est neighbors (t′). We use the Gutzwiller approach (GA)
[14, 15] to obtain an effective single-particle Hamiltonian.
Specifically, to calculate the average ⟨Hˆ⟩ ≡ ⟨Ψ ∣ Hˆ ∣ Ψ⟩,
the form of ∣Ψ⟩ has to be known. We are assuming that∣Ψ⟩ ≈ ∣ΨG⟩ ≡ PˆG∣Ψ0⟩ = ∏i (1 − (1 − g)nˆi↑nˆi↓)∣Ψ0⟩, where
g is a variational parameter and ∣Ψ0⟩ is a single-particle
wave function. Note, that for g = 0 the projector cuts off
all states with double occupation (two electrons on one
site), while for g = 1 we have simple ∣ΨG⟩ = ∣Ψ0⟩. In GA,
we assume that⟨ΨG ∣H ∣ ΨG⟩⟨ΨG ∣ ΨG⟩ = ⟨Ψ0 ∣ Hˆeff ∣ Ψ0⟩ ≡ ⟨Hˆeff⟩0, (3)
where
Hˆeff = t ∑⟨i,j⟩,σ giσgjσ (cˆ†iσ cˆjσ +H.c.)+ t′ ∑⟨⟨i,j⟩⟩,σgiσgjσ (cˆ†iσ cˆjσ +H.c.)+ J ∑⟨i, j⟩, σ gsi gsj Sˆi ⋅ Sˆj +U∑i nˆi↑nˆi↓, (4)
where ∑⟨i,j⟩ and ∑⟨⟨i,j⟩⟩ denotes summation over all
unique pairs of first and second nearest neighbors, H.c.
is the Hermitian conjugation, and giσ, gsi are renormal-
ization factors [16, 17]
giσ =√gsi ⎛⎝
√(1 − niσ¯)(1 − n + d2)
1 − niσ +
√
niσ¯ d2
niσ
⎞⎠ , (5)
gsi = n − 2d2n − 2niσniσ¯ , (6)
with n ≡ ⟨nˆi↑ + nˆi↓⟩0, d2 ≡ ⟨nˆi↑nˆi↓⟩0, and
niσ ≡ ⟨cˆ†iσ cˆiσ⟩0 ≡ 12 (n + σeiQ⋅Rim) , (7)
where m is (bare) sublattice magnetization per site, Q ≡(pi, pi), and Ri is the position vector of site i. We divide
the lattice into two sublattices, A where on average the
spin is up, and B where on average is down (cf. Fig. 1).
Thus ni∈A,σ ≡ 12 (n + σm), and ni∈B,σ ≡ 12 (n − σm).
We define average hopping amplitude for the first and
the second nearest neighbors (1st and 2nd n.n.) as
χijσ ≡ ⟨cˆ†iσ cˆjσ⟩0 ≡ { χ for 1st n.n.,χS + σeiQ⋅RiχT for 2nd n.n., (8)
Figure 1. (Color online) Schematic interpretation of χ, χAA
and χBB (left panel) and ∆A and ∆B (right panel). To con-
sider antiferromagnetism in the system, we can divide the
lattice into two sublattices, A where in average the spin is up,
and B where in average is down. Thus χ denotes hopping be-
tween sites belonging to sublattices A and B, while χAA and
χBB hopping within one sublattice (A or B respectively); ∆A
denotes pairing of majority spins (up from sublattice A and
down form B), and ∆B pairing of minority spins (up from B
and down from A).
where χ ≡ χAB denotes hopping between sublattices A
and B (or vice versa, cf. left panel in Fig. 1); χS ≡
1
2
(χAA + χBB) and χT ≡ 12(χAA − χBB), where χAA and
χBB denotes hopping within one sublattice. We define
also the electron pairing between nearest neighbors as
∆ijσ ≡ ⟨cˆiσ cˆjσ¯⟩0 = −τij (σ∆S + eiQ⋅Ri∆T ) , (9)
where τij ≡ 1 for j = i ± xˆ, and τij ≡ −1 for j = i ± yˆ to
ensure d-wave symmetry. ∆S ≡ 14 (∆A +∆B +H.c.) and
∆T ≡ 14 (∆A −∆B +H.c.), cf. right panel in Fig. 1. We
assume that all the above averages: χ, χS , χT , ∆S , and
∆T , are real. Finally, we are able to calculate the average
W ≡ ⟨Hˆ⟩0, which has the form
W
Λ
= 8gttχ + 4gmaxt′ t′χS + 4gmint′ t′χS
+ gsJ (−1
2
m2 − 3χ2 − 3∆2S +∆2T) +Ud2, (10)
where the renormalization factors gt ≡ gi∈Aσgj∈Bσ, gmaxt′ ≡
gi∈A↑gj∈A↑, gmint′ ≡ gi∈A↓gj∈A↓, and gs ≡ gsi∈Agsj∈B .
III. STATISTICALLY-CONSISTENT
GUTZWILLER APPROXIMATION
To determine the stable phases and their character-
istics (sublattice magnetization, SC gap, etc.) we con-
struct the grand potential functional, which we next min-
imize with respect to all parameters. However, to ensure
that the averages calculated in a self-consistent manner
are equal to those obtained variationally, we first use the
so-called Statistically-consistent Gutzwiller Approxima-
tion (SGA) (cf. introduction to SGA [18], and examples
of its use in the context of the t–J model [19, 20], the t–J–
U model [13], the Anderson–Kondo lattice model [21, 22],
the extended Hubbard models [23–25], or the liquid 3He
[26]). Here, we impose constraints on each average, which
3is present in Eq. (10). Hence, our effective Hamiltonian
takes the form
Kˆ =W − ∑⟨i,j⟩,σ (λχijσ (cˆ†iσ cˆjσ − χijσ) +H.c.)− ∑⟨⟨i,j⟩⟩,σ (λχijσ (cˆ†iσ cˆjσ − χijσ) +H.c.)− ∑⟨i,j⟩ (λ∆ijσ (cˆiσ cˆjσ¯ −∆ijσ) +H.c.)−∑
iσ
(λniσ (nˆiσ − niσ)) − µ∑
iσ
nˆiσ, (11)
where we have also introduced the chemical potential
term −µ∑iσ nˆiσ. Symbols {λi} stand for Lagrange mul-
tipliers, having the same form as the corresponding to
them averages, namely
λniσ = 12 (λn + σeiQ⋅Riλm) , (12a)
λχijσ ≡ { λχ for 1st n.n.,λχS + σeiQ⋅RiλχT for 2nd n.n., (12b)
λ∆ijσ = −τij (σλ∆S + ieiQ⋅Riλ∆T ) . (12c)
In the next step we diagonalize the grand Hamiltonian Kˆ
and construct the grand potential functional F = − 1
β
lnZ,
where β = 1/kBT , and Z = Tr(e−βKˆ). The minimization
conditions for determining all quantities and Lagrange
multiplies are
∂F
∂Ai
= 0, ∂F
∂λi
= 0, ∂F
∂d
= 0. (13)
where {Ai} denote here all 7 averages: χ, χS , χT , ∆S ,
∆T , n, and m, while {λi} denote all Lagrange multipli-
ers λχ, λχS , λχT , λ∆S , λ∆T , λn, and λm. The system
of equations is solved self-consistently. To determine the
stability of physical phases, free energy has to be calcu-
lated according to the prescription
F = F0 +Λµn, (14)
where F0 is the value of the grand potential functionalF at minimum, and Λ is the number of lattice sites.
IV. RESULTS
The numerical calculations were carried out using
GNU Scientific Library (GSL) [27] for a two dimensional,
square lattice of Λ = 512×512 size, and unless stated oth-
erwise, t = −1, J = ∣t∣/3, and β∣t∣ = 1500 (it was checked
that for such large β ≡ 1/kBT we have effectively T = 0).
Here, χ, χS , χT , ∆S , ∆T , and m are bare aver-
ages. Renormalized by a proper Gutzwiller factors, they
become order parameters of the corresponding phases.
Thus: χc ≡ gtχ, χcS ≡ gt′χS , χcT ≡ gt′χT , ∆cS ≡ g∆∆S ,
∆cT ≡ g∆∆T , and mc = gmm, where (cf. Eqs. (5) and (6)),
gt ≡ gi∈Aσgj∈Bσ, gt′ ≡ 12(gi∈A↑gj∈A↑ + gi∈A↓gj∈A↓), g∆ ≡
1
2
(gi∈A↑gi∈B↓ + gi∈A↓gi∈B↑), and gm ≡ gsi∈Agsj∈B .
Figure 2. The AF+SC coexistence region for t′ = 0, T = 0,
and different values of the the exchange coupling J (in units
of t).
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Figure 3. In the left panel, the effect of the spin-exchange
coupling J on the critical hole doping (δcr). In the right
panel, the effect of J on the critical relative Coulomb repulsion
(Ucr). Note, that δcr(J) is quasi-linear in the whole range of
the tested parameter, while for Ucr(J) we observe non-linear
behavior for J/∣t∣ < 0.03 (cf. the inset in the right panel).
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Figure 4. (Color online) In the panels a), b), c), selected order
parameters as a function of doping δ are presented. Note,
that ∆T ≠ 0 only if mc ≠ 0. In the panel d), the optimal
doping for a singled SC gap (∆cS) is shown, as a function of
the exchange coupling J , in U → +∞ limit (red line). The
black line is a numerical fit, f(x) = 0.298(1)x0.5.
4Figure 5. Significance of the second nearest neighbors hop-
ping. Values of t′ are given in units of t. The presence of t′
does not change the AF+SC range in qualitative manner.
A. Results for t–J–U model, for t′ = 0
In the limit of the low temperature (T → 0, i.e.
β → +∞) the SC phase is stable for any value of δ > 0,
U > 0, or J > 0. For sufficiently large Coulomb repulsion
(U > Ucr) and for small hole doping (δ < δcr), a coexis-
tent AF+SC phase can be found (cf. Fig. 2). For δ = 0
and for U > Ucr we obtain the Mott insulating state. For
δ = 0 and U < Ucr electrons can have double occupancies
(d2 ≠ 0) and the superconducting pairing is maintained
(such a feature in literature is called the gossamer super-
conductivity [28]).
The influence of the spin-exchange coupling J on the
range of the coexistence region AF+SC was examined.
δcr is a linear function of of J (cf. the left panel in Fig. 3),
while the critical Coulomb repulsion Ucr has non-linear
behavior for J/∣t∣ < 0.03 (the value of Ucr grows rapidly
when J decrease, cf. the right panel in Fig. 3).
For U → +∞ we reproduce the results of the t–J model.
As was checked, even for not too large U the convergence
to t–J model results is sufficient. For instance, for U = 30
our results match those for the t–J model (so the limit
U = +∞) within less than 1% error, and for U = 100
within an error of less than 0.1%. In Figure 4 in panels
a), b), c), the correlated states χc, ∆cS , ∆cT , mc, and d2
are presented for U = 100 and β∣t∣ = 1500 (effectively U =+∞ and T = 0). Note, that the staggered component of
the superconducting gap (∆T ) is very small and appears
only when mc ≠ 0, i.e., in the AF+SC phase. However,
∆T value is very small when compared to value of ∆S
(there is ∆cT /∆cS < 10−4), thus its effect can be practically
neglected [29].
In the last panel d) in Fig. 4 we show (red line) the
optimal doping δop for singled SC gap (∆cS) as a function
of J . The black line in the panel is a function f ∼√J/∣t∣,
numerically fitted to the data.
Figure 6. The effect of the temperature (meassured in units
of ∣t∣) on the stability of SC phase in t–t′–J–U model (t = −1,
t′ = 0.25). The dashed lines correspond to the range of SC
phase for β = 500 (T ∼ 5–12 K), β = 100 (25–60 K), β = 50
(50–120 K), β = 20 (130–290 K), β = 10 (250–580 K), β = 8
(320–720 K), β = 6 (420–1000 K).
B. A significance of the second nearest neighbors
hopping t′
The influence of the second nearest neighbors hopping
term t′ is exhibited in Fig. 5. Note, that the critical
Coulomb repulsion for AF+SC phase (Ucr) is practically
independent on the value of t′ (it was checked, Ucr(t′ = 0)
and Ucr(t′ = 1) differ about 1%). The critical doping
(δcr) is more susceptible to the value of t′, but note that
the typical value of the t′ ranges from −0.1t to −0.5t (cf.
Ref. 30, Chap. 7.1.2), and in such a range δcr changes
only about 10%.
C. Non-zero temperatures
In the limit of the zero temperature, for small U or/and
large δ, the value of the SC order parameter ∆cS is small,
but still nonzero. Increasing the temperature (decreasing
the parameter β), the paramagnetic (PM) phase appears
in region where the order parameter of SC phase was
weak (cf. Fig. 6). For large T (small β), the range of the
SC phase is reduced to the vicinity of the Mott-insulator
phase (δ ≳ 0, and U > Ucr).
The measured value of the hopping term t for the
cuprates ranges from 0.22 eV to 0.5 eV (cf. Ref. 30, Chap.
7.1.2). Hence the β∣t∣ = 1500 corresponds to the temper-
ature 2–4 K, β∣t∣ = 500 to 5–12 K, β∣t∣ = 100 to 25–60 K,
β∣t∣ = 50 to 50–120 K, β∣t∣ = 20 to 130–290 K, β∣t∣ = 10 to
250–580 K, β∣t∣ = 8 to 320–720 K, β∣t∣ = 6 to 420–1000 K.
V. CONCLUSIONS
In this work, the t–t′–J–U model was studied in the
SGA scheme which plays the role of the mean-field ap-
5proximation. In the limit of the zero temperature, three
phases were found: superconductivity (SC), coexistent
antiferromagnetic-superconducting state (AF+SC), and
the Mott-insulating phase (for the half filling). The
AF+SC phase exists only for sufficiently large Coulomb
repulsion (U > Ucr) and for small hole doping (δ < δcr).
We have shown how the range of AF+SC coexistence
varies with J and t′. The impact of J was significant,
both for Ucr and for δcr. However, the impact of t′ was
much smaller and in the range of physical values (for
cuprates t′ ∼ 0.1–0.5∣t∣), it can be marginal.
The impact of the non-zero temperatures was tested.
For T > 0, additionally to SC and AF+SC phases, a para-
magnetic phase (normal phase) appears. The ranges of
SC and AF+SC phases decrease with the temperature,
but they remain stable even for relatively high tempera-
ture (∼1000 K). Such results, contradictory to the experi-
ments, can be explained by the used method (the saddle-
point method) and approximations used (the mean-field
and the Gutzwiller approximation). To study more ac-
curately the stability of the phases, more sophisticated
method should be used (cf. e.g. the diagrammatic ex-
pansion for Gutzwiller-wave functions (DE-GWF) [31]).
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