In Eq. (3), K represents the number of "relevant microana-94 lyzers" [11] with equal sensitivity to the stimuli, and M − K 95 represents the number of "irrelevant" microanalyzers with no 96 sensitivity to the stimuli. Microanalyzers are conveniently as-97 sumed to be individual neurons or pools of neurons with sim-98 ilar receptive fields. The output from each microanalyzer 99 contains an independent sample of noise that can be assumed 100 to be Gaussian. Consequently, microanalyzer output can be 101 described in terms of the Gaussian CDF :
106 Random variables N , S, and I are described in Section 2.D, 107 below.
108 D. Power-Law Transduction 109 We have adapted Dosher and Lu's [12] parameterization for the 110 relationships between μ X , σ X , and the stimulus. In the absence Output variances can be described as the sum of two indepen-124 dent sources of internal noise. "Multiplicative noise" grows 125 with the expected signal μ X ; "additive noise" does not. Since 126 multiplicative noise and additive noise are assumed to be 127 independent, their variances sum
128 where N a is the standard deviation of the internal, additive 129 noise (an arbitrary constant greater than 0) and N m is also 
where G 0 x; μ; σ is the density defined by the derivative of the 172 Gaussian CDF defined in Eq. (4). Where necessary, these 173 integrals were computed numerically. 
246
The methods were very similar to those used by Solomon 247 [3] , whose experienced observers did not produce evidence of a giving the noise a spectral density of 3 × 10 −7 deg 2 s. 273 Four types of trial were randomly interleaved: detection, dis-274 crimination, detection in noise, and discrimination in noise.
275
Each trial was initiated with a key press. Observers were allowed 276 to respond (with another key press) after 1.0 s. On noise trials, lation. It is perhaps noteworthy that these were also the only 364 three observers for whom, on day 1, estimated lapse rates were 365 too high (more than 25%) for adequate constraint of parameter 366 values. In only one other instance (MP, day 2) did lapse rate (an elevation of ∼7 dB, on average) is much smaller than that 400 predicted by our model (an elevation of ∼16 dB ), given the 1 and day 5) and A a decreased from 1.28 to 1. F8:1 Fig. 8 . More values for threshold and slope from Weibull fits to simulated data from detection and detection-in-noise conditions. Each group of F8:2 four panels (a)-(d), (e)-(h), and (i)-(l) has the same arrangement as Fig. 2 . In panels (a)-(d), M was fixed at 100 (and γ was fixed at 1). In panels (e)- fitting Weibull functions (smooth curves). Error bars contain 95% confidence intervals, derived from the binomial distribution. 
