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Abstract
Boolean networks are a widely used qualitative approach for modelling and ana-
lysing biological systems. However, their application is restricted by the well
known state space explosion problem which means that modelling large-scale,
realistic biological systems is challenging. In this paper we set out to facilitate
the construction and analysis of large scale biological models by developing a
formal framework for the composition of Boolean networks. The compositional
approach we present is based on merging entities between Boolean networks
using a binary Boolean operator and we formalise the preservation of behaviour
under composition using a notion of compatibility. We investigate characterising
compatibility in terms of the composed models by developing a trace alignment
property. In particular, we use a formalisation of the interference that can occur
in a composed model to dene an extended trace alignment property that we
show completely characterises compatibility.
Keywords: Boolean network, model composition, behaviour preservation,
interference
1. Introduction
Qualitative modelling techniques have become increasingly important in bi-
ology as the basis for developing formal techniques and tools for modelling,
analysing and synthesizing biological systems [1, 2]. Boolean networks [3, 4]
are a widely used qualitative approach based on representing the state of each
biological entity (e. g. genes, proteins and other chemical signals) abstractly as
a Boolean value, where 1 represents the entity is active and 0 that it is inactive.
Entities then interact to regulate their states based on predened nextstate
functions and the resulting dynamic behaviour gives rise to attractor cycles
that can then be associated with biological phenomena. Entities can update
their state either synchronously, where the state of all entities is updated simul-
taneously, or asynchronously, where entities update their state independently.
Boolean networks have been shown to allow a range of interesting biologi-
cal analysis to be performed and have been widely considered in the literature
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(for example, see [5, 6, 7, 8, 2]). It seems clear that they have an important
role to play in advancing our understanding and engineering capability of com-
plex biological systems. However, one important issue that limits the scalable
application of Boolean networks is the wellknown state space explosion pro-
blem which means that modelling and analysing large-scale, realistic biological
systems is challenging.
In this paper we set out to facilitate the construction and analysis of large
scale biological models by developing a formal framework for the composition
of (synchronous) Boolean networks. The compositional approach we present is
based on composing Boolean networks by merging entities using a binary Bool-
ean operator (there are 16 such binary Boolean operators to choose from [9]).
We consider what it means to preserve the underlying behaviour of Boolean
networks in a composed model and introduce the notion of compatibility to for-
malise this concept. It turns out that the compatibility property is problematic
to check as it references the behaviour of the composed model and so we deve-
lop the alignment property which is able to predict whether the composition of
Boolean networks is compatible based only on their individual behaviour. We
show formally that the alignment property is sucient to ensure compatibility
when the underlying Boolean operator being used is idempotent and illustrate
its application by presenting results about the compatibility of composing du-
plicate copies of a Boolean network.
While the alignment property is interesting it turns out that is not a neces-
sary property for compatibility and so does not completely characterise beha-
viour preservation. We therefore investigate extending the alignment property
by considering the behavioural interference that can occur when two Boolean
networks are composed. We formalise this interference using a labelled state
graph approach and then use this to dene an extended alignment property
called weak alignment. We show formally that weak alignment completely cha-
racterises compatibility when the underlying Boolean operator being used is
idempotent and therefore provides an important scalable means of checking be-
haviour preservation in composed models.
The compositional framework developed here is supported by a prototype
tool that automates the composition process and associated analysis.
We note that an initial version of this work which focused on the sucient
property of alignment appears in [10].
This paper is organized as follows. In Section 2 we provide a brief intro-
duction to Boolean networks. In Section 3 we develop a compositional frame-
work for Boolean networks and introduce the notion of compatibility to formalise
the preservation of behaviour under composition. In Section 4 we investigate
characterising compatibility and introduce the alignment property, a sucient
property for ensuring compatibility. In Section 5 we extend this alignment re-
sult to provide a complete characterisation of compatibility by modelling the
interference that can occur within a composed model. Finally, in Section 6 we

















Figure 1: Example of a Boolean network BNEx1 consisting of: (A) Wiring diagram; (B)
Equational denition of nextstate functions for BNEx1; (C) Synchronous state graph.
2. Boolean Networks
Boolean networks [3, 4] are a widely used qualitative modelling approach for
biological control systems (see for example [5, 6, 7, 8, 2]). In this section we
introduce the basic denitions for Boolean networks needed in the sequel and
provide illustrative examples.
A Boolean network consists of a set of regulatory entities G = {g1, ..., gn}
which can be in one of two possible states, either 1 representing the entity is
active (e. g. a gene is expressed or a protein is present) or 0 representing the
entity is inactive (e. g. a gene is not expressed or a protein is absent). The state
of each entity is regulated by a subset of entities in the Boolean network and we
refer to this subset as the neighbourhood of an entity (an entity may or may not
be in its own neighbourhood). An entity updates its state by applying a logical
nextstate function to the current states of the entities in its neighbourhood.
We can dene a Boolean network more formally as follows.
Denition 1. A Boolean Network BN is a tuple BN = (G,N,F ) where:
i) G = {g1, . . . , gn} is a non-empty, nite set of entities;
ii) N = (N(g1), . . . , N(gn)) is a tuple of neighbourhoods, such that N(gi) ⊆ G
is the neighbourhood of gi; and
iii) F = (F (g1), . . . , F (gn)) is a tuple of next-state functions, such that the
function F (gi) : B|N(gi)| → B denes the next state of gi.
As an example, consider the Boolean network BNEx1 = (GEx1, NEx1, FEx1)
dened in Figure 1. It consists of three entities GEx1 = {g1, g2, g3} with neig-
hbourhoods NEx1(g1) = {g2}, NEx1(g2) = {g1}, and NEx1(g3) = {g1, g2}. The
next-state functions FEx1 are dened equational in Figure 1.(B), where we use
[gi] to represent the next state of an entity gi.
A global state of a Boolean network BN with n entities is represented by a
tuple of Boolean states (s1, ..., sn), where si ∈ B represents the state of entity
gi ∈ BN . Note as a notational convenience we often use s1...sn to represent
a global state (s1, ..., sn). When the current state of a Boolean network is
clear from the context we allow gi to denote both the name of an entity and its
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corresponding current state. The state space of a Boolean network BN , denoted
SBN , is therefore the set of all possible global states SBN = B|G|.
The state of a Boolean network can be updated either synchronously [4, 11],
where the state of all entities is updated simultaneously in a single update step,
or asynchronously [12], where entities update their state independently. In the
following we focus on the synchronous update semantics which has received
considerable attention in the literature (see for example [3, 4, 5, 11, 13, 14]).
Given two states S1, S2 ∈ SBN , let S1 BN−−→ S2 represent a (synchronous) update
step such that S2 is the state that results from simultaneously updating the state
of each entity gi using its associated update function F (gi) and the appropriate
neighbourhood of states from S1. As an example, consider the global state 011
for BNEx1 (see Figure 1), where entity g1 = 0, g2 = 1, and g3 = 1. Then
011
BNEx1−−−−−→ 101 is an update step in BNEx1.
The sequence of global states through SBN from some initial state is called a
trace. Note that in the case of the synchronous update semantics such traces are
deterministic and innite. Given that the global state space is nite, this implies
that a trace must eventually enter a cycle, known formally as an attractor cycle
[4, 15]. Attractor cycles are important biologically where they are seen as repre-
senting dierent biological states or functions (e. g. dierent cellular types such
as proliferation, apoptosis and dierentiation [16]). We dene a nite canonical
representation for synchronous traces which species the innite behaviour of a
trace up to the rst repeated state as follows. Let S0 ∈ SBN be a global state
for BN . A trace is a list of global states σ(S0) = 〈S0, S1, . . . , Sn+1〉 such that:
i) Si
BN−−→ Si+1, for 0 ≤ i ≤ n;
ii) S0, . . . , Sn are unique states; and
iii) Sn+1 = Si for some i ∈ {0, . . . , n}.
The set of all traces Tr(BN ) = {σ(S) | S ∈ SBN } therefore completely cha-
racterizes the behaviour of a Boolean network BN under the (synchronous)
update semantics. For example, in BNEx1 (see Figure 1) the trace 011 BNEx1−−−−−→
101
BNEx1−−−−−→ 010 BNEx1−−−−−→ 101 BNEx1−−−−−→ ... is denoted by
σ(011) = 〈011, 101, 010, 101〉
It can be seen that BNEx1 has three attractors: two point attractors 〈000, 000〉
and 〈110, 110〉; and a cyclic attractor 〈101, 010, 101〉.
The behaviour of a Boolean network can be concisely represented by a state
graph in which the nodes are the global states and the edges are precisely the
synchronous update steps allowed. We let SG(BN ) = (SBN , BN−−→) denote the
state graph for a Boolean network BN under the synchronous trace semantics.
As an example, consider the synchronous state graph SG(BNEx1) for BNEx1
presented in Figure 1.(C).
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3. Compositional Framework
In this section we begin to develop our formal framework for composing
Boolean networks based on the idea of merging entities using a binary Boolean
connective (for example, conjunction). We consider what it means for the be-
haviour of an individual Boolean network in a composed model to be preserved










Figure 2: Pictorial representation of composing BN 1 and BN 2 to form a new Boolean network
C by merging entities g1 ∈ BN 1 and g2 ∈ BN 2 into a new entity gc.
In the sequel, let BN 1 = (G1, N1, F1) and BN 2 = (G2, N2, F2) be two
Boolean networks such that G1 = {g1, g11 , ..., g1n} and G2 = {g2, g21 , ..., g2m} are
disjoint sets of entities, for some n,m ∈ N. We let ⊙ represent an arbitrary
binary Boolean operator chosen from the 16 possible binary Boolean operators
available (see for example [9]).
We formally dene the composition of two Boolean networks BN 1 and BN 2
using ⊙ to merge the behaviour of entities (see Figure 2) as follows.
Denition 2. (Composition) Let C⊙ (BN 1,BN 2, g1, g2) denote the Boolean
network constructed by composing BN 1 and BN 2 on entities g1 and g2 using
⊙ dened as follows:
1. Entities: The nite set of entities G = (G1/{g1})∪ (G2/{g2})∪{gc}, where
gc denotes the new entity created by merging g1 and g2.





1/gc], if hi ∈ G1
N2(hi)[g
2/gc], if hi ∈ G2
N1(g
1)[g1/gc] ∪N2(g2)[g2/gc], if hi = gc
where S[f/e] represents set S with all occurrences of element f replaced by e.
3. Functions: For any hi ∈ G, the next-state function F (hi) is dened:
F (hi) =

F1(hi), if hi ∈ G1
F2(hi), if hi ∈ G2
F , if hi = gc
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Let N1(g1) = {l1, ..., lp} if g1 /∈ N1(g1), otherwise let N1(g1) = {g1, l1, ..., lp}.
Similarly, let N2(g2) = {k1, ..., kq} if g2 /∈ N2(g2), otherwise let N2(g2) =
{g2, k1, ..., kq}. Then we dene F : B|N(gc)| → B using four cases as follows:
i) If g1 /∈ N1(g1) and g2 /∈ N2(g2), then
F(l1, ..., lp, k1, ..., kq) = F1(g1)(l1, ..., lp)⊙ F2(g2)(k1, ..., kq);
ii) If g1 ∈ N1(g1) and g2 /∈ N2(g2), then
F(gc, l1, ..., lp, k1, ..., kq) = F1(g1)(gc, l1, ..., lp)⊙ F2(g2)(k1, ..., kq);
iii) If g1 /∈ N1(g1) and g2 ∈ N2(g2), then
F(gc, l1, ..., lp, k1, ..., kq) = F1(g1)(l1, ..., lp)⊙ F2(g2)(gc, k1, ..., kq);
iv) If g1 ∈ N1(g1) and g2 ∈ N2(g2), then
F(gc, l1, ..., lp, k1, ..., kq) = F1(g1)(gc, l1, ..., lp)⊙ F2(g2)(gc, k1, ..., kq).
In the sequel, we let gc denote the new entity created by merging g1 and g2







Figure 3: A second Boolean network example BNEx2 containing the wiring diagram, next
state equations, and state graph.
As an example, consider composing BNEx1 (Figure 1) and BNEx2 (Figure
3) on entities g1 and g4 using conjunction ∧. The resulting Boolean network
C∧ (BNEx1,BNEx2, g1, g4) is depicted in Figure 4.
We would like to be able to infer properties and behaviour of a composed
model from the underlying Boolean networks used in the composition. Being
able to do this would allow us to construct compositionally large Boolean net-
works with known properties and so help to address the limitations imposed by
the state space explosion problem.
The following denitions formalize the idea that the original behaviour of the
underlying Boolean networks can be preserved in their composition. We begin
by dening projection operators which are able to extract states and traces from
a composed system.
Denition 3. (Projections) Let C = C⊙ (BN 1,BN 2, g1, g2) be the new Bool-
ean network constructed by composing BN 1 and BN 2 on entities g1 and g2
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Figure 4: Boolean network C∧ (BNEx1,BNEx2, g1, g4) resulting from the composition of
BNEx1 and BNEx2 on entities g1 and g4 using conjunction ∧ (where the state order is
(gc g2 g3 g5)).
system. Then we dene the left P1 : SC → SBN1 and right P2 : SC → SBN2
projection operators by
P1(S) = (gc g11 ... g1n), P2(S) = (gc g21 ... g2m)
We can extend the projection operators to traces σ = 〈S1, S2, ...〉 ∈ Tr(C) by
P1(σ) = 〈P1(S1),P1(S2), ...〉, P2(σ) = 〈P2(S1),P2(S2), ...〉
and let P1(Tr(C)) and P2(Tr(C)) represent the sets of projected traces derived
by projecting each trace in Tr(C).
Note that projected traces may not be welldened traces in their correspon-
ding Boolean network, i. e. Pj(Tr(C)) ̸⊆ Tr(BN j) may hold, for j ∈ {1, 2}.
We are interested in situations where composing two Boolean networks pre-
serves their underlying trace behaviour and dene a notion of compatibility to
formalise this.
Denition 4. (Compatibility) Let C = C⊙ (BN 1,BN 2, g1, g2) be the Boolean
network resulting from composing BN 1 and BN 2 on entities g1 and g2 using
⊙. Then we say that BN 1 and BN 2 are compatible on g1 and g2 under ⊙ i
Tr(BN 1) ⊆ P1(Tr(C)) and Tr(BN 2) ⊆ P2(Tr(C)).
To illustrate the denition of compatibility consider composing BNEx1 and
BNEx2 using conjunction ∧ to produce C = C∧ (BNEx1,BNEx2, g1, g4) (see
Figure 4). Then examples of projected traces in P2(Tr(C)) (assuming state
order (gc g2 g3 g5)) will be
P2(〈0100, 1011, 0100〉) = 〈00, 11, 00〉 P2(〈0001, 0001〉) = 〈01, 01〉
P2(〈1001, 0100, 1011, 0100〉) = 〈11, 00, 11〉 P2(〈1100, 1100〉) = 〈10, 10〉
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It can be seen that Tr(BNEx1) ⊆ P1(Tr(C)) and Tr(BNEx2) ⊆ P2(Tr(C)) and
so we have that BNEx1 and BNEx2 are compatible on g1 and g4 under ∧.
Compatibility is important since it ensures that properties of the compo-
sed model can be inferred from the underlying models used in the composition
which are normally much smaller and so simpler to analyse. In particular, if
two Boolean networks are compatible then the behaviour they exhibit (such as
attractors) must be present in the composed model. Since a composed model
may extend the behaviour of its underlying models it does not allow the ab-
sence of behaviour to be veried. However, the work presented in Section 5 on
interference graphs and in particular, Theorem 5 provides a starting point for
addressing these types of negative properties.
Given a Boolean operator ⊙ which is commutative and associative, we can
show that the composition of Boolean networks under ⊙ is commutative and as-
sociative (see [10] for more detail). This result is important as it means that the
order in which multiple Boolean networks are composed under a commutative
and associative Boolean operator does not aect the resulting model.
4. Compatibility and Alignment
Compatibility is an important behavioural preservation property to consider
when composing Boolean networks but unfortunately it is dicult to check since
it refers to the full behaviour of the composed model. In this section we begin
to address this issue by investigating how to infer compatibility without using
the composed model. We formalise a trace alignment property which we show is
sucient for obtaining compatibility in a composed system. We use this result
to show that duplicate Boolean networks are compatible under composition of
corresponding entities.
For any Boolean network BN with entities G = {g1, ..., gn}, global state
S = (s1...sn) ∈ SBN and any entity gi ∈ BN we dene the state projection
Pgi(S) = si. Then Pgi(σ) denotes the projected trace of entity gi ∈ BN on
trace σ = 〈S1, S2, ...〉 ∈ Tr(BN ) dened by Pgi(σ) = 〈Pgi(S1),Pgi(S2), ...〉.
We let Pgi(Tr(BN )) = {Pgi(σ)| σ ∈ Tr(BN )}. As an example, consider pro-
jecting the traces of BNEx2 (Figure 3) on g4 which gives Pg4(Tr(BNEx2)) ={〈0, 1, 0〉, 〈0, 0〉, 〈1, 1〉, 〈1, 0, 1〉}.
We can now dene the property of alignment as follows.
Denition 5. (Alignment) Let BN 1 and BN 2 be two Boolean networks and
let g1 ∈ BN 1 and g2 ∈ BN 2. We say that BN 1 and BN 2 are aligned on g1 and
g2 i
Pg1(Tr(BN 1)) = Pg2(Tr(BN 2))
In the context of a composition C = C⊙ (BN 1,BN 2, g1, g2) we can dene the
merging of global states and traces as follows. Let S1 = (g1 g11 ... g
1
n) ∈ SBN1
and S2 = (g2 g21 ... g
2
m) ∈ SBN2. Then we dene S1 ⊙ S2 ∈ SC by merging
the state of g1 with g2, that is S1 ⊙ S2 = (g1 ⊙ g2 g11 ... g1n g21 ... g2m). Let
σ1 = 〈S11 , S12 , ...〉 ∈ Tr(BN 1) and σ2 = 〈S21 , S22 , ...〉 ∈ Tr(BN 2) be two traces.
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Then we dene σ1⊙σ2 = 〈S11⊙S21 , S12⊙S22 , ...〉. Note that for any σ1 ∈ Tr(BN 1)
and σ2 ∈ Tr(BN 2) we may have that σ1 ⊙ σ2 ̸∈ Tr(C).
Lemma 2. Let BN 1 and BN 2 be Boolean networks with G1 = {g1, g11 , ..., g1n}
and G2 = {g2, g21 , ..., g2m}. Let ⊙ be an idempotent binary Boolean operator and
let C = C⊙ (BN 1,BN 2, g1, g2). Let σ1 ∈ Tr(BN 1) and σ2 ∈ Tr(BN 2) such
that Pg1(σ1) = Pg2(σ2). Then we have:
i) σ1 ⊙ σ2 ∈ Tr(C); and
ii) P1(σ1 ⊙ σ2) = σ1 and P2(σ1 ⊙ σ2) = σ2.
Proof. Let σ1 = 〈S1, S2, ...〉 ∈ Tr(BN 1), σ2 = 〈T1, T2, ...〉 ∈ Tr(BN 2), and
suppose for any i we have Si = (si si1 ... s
i
n) and Ti = (t
i ti1 ... t
i
m). Then by
the assumption Pg1(σ1) = Pg2(σ2) we know si = ti and so since ⊙ is assumed
to be idempotent we have
si ⊙ ti = si = ti (I)
Then the proof for i) and ii) are straightforward based on (I) (see [10] for an
example of this proof based on using conjunction). 2
We can now prove that alignment is a sucient property for compatibility.
Theorem 3. Let BN 1 and BN 2 be two Boolean networks with g1 ∈ BN 1 and
g2 ∈ BN 2. Let ⊙ be an idempotent binary Boolean operator. Then if BN 1 and
BN 2 are aligned on g1 and g2 then BN 1 and BN 2 are compatible on g1 and g2
under ⊙.
Proof. Let C = C⊙ (BN 1,BN 2, g1, g2) and assume that BN 1 and BN 2 are
aligned on g1 and g2. By the denition of compatibility (Denition 4) we have
two properties to show:
i) Tr(BN 1) ⊆ P1(Tr(C)): For any σ1 ∈ Tr(BN 1) we know by the alignment
assumption above that there exists σ2 ∈ Tr(BN 2) such that Pg1(σ1) = Pg2(σ2).
It follows by Lemma 2.i) that σ1 ⊙ σ2 ∈ Tr(C). Then by Lemma 2.ii) we have
P1(σ1 ⊙ σ2) = σ1 and so σ1 ∈ P1(Tr(C)) as required.
ii) Tr(BN 2) ⊆ P2(Tr(C)): The proof follows along similar lines to i) above. 2
The above result provides a means of ensuring compatibility holds without
requiring the composed system to be considered. This is important since a
composed model will be larger and so more aected by the state space explosion
problem. Note that while alignment is a sucient condition for compatibility it
can be shown that it is not a necessary property for it. We consider this further
in the next section where we extend the alignment property to address this.
Two Boolean networks are said to be duplicates if they have the same struc-
ture and behaviour up to the renaming of entities (i. e. they are isomorphic). It
turns out that duplicate Boolean networks are always aligned on corresponding
entities (where corresponding is dened in the obvious way based on the under-
lying isomorphism) and therefore are compatible under an idempotent Boolean
operator. As an illustration, consider the example presented in Figure 5 based


















Figure 5: Composing two duplicate copies of BNEx1 on corresponding entities g1 and g4
using conjunction.
can therefore use the alignment property to formally show that duplicate Bool-
ean networks are always compatible when composed on corresponding entities
using an idempotent Boolean operator.
Theorem 4. Let BN 1 and BN 2 be two duplicate Boolean networks and let
g1 ∈ BN 1 and g2 ∈ BN 2 be corresponding entities. Let ⊙ be an idempotent
binary Boolean operator. Then BN 1 and BN 2 are compatible on g1 and g2
under ⊙.
Proof. Since BN 1 and BN 2 are duplicates it follows (assuming a correspon-
ding state order) that Tr(BN 1) = Tr(BN 2). Thus by Denition 5 we know
that BN 1 and BN 2 are aligned on corresponding entities g1 and g2. Since ⊙ is
assumed to be idempotent we therefore have by Theorem 3 that BN 1 and BN 2
are compatible on g1 and g2 under ⊙, as required. 2
5. Fully Characterising Compatibility
The alignment property is a sucient property for ensuring compatibility
but is limited as it does not completely characterise the compatibility property.
To illustrate this consider the counter example C∧ (BNEx1,BNEx3, g1, g4) (see
Figure 6.(B)), which is the Boolean network resulting from composing BNEx1
(Figure 1) and BNEx3 (Figure 6.(A)) on g1 and g4 using conjunction. It can be
seen that BNEx1 and BNEx3 are compatible on g1 and g4 under ∧. However,
BNEx1 and BNEx3 do not align on g1 and g4 since there is a trace 〈00, 00〉 ∈
Tr(BNEx1) whose projection Pg1(〈00, 00〉) = 〈0, 0〉 is not in Pg4(Tr(BNEx3)).
Therefore, we have that the alignment property is a sucient but not a neces-
sary property for compatibility.
In this section we extend the alignment property to provide a complete
characterisation of compatibility. We do this by considering the interference
that can occur to the behaviour of Boolean networks when they are composed.
We develop a labelled state graph approach to formalise this interference and
then use this to dene a new alignment property referred to as weak alignment.
We show that weak alignment completely characterises compatibility (i. e. it is
a sucient and necessary property for compatibility).
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Figure 6: A counter example which shows that alignment is not a necessary pro-
perty for compatibility. (A) The Boolean network BNEx3; and (B) Boolean network
C∧ (BNEx1,BNEx3, g1, g4) resulting from the composition of BNEx1 and BNEx3 on en-
tities g1 and g4 using ∧.
5.1. Labelled State Graphs
Recall that SG(BN ) = (SBN , BN−−→) is dened to be the state graph for a
Boolean network BN (see Section 2). Let Path(SG(BN )) denote the set of all
innite paths in the state graph SG(BN ). It is straightforward to see that under
the synchronous update semantics traces and innite paths are equivalent and
in the sequel we use these terms interchangeably.
Next we introduce the idea of a labelled state graph to allow the projection of
a Boolean network's behaviour on a subset of its entities (similar to the approach
used in the previous section for traces). Let BN be a Boolean network and let
L be any non-empty set of labels. Then any function L : SBN → L is termed a
state labelling function. Given an innite path α = S1, S2, ... ∈ Path(SG(BN ))
we dene L(α) = L(S1),L(S2), .... and
L(Path(SG(BN ))) = {L(α) | α ∈ Path(SG(BN ))}
We can now dene a labelled state graph as follows.
Denition 6. (Labelled State Graph) Let BN be a Boolean network and let
L : SBN → L be a state labelling function. Then we dene the labelled state
graph L(SG(BN )) by
L(SG(BN )) = (SBN , BN−−→,L)
11
We dene Path(L(SG(BN ))) = L(Path(SG(BN ))).
Let C = C⊙ (BN 1,BN 2, g1, g2) be the result of composing BN 1 and BN 2 on
g1 and g2 using ⊙. Then using the projection functions P1 : SC → SBN1
and P2 : SC → SBN2 dened in Section 3 we can extract the relevant be-
haviour from C corresponding to BN 1 and BN 2 by using the labelled state
graphs P1(SG(C)) and P2(SG(C)) respectively. As an example, consider C =
C∧ (BNEx1,BNEx2, g1, g4), the Boolean network resulting from the composi-
tion of BNEx1 and BNEx2 on entities g1 and g4 using conjunction (see Figure
4). Then the labelled state graph P1(SG(C)) shown in Figure 7 is the result of

































Figure 7: The labelled state graph P1(SG(C)) derived by applying the left projection P1 to
the state graph SG(C), where C = C∧ (BNEx1,BNEx2, g1, g4) (Figure 4). Note that each
node in P1(SG(C)) contains a bottom part representing the original global state (gc g2 g3 g5)
and a top part representing the projected state (gc g2 g3).
The equivalence between synchronous traces and innite paths in the state
graph means that we can dene compatibility and alignment properties in
terms of (labelled) state graphs. For example, it is straightforward to show
that two Boolean networks BN 1 and BN 2 are compatible on g1 and g2 under
⊙ i we have Path(SG(BN 1)) ⊆ Path(P1(SG(C))) and Path(SG(BN 2)) ⊆
Path(P2(SG(C))), where C = C⊙
(BN 1,BN 2, g1, g2). We also have that BN 1
and BN 2 align on g1 and g2 i we have
Path(Pg1(SG(BN 1))) = Path(Pg2(SG(BN 2))).
These denitions based on (labelled) state graphs provide a means of developing
ecient algorithms for checking the compatibility and alignment properties, and
we discuss this further in Section 6.
5.2. Modelling Interference using State Graphs
When two Boolean networks are composed by merging entities it is pos-
sible for the behaviour of the underlying models to experience interference re-
sulting in new behaviour. To illustrate this, consider C∧ (BNEx1,BNEx2, g1, g4)
(see Figure 4) and suppose the composed model is in global state 0111. Then
the underlying Boolean networks will want to make the following transitions:
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BNEx1−−−−−→ 101 and 01 BNEx2−−−−−→ 01. In other words, entity g1 in BNEx1 would
like to transition from state 0 to state 1 but entity g4 in BNEx2 would like to
transition 0 to 0. The merged entity gc will therefore transition to 0∧1 = 0 me-
aning that the underlying behaviour of BNEx1 has been interfered with. This
shows that when using conjunction interference will occur to the underlying
behaviour of a merged entity whenever it wants to transition to 1 but its mer-
ged counterpart wants to transition to 0. We can formalise this observation by
dening an interference set ∆ = {1} for conjunction.
For each of the 16 possible dierent binary Boolean operators we can identify
when interference can occur by considering their truth tables and identifying if
the value of an argument is preserved after applying the operator. This results
in a set of next state values ∆ ⊆ B which can be interfered with when using
a Boolean operator (for example, for conjunction we have ∆ = {1} and for
disjunction ∆ = {0} ). There are four such possible interference sets {}, {0},
{1} and {0, 1}. Note that since not all of the Boolean operators are commutative
the order (rst or second) of the Boolean network being composed can aect
the interference set and for this reason we normally provide two an interference
set for the rst Boolean network ∆1 and for the second ∆2. The above idea
is summarised in Table 1 where the interference sets for each possible binary
Boolean operator is presented.
A B
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
F AND AND! A !AND B XOR OR NOR XNOR !B OR! !A !OR NAND T
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
∆1 {1} {1} {1} {} {0, 1} {0, 1} {0, 1} {0} {0, 1} {0, 1} {0, 1} {0} {0, 1} {0, 1} {0, 1} {0}
∆2 {1} {1} {0, 1} {0, 1} {1} {} {0, 1} {0} {0, 1} {0, 1} {0, 1} {0, 1} {0, 1} {0} {0, 1} {0}
Table 1: The interference sets ∆1 (rst Boolean network) and ∆2 (second Boolean network)
for each of the 16 binary Boolean operators.
In order to formalise the possible interference behaviour that can occur be-
tween composed Boolean networks we extend a Boolean network's state graph
with additional edges representing interference. The idea is that whenever the
entity to be merged transitions to a state s that can experience interference
s ∈ ∆ then we add another edge to the state graph to represent that the transi-
tion could instead go to ¬s. This situation is depicted in Figure 8 based on the
interference example presented above for BNEx1 using conjunction.
We formalise this idea by dening an interference state graph as follows.
Denition 7. (Interference State Graph) Let BN be a Boolean network with






Figure 8: Example based on BNEx1 (Figure 1) which illustrates how interference ∆ = {1}
(conjunction) can be modelled by adding additional edges (dashed edge) to a Boolean net-
work's state graph.
interference state graph SGg,∆(BN ) for BN on g with interference ∆ by
SGg,∆(BN ) = (SBN , BN−−→
g,∆
)







BN−−→ ∪ E where
E = {((s s1 ... sn), (¬s′ s′1 ... s′n)) | (s s1 ... sn) BN−−→ (s′ s′1 ... s′n), s′ ∈ ∆}
To illustrate this denition, consider the interference state graph SGg1,∆(BNEx1)
depicted in Figure 9, where four new edges (given as dashed arrows) are needed
to capture the interference ∆ = {1} that can occur to the behaviour of BNEx1













Figure 9: Example illustrating how the interference state graph SGg1,∆(BNEx1) is derived
from the state graph SG(BNEx1) by adding edges (dashed arrows) to model the interference
on g1 that can occur during composition using conjunction (∆ = {1}).
Interestingly, it turns out that the interference state graph is able to capture
all the possible behaviours a Boolean network can have under composition. As
an example, consider Figure 10 which shows that all paths contained within the
projected state graph P1(SG(C∧ (BNEx1,BNEx2, g1, g4))) are also contained
in the interference state graph SGg1,∆(BNEx1). This observation is formally
proved in the following theorem.
Theorem 5. Let BN 1 and BN 2 be two Boolean networks, and let g1 ∈ BN 1,
g2 ∈ BN 2. Let C = C⊙
(BN 1,BN 2, g1, g2), and let ∆1 and ∆2 be the rst and
second interference sets for ⊙. Then we have:
i) Path(P1(SG(C))) ⊆ Path(SGg1,∆1(BN 1)); and

















P1(SG(C∧ (BNEx1,BNEx2, g1, g4))) SGg1,∆(BNEx1)
Figure 10: Example illustrating that the interference state graph SGg1,∆(BNEx1 ) contains
all the behaviour in the projected state graph P1(SG(C∧
(BNEx1,BNEx2, g1, g4))) (where
∆ = {1} represents the interference associated with conjunction).
Proof. i) Let β = S1, S2, ... ∈ Path(SG(C)). Then we need to show there
exists a path α ∈ Path(SGg1,∆1(BN 1)) such that P1(β) = α. It suces to




in the interference graph SGg1,∆1(BN 1). Let Si = (st si1 ... sin ti1 ... tim) ∈ SC ,
where st ∈ B is the state of the merged entity g1⊙g2. By denition of projection
we know
P1(Si) = (st si1 ... sin), and P2(Si) = (st ti1 ... tim)
Suppose that
(st si1 ... s
i
n)
BN 1−−−→ (si+1 si+11 ... si+1n ) (I)
(st ti1 ... t
i
m)
BN 2−−−→ (ti+1 ti+11 ... ti+1m ) (II)
Then it follows by Denition 2, (I) and (II) that
Si+1 = (s
i+1 ⊙ ti+1 si+11 ... si+1n ti+11 ... ti+1m )
We now have two cases to consider with respect to si+1 ⊙ ti+1:
1) Suppose si+1 ⊙ ti+1 = si+1 (i.e. there was no interference for BN 1). Then
by the denition of projection we have
P1(Si+1) = (si+1 si+11 ... si+1n )
Then by (I) we know that
P1(Si) BN 1−−−→ P1(Si+1)
and so the result follows since by Denition 7 we know all the edges in SG(BN 1)
are contained in SGg1,∆1(BN 1).
2) Suppose si+1 ⊙ ti+1 ̸= si+1 (i.e. there was interference for BN 1). Then by
the denition of projection we must have
P1(Si+1) = (¬si+1 si+11 ... si+1n )
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By the denition of the interference set ∆1 this case can happen only when
si+1 ∈ ∆1 and so by Denition 7 and (I), we must have added the edge





(¬si+1 si+11 ... si+1n )
to SGg1,∆1(BN 1) as required.

















Figure 11: A labelled state graph Pg1 (SG(BNEx1)) based on projecting the state of a single
entity g1 (where the entity order in the global state is (g1 g2 g3)).
5.3. Weak Alignment
In this section we use the interference state graph to extend the alignment
property in order to fully characterise compatibility. The resulting property is
referred to as weak alignment and we formally show that it is both sucient
and necessary for compatibility.
Recall the entity state projection function Pgi : SBN → B dened for any
(s1...sn) ∈ SBN by Pgi(s1...sn) = si (see Section 4). We can use this projection
to extract from a state graph the behaviour of a single entity. As an example,
consider Figure 11 which depicts the labelled state graph Pg1(SG(BNEx1))
representing the behaviour of entity g1 in BNEx1.
We formally dene weak alignment using the interference graph as follows.
Denition 8. (Weak Alignment) Let BN 1 and BN 2 be Boolean networks, and
let g1 ∈ BN 1 and g2 ∈ BN 2. Let ⊙ be a binary Boolean operator, and let ∆1
and ∆2 be the rst and second interference sets for ⊙. Then we say that BN 1
and BN 2 are weakly aligned on g1 and g2 under ⊙ i
Path(Pg1(SG(BN 1))) ⊆ Path(Pg2(SGg2,∆2(BN 2))), and
Path(Pg2(SG(BN 2))) ⊆ Path(Pg1(SGg1,∆1(BN 1)))
Weak alignment is a more expressive property than alignment and is able to
capture the fundamental relationship that exists between compatible Boolean
networks. To illustrate this, consider again the counter example presented in
Figure 6. In this example we have Pg4(Tr(BNEx3)) ⊆ Pg1(Tr(BNEx1)) but
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Pg1(Tr(BNEx1)) ̸⊆ Pg4(Tr(BNEx3)) and so BNEx1 and BNEx3 do not align
on g1 and g4. However, as Figure 12 shows we do have
Path(Pg1(SG(BNEx1))) ⊆ Path(Pg4(SGg4,∆(BNEx3)))
(where ∆ = {1} for conjunction) since interference on BNEx3 provides the
missing path 00, 00, .... It therefore follows that BNEx1 and BNEx3 weakly











Figure 12: State graph for BNEx1 and interference state graph for BNEx3 (where ∆ = {1}
for conjunction) which show that Path(Pg1 (SG(BNEx1))) ⊆ Path(SGg4,∆(BNEx3)) (where
the global states have entity order (g1 g2 g3) and (g4 g5)).
Recall from Section 4 that in the context of a composition C⊙ (BN 1,BN 2, g1, g2)
we can merge traces α1 ∈ Tr(BN 1) and α2 ∈ Tr(BN 2) on g1 and g2 using the
given binary Boolean operator α1 ⊙ α2. Then this idea can be applied to paths
in the obvious way.
The following are some useful results that can be shown about merging paths
that exhibit the weak alignment property.
Lemma 6. Let BN 1 and BN 2 be two Boolean networks such that g1 ∈ BN 1
and g2 ∈ BN 2. Let ⊙ be a binary Boolean operator which is idempotent and let
∆1 and ∆2 be its associated interference sets. Let α1 ∈ Path(SG(BN 1)), β1 ∈
Path(SGg1,∆1(BN 1)), α2 ∈ Path(SG(BN 2)), and β2 ∈ Path(SGg2,∆2(BN 2))
be innite paths such that
Pg1(α1) = Pg2(β2) and Pg2(α2) = Pg1(β1)
Then we have:
i) α1 ⊙ β2 ∈ Path(SG(C⊙
(BN 1,BN 2, g1, g2)));
ii) β1 ⊙ α2 ∈ Path(SG(C⊙
(BN 1,BN 2, g1, g2)));
iii) P1(α1 ⊙ β2) = α1 and P2(α1 ⊙ β2) = β2; and
iv) P1(β1 ⊙ α2) = β1 and P2(β1 ⊙ α2) = α2.
Proof. i) Let α1 = S1, S2, ... ∈ Path(SG(BN 1)) be an innite path, and
let β2 = T1, T2, ... ∈ Path(SGg2,∆2(BN 2)) such that Pg1(α1) = Pg2(β2). Let
C = C⊙ (BN 1,BN 2, g1, g2). In order to show that α1 ⊙ β2 ∈ Path(SG(C)) it
suces to show that for each i ∈ N,
Si ⊙ Ti C−→ Si+1 ⊙ Ti+1 (I)
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We know by assumption that for any i ∈ N,
Si
BN 1−−−→ Si+1 and Ti BN 2−−−−→
g2,∆2
Ti+1
Let Si = (si si1 ... s
i
n), Si+1 = (s
i+1 si+11 ... s
i+1
n ), Ti = (t




i+1 ti+11 ... t
i+1
m ). Then by denition of merging states we have
Si ⊙ Ti = (si ⊙ ti si1 ... sin ti1 ... tim)
Si+1 ⊙ Ti+1 = (si+1 ⊙ ti+1 si+11 ... si+1n ti+11 ... ti+1m )
By assumption Pg1(α1) = Pg2(β2) we know that si = ti and so by idempotence
of ⊙ we have
si ⊙ ti = si = ti
Now suppose
Ti
BN 2−−−→ (ui+1, ti+11 , ..., ti+1m )
Then we know by denition of C that
(si ⊙ ti si1 ... sin ti1 ... tim) C−→ (si+1 ⊙ ui+1 si+11 ... si+1n ti+11 ... ti+1m )
Therefore in order to prove (I) we have to show that si+1 ⊙ ti+1 = si+1 ⊙ ui+1
which we do by considering the following two cases.
Case 1: Suppose ti+1 = ui+1 (i.e. there was no interference for BN 2). Then
we must have
si+1 ⊙ ti+1 = si+1 ⊙ ui+1
as required.
Case 2: Suppose ti+1 ̸= ui+1 (i.e. there was interference for BN 2). It follows
by Denition 7 that ui+1 ∈ ∆2 and ti+1 = ¬ui+1. Furthermore, since ⊙ is
idempotent we must have ¬ui+1 ⊙ ui+1 = ¬ui+1 (i.e. ¬ui+1 is the value that
causes the interference). By assumption Pg1(α1) = Pg2(β2) we know that si+1 =
ti+1 and so since ⊙ is idempotent we have
si+1 ⊙ ti+1 = si+1
Given that we can infer si+1 = ¬ui+1 it follows that
si+1 = si+1 ⊙ ui+1
and so si+1 ⊙ ti+1 = si+1 ⊙ ui+1 as required.
ii) Follows along similar lines to i) above and so for brevity is omitted.
iii) We need to show that P1(α1 ⊙ β2) = α1 and P2(α1 ⊙ β2) = β2. Let
α1 = S1, S2, ... ∈ Path(SG(BN 1)), β2 = T1, T2, ... ∈ Path(SGg2,∆2(BN 2)).
Then we have
α1 ⊙ β2 = S1 ⊙ T1, S2 ⊙ T2, ...
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For each i ∈ N, let Si = (si si1 ... sin), and Ti = (ti ti1 ... tim). Since we know
Pg1(α1) = Pg2(β2), it follows that si = ti and so since ⊙ is idempotent we have
si ⊙ ti = si = ti
Then it follows that P1(Si ⊙ Ti) = Si and P2(Si ⊙ Ti) = Ti as required.
iv) Follows along similar lines to iii) above and so again is omitted for brevity.
2
We can now formally prove that weak alignment is able to fully characterise
compatibility (i. e. weak alignment is a sucient and necessary property for
compatibility).
Theorem 7. Let BN 1 and BN 2 be two Boolean networks such that g1 ∈ BN 1
and g2 ∈ BN 2, and let ⊙ be a binary Boolean operator which is idempotent.
Then BN 1 and BN 2 are compatible on g1 and g2 under ⊙ i BN 1 and BN 2
are weakly aligned on g1 and g2 under ⊙.
Proof. Let C = C⊙ (BN 1,BN 2, g1, g2) and let ∆1 and ∆2 be the interference
sets associated with ⊙. We have two cases to consider.
Case 1: Suppose BN 1 and BN 2 are compatible on g1 and g2 under ⊙. Then
we need to prove that BN 1 and BN 2 are weakly aligned on g1 and g2 under ⊙.
By the denition of weak alignment (Denition 8) we need to show
Path(Pg1(SG(BN 1))) ⊆ Path(Pg2(SGg2,∆2(BN 2))) (1)
Path(Pg2(SG(BN 2))) ⊆ Path(Pg1(SGg1,∆1(BN 1))) (2)
To show (1) consider any α ∈ Path(SG(BN 1)). Then by the assumption of
compatibility we know
Path(SG(BN 1)) ⊆ Path(P1(SG(C)))
and so there must exist an innite path β ∈ Path(SG(C)) such that α = P1(β).
By Theorem 5 we know that
P2(β) ∈ Path(SGg2,∆2(BN 2))
Since we must have Pg1(P1(β)) = Pg2(P2(β)) it follows that
Pg1(α) = Pg2(P2(β))
Therefore (1) must hold as required.
The proof of (2) follows along similar lines to (1) above and so for brevity is
omitted.
Case 2: Suppose BN 1 and BN 2 are weakly aligned on g1 and g2 under ⊙.
Then we need to prove that BN 1 and BN 2 are compatible on g1 and g2 under
⊙. By the denition of compatibility (Denition 4) we need to show
Path(SG(BN 1)) ⊆ Path(P1(SG(C))) (3)
Path(SG(BN 2)) ⊆ Path(P2(SG(C))) (4)
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To show (3) consider any path α1 ∈ Path(SG(BN 1)). Then by assumption
and the denition of weak alignment (Denition 8) there must exist a path
α2 ∈ Path(SGg2,∆2(BN 2)) such that
Pg1(α1) = Pg2(α2)
It follows by Lemma 6.i) that
α1 ⊙ α2 ∈ Path(SG(C))
Since by Lemma 6.ii) we know P1(α1 ⊙ α2) = α1 the result follows.
The proof of (4) follows along similar lines to (3) above and so again is
omitted for brevity. 2
6. Conclusions
In this paper we set out to develop a compositional framework for Boolean
networks in order to facilitate the construction and analysis of large scale models.
This work was motivated by interesting interactions with the synthetic biology
group at Newcastle1 and their search for formal tools and techniques to support
their work on engineering biological systems. We have formally dened our
compositional approach based on the idea of merging entities between models
using binary Boolean operators. In order to formalise the preservation of a
Boolean network's behaviour within a composed model we introduced the notion
of compatibility. We formulated the alignment property which we showed was
a sucient condition for ensuring compatibility given an idempotent Boolean
operator and used it to investigate the composition of duplicate models.
To completely characterise compatibility, we considered formalising the in-
terference that can occur to the behaviour of a Boolean network in a composition
using a state graph approach. We used the resulting interference state graph to
dene the weak alignment property which we then showed completely characte-
rised compatibility given an idempotent Boolean operator (i. e. it is sucient
and necessary for compatibility). This nal result is very important since weak
alignment allows us to check behaviour preservation (compatibility) without
referencing the composed model and so helps avoid potentially limiting state
space explosion issues. The compositional framework presented here is suppor-
ted by a prototype tool that automates the composition process and associated
behaviour preservation analysis.
6.1. Related Work
The main focus of existing work on compositional techniques in Boolean net-
works is on the ecient identication of attractors. The composition of random
Boolean networks is considered in [17] and an approach based on identifying
1www.ncl.ac.uk/csbb/
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independent components of a Boolean network whose composed behaviour can
infer attractors is developed. In [18] a compositional approach for asynchronous
Boolean networks is considered based on using a state graph approach. Various
work has also considered extending the applicability of SAT based techniques
by partitioning large models and then aggregating the results (see for example
[19, 20]). An algorithmic approach for ecient attractor identication in large-
scale Boolean networks based on analysing subnetworks in a model is considered
in [21, 22].
An interesting range of research focusing on subnetwork embeddings and
asynchronous behaviour preservation in Logical Regulatory Graphs [23] can be
found in the literature. In [24] the identication of subnetworks that control the
overall Boolean asynchronous behaviour of a model has been considered. By
extending existing concepts of singular states and local interaction graphs they
are able to identify the key structures inuencing the behaviour of the model
and so use this to predict its behaviour. The preservation of behaviour is also
considered in [25] where they use the parameters associated with the output
edges leaving an embedded network to formulate a necessary and sucient con-
dition for behaviour preservation. Further interesting work on the embedding
of networks and modularity in this setting can be found in [26, 27].
In very recent work, a modular approach for Boolean Automata Networks
(BANs) is presented in [28] where external inputs are added to the base model
along with a notion of wiring. The initial results they present indicate a promi-
sing approach to investigating the composition and decomposition of BANs.
The approach taken in this paper based on composing synchronous Boolean
networks by using binary Boolean operators to merge entities and then characte-
rising behavioural preservation using interference appears to dier signicantly
from previously published work.
6.2. Future Work
The formal compositional framework developed in this paper provides the
basis for a large range of future work. For example, we are currently working
to generalise the compositional framework to allow multiple entities and multi-
ple Boolean networks to be composed simultaneously. We have also begun to
extend our compositional framework to multi-valued networks (see for example
[29, 15, 14]), an extension of the Boolean network approach in which an entity's
state is allowed to be a range of discrete values instead of just Boolean. In turn
we aim to further strengthen the tool support with these results to ensure the
practical application of the techniques developed is fully supported. Finally, we
are interested in using our compositional framework as the basis for developing
formal techniques for decomposing Boolean networks. The idea is to develop
practical techniques and tools to allow the automatic decomposition of realisti-
cally large Boolean networks and so facilitate their analysis and investigation.
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