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Abstract 
Travel time estimation is an important function in ITS applications such as Advanced 
Traveller Information Systems (ATIS), Dynamic Route Guidance (DRG) and Network 
Performance Monitoring. These applications, when deployed for an urban area, require 
models that estimate travel tunes on urban arterial corridors with traffic signals. Most of 
the travel time estimation models in the literature are inductive in nature, which require 
vehicle travel time observations for calibration. Obtaining vehicle travel time data is both 
a time consuming and costly process for a single link and it is impractical to collect this 
information for all the links across the road network. Hence, there is a need for travel time 
estimation models that do not require reference vehicle travel time data for calibration. 
A deductive travel time estimation method based on the cumulative counts approach is 
presented in this thesis. 
The cumulative counts method call use flow counts obtained from single Inductive 
Loop Detectors (ILD) that are commonly deployed on urban links for the purpose of traffic 
control. However. the accuracy of cumulative counts method depends on the accuracy of 
flow counts. While flow counts from ILDs are generally considered to be reliable, they 
are not error free. Moreover. many of the 1LDs on urban links are installed across two 
lanes leading to under-estiinat ion of flow counts. An analytical model to estimate unbiased 
flows from cross-lane ILDs is proposed in this thesis to address this problem. The proposed 
analytical model is applicable to time periods when the flow rate is uniform. However, 
the flow rates on urban links switch between periods of high and low flow rate (Inc to 
signalisation. A calibration free-platoon identification algorithm is proposed in this thesis 
to distinguish periods of high flow rate from periods of low flow rate. 
The flow counts estimated from ILDs after the application of cross-lane flow estimation 
model is subject to a number of other error sources. The residual error, in addition to 
turning vehicles. leads to drift error in the cumulative counts method. A method to adjust 
the vehicle labels of the cumulative curves to correct the drift error, based on an estimate 
of the time required for vehicles that are not delayed at the junction to traverse the link, 
is proposed in this thesis. An a-priori estimate of link cruise time obtained from SCOOT 
calibration data, which is dvnaniic"ally modified based on the ILD data, is used for drift 
error correction. The c"unnilative counts method, after the adjustment of the vehicle labels 
to correct the drill error. generates in estimate of link travel time distribution. 
ITS applications require travel time estimates for arbitrary routes on the road network 
2 
3 
that are made up of multiple links. Due to high short-term travel time variability on urban 
routes, it is desirable that travel time variability is also estimated in addition to mean 
travel times. The intersection delay of vehicles on adjacent links is correlated. Hence, the 
travel time distribution on individual links cannot be statistically convoluted to estimate 
route travel time variability. A method to estimate route travel time variability using 
individual link travel time distributions, accounting for delay dependence on adjacent 
links, is proposed in this thesis. This model is used to estimate mean route travel time, 
as well as upper and lower travel time bounds, for two corridors in central London. The 
results are comparable with inductive travel time estimation models that use vehicle travel 
time data for calibration. and better than deductive methods such as the SCOOT model. 
The proposed model is a suitable candidate for ITS applications that require travel time 
estimates where the existing sensors do not provide vehicle travel time measurements but 
measure flow data. 
Route travel ti>>ies estimate(] using the proposed method are used to calibrate a travel 
time forecasting model. Time forecasting model uses historic daily travel time profile, travel 
time from previous time intervals on the current day and forecasting error from previous 
time periods as explanatory variables to predict future travel time values. It is shown that 
forecasting models that use the above three categories of explanatory variables outperform 
forecasting models that do not use all the above information, regardless of the forecasting 
methodology. The forecasting model is used to predict travel times for 15-minute and 
60-minute ahead horizons for a corridor in central London. 
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Chapter 1 
Introduction 
Intelligent Transport Systems (ITS) is t discipline of transport that has advanced at a 
rapid pace over the last decade. ITS applies Information Technology (IT) to improve 
traffic operations in innovative ways. Some of the important ITS services include Ur- 
ban Traffic Control (UTC), Advanced Traveller Information Systems (ATIS), Dynamic 
Route Guidance (DRG), Active Traffic 'Management (AT\I), road network performance 
measurement and network monitoring. Several initiatives are underway at national and 
international levels to define and implement ITS architectures to support these services. 
Travel time estimation and forecasting capabilities are required to support many of the 
existing and potential ITS services. 
This chapter describes the background to this field to place the current research in 
context. The use of travel time, estimated or obtained otherwise. for some of the ITS 
services mentioned above is elaborated in section 1.1. Section 1.2 outlines the key devel- 
opments in travel time estimation over the last couple of decades, leading to the needs 
and requirements for travel time estimation and forecasting in today's context. The a. inis 
and objectives of this PhD research are presented in section 1.4 based on the identified 
needs and requirements in section 1.4. An outline for the rest of this thesis is presented 
in section I. J. 
1.1 Use of travel time 
1.1.1 Road network performance 
Travel time is a crucial input for quantifying the road network performance. The Ilighways 
Agency in the UK defines its congestion indicator as the average time lost per vehicle per 
kilometre, which is calculated using the difference between travel time under free-flow con- 
ditions and the actual travel times (Highways Agency 2007a). A similar definition is use(] 
by Transport for London (TfL) to define congestion (TfL. 2003). A lessons-learned report 
by the Federal Highways Aclminist rat ion in the USA on monitoring highway congest ion 
states that "congestion performance no asures must be based on the measuminent of 1ºnrr 
time. Travel times are easily understood by practitioners and the public. and are applieablr 
18 
1.1. Use of travel time 19 
to both the user and facility perspectives of performance. " (Turner el al. 2004). Austroads. 
the association of Australian and New Zealand road transport and traffic authorities, 
highlight the importance of travel time estimates in quantifying (lie road performance for 
urban roads: "Spot speeds have less meaning on arterial roads because speeds , 
fluctuate 
along a road link and are strongly influenced by signal settings and the quality of platoon 
progression. It is therefore necessary to estimate link travel limes on arterial roads from 
signal timings and other data in an ATCI system and convert them to (spatial) speeds be- 
fore calculating the new NPIs. 2" (Troutbcck rt al. 2007). Travel time estimates are used 
to quantify road network performance using it number of common metrics used around 
the world. Hence, public bodies are interested in models that can estimate travel time 
using existing data sources, especially for arterial roads. 
1.1.2 Traveller Information Systems 
The travelling public are also interested in travel time estimates. A number of AT1S 
systems, provided by both public bodies and private companies. publish current travel 
time information via the Internet for the travelling public. Information provided by such 
services may be used by the travellers to determine their time of departure and route 
choice. The behavioural response of travellers to the information supplied through ATJS 
systems is an active topic of research in itself; e. g. Avineri & Prwshkcr (2006). \Vcbsites 
that provide travel time information remain highly popular. A number of public ATIS 
services are provided by government agencies: Road Sage in California. USA (Avrel: h et 
al. 2007), Houston Star in Texas. USA (Houston Star 20017), Traffic England (highways 
Agency 2007b), Traffic Wales (Welsh Assembly Government 2007) and Traffic Scotland 
(Transport Scotland 2007) are some such examples. 
A number of private traffic and ITS companies have entered the ATIS market recently 
to cater to public demand for traffic information. Sigalert (Sigalert. 2007). Beat the Traffic 
(BeatTheTraffic. com 2007), Keep Moving (Keep Moving 2007), RAC Traffic News (RAC 
2007) are some of the examples in the UK and abroad. Mainstream Internet companies 
such as Google (Google 2007). Yahoo! (Yahoo! 2007) and Microsoft (Microsoft 2007) have 
entered the emerging traffic information market recently, with their snapping services 
displaying live traffic information. These developments demonstrate the public deºººancl 
for delay and travel time information from the road network. However. these systems 
require an underlying set of methods to provide travel time information. 
1.1.3 Dynamic Route Guidance 
While traveller information systems are descriptive in nature, DBG systems are prescrip- 
tive. DRG systems use current antl sometimes predicted travel times to ex-aal aIe travel 
time costs on multiple routes. and recommend optimal routes to users (Scliiiºitt k Jnl. a 
'ATC: Area Traffic Control 
2NPJ: National Performance Indicator 
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2006). Hence, travel time estimates and forecasts form an important input into DRG 
systems available through in-car navigation units. A number of specialised ITS companies 
such as TrafficCast (Traffic Cast International Inc. 2007), Trafficinaster ('1'raUiciiiaster Plc 
2007) and Inrix (INRIX Inc 2007) supply real-time travel time infornuýatiou to DIZG de- 
vices. The demand for such devices are expected to grow in the near future (Manners 
2007). It is clear that there is a demand for travel time information for services provided 
by such consumer devices both now and in the future. 
1.1.4 Summary 
Travel time information is used by road network operators and the travelling public 
through wide ranging ITS applications. It is envisaged that the user lease for such ap- 
plications will grow over the coming years. The functionality of such ýipplications is also 
expected to become more sophisticated over time. I or example. the Beat The 'T'raffic 
website not only provides real-time information, but also traffic forecasts up to seven 
days ahead (Graham-Rowe 2005). Estimates and forecasts of travel time are needed for I 
number of existing and future ITS applications. 
1.2 Background on travel time estimation 
The traditional technique to estimate travel time on a route is the test vehicle method 
or the Moving Car Observer (RICO) method, which has been in use since the late 1920s. 
The method involves driving a test vehicle along a route, and manually recording the time 
at which the vehicle passes pre-determined way points. The test vehicle can he driven in 
four modes: (1) average car, where the vehicle is driven at the average speed of the traffic 
stream based on the driver's judgement, (2) floating car. where the test vehicle overtakes 
the same number of vehicles as the number of vehicles that overtake the test vehicle. (3) 
maximum car, where the test vehicle is driven at the posted speed limit. unless impeded 
by traffic conditions and (4) chasing car, where the test vehicle chooses one vehicle to be 
representative of the traffic stream and follows it (Turner et al. 1998. 'l >ppen & \Vundcrlic"h 
2003). With the advent of advanced technologies, the second-by-second vehicle trajectory 
can be automatically recorded electronically; for example, using vehicle location and speed 
estimates obtained using the Global Positioning System (CPS) or distance ineasurvinent 
devices such as an odometer. The disadvantage of the test vehicle mnmlwd is that the 
travel time is recorded only frone one vehicle ill the traffic stream at it given point ill ti>>ic'. 
Depending on the short-term variability of travel tines on a given route. it large number 
of test vehicles might be required to estimate link travel times with conliclence (Turner et 
al. 1998). Moreover, travel time from the test vehicle method is available only during the 
time of test runs. An alternative approach to overcome these shortcomings is to use data 
from detectors mounted on the road infrastructure to estimate the travel time. 
Traffic detectors using a number of different technologies have also been ill use, simmecc 
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1920's for providing input to automatic traffic signals. One of the first such sensors 
installed in 1928 in Baltimore, USA consisted of a microphone mounted on a utility pole 
which was activated when a driver sounded the horn. Vehicle detection technologies have 
evolved significantly over subsequent decades. The most common type of vehicle detector 
technology currently in use is the Inductive Loop Detector (ILD). which has been in 
use since the 1960's (Klein et al. 2006). ILDs are widely deployed on urban streets for 
the provision of data for traffic control. A number of different traffic par'llneters call be 
calculated from the ILD output available on a continuous basis: a detailed description 
of traffic parameters obtained using ILD data is given in Appendix A. There exists a 
relationship between the traffic parameters obtained from an ILD and the travel time 
on the corresponding road section. This premise has been used to estimate link travel 
time as a function of ILD output parameters since the 1980's (Gaiilt k Taylor 1981). A 
number of different methodologies have been subsequently used to model the relationship 
between traffic sensor output and travel time: statistical regression (Thakuriahi 1996), 
neural networks (Anderson & Bell 1997), fuzzy-logic (Palacharla & Nelson 1999) and the 
k-nearest neighbour method (Robinson & Polak 2005) are some such examples. These 
models require reference travel time data. and ILD output during a calibration period. 
The calibrated model can be subsequently used to estimate travel time fron the detector 
outputs from subsequent time periods. However, the calibrated relationship between 1LD 
output and travel time is specific to individual links. This is specifically the case for urban 
links, where the ILD output is dependent on the location of the ILD with respect to signals 
(Young 1988). Hence, such methods need to be calibrated for individual links on the road 
network, which is a costly and time consuming exercise. See section 2.2 for a detailed 
discussion of such calibration based inductive travel time estimation models. 
Consequently, travel time estimation methods that do not require calibration form an 
attractive proposition. Developments of new sensor types in the I990's provided oppor- 
tunities to observe the travel time from a sample of the vehicle population on a link for 
the purpose of travel time estimation. Automatic Number Plate Recognition (ANPR) 
technology uses image recognition to identify the registration number of vehicles frone 
video camera images and obtain the difference in time between the observation of a given 
vehicle by two cameras. However, travel times can be estimated only between pairs of 
ANPR cameras using this technology, thereby limiting the spatial coverage. in terms of 
the number of links, of this method. For example, travel time can be estimated for only 
less than 10 links using ANPR cameras installed for congestion charging';. 
An increasing number of vehicles are equipped with GPS devices. which transmit their 
locations on the road on a periodic basis to a central location. 'Navel time oil the road 
can be estimated using the location information from a number of vehicles. Ilowever. the 
spatial coverage of the road network by such vehicles presently remains low. For example. 
an analysis of probe vehicle data from ITIS Inc., which is obtained h, by consolidating GPS 
data frown a mntnmber of different fleets, showed that no data were available from 27/t of' 
3Using information provided by Transport for London 
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the links during the evening peak hours for A-Roads in London. Moreover 53.5% of the 
links had less than 10 vehicles observed during the course of an entire month during the 
morning peak hours (0700 to 0900) (Tff. 2005b). It is envisioned that the spatial and 
temporal coverage of GPS probe vehicles will increase over time. but. the coverage remains 
limited. 
There are a number of other technologies that could potentially be used for travel time 
estimation, which are either not fully mature or not yet widely deployed. An overview 
of such technologies are given in section 2.3. They could potentially provide the data 
required for travel time estimation if they become widely deployed in the future. 
Lastly, the travel time estimation method also depends on the area of application. 
Travel time estimates can be obtained for highway links by extrapolating spot-speed mea- 
surements from loop detectors. However, this approach is not feasible for signalised urban 
links. The travel time on urban links depends not only on the spot-speed measured at 
a point, but also on the signal timings and the co-ordination of signal timings between 
consecutive junctions (Troutbeck et al. 2007). Skabardonis & Geroliminis (2005) postulate 
that spot speeds measured from ILDs on urban links are not indicative of the link travel 
time due to additional delay at signals. While sampling based travel time estimation 
methods using technologies such as ANPR, and GPS are applicable to both highway and 
urban links, methods that use data from fixed points on the road network need to account 
for the delay vehicles incur at junctions due to signalisation when applied to urban links. 
It has been noted that the number of research studies that focus on urban travel time 
estimation and forecasting is limited. For example, (van Lint, 200.1) opines that more 
research is necessary to develop models for urban travel time estimation and forecasting. 
Vlahogianni et al. (2004) quote that " Interestingly, purely ATIS-oriented forecasting mod- 
els in highly congested metropolitan areas could not be traced in literature". The amount 
of available research literature on forecasting travel time estimation and forecasting for 
signalised urban roads is limited. 
To summarise, the key aspects of a travel time estimation method include input data 
requirements, temporal and spatial coverage of available input data, sources, calibration 
requirements and the area of application. These factors are considered in detail in the 
next section. 
1.3 Considerations for the current research 
1.3.1 Area of application 
In a city like London where motorways account for only 6.4% of the overall road network 
(i. e. 60 kin of motorways, 1721 km of trunk and principal roads and 12896 km of minor 
roads), a travel time estimation model catering to urban arterial roads is highly useful (TfL 
2004). However, a large proportion of research studies focus on travel time estimation and 
forecasting for non-signalised highways. hIence. it was decided to develop a travel time 
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estimation and forecasting model for urban roads. 
1.3.2 Data 
An important aspect of travel time estimation and forecasting models is their input data 
requirement. It is important that the necessary data are available at the required temporal 
and spatial granularity. In other words, the necessary data should be available for all the 
required links throughout the day. However, installing additional sensors to augment the 
existing sensor infrastructure to obtain the necessary data is costly and not a viable option 
in many cases. Hence, it is desirable that the data required for the proposed method are 
already available using the existing data collection infrastructure that is typical for most 
cities. It is also desirable that the required data are collected and made available by public 
bodies rather than private companies, since private companies typically charge for their 
data. 
1.3.3 Calibration 
A number of urban link travel time estimation models rely on initial calibration for their 
performance. The calibration involves creating a dataset of input parameters obtained 
from sensors such as ILDs and the corresponding link travel time obtained by other means 
for a training period. Link travel time has to be measured manually when sensors are 
not available to measure the travel time of individual vehicles. Even when sensors such 
as : NPR cameras are present, they do not capture all the vehicles in the traffic stream 
due to a number of reasons leading to biased estimates (Tfl, 2005a). Manually obtaining 
link travel time data is a time consuming exercise. For example, analysing one hour of 
data, from two video cameras to obtain the travel time on one link can take up to 12 hours 
(Lombard 2006). Calibration of a travel time estimation model for a large number of links 
on the network is therefore not a practical proposition. 
1.3.4 Forecasting horizon 
For predictive applications, the forecasting horizon should be longer than the duration of 
trips in order to be useful for ATIS systems. where travellers obtain pre-trip information 
before starting their journey. Vlahogianni et al. (200.1) quote that typical traffic activities 
in urban arterial streets have a time-span of 30 minutes or more. The average journey 
time to work in central London is 56 minutes. whereas in outer London it is 32 minutes 
(TfL 2004). The US Census Bureau estimates that the average journey time to work in US 
cities is less than 40 minutes (U. S. Census Bureau 2003). Travel time forecasting models 
should have a forecasting horizon of one hour based on these facts. 
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1.4 Aims and objectives 
Based on the above considerations, the aim of this thesis is to develop a travel tilue 
estimation and'forecasting method for urban arterials using data that are available frone 
commonly deployed sensors such as the ILDs. By virtue of using input data from commonly 
deployed sensors, such a method will be able to estimate and forecast travel time on a 
large number of links on the road network. It is also desirable that the proposed method 
requires as minimal calibration as possible; specifically, the method should not require 
any time consuming link specific calibration. From a forecasting perspective, the Inetllod 
should be able to predict travel time up to one hour into the future, which is longer than 
the duration of most urban trips, with an accuracy that is comparable to other methods 
in the literature. 
To summarise, objectives of the research presented in this thesis are the following. 
" Area of application: Estimate travel time for signalised urban arterial roads. 
" Input data: Use data from ILDs as input for travel time estimation that are avail- 
able fron a large number of links on urban road networks. 
" Calibration: Develop a travel time estimation method that requires as minimal 
calibration as possible. 
" Spatial coverage: Develop a travel time estimation method that is applicable to 
a large number of links on typical urban road networks. 
" Accuracy: Compare the accuracy of the proposed travel time estimation method 
to comparable existing travel time estimation methods. 
" Forecasting Horizon: Develop a travel time forecasting method that provides 
travel time prediction up to a one hour ahead horizon. 
1.5 Thesis organisation 
Chapter 2 presents a background of urban travel time estimation methods and potential 
input data sources available on typical urban roads. The choice of methodology and input 
data are dependent on each other. The basic methodology for travel time estimation and 
the input data are jointly determined in this cluapter. However. the proposed methodology 
needs some modifications and supporting models before it can be used with the proposal 
input data. Such issues are discussed in Chapter 3. 
The rest of the thesis is divided into three logical sections. The first section focuses on 
supporting models that are required before the proposed method can be used. A model 
to estimate unbiased vehicle counts from ILDs that, span two lanes. which is typical of 
urban links in London and other SCOOT controlled networks. is presented in Chapter . 1. 
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A method to identify vehicle platoons in the traffic stream is presented in Chapter 5. The 
output from these models is used for travel time estimation. 
The second section of the thesis focuses on travel time estimation. A method to 
estimate link travel times based On the cumulative counts method is presented in Chapter 
6. The output of the travel time estimation model is the link travel time distribution. 
A model to convolute link travel time estimation models to estimate route travel time 
and its variability is presented in Chapter 7. The model enables travel time estimation 
on a route that consists of multiple links, making the proposed travel time estimation 
framework practically useful. The performance of the combined link + route travel time 
estimation model is critically analysed in Chapter 8. 
The last section of the thesis consists of Chapter 9, where a travel time prediction 
model is presented. The prediction model uses estimated travel times as input and predicts 
travel time up to one hour ahead in the future. Chapter 10 revisits salient aspects of the 
travel time estimation and forecasting framework presented in this thesis, proposes a set 
of conclusions and identifies a number of topics for future research based on the ideas 
developed during this research. 
Chapter 2 
Background on Travel Time 
Estimation 
Travel time estimation is defined as the process of estimating the travel time of vehicles on 
a given link or a road section during a given period of time using data obtained from the 
link for the same time period, in conjunction with other information including data from 
previous time periods and other links, if required. Data from a number of link based sensor 
types such as Automatic Number Plate Recognition (ANPR) cameras and Global Posi- 
tioning System (GPS) records and fixed-point vehicle presence detectors such as Inductive 
Loop Detectors (ILD) or infra-red beacons can be used for travel time estimation. 
One of the main objectives of this research is to develop a suitable travel time estinia- 
tion method for typical urban networks, as outlined in the ainis and objectives section of 
Chapter 1. The research process starts with identifying the travel time estimation nietlh- 
ods currently available in the literature and determining their suitability for application in 
the context of urban road networks. Evaluating the input data required for each method 
compared to data availability is an important factor in the choice of the methodology. 
Sensor instrumentation for the road network in central London is used as the reference for 
this purpose. The second evaluation parameter is the expected performance of the method 
based on the quality of available data. Lastly, the method should not require time con- 
suming calibration in order to be practically useful. This chapter reviews previous travel 
time estimation methods based oil these criteria and identifies a basic approach for travel 
time estimation for further development and the required data sources. The modifications 
and supporting models required for the chosen approach are identified in Chapter 3. 
This chapter is structured as follows. An overview of existing travel time estimation 
approaches are given in section 2.2 and section 2.3. Data available from the London 
road network, which is typical of urban road networks, is presented in section 2.1. The 
appropriate methodology for travel time estimation is selected in section 2.5. 
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2.1 Travel time estimation 
Travel time estimation models can be broadly classified into two types: inductive and 
deductive. Inductive models capture the relationship between available sensor outputs and 
the corresponding link travel time. Such models need to be calibrated against observed 
link travel time data. Deductive models, on the other hand, try to estimate link travel 
times from input data using traffic flow theory and do not require calibration. An overview 
of travel time estimation methods based on this dichotomous classification is presented in 
this section. 
2.2 Inductive methods 
2.2.1 Machine learning based models 
Machine Learning is the field of scientific study that concentrates on induction algorithms 
and other algorithms that can be said to learn'. The term machine learning is used 
throughout this thesis to represent a class of methods that can learn the relationship 
between two sets of related variables. The methods represented by this term can range from 
classical statistical learning methods such as Ordinary Least Squares (OLS) regression and 
time-series models such as the Box-Jenkins methodology, to methods that have their roots 
in computer science such as the non-parametric k-Nearest Neighbour (k-NN) algorithm 
and Artificial Neural Networks (ANN). 
A large number of travel time estimation models based on such data-driven machine 
learning tools can be found in the literature. These methods involve modelling the rela- 
tionship between commonly available sensor data and the travel time for the corresponding 
period for a given stretch of the road. A number of different machine learning tools have 
been used to model this relationship in the past. Examples include statistical regression 
(Thakuriah 1996), ANN (Anderson & Bell 1997), k-NN method (Robinson & Polak 2005) 
and hybrid methods such as a combination of fuzzy-logic and ANN (Palaclmrla & Nelson 
1999). 
These models are generally able to capture the relationship between sensor data and 
the travel time well. Robinson (2005a) used two regression models, in ANN model and a 
number of k-NN models to estimate the travel time on two routes in central London. The 
Mean Absolute Percentage Errors (NIAPE) of travel time estimates using these models 
varied between 17% and 26%, and the Root Mean Squared Error (IIAISE) values ranged 
between 41 seconds and 131 seconds. These metrics were obtained by comparing the 
estimated travel time against the travel time of each valid vehicle recorded by an ANPR 
camera pair on the corridor. A lower bound for error metrics exists for a link when the 
metrics are thus calculated, which is governed by the amount of variability in vehicle travel 
times (Sen et al. 1997. Robinson & Polak 200.1). Vehicles typically exhibit a high short- 
term travel tin ' variability on urban links, and the above AMAPI and RAISE figures should 
'Clossary of Terris. Machine Learning Journal. lief: Machine Learning. 30.271-27.1 (1995) 
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be viewed in this context. Thus it can be concluded that the above inductive models are 
able to capture the relationship between sensor data and travel time. However, machine 
learning based models have a number of drawbacks, which will be discussed in the following 
sub-sections. 
Availability of calibration data 
Inductive models require measured link travel time values and the corresponding sensor 
data for a training period. However, obtaining the travel time of vehicles for calibration 
is a time consuming exercise; see section 1.3.3 for details. A notable exception is the k- 
NN method, where temporally sparse travel time records from GPS enabled vehicles can 
be aggregated over a long time period to create a historic database of the necessary size 
as proposed by Robinson (2005a). However, such a model has not been calibrated and 
validated to date to the author's knowledge. Other learning tools such as OLS and ANN 
require that the travel time for a majority of vehicles are captured to obtain central prop- 
erties of link travel times (luring each time period during calibration. It is also likely that 
the calibration process needs to be carried out for individual links, since the relationship 
between traffic parameters and ILD data depends on the location of an ILD with respect 
to the stop-line of a junction on the link (Young 1988). 
Capturing the solution space 
The inductive models learn the relationship between 1LD data and the travel time for 
links based on the data presented to the model during the calibration period. Hence, it is 
important that the required extent of the solution space is represented by the calibration 
data. For example, Rouphail & Sisiopiku (1993) calibrate an urban link travel time model 
based on regression, and conclude that "Link-specific travel time models appear to be 
feasible, so long as travel time data are gathered for the entire spectrum of occupancies". 
This is an important consideration because the relationship between ILD data (both flow 
and occupancy) and travel time is non-linear (Sisiopiku S, Roupliail 1993). This adds 
further complexity to obtaining necessary data for calibrating inductive models. 
Knowledge of the tools 
Inductive methods use a machine learning tool to capture the relationship between JLD 
data, and link travel times. Calibration of inductive models also requires some knowledge 
and expertise of the machine learning tools, which could he beyond the knowledge typically 
possessed by traffic engineers. For example, the k-NN method hass a number of parameters 
such as the number of neighbours, the distance metric used to find the nearest neighbours 
, in(] the method to generate the estimation once the nearest neighbours are identified 
(Robinson 2005u). Similarly. the ANN tool has a number of aspects such as network 
architcectumre. number of hidden layers, number of neurons in each hidden layer. the type of 
activation function used in the neurons and the training algoritliui (Abdi 1994). the choice 
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of which requires background knowledge about neural networks. Even the application of 
relatively well-known OLS regression for urban link travel time estimation is not straight- 
forward due to non-linearity of the relationship between ILD data and the travel time 
(Sisiopiku & Rouphail 1993). 
Relationship between model and theory 
Good models should be able to provide an insight into the relationship between input and 
output variables in line with the theoretical relationship between them. However, many 
of the machine learning tools are black boxes. For example, the relationship between the 
input and output variables over the solution space cannot be visualised easily using the k- 
NN or ANN methods. While the parameters of a calibrated regression model can provide 
this understanding, the non-linear nature of the relationship between ILD data and travel 
time means that hybrid or clustering based models may be more appropriate than a single 
regression based model for all traffic conditions. For example, a low flow value reported 
by an ILD can correspond to a low travel time value when the reported occupancy is 
low, while low flow values can correspond to high travel times when the occupancy is 
high. Similarly, it has been shown that the correlation between occupancy and travel time 
is low during low traffic demand conditions, while there is a high correlation when the 
occupancy is high (Sisiopiku Sz Rouphail 1993). 
A separate class of inductive models exists where the form of the relationship between 
detector data and travel time is governed by traffic flow theory, while the parameters of 
the relationship are calibrated based on observations. Such methods are presented in the 
next section. 
2.2.2 Analytical models 
Analytical models specify the relationship between sensor outputs and the travel time, 
where the fornn of the relationship is based on traffic flow theory. Such relationships are 
empirical in nature, and the parameters of the relationship need to be calibrated for each 
link or a group of similar links. Hence, they are classified as inductive models. However, 
prior knowledge of traffic or queuing theory is also incorporated into such models through 
relationship specifications. 
Traffic theoretic models 
Shbardunis & Geroliminis (2005) propose an analytical model based on kinematic wave 
theory t hat uses sigualisation data as well as flow, occupancy and speed data from ILDs to 
estimate travel times for arterial links. The method involves calibrating the fundamental 
1: ßn analogy from high school physics is the estimation of the trajectory of a projectile given its initial 
xeluc"it The fundamental laws of motion can be used to calculate the distance travelled by the projectile. 
given the value of acceleration due to gravity. g. While the value of g on earth is well known. its value was 
determined through years of careful experiments. 
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diagram for links using data obtained from ILDs. Link travel times are estimated as 
a combination of the cruise time estimated using the fundamental diagram and delay 
estimates at junctions based on signalisation data. A similar approach is adopted by Liu 
et al. (2005) where the speed-density relationship is calibrated for an urban link, and the 
link travel time is estimated as a combination of cruise time and junction delay. The above 
models require the fundamental diagram to be calibrated as opposed to calibrating the 
relationship between ILD data and travel times. 
Kintbcr & Hollis (19 9) studied how the queue length distribution evolves over time 
and derived all expression for average vehicle delay at it traf lie signal, which can be used 
to estimate travel times on signalised links. 
-J JICimbrr-IloUis = 
J2 +K 
2 
where 
dhirber_IJoitis = Average delay per vehicle 
J= 2(1-p)---(Lo-E+2) 
K= 
y4 
[2(1- 
p) + 2tpE - 
(LOSS 1) (1 - E) 
p= Traffic intensity - ratio 
between 
flow and capacity 
E=A constant that depends on arrival and service patterns 
Lo = Initial length of the queue at time t=0 
= Saturation flow or capacity in vehicles per unit time 
t= Time when the queue length is calculated 
(2. i) 
(2.2) 
(2.3) 
The Kiniber-Hollis model requires that parameters such as E, ry p etc. are calibrated 
for each link, and the initial queue length is known. 
The analytical models thus share the drawback of other inductive models in that the 
lnoclels have parameters that require site specific calibration. Bence, they don't provide a 
practical alternative to estimating travel times on links where the travel times of individual 
vehicles are not directly measured due to their calibration requirement. 
Queuing models 
A class of analytical models that estimate delays and hence travel times for signalised 
links is based on queue estimation. The idea behind such models can be summarised as 
follows. Flow counts are measured at a detector installed at the upstream end of an urban 
link at a fitte tc1ttporal granularity: e. g. every second. Using a predetermined value of 
link cruise speed, the time when vehicles recorded by the upstream detector reach the 
(1O«"ltstI1 U11 Signal travelling at the cruise speed is determined. Using signal timings as 
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additional input, the growth of the queue formed at the stop line with respect to time in 
terms of the number of vehicles is determined also. The discharge rate of vehicles from 
the signal during its green phase is an input parameter that is used to estimate the rate 
of dissipation of the accumulated queue during the green phase, and hence the average 
delay encountered by vehicles. The above algorithm can be run on a continuous basis to 
estimate queue length, delay and link travel time using data from the upstream ILD. The 
link travel time is estimated as a combination of cruise time and the estimated delay. 
Tliyik = Tcruise + Tdelay (2.4) 
The SCOOT traffic control system internally uses such a queuing model to estimate 
delays (Hunt et al. 1981). Using delay values thus estimated for all links, the SCOOT 
system optimises the signal timings. over an area of the road network by minimising a 
combination of delay and the number of vehicle stops over the area. While SCOOT is 
considered as an excellent traffic control system and its estimate of delay suitable for 
traffic management purposes (Hounsell ýL McDonald 1989), it is not clear whether the 
SCOOT model is suitable to provide travel time estimates for ITS applications. Anderson 
k Bell (1997) showed that the SCOOT model over-estimated travel times. An earlier 
study by Hounsell & McDonald (1989) suggests that although the SCOOT model under- 
estimates delays by 5% on average, the delay is overestimated during congested conditions. 
lt has also been reported that the variance between SCOOT travel time estimates and the 
actual travel time is high (Carden et al. 1989). The SCOOT queuing model also estimates 
the number of stops per vehicle (Bretherton 1988). This enables the estimation of link 
travel time distribution when combined with delay estimates. 
Sharma et al. (2007) use two different queuing models to estimate junction delays 
using ILD data. In the first model, vehicle arrival profile (second-by-second vehicle arrival 
count) is calculated using the output from per-lane ILDs installed at the upstream end 
of the link. which are sampled at 1000 IN (1000 0/1 values per second). Using a-priori 
information about signal timings. saturation queue discharge rate, initial queue length 
and cruise speed. the queue length over time is calculated analytically. In the second 
proposed model. data from ILDs installed at the stop-lines are used to measure departure 
flow profiles instead of estimating it using signal timings and saturation queue discharge 
rates. The second model is thus effectively equivalent to the cumulative counts method, 
which is discussed in detail in section 2.3.2. 
Baras et al. (1979b) use a state-space approach to estimate queue length. where the 
state is the length of the queue and the observation includes arrival flow counts, spot speeds 
, it the upstream detector and the departure flow count from the stopline detector. Three 
paralnete'rs are required for this model: queue discharge rate, signal timings and estimate 
of initial queue length. An advantage of this framework is its ability to estimate the 
probabilities associated with a number of different values of queue lengths. For example. 
if the actual queue length is 5 ý'elýiclc . the model gives probabilities associated with queue 
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lengths of say 4.5 and 6 vehicles. Thus, it is not only possible to estimate queue lengths, 
but also the confidence associated with the estimated values of queue length. 
A number of such queuing models can be found in the literature. Takaba et al. (1991) 
propose two variations of the basic queuing model for estimating delay for arterial streets 
in Tokyo and show that the error in delay estimates obtained using the models, when 
expressed as a percentage of RN1SE with respect to mean observed travel time, is less 
than 25%. Moskowitz et a]. (1997) compare a simple queuing algoritlini called QuickQ 
with the queue estimation model proposed by Baras et al. (1979b), and conclude that the 
latter algorithm is more accurate. Fanges & Galaego (1999) use stochastic Petri-Nets to 
estimate traffic yuelies. and suggest that their approacl, produces Inure ac-C-111-ate estimates 
than estimates obtained using Markov-chain based models such as Baras et al. (1979b). 
Drawback of queuing models 
A drawback common to all the queuing models is that they require a number of calibration 
parameters. These 111cliCle cruise speed, saturation flow rate or (quelle discharge rate frone 
the downstream signal. signal timings and link storage capacity, to name a few. The 
SCOOT model requires cruise time and saturation discharge flow rate for each link, while 
the model proposed by Sharma et al. (2007) requires link storage capacity. signal timings 
and start-up lost time (the time lost after the signal turns green because of the first driver's 
reaction time clue to the absence of green-amber phase in the US). The model by Baras 
et al. (1979b) and the simple queuing model by Moskowitz et al. (1097) require signal 
timings and queue discharge rates when stop-line detectors are not present. From this 
perspective. the SCOOT model requires the least number of parameters, though SCOOT 
generates signal timings internally. The parameters required for the SCOOT nioclel are 
calibrated for each link as a part of SCOOT installation and operation in London. It is 
a time consuming process to obtain such calibration parameters for a number of links on 
the road network. The number of calibration parameters should be niininiised to realise 
a. model that is easily deployable over a number of links. 
An additional drawback of the queuing models is the variability of calibrated parani- 
eters over tinie. For example. Gillamn & \Villiill (1992) report that the link cruise times 
increased between 10-13'%, during wet weather based on field studies in Bristol, Leicester, 
Swansea and Wakefield. and reports an earlier study which found that the saturation flow 
rate decreases by 6 during vet. weather. Anderson & Bell (1997) also report that the 
saturation flow rate for one of the links studied differed from the pre-calibrated value, 
leading to poor travel time estimation results using a queuing model. Hence. the queuing 
models not only require t heir calibration parameters to be estimated for all links. but also 
to account for the variability of the parameters over time. 
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2.3 Deductive methods 
Deductive models directly (leckre travel times from sensor data using traffic flow fiincla- 
mentals, principles of physics or logic. These methods do not require calibration, and aim 
to he typically transükrable across locations. The use of a titunber of different sensor tech- 
nologies and approaches can be found within this class of travel time estimation methods. 
An overview of such methods is presented in the following sub-sections categorised by the 
approach followed by the sensor technology. 
2.3.1 Vehicle re-identification 
Perhaps the simplest of (]eductive methods is the vehicle re-identification approach, where 
individual vehicles are identified at. two different points on the road. The time difference 
between the identification of an individual vehicle at the two locations gives a single 
realisation of the link travel time distribution. A sample of link travel time distribution can 
be obtained frone ibe travel times of a number of different. vehicles. Statistical properties 
of the link travel time such as the mean link travel time and travel time variability can be 
estimated using the sample distribution. In other words, 
Ti = tq - tz (2.5) 
Tlin _ {T1, T2... TN} (2. G) 
where, 
T; = Travel time of vehicle i 
1, l = Tillie when vehicle i is identified at the downstream point 
t, = Time when vehicle i is identified at the upstream point 
Tilg,. = Link travel time distribution 
The vehicle re-identification approach involves two high-level steps. The first step is 
feature extraction. where one or more unique features corresponding to each vehicle is 
extracted from the sensor output. This information. extracted at eich location, is time 
coded; in other words. the time'vlieu each unique feature is captured is also recorded. The 
second step is the actual vehicle re-identification process. The unique features recorded 
by the sensors installed at the upstream and downstream ends of a link are matched to 
estimate the travel time on that link. The upstream and downstream sensors need to use a 
common reference clock. or t he t i>>ie lag between their individual clocks need to be known 
beforehand. for this approach. This approach can provide an estimate of the mean travel 
time of vehicles uni a link as well as the travel time (list rihittion. A number of different 
sensor tv1a's c"aº, ha' limed to 1u viihe flue imiplit required Ger the vellic"1(' re-i(len, tificati OH 
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approach. An overview of such sensor technologies is given below. 
Automatic Number Plate Recognition 
Automatic Number Plate Recognition (ANPR) cameras are perhaps the most common 
sensor type used with the vehicle re-identification method. The feature extracted by 
ANPR cameras is the registration number of vehicles. The ANPR technology consists 
of image processing tools to extract the area of the image containing the number plate 
of a vehicle from the video output of the camera. Optical character recognition (OCR) 
technology is used to parse the extracted image containing the number plate to obtain 
the vehicle registration number in text format. Modern ANPR cameras can perform 
image processing and OCR operations internally and their output consists of simply the 
registration numbers of vehicles and the time when the vehicles are recorded. The ANPR 
technology was developed more than a decade ago. and a number of research papers on 
it can be found in the literature from that time period. e. g. Kanayama et al. (1991) 
or Tanaka (1992). Once the registration nutººbers arc obtained, the re-identification is 
a straight forward process since the registration numbers of vehicles are unique. Any 
errors in the image processing step leading to incorrect registration numbers typically 
lead to unmatched vehicles between a camera pair. However, the route choice ambiguity 
between a camera pair and vehicles that halt en route needs to be accounted for in time 
re-identification process. Various cleaning method. -, have been developed to remove such 
outliers; see Clark et al. (2002) and Robinson .C Polak (2006a) for example. 
ANPR 
technology is considered mature today and has been commercialised successfully. ANPR 
cameras are used to successfully monitor and enforce the congestion charging scheme in 
London (TfL 2007). 
However, ANPR cameras typically do not capture all the vehicles in time traffic stream. 
A technology trial in London reported a detection rate between 70-80%, with a 90% 
detection rate for sonne of the advanced cameras. Wiggins (1999) reports that while a 
validation study in the UK found that 8G`ß of the vehicles are read correctly by a state-of- 
the-art ANPR system. a large number of number plates were unreadable during a trial in 
Helsinki (lne to dirty number plates in winter. While these figures are for a single camera 
site, a vehicle has to be recorded by both upstream and downstream cameras in order to 
obtain its travel time on a link. The percentage of vehicles captured by a pair of cameras 
on a link is likely to be lower than the representative figures quoted above, since different 
vehicles may be omitted 1w upstream and downstream cameras. Time capture rate for two 
corridors in central London. presented in section 7.4.1. were found to be lower than the 
above figures. 
There are a number of fossil kk reasons fort he lower capture rate. These include errors 
in image processing and OCR 1vceding to missed recognition of the registration number of 
some vehicles. The reasons for errors include lack of standards for number plate uniformity, 
inrorrect. 1Y mnonnted or missing platy s. difüerenres in the number plate position between 
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vehicles and character ambiguity encountered by the OCR (e. g. zero and letter o) (Blythe 
et al. 2001). The problem can be exacerbated during the winter months due to dirty 
number plates (Wiggins 1999). The monitoring zone (field of vision) of ANPR cameras 
is less than the width of a, lane. Typically, one ANPR camera is installed per lane at 
monitoring locations configured to monitor the centre of the la. tte; this is true for the case 
of London. However, vehicles that change lanes at the detection zone can be missed by the 
ANPR camera (TfL 2005a). Additionally, the number plate of vehicles can be occluded 
by closely following adjacent vehicles in dense traffic. Ileice, ANPR canicra pairs provide 
travel times frone a sample Kopulation of vehicles in the traffic stream, where the sample 
population consists of vehicles that are captured by upstream and downstream cameras 
on a link. 
The sampling process leads to the possibility of bias in travel times estimated by ANPR 
camera pairs. The travel time of a vehicle on a link depends on its entry time on the link 
with respect to the signal cycle. This results in a, travel time distribution with unknown 
properties, and often results in a multi-nodal distribution for urban links (Sen et al. 
1996, Lombard 2006, Li 2007). Hence, unless the ANPR sample vehicles are distributed 
uniformly with respect to the travel time distribution, the travel time estimate generated 
using ANPR observations will be biased. Obtaining an unbiased travel time estimate is 
difficult from a statistical perspective unless the property of the travel time distribution, 
arrival time of vehicles on a link with respect to signal timing or the sampling bias is 
known. Despite these problem. ANPR remains a popular technology to automatically 
measure link travel times. 
Cost also remains asignificant factor that prevents this technology from being deployed 
in a more ubiquitous fashion. Some of the high-end ANPR cameras can cost as much 
as £20.000 each. Hence. the cost for instrumenting a single link with AN13R cameras to 
measure travel tines can be upto x40.000. in addition to installation. data com m unication, 
data, processing and maintenance costs. Cheaper ANPR cameras do not have the capability 
to carry out image extraction and OCR. on the camera, requiring the video images to be 
transmitted to a. central location for processing resulting in higher communication costs. 
Electronic tags 
Electronic tags are commonly used for automatic toll collection, where vehicles are equipped 
with electronic tags with unique identification numbers. These tags are identified and 
recorded by different toll collection poicºts as vehicle's travel along the road network using 
short-range communication. RFID tags are often used for such purposes. Hence, it is pos- 
sible to identify the travel time of individual vehicles between two points along the road. 
Data from toll collection sVstPIUS have been used for travel time estimation before (0hba 
et al. 1999. Sorignera et al. 2007). This method is suitable for travel time estimation on 
stretches of tolled roads which are equipped Nvitlc electronic tagging technology for toll 
collection purposes, and is installed for l\16 toll in Ilia UK. and in the urban environment 
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in Oslo, Rome and Singapore. It has been shown in tests that the technology is capable 
of capturing more than 9999' of vehicles in the traffic stream (TfL 2005a). However, the 
size of the detection zone for such devices is around $m when mounted on a Gin pole 
(TfL 2005a). This location ambiguity gives rise to an error in the travel time estimate of 
around 4.32 seconds for a vehicle travelling at 10 kin/h, regardless of the length of the link. 
The obvious limitation of this method is that travel times can only be estimated between 
two locations where electronic tag readers are installed. This technology is currently not 
installed on vehicles in the UK, and road-side infrastructure for reading electronic tags 
also do not exist. The Driver and Vehicle Licensing Agency (DVLA) are considering the 
introduction of electronic number plates in the UI< (DVLA 2006). Mandatory implemen- 
tation of number plates with electronic tags for all the vehicles will provide opportunities 
to measure travel times using this technology. 
Vehicle recognition through machine vision 
Unique features other than the registration number extracted from camera images can 
also be used to identify individual vehicles. Karuijo et at. (2005) used image processing to 
extract size, type and colour of vehicle's to uniquely identify them in the image recorded 
by cameras installed at upstream and downstream locations of a link and estimate the 
travel time. Chong et al. (2001) used a latter based vision system to extract length and 
width of vehicles from upstream and downstreani cameras and match these features to 
estimate travel time. The reported accuracy of this method remains low. Kaniijo cat at. 
(2005) report a re-identification rate of 307(. Ilowever. they point out that this is higher 
than the typical concentration of probe vehicles in the traffic stream. Time approaches 
using alternate features extracted from camera iniages to estimate travel time are still 
under research and development, and not yet commercially available. Deployment of these 
technologies will involve installing additional detection and communication equipinclit oil 
the road, resulting in additional set-nj) and operational costs. 
Vehicle recognition using analogue ILD signature 
This method is similar in spirit to vehicle recognition using tººacliine vision. However, in 
this case, features that are unique to a velºicli are identified using analogue inductance 
output from commonly deployed ILDs. An overview of the working principles of ILDs 
can be found in Chapter 2 of Klein et ººl. (200(i). In 1)rieef. the presence of n vehicle over 
the 1LD reduces the inductance of IIºe ILD. The traditional signal processing hardware 
used with ILDs measures the inductºilºce value at a pr(-determined sampling frequenºc, ". 
A value of 0 is output if the inductance is above a certain threshold, and a. value of 1 is 
output if the inclucta»ce, is belon" the Ihreshºº]cl to iuclic". 1tc' vehicle presence. The ILDs on 
urban links in the UK are sampled al -1 11z. 
lt is possible to sample the ILD at a high rate (e. g. 1l)00 11z) and record the actual 
values of inductance. or change ill iculicctaiire with rces)pect to a base value. The pattern of 
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the change of inductance due to each vehicle in the resultant signal is called the inductive 
signature of the vehicle, which is considered unique to a vehicle. It is possible that two 
vehicles of the same make, model and year have similar signatures. IIence. this method 
relies to some extent on the heterogeneity of vehicle types in the traffic mix. The inductive 
signatures of vehicles are matched at upstream and downstream ILDs to estimate travel 
time. Developing more accurate and efficient methods for vehicle identification from the 
inductive loop signature is a research topic in itself (Jong k Ritchie 2006. Kwon V Parsekar 
2006). The sampling rate of vehicles using this method has improved over time due to 
improved techniques. Kwon ., Parsekar (2006) show that 87% of vehicles can be re- 
identified using this uietliod on highways, while Oh et al. (2001) report 76.5Y(, capture 
rate on highways and 51.7% on arterial streets, while an earlier report, suggests only 1010 
vehicle capture rate (Turner et al. 1998). This approach is prone to sampling bias for 
low sampling rates, as demonstrated by Ilellinga & Fu (2002) in the context of probe 
vehicles. This technology is on the cusp of commercialisation. and some products that 
use inductive signatures for vehicle classification are already available in the UK market. 
While this relatively new method is promising, there are potential barriers to prevent its 
rapid adoption. The inductance measurement, is not available frone typical loop detector 
installations in the UK. The signal processing hardware units (Outstation Units, or OTUs) 
of the loop detectors need to be retrofitted with additional signal capture cards to obtain 
this additional input. The retrofitting of signal processing hardware on existing ILDs 
is potentially cheaper than installing new types of sensors. This approach also poses a 
data transmission challenge. The inductance output nºcasurecl at a high sampling rate 
generates a large volume of data, which needs to be transnnitted to a central location 
from two different ILDs to estimate the travel time. This c-an potentially increase the 
communication costs associated with operating ILDs. 
Vehicle recognition using high-frequency ILD digital data 
ILD's are typically sampled at 60 liz in the United States. and vehicle re-identification has 
been attempted using the high resolution digital data l)y Nlay et al. (2003). The data used 
in this approach is less detailed than the analogue signature. and consists of 0/1 values 
for vehicle absence/presence at the sampling frequency. In the approach reported by May 
et al. (2003), long vehicles which are less common in the traffic stream are identified at 
a downstream ILD. Assuming free-flow traffic, a candidate time window wheiu this long 
vehicle is likely to have crossed the rnpstre, »n ILD is determined using pre-determined 
minimum and maximum speeds. If the long vehicle is identified by the upstream ILD 
within the candidate window, the time difference hetweccº the arrival of time long vehicle at 
upstream and downstream ILDs is the travel time of that vehicle. On the other hand. if the 
long vehicle is not found within the candidate time window. it is deemed that the traffic 
is not free flowing and no estimation is made. Time method is more straight-forward for 
double loops where vehicle lengths can be ]ucas>>rc'cl easily. The advantage of this method 
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is that it does not require any additional instrumentation when the ILD is sampled at a 
high rate, and hence is cost effective. However, the 11. Ds in urban arterials in London 
and other cities in the UK are sampled at 411z, and some ILDs spalt two lanes. IIence, 
this method is not suitable for urban links in UK towns and cities. This method could 
potentially be used to estimate travel times on the highways in the UK using ILDs installed 
for the Motorway Incident detection and Automatic Signalling (MIDAS) system, which 
are sampled at a higher frequency. 
Future possibilities in vehicle identification 
Advances in signal processing and de-convolution (the process of extracting the signal of 
interest from background noise) in the context of audio signals raises interesting possi- 
bilities in its use for travel time estimation. Automatic extraction of individual signal 
components from a sound signal remains an active topic of research in signal processing 
(Assa-El-Bey et al. 2007). As this technology matures. individual vehicles could be po- 
tentially identified from engine noise captured by cheap road-side microphones, providing 
a cost-effective solution to the travel time estimation problem. 
An advantage of using vehicle re-identification to estimate travel time is that the 
method can estimate the travel time distribution frone a sample vehicle population for a 
given time period rather than just an average travel time value. This is an important 
consideration in the context of urban links. where the short-terns vehicle-to-vehicle travel 
time variability is high. Travel time variability is considered as one of the important 
indicators of network reliability (Troutbeck et al. 2007). Hence. travel time estimates 
obtained using vehicle re-identification can also be used for road network performance 
measurement. 
2.3.2 Cumulative counts method 
The cumulative counts method is an elegant inductive approach that uses readily available 
count data, from upstream and downstream ends of a link (Dagaiizo 19! )7). This method 
can be viewed as an approximation of the vehicle re-identification met hod using low res- 
olution ILD data. This method can also be viewed as a refinement of the (fueling model 
where the downstream flow is directly measured using a detector. rather than using an 
estimate based on signal timings and saturation flow rate. Time cumulative c"omits lnethocl 
is conceptually very simple. and is described as follows. 
Assume that there is a one-way link with traffic counters installed at its upstream and 
downstream ends. A vehicle counting experiment is started with loth the coulters set to 
zero at the start of the experiment. Assume also that there are no vehicles on the link 
when the counting experiment is started. Furtherimiore. vehicles call cuter the link only 
through the upstream end and exit through the downstream owdownstream end. i. e. t lu m are no entry or 
exit points in between. Furthermore, it is assumed that the coinjiITS are accurate. Each 
counter is designed to increase its value by one ývhiell it euconnters a vehicle and record 
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the corresponding time. When the first vehicle crosses the upstream counter, its value is 
increased to one and the corresponding time is recorded. Similarly. when the first vehicle 
crosses the downstream counter, its value is also increased to one and the corresponding 
time is again recorded. The time lag between when the downstream counter changes its 
value to 1 and when the upstream counter changes its value to 1 gives the travel time of 
the first vehicle, provided that no overtaking has taken place on the link. 
This concept could be generalised and a curve can be plotted with cumulative vehicle 
counts fron upstream and downstream counters on the y-axis and time on the x-axis, 
as illustrated in Figure[2.1]. This graph is called the cumulative curve. Two cumulative 
curves can he constructed using Second-by-second flow data recorded by ttpst maue and 
downstream ILDs (or vehicle counters that use other detection technologies). A(t) and 
D(t). The total travel time of vehicles exiting the link (luring a specific time period, 
say between tl and t2, is given by the area between the two curves for that time period, 
represented by the shaded section in the figure. This can be expressed analytically as, 
N2 
TTtotal D-1(ßl) - A-1(n) (2.7) 
n=N1 
where, 
Total travel time of vehicles exiting the link hetweeii 11 and 12 
A-1(n) = Time when vehicle n crossed the npstrenni ILD 
D-1(n) = Time when vehicle n crossed the downstream ILD 
NI. AT2 = The first and last vehicles to exit the link ln'twrru ti an(l 12 
z 
C 
° A(t ý 
D(t) 
E 
° 
Time (t) 
Figure 2.1: Illustration of cniunlative (ilrV"('s 
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The average travel time of vehicles leaving the link during this period can be obtained 
by dividing the total travel time by the number of vehicles, as shown below. 
In? N D-1(n) _ A-1(it) TT (2. $) nt, e _- (N2-Nl) 
where, 
TTRZ, e = Average travel time of vehicles leaving the link between t1 and 12 
Lastly. it is possible to directly estimate the travel time distribution using the cumula- 
tive curves method. since it provides an estimate for the travel time of individual vehicles 
during a given time period. Specifically, 
TT,, = D'1(n) - A'1(n) do (2.9) 
Froin this, we can construct p(t), the probability density function for the travel time 
distribution for all values of t. 
The method assumes that there is no overtaking on the link. It provides unbiased travel 
time estimates even with overtaking, but under-estimates the variability. The met hod can 
be implemented easily using a computer program using second-by-second flow data ob- 
tained from the ILDs. The method can also be implemented using aggregate flow counts, 
if the aggregate flows are interpolated to generate cumulative curves at the required teni- 
poral granularity. The precision of the travel time estimate obtained using the cuniuhative 
counts method depends on the temporal granularity of the flow recorded on the x-axis 
of the cumulative curves diagram, as shown in Figure[2.1 ]. A nisi jor drawback of the 
cumulative counts method is its dependency on the accuracy of flow counts for travel 
time estimation. Error in flow counts obtained frone sensors can cause the upstream and 
downstream cumulative curves to drift apart, leading to u»realistic travel time estimates. 
unless the errors are detected and corrected. This issue is discussed in detail in section 3.2 
2.3.3 Platoon re-identification 
The platoon re-identification approach is similar to vehicle re-identification. wliVre a groulp 
of vehicles are re-identified at two different points on the ro. ul base l on their platoon 
structure (Petty et a1.1998. Coifinan & Cassidy 2002. Scut et al. 20(EL Lucas et al. 200-1. 
Pfannerstill 2005). This class of methods use sccotul-by-sc'c"onul flow clat; i obtaincd from 
upstream and downstream ILDs. Hence. the method call be used Willi IOW resolution 
ILD data (e. g. 4 IIz). Platoons have also been re-identified using the inductive signature 
of vehicles for arterial roads in Cologne (Bolhnke 2003) for travel tine estimation. The 
platoons are typically re-identified using cross-correlation trc1111ic1UP. (\Vvisstriu 2007). 
The time difference between the arrival of a re-identified platoon at clownstrPahu and 
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upstream 1LDs is used to estimate the travel time. These methods assume, that vehicles 
retain their relative position with respect to each other as they travel over successive 
ILDs. maintaining the platoon structure. This is a reasonable assumption in the context 
of highways, though speed variation between vehicles may cause the platoon structure 
to change over longer distances. However, platoons do merge and split due to signals in 
urban arterials, and it is unlikely that this method can be used to estimate urban link 
travel times. Robinson (2005a) has shown that, in theory, the platoon structure of traffic 
could be lost due to signals. 
2.3.4 Data from positioning systems 
Positioning systems can be used to determine the location of mobile Sensors within a 
coverage area in a spatially and temporally continuous fashion. This differs frone vehicle 
re-identification methods where a specific vehicle can only be identified at specific locations 
on the road network. Examples of positioning technologies include satellite based global 
positioning systems. mobile phone data and aerial photography. 
Data from Global Navigation Satellite Systems 
An increasing number of vehicles are equipped with devices that can measure their location 
using Global Navigation Satellite Systems (GNSS). The Global Positioning System (GPS) 
operated by the USA is the only GNSS system that is fully operational currently. The 
GLObalnaya NAvigatsiounaya Sputnikovaya Sistenna (GLONASS) system operated by 
the Russian Federation currently has 10 satellites in orbit, and is expected to be full. ' 
operational ly 2009 (Sergey et al. 2007). The GALILEO system 1)y the European Union 
is also under development and the system is expected to be operational by 2012 (Loddo 
2007). A more detailed background on GNSS can be found in Quddus (2000). 
Logistics and fleet management companies collect location data from GPS equipped 
vehicle fleets to support their operations; this is known as floating vehicle data (FVD) 
or probe vehicle data. Companies such as ITIS Holdings Plc in the UN aggregate FVD 
from a number of GPS equipped vehicle fleets. For example, IT1S have: crrºulgelne1ºts with 
companies such as National Express and AA resulting in a total fleet size of over 50.000 
vehicles. The FVD data from different fleet operators are aggregated, and the combined 
data set is made available for sale. ITIS data cover UK Motorways. A Roach and sollte B 
Roads. It is possible to estimate travel tines across the road network using FVI) from a 
sufficiently large fleet of vehicles (Cowan & Gates 2003). 
The number of probe vehicles required for effective spatial and temporal network c'ov- 
erage is an important factor when using FVD for travel time estimation. Srink'asall k' 
Jovanis (1996) recommend that probe vehicles can be a reliable data source for travel t fine 
estimation on heavily travelled highways and major urban arterials (luring tle peak pe- 
riod, but not for minor arterials or during off-peak times. The spatial coverage cif the road 
network lnv probe vehicles remains low currently. For example. an s111a11ysis of prole vehicle 
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data from ITIS, who consolidate GPS data from a number of different fleets. showed that 
no data were available from 27% of the links during the evening peak hours for A-Roads 
in London. Moreover 53.5% of the links had less than 10 vehicles observed on their during 
the course of an entire month during the morning peak hours (0700 to 0900) an, 2005b). 
However, it is expected that the spatial and temporal coverage of FVD data available frone 
such consolidators should improve with time as more vehicles are equipped with location 
tracking devices. 
Moreover, it has been shown that as the variability of travel time increases. the number 
of required probe vehicles also increases. It should be noted also that in increase in the 
number of probe vehicles will not increase the precision of travel time estimates using FVD 
due to the underlying variability of actual link travel times, as pointed out by Sen et at, 
(1997). The second issue associated with using FVD is the potential for bias. The issue is 
very similar to the potential for bias for travel times estimated using ANPR observations. 
as described earlier. Estimating unbiased route travel times is difficult using probe vehicle 
data without signal control information due to dependencies between travel times on 
adjacent links for a given vehicle. Thakuriah et al. (1996) provide a good overview of this 
issue. 
In addition to the sampling error, the errors in location estimated using GPS can 
also contribute to travel time estimation errors. For example, the accuracy of 80000 GPS 
positions using seven different devices in London were analysed for a trial of the Congestion 
Charging Scheme. The study showed that the average location error was 9.7 in. These 
figures translate to an average error in speed of 1.94% for a route that is 1 kin long. 
while the equivalent error is 19.4% for a. 100 in long link. IIence. GPS based travel tine 
estimates are more reliable for longer routes than shorter links. A more recent study in 
London showed the average error to be 6.8 m, with a standard deviation of 8.9 in (TfL 
2006). 
The travel time can also be estimated using the vehicle speed estimated using t li e 
GPS. The Doppler shift in frequency of the signal received from the satellites can be used 
to measure the velocity, and hence the speed along the road. of a GPS equipped vehicle 
(Kaplan 1996). However, the spot-speed measurements cannot be directly used to the 
estimate travel time of vehicles on urban roads because they do not account for the delay 
incurred by vehicles at traffic signals. 
There are costs associated with obtaining FVD for the purpose of travel titue estima- 
tion. Individual vehicle fleets are often not big enough to provide the necessary Spatial 
and temporal coverage for travel time estimation across a network. FVD cotmsolidatot: s 
such as ITIS combine FVD data from a number of different vehicle fleets. and s("ll the 
aggregated data for a price. Potential use of FVD data has cost implications not only for 
this research project, but also for ITS applications developed using this research if tlic'Y 
require FVD data as input. 
Due to the limited spatial and temporal coverage of FVD sources. they cannot riu"re"I lv 
be used is the sole input for travel thue estimation models. However. they are a polviitial 
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input data source that can supplement other high-quantity low-duality data sources such 
as ILD data (Robinson 2005a. ). 
Aerial photography 
Aerial photography is one of the deductive approaches proposed and tested in the liter- 
ature. Angel S Hickman (2002) and Angel et al. (2002) use aerial photography fron a 
helicopter to track the trajectory of a platoon of vehicles and estimate their travel times. 
Vehicles were manually tracked for this study. and the authors were developing ill object 
recognition algorithm to track individual vehicles from the video data raptured 1)y air- 
borne cameras. This method has tile advantage of providing a number of additional useful 
traffic parameters in addition to travel times, such as queue lengths, traffic density etc. 
The obvious disadvantage of this method is the cost. The method clearly cannot be used 
to provide continuous coverage of the road network throughout the day. 
It should be noted that advances in miniature aerial vehicles and drones will make 
this option cheaper in the future: for example, spy drones have been piloted for trallic 
monitoring (Coifman et al. 2004), and for crowd monitoring by the police in the UN 
(BBC 2007). Advances in lighter-than-air vehicles such as balloons and airships may also 
provide another cost effective option for the collection of aerial photographic data in the 
future (Fitzpatrick 2003); the cost of operating camera-mounted low-altitude blimps arc 
already low and they are commonly used for displaying advertisements. A third options 
for aerial photography uses Skycams. which are cameras mounted on tall structures. A 
skycam can cover a stretch of roadway depending on the height at which it is mounted. 
Video images from Skycams have also been used to estimate speeds using image processing 
techniques. Yu et al. (2007) estimated vehicle speeds using motion information contained 
in 1\IPEG video data of traffic obtained from skycams without tracking individual vehicles. 
An advantage of this method is that it can use lower resolution images compared with 
vehicle tracking methods. However, such systems are currently in an experimental stage 
and currently not a viable option for travel time estimation. 
Mobile phone data 
Travel times can also be estimated using location information obtained using mobile phone 
data. Location can be estimated using mobile phone infrastructure in three different ways. 
The simplest of the approaches is to determine the location of the base station that a 
mobile phone is communicating with. The location estimate of the phone is giveli lay dw 
cent roid of the coverage area (cell) of the base station. The smaller the coverage area of 
a base station, the more accurate the location estimate is. Typically. a iiiobile phone will 
communicate with a base station with the strongest signal. which usually is the (wares( 
base station. However, the strongest signal could be from a different base station if the 
signal frone the nearest base station is blocked due to obstructions. A >»ol)ile phoiie could 
also communicate with a more distant base Station if the nearest base statham alrl'a1Iv has 
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the maximum number of connections. These conditions introduce additional errors in the 
location estimates. This approach was trialled in London and yielded an average error of 
2400m (TIL 2005a). This level of precision is clearly unsuitable for travel time estimation. 
A more accurate approach for position estimation involves tracking the location and 
time when mobile phones are handed over from one base-station to another. However. 
the typical hand-over area could range between 300-1000m. IIence, information from a 
number of different mobile phones and the. history of their positions in the past, have to 
be considered jointly to obtain precise location estimates (Bar-Gera 2007). The method 
has been found to be reliable fur estimating the travel time of free-flowing trallic, but not 
congested traffic (Wunnava et al. 2007). Bar-Gera (2007) demonstrated that the method 
could also be used to measure the travel time during the peak periods. Time accuracy of 
travel time estimated by this approach using a proprietary algorithm was determined by 
comparing against travel time estimated using speed estimates obtained frone ILDs. The 
estimates using mobile phone daita were found to differ frone the travel time estimated using 
ILD data by 15% on average. The travel time estimated using this method is combined 
with travel time estimates using FVD by ITIS in the UK. 
A third method for location estimation uses estimated distance and direction of a 
mobile phone with respect to multiple base stations and uses principles of geometry to 
estimate the position. The distance of a mobile phone from the base station can be 
determined based on the strength of signal, as the signal strength attenuates with distance. 
The distance can also be estimated using Time Of Arrival (TOA) of signals transmitted by 
the mobile phone by multiple base stations. Some antennas (array antennas) at the base 
station are also able to determine the direction of a signal transmitted by a mobile phone: 
this is called the Angle Of Arrival (AOA). These measurements are subject to multi- 
path errors, where the signal from the mobile phone is reflected by buildings and other 
objects before they reach the base station (Caffery & Stuber 1998). Once the dist. mncc of 
a mobile phone from three base stations is known, the position of the mobile phone can 
be estimated by trilateration. Similarly, if the direction of a mobile phone frone three base 
stations is known. the mobile phoiie's position can be estimated by triangulation. Both 
these methods use elementary geometry to solve distance/angle equations. This method 
yields a position accuracy of 100ni in urban areas (Vossiek et al. 2003). 
Travel time is estimated using the position estimates of a. mobile phone at two different, 
points in time using one of these methods. Specialised algorithms might be nCeded to 
determine the phones that are in the traffic stream (Bar-Gera 2007). Such algorithms are 
likely to be crucial in urban roads where traffic speeds are low3. 
It has also been questioned whether the current mobile phone infrastructure is capable 
of providing location information for a large number of phones, even for the most basic 
method (TfL 2003a). The mobile phone companies are in the business of providing voice 
3The iwerage speed of vehicles in central Loudon is 8 miles/homer. This is 
the same as the average speed of veliicle. in central London 100 year. ago! See 
litte: //ýý«ýý. ttt. guv. iik/cuipuratc/Iýrujettýaiýýhclicincý/ru, i, l5ýuýli»tlýlicýlýuccs/2'177. ßi, 1>x I'ur t1clails. 
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and data services to the users. Provision of supplementary services such as location in- 
formation might not be of primary concern to mobile service providers. Lastly, position 
information obtained from mobile providers is not likely to be free. Traveller iufornia- 
tion systems based on mobile phone data are currently implemented in I3angalore& and in 
Hyderabad (India. ) as an experimental service. 
2.3.5 Comparison of deductive travel time methods 
Of the deductive approaches listed above, the use of electronic tags, machine vision, ana- 
logue ILD signatures, high-resolution ILD data and aerial photography are not feasible for 
urban arterial streets, since the typical sensor instrumentation does not provide the neces- 
sary input data. The platoon re-identification approach is not applicable to urban streets 
due to interruptions to platoon progression due to signals. The strengths and weaknesses 
of the remaining methods are summarised in Table[2.11 below. 
ANPR FVD (GPS) Mobile Phone 
Spatial Data Coverage Low Low High 
Temporal Data. Coverage High Low High 
Communication cost Low for in-camera process- Low Low 
ing; high for off-camera 
processing 
Capture Rate Medium Very low IIigb 
Accuracy High High Low 
Cost of acquiring data Nil Yes Yes 
Maturity of technology High High Medium 
Table 2.1: Comparison of deductive methods for urban link travel time estimation 
2.4 Data available from urban roads 
The travel time estimation and forecasting framework developed for this research is in- 
telide l to be applicable to a inunber of in-ban road netWO>rks. \Vliily tluv specific iºatitre of 
sensor instrumentation varies between cities, there are a number of con»nonalities across 
cities. For example. ILDs are installed on urban roads in a large number of cities to 
provide input for adaptive Irallic control systemus. Local bodies typically install sensors 
to monitor traffic patterns in the city for transport planuing`purposes. These coninion 
sensor systems are installed on the London road network. Hence, sensor instrumentation 
for arterial roads in central London is treated as in example for identifying the typical 
data availability for urban arterial roads. 
4 ht t p: //w"ww. bt i.. i ii 
Shttp: //«r%%"w. ht i.. in 
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2.4.1 ILDs for traffic control 
The traffic signal timings in central London are optimised by the SCOOT (Hunt et al. 
1981) traffic control system. The SC( OT systeºlt is c"apablv of optimising the signal timing 
by minimising the total vehicle delay and the number of stops over an area, and is able to 
accommodate public transport priority (Bowen et al. 1991. Brethcrton ct al. 2004). The 
SCOOT system requires vehicle presence measured every 250nis from all approaches to a 
junction. This input is usually obtained from Inductive Loop Detectors (ILD); a detailed 
explanation of how ILDs work can be found in Chapter 2 of Klein et al. (2006). There 
are over 6000 ILDs in London which provide data from all the major links (Robinson 
2005a). These ILDs are sampled at 4 IN generating 1 or 0 values for vehicle presence and 
absence from each ILD. These data from all the SCOOT ILDs are transferred to central 
Urban Traffic Control (UTC) computers at Transport for London (TIL). The raw ILD 
output recorded at 4 IN is available through a system called the London SCOOT Archive 
Database (LSAD), an IT system jointly owned by Imperial College London and TfL and 
hosted at TO (Robinson 2005, ). 
The basic ILD output is also available through tlºe SCOOT system from M19 messages. 
If the M19 messages are logged, the information is available from tlºe UTC computer 
running SCOOT. However, M19 messages generate a high volume of data. For example, 
M19 messages from a single ILD for a 24-hour period generates 3.29 MB of data, since the 
messages contain additional information such as the timestamp, message id (M19), and 
ILD id for each second of data logging. Hence, it is not feasible to obtain ILD data from 
a. large number of detectors by logging M19 messages from SCOOT clue to the amount of 
data involved. The message logging process also increases the computational processing 
overhead of the SCOOT system. Logging is a low-priority task within the SCOOT module. 
This means that when different processes compete for computational resources, logging 
gets a lower priority, leading to omitted entries in the message log. For example. M19 
messages were logged for ILDs in two different corridors in London simultaneously for the 
purpose of this research. which resulted in incomplete M19 log files with missing data. The 
logging process was repeated for each corridor separately. with a smaller number of ILDs 
during each logging period, which resulted in complete M19 log files. 
The raw ILD data ran be nsecl to derive a number of traffic parameters siech as flow, 
occupancy. Average Headway Time Between Vehicles (AIITBV) and Average Length of 
Occupancy Time Per Vehicle (ALOTPV) (Cherrelt. et it]. 2000). which can be used as 
inputs to travel time estimation models. A formmal definition of thusc quantities (: all be 
found in Appendix A. The raw data can be used to produce temporally dense second- 
by-second flow counts required for deductive approaches such as queuing models and the 
cumulative counts method. Hence, SCOOT 1LDs are a potential source of data for travel 
time estimation on a large number of links in central London. This is a data source with 
'The system is not operational during the last year or so. Efforts an" ciirº("utly ýin<li rw. ýý to make the 
system operational again. 
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the most comprehensive spatial and temporal coverage of roads in central London. 
Indeed, ILDs are installed to provide input for traffic control systems in a number of 
other cities. The SCOOT system is installed in over 200 cities around the world (llrether- 
ton et al. 2004). For example, Nottingham has 131 SCOOT controlled junctions and 
Leicester has 189 SCOOT controlled junctions. enabling travel time estimation for ap- 
proximately 393 and 567 links for these cities respectively, assuming an average of three 
links leading into a typical junction. Similarly, such instrumentation is typical of many 
cities around the world; e. g. Bangkok (371 junctions). Cape Town (50), Halifax in Virginia 
(103), Hong Kong (115), Macau (80) and New Delhi (47)7. 
2.4.2 Automatic Number Plate Recognition cameras 
Traffic demand in central London is managed during the business hours by the implementa- 
tion of a congestion charging system. All private vehicles driving through the Congestion 
Charging Zone (CCZ) in central London between 7: 00äm and 6: 00pni, Monday to Fri- 
day, are charged £8 a day. The congestion charging scheine is enforced using Automatic 
Number Plate Recognition (ANPR) technology where the registration numbers of vehicles 
entering and leaving the zone, and driving within the zone at some locations, are recorded 
along with the corresponding time-stamps. ANPR cameras are installed on all roads en- 
tering and exiting the CCZ, in addition to some locations within the CCZ and some roving 
ANPR cameras. There are a total of 340 CCZ ANPII camera sites in central London TfL 
(2007). 
It is possible to obtain the travel times of vehicles travelling between two ANPR 
cameras. However, most of the CCZ ANPR cameras are located at the boundary of the 
CCZ in order to record the maximum possible number of vehicles that are subject to 
congestion charging. Hence. the location of ANPII cameras are not optimised for journey 
time measurement. Therefore, multiple ANPß camera sites are present only on a small 
number of corridors leading into or out of central London where vehicle journey times can 
be measured. CCZ ANPR cameras are therefore not considered a viable source of data 
for network-wide travel time estimation. 
2.4.3 Signal control data 
lt is possible to obtain signal timings from the SCOOT system. Signal timing information 
can be used as one of the inputs for travel time estimation since delay clue to signalisation is 
one of the important components that constitute the travel tine on urban links. However, 
there are no IT systems that capture and store the signal timing data at TV. SCOOT's 
recommendation of signal timings can be obtained by logging M31 messages. However, 
some of the on-site actions such as activation of pedestrian stages or bus-priority calls 
may take precedence over SCOOT recommendations. This ºneans Ihat. the signal timings 
'Source: little//www. scoot-iitc. com. Accessed on 25.10.2007. 
8Tlte author is inVolvtdl in discussions with TfL to design and i it('litiitlly I, iild -'itch a msteni. 
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logged by the SCOOT system are not always accurate. Moreover. logging additional 
messages can introduce extra computational load on the SCOOT/UTC computer, which 
is not desirable. Lastly, this information might not be readily available from other /adaptive 
signal control systems. Hence, signalisation data are not considered as a potential data 
source for travel time estimation. 
2.4.4 Other data sources 
London, and indeed many other cities. have high precision vehicle counters at a, number of 
locations on important roads for the purpose of collecting vehicle count data for transport 
planning applications. London has a number of per-lane dual loops (ILD) on a set of roads 
that are identified as strategically important by TfL. Data from such locations are used 
for the purpose of traffic planning. While the data, collected by such devices are often 
more accurate than ILDs installed for traffic control. they are limited in number and have 
sparse spatial coverage. 
Floating Vehicle Data (FVD) for London are available frone data consolidators such 
as ITIS. However, the spatial and temporal coverage of FVD is poor (TfL 2005(1). Such 
data is not available in the public domain and obtaining such data has cost implications. 
Hence, FVD is not considered as a potential source of data. 
2.4.5 Summary 
ILDs installed for the purpose of traffic control is the only source of data that provide the 
required spatial and temporal coverage. However. ILD data are known to have quality 
issues (Robinson , Polak 200Gb). This factor needs to taken into consideration if ILD 
data are used as input for the travel time estimation method. This is discussed in detail 
in section 3.1.2. 
2.5 Methodology for travel time estimation 
The choice of an appropriate method for travel time est hunt ion depends on the availability 
of required data, calibration requirements and the ability of the method to handle errors 
present in the input data. The only data source available in central London that is spatially 
and temporally rich is the SCOOT ILDs. 
Reference travel time data for calibrating inductive models are not readily available 
for most of the links instrumented with ILDs. Hence, it is desirable to use a deductive 
method for travel time estimation. The chosen deductive nnethod Should not have any 
parameters that require site-specific calibration fron the point of view of easy deployment 
and operation. The cumulative counts method satisfies this criteria as it sloes not need 
any calibration parameters. The niethod uses sec"cmd-ley-second flow data as its iulmt. 
which is readily available from SCOOT ILDs in London. Hence. the cunnil. ctive counts 
method is chosen as the basic methodology for travel time estimation. 
2.6. Summary 49 
However, the accuracy of the travel time estimate obtained using the cumulative counts 
method is dependant on the accuracy of flow count data. In addition, there are a number 
of practical problems that need to be overcome before this method can he used for travel 
time estimation using real-world data. Such considerations are examined in the next 
chapter. 
2.6 Summary 
An overview of travel time estimation methods in the literature was presented in this 
chapter. The data availability from typical urban road networks, with London as a specific 
example, was also undertaken. Based on the data availability and ease of deployment and 
operation, the cumulative counts method using flow data derived from ILDs was chosen as 
the basic methodology for travel time estimation. The problems that need to be solved in 
order to use such a method for travel time estimation using real-world data are presented 
in the next chapter. 
Chapter 3 
Data Quality and Methodological 
Challenges 
Chapter 2 determined that data from SCOOT ILDs are potentially suitable for travel time 
estimation on a large number of links for urban road networks such as London. It was 
also determined that the cumulative counts methodology can be used to estimate travel 
times without the need for link specific calibration. However, data from Inductive Loop 
Detectors (ILD) are not error free. The specific nature of errors in ILD data needs to be 
understood and corrected before they are used for travel time estimation. The cumulative 
counts method is highly sensitive to errors in input data. Hence, the method also needs to 
be modified such that the errors in flow data, obtained from the ILD's are appropriately 
handled. 
These topics are discussed in this chapter. The discussion crystallises the set of prol)- 
lems that need to be solved to enable the cumulative counts method to be applied for 
travel time estimation given the issues identified with ILD data. The solution to these 
problems provides a framework for a calibration-free travel time estimation method for 
urban links using flow data from point sensors. 
3.1 Quality of ILD data 
The cumulative curves method typically needs second-by-second flow data fron upstream 
be and downstream points on a link. The flow data obtained from the ILD output can 
incorrect due to two reasons. The data may be syste»iatically biased clue to the nature of 
ILD installation or configuration. The data can also be incorrect clue to a member of' other 
conditions that are known to introduce errors in ILD output. Both factors are outlined 
below. 
3.1.1 Cross-lane ILDs 
The basic output of a SCOOT ILD consists of 0/1 values rc'portc'cl every 250 Ills. w1ºerc 1 
is output if a vehicle is present over the ILD and 0 if there is no vehicle presennt. if au ILD 
50 
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is installed to monitor vehicles on a single lane, a flow count, is realised wliell the output 
value changes from 1 to 0, indicating that a vehicle has traversed the ILD (Cherrett et 
al. 2000). However, a large number of SCOOT ILDs in London span two lanes. These 
ILDs report a value of 1 if a vehicle is present in at least one of the lanes. including when 
vehicles are present on both lanes simultaneously. Flow and occupancy values derived 
from the output of cross-lane ILDs are hence biased (Papageorgiou k, Dillopoulou 2003). 
Flow counts obtained from such ILDs are lower than actual flow counts. 
In extreme cases, this error can be magnified when there is it queue baked 11p over 
the detector in one of the lanes (e. g. the right turning lane) and vehicles flow in an 
uninterrupted fashion in the other lanes. In this case, the detector will output a value of 1 
continuously when the stationary queue is present over the ILD, and information on trallic 
flow on the other lane cannot be obtained. SCOOT recommends per-lane ILDs when the 
destination of traffic on two lanes are different. Hence, such extreme scenarios are unlikely 
to occur in practice. Cross-lane ILDs are usually installed when the traffic stream on the 
two lanes monitored by the ILD carry out similar turning movements at the end of the 
lane. 
The cross-lane ILDs thus effectively report a logical-Olt combination of readings from 
two hypothetical detectors, each spanning a single lane. Reliable traffic flow counts cannot 
be obtained using readings from cross-lane ILDs using the traditional method of counting 
the number of 1-to-O transitions in the ILD output. Hence, a method to estimate flows 
is required so that the cumulative counts method can be applied on links with cross- 
lane ILDs. Moreover, in the spirit of developing a calibration-free travel time estimation 
method, it is desirable that the method to estimate flows from cross-lane ILDs does not 
require any site specific calibration. A method to address this issue is preesentecl in Chapter 
4. 
3.1.2 Errors in ILD data 
Data from ILDs can contain errors due to a variety of reasons, including broken cables. in- 
terference from other electronic devices, communication failure, software error and harked 
vehicles (Robinson S-. Polak 2006b). Hence. flow data obtained from ILDs are subject to 
these random errors in addition to the systematic error due to cross-lane vehicle detection. 
These errors can be detected and handled actively or passively. 
The active approach 
The direct approach involves correcting the errors to produce an estimate of the true 
underlying data. Such methods are typically applied to aggregate data obtained from the 
ILDs; e. g. 1-minute, 5-minute or 15-minute flows and occupancies. A number of methods 
are available in the literature to correct errors in aggregate flow data. 
'According to TfL sources, 50'%: of SCOOT ILDs in London are installed autos two lanes. 
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Wall & Dailey (2003) identify a pair of adjacent reference detectors that are clcelneº1 to 
function correctly based on data completeness and internal error identification statistics 
such that flows reported by the reference detectors are consistent with each other. A 
multiplicative factor is determined for erroneous loops based on the ratio between the 
number of vehicles counted by the reference loop and the number of vehicles counted l, y 
an erroneous loop during the course of an entire clay. Corrected flow counts from erroneous 
loops are obtained using the above multiplicative correction factor. The method is applied 
to 20-second flow data from highways in the US. The use of a inultiplicativºe factor in order 
to adjust the flow volunºes such that they are consistent with each other (or in other words, 
vehicle conservation is satisfied) is a commonly used technique (Nani (-, Drew 19)(i. Tarku 
dt Rajaraman 2004). 
However, Kikuchi & Nfiljkovic (1999) point out that such methods do not give iiii- 
portance to the observed flow counts from detectors that are cleeined erroneous. The 
multiplicative factor is applied to erroneous flow counts with an objective to balance the 
flow counts from two locations by such methods, regardless of the reported value. Hence, 
Kikuchi & Aliljkovic (1999) formulate the problem of adjusting erroneous flow counts as an 
optimisation problem, and use a fuzzy-optimisation framework solve it. The optimisation 
technique is used to generate a set of flow counts that are not only self consistent with each 
other, but also the closest to the observed counts. Kikuchi & van Zuylen (2000) propose 
five different methods for estimating a consistent set of flow counts that are closest to the 
observed values based on the above principles. The difference between the five methods is 
in the optimisation framework and the methodology. The corrected and consistent flows 
obtained using such methods can be used as input to the cumulative counts method or 
other travel time estimation methods. 
The passive approach 
The indirect approach involves identifying errors and filtering out or removing the erro- 
neous data. Errors in data are detected by checking if the output values are reasonable, 
either individually or when compared with outputs from adjacent detectors. The former 
class of methods are called univariate tests. Examples of univariate tests include checking 
if the reported flow and occupancy values are within certain threshold values based on 
historic data, or checking if the on-time of an individual vehicle is too low to be valid when 
ILDs are sampled at a. high rate such as 60 IN. A detailed overview of ILD data cleaning 
methods can be found in Robinson &: Polak (200Gb). 
Data, cleaning methods are typically used by inductive travel time estimation models 
to remove erroneous data points from the training dataset. They are also used during the 
estimation or prediction phase by the inductive models to identify erroneous inputs. Once 
the input data for a given time period is identified as erroneous. the estimation model 
could either generate an output along with a warning flag regarding input data quality, 
or choose not to produce an output for the given time period. Deductive models also 
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have essentially the same choice when presented with inputs flagged as erroneous by data 
cleaning mnethods. 
Summary 
Errors in input detector data can be handled actively by estimating the actual value based 
on erroneous output. Alternatively, the errors can be handled passively 1) v filtering out 
the erroneous data. Existing approaches in the literature to deal with errors in input data 
for the cumulative counts method is examined in the next section. 
3.2 Cumulative counts method 
The cumulative counts method can be used to estimate link travel times using second-by- 
second flow data from upstream and downstream points of a link, as described in section 
2.3.2. There are three basic problems associated with employing the cumulative counts 
method to urban links. 
1. Initial State: The cumulative counts method requires that the number of vehicles 
between upstream and downstream points is known when the method is initiated. 
Time difference between vehicle labels (counts) at upstream and dowustreamu points 
on the link should be equal to the initial number of vehicles on the link when the 
method is initialised. However, there is no reliable way to obtain this information. 
except to make an assumption that there are no vehicles between the points during 
periods of low flow such as during early morning hours. 
2. Lack of vehicle conservation: Urban links are defined as sections of road between 
two ILDs spanning a junction, as described in section 6.1.1. Vehicles can enter or 
leave the link at the junction between upstream and downstream ends on urban links 
thus defined. In addition, vehicles can enter or leave the link through small lanes and 
building frontages along the link. Typical detector instrumentation on urban links 
do not provide information about all the turning traffic. In addition, vehicles can 
park on the link or take u-turns. This results in iuis-luatc"luvcl flow donuts rc'hHurt('(l 
by upstream and downstream detectors on an urban link, resulting in drifts in the 
cumulative curves. The drift errors accumulated over time can lead to large errors 
in the travel time estimated using the cumulative counts method. 
3. Detector errors: While ILDs are known to be generally reliable. all real world 
sensors have measurement errors. ILDs are prone to a number of errors, as described 
in section 3.1.2. Similarly, many of the ILDs on urban links. specifically the ILDs 
installed for SCOOT, span two lanes which under-report flow counts, as described 
ill section ??. 
The latter two problems lead to errors in the travel ti»ºe estilunted 1ºr the cum ulative 
counts method, as described in the next section. 
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3.2.1 Errors in input data 
The accuracy of travel time estimated using the cumulative curves method depends directly 
on the accuracy of flow data. The unit error ill the trawc'l their estinlatr (b le to unit error 
in flow count is proportional to the traffic flow rate. 
The traffic flow rate, A is defined as the number of vehicles per unit tiiuc, i. e. 
ýýN (3.1) 
For a unit error in N, the corresponding error in terms of time is given by 
dt = 
dN (3.2) 
As the flow rate, A, increases, dt decreases. This is qualitatively illustrated in Fig- 
ure[3.1] using hypothetical cumulative curves under two flow rates. The downstream 
ILD over-counts the number of vehicles by 1 under both flow rates, Al= lveh/main and 
A2 = 2veh/min. However, the corresponding error in travel time during flow rate Al is 
one minute, while the error during flow rate A2 is only half a minute. 
Figure 3.1: Error in travel time estimate and flow rate 
Hence, the errors in ILD data are likely to lead to larger estimation errors during 
periods of low flow such as late night and early morning hours, and smaller estimation 
errors during peak hours. While errors of any kind are not desirable. it can be reasonal)ly 
assumed that travel time estimates during business hours are more important. However. 
the impact of error in flow counts on the estimation of travel time accuracy is a Mctor that 
needs to be addressed in developing travel time estimation methodology. The errors in the 
flow counts accumulate over time in the cumulative curves. This is termed as drift error, 
which can result in unrealistically large or evens negative travel times estilnatecl using the 
cumulative counts method. A method is needed to correct t he drift error in the r>>>uulath"e 
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counts method. 
3.2.2 Background on }candling input errors 
The solution to these problems involves re-calibrating the vehicle labels on the cumulative 
curves at periodic intervals, so that they are made consistent with each other. The calibra- 
tion in this context should not be confused with the calibration of learning based models. 
On the other hand, the phrase calibration of cumulative curves or calibration of vehicle 
labels is used to describe the process where the vehicle labels on the upstream or down- 
stream cumulative curve is increased or decreased as appropriate in the error correction 
process. There are three logical approaches to calibrate the cumulative curves. 
1. Active error correction: Flow correction methods, such as the approach proposed 
by Kikuchi & I\Iiljkovic (1999) not only aim to correct the errors in flow counts 
reported by the ILDs, but also strive to generate a set of flow counts that are 
consistent with each other, as described in section 3.1.2. One of the basic criteria for 
consistency of flow counts reported by adjacent detectors is the property of vehicle 
conservation. A pair of cumulative curves constructed using a consistent set of flow 
counts do not drift by definition. Hence, a consistent set of flow counts obtained 
using active error handling methods can be used for travel time estimation using the 
cumulative counts method. 
2. Knowledge about the number of vehicles on the link: Data fron additional 
sensors that can count the number of vehicles between upstream and downstream 
points, such as video detectors, can be used to calibrate the cumulative counts on a 
regular basis. 
Alternatively, an independent queue estimation model can be used to estimate the 
number of vehicles in the queue at the end of each cycle. The cumulative curves can 
be calibrated such that the number of vehicles on the link at the time of the start of 
red phase is the same as the estimated queue length. The calibration process in this 
context involves adjusting the vehicle labels on the two curves so that the (lifrPrence 
in vehicle labels matches the number of vehicles on the link at a given point in time. 
3. Knowledge about the travel time: If the travel time of a specific vehicle or a 
group of vehicles is known, this iuforinatio» caii be used to increase or decrease the 
vehicle labels on the cumulative curves such that the temporal separation betWWWVPn 
the curves matches the known travel time of vehicles. 
Active error correction 
The most common approach in dealing with input errors in the cumulative counts method 
is to employ active correction. Nana NSt, Drew (1906) calculate a volume adjustment factor 
based on the difference in flow counts between upstream and downstream ILDs for each 
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hour, while it is not mentioned how the initial number of vehicles on the link is obtained. 
This approach yielded travel time estimates that were qualitatively consistent with actual 
travel times; it is not clear if there was any bias in estimation results due to errors in the 
specified initial conditions, while it is clear that drift errors were eliminated by volume 
adjustment. The link used in this study was a, stretch of highway with no exit or entry 
ramps, leading to the conservation of vehicles on the link with errors to the time of 3%. 
It appears that volume adjustment is a satisfactory approach under this scenario. This 
model is further refined analytically in Narn & Drew (1999), where it is shown that the 
travel time estimates are robust with respect to the initial number of vehicles assumed oil 
the link. Some of the models proposed in this study also employed exponential smoothing 
to estimated travel time series, and the Mean Absolute Percentage Error (AIAPE) of speed 
estimates from the models ranged between 6% and 13%. 
Tarko & Rajaraman (2004) employed the cumulative curves method to estimate the 
travel time of vehicles entering a signalised urban link at a given point in time. The 
upstream flow counts were obtained by manual observation, while the downstream curve 
was estimated using signal time data and saturation flow rates. The difference in flow 
counts between upstream and downstream curves was balanced by using a multiplicative 
factor based on the difference in flow counts in this study as well. Moreover, it is suggested 
that if the travel times of a few specific vehicles are known, that knowledge call be used 
to estimate the initial number of vehicles on the link. However, a method to obtain the 
data necessary to implement the suggestion is not given. 
Sharma et al. (2007) corrects the discrepancy between number of vehicles recorded by 
upstream and downstream ILDs by assuming that the downstream ILDs record true flow 
counts. Vehicles are added or removed from the end of the queue for each signal cycle 
to correct for these errors, which result in conservative delay and travel time estimates. 
However, it is implicitly assumed that the number of vehicles that are delayed by the 
signal, and hence in queue, during each signal cycle is the same. This is an unrealistic 
assumption, as the queue lengths vary from cycle to cycle depending on the flow volume, 
duration of the green phase and the offset level between the signal cycles of adjacent 
junctions. 
Vanajakshi (2004) adjusts inconsistent flows through optimisation where the sum of the 
difference between the cumulative counts at two pairs of adjacent ILDs is ininiinised subject 
to constraints based on the expected behaviour of cumulative curves such as the cumulative 
counts at an upstream location should be greater than the count at a downstream location. 
the difference in counts between adjacent locations cannot exceed the number of vehicles 
that road section between the locations can physically hold and that the cumulative counts 
at a point should not decrease with time. However, the estimates after such an adjustment 
gave rise to both higher than reasonable travel times and zero travel times at various times. 
Hence, Vanajakshi (2004) used an analytical form of travel time estimation equation using 
the cumulative counts method with traflie density terms proposed lky Nimm &c Drew (1999). 
and estimates trallic density front ILD occupancy based on an empirical relatiuflshil). 
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This empirical relationship requires calibration, thereby eliminating the calibration-free 
property of the cumulative counts method. 
In fact, all the active error correction approaches solve the problem of generating a 
consistent set of flow counts at a given set of detector locations. These methods do not 
consider the temporal separation between the cumulative curves in the correction process, 
which gives rise to drift errors despite employing active correction, as demonstrated in 
Vanajakshi (2004). Hence, it is clear that, the active correction of input flow data alone is 
not sufficient to obtain accurate travel tithe estimates using the cumulative counts utethod. 
Knowledge about the number of vehicles on the link 
It is possible to obtain the number of vehicles on a link at a given point in time if the link 
is instrumented with detectors that are capable of counting the number of vehicles on a 
link, such as video cameras with object recognition algorithms. However, such detectors 
are not commonly deployed on urban links. It is interesting to note that Coifniau et al. 
(2006) used data extracted from aerial images obtained using Unmanned Aerial Vehicles 
(UAV) to estimate queue lengths using the cumulative counts method, and do not report 
problems associated with count errors. Presumably, it is possible to determine the exact 
number of vehicles between upstream and downstream points from aerial imagery. It is 
not clear from the paper how this problem was solved. 
Two possibilities exist to estimate the number of vehicles on the link even in the 
absence of such detectors. The first option is to use the concept of boundary conditions 
with respect to the number of vehicles on the link. The idea of boundary condition based 
flow correction was proposed by Hunt et al. (1981) for the SCOOT system. For example, 
if the upstream ILD on a link detects a standing queue when the estimated queue length 
is shorter, it is clear that the queue length has been underestimated. Conceptually. there 
are four boundary conditions which can be used to estimate the number of vehicles on the 
link. 
1. The estimated queue length (number of vehicles between the upstream and down- 
stream ILD) is positive, but no vehicles are recorded , it the downstream ILD when 
the signal is green, and when the downstream ILD is not blocked by a queue 
2. The estimated queue length is zero, but a positive flow rate is recorded by the 
downstream 1LD 
3. The queue estimate suggests that the back of the queue should not have reached the 
upstream 1LD. laut a stationary queue is detected at the upstream ILD 
4. The queue estimate suggests that the back of the queue should have re. acliecl the 
upstream ILD, but the upstream ILD does not detect queuing 
\Vlien boundary conditions #2 or #4 is violated, it can be deduced that the quelle 
estimate is incorrect. On the other hand, when boundary conditions #1 or #3 is violated. 
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the cumulative counts can be adjusted such that the difference between the vehicle labels 
of the upstream and downstream cumulative curves at that point in time is equal to the 
boundary condition based queue length estimate. A drawback of the boundary condition 
based approach is that the correction can be applied only when one of the boundary 
conditions is violated. Errors cannot be detected and corrected if the error in traffic 
counts do not result in a boundary condition violation. 
The second possible option in the absence of detectors that directly measure the num- 
ber of vehicles on the link is to obtain an estimate of the number of vehicles using queuing 
models. One of the important inputs required by it queuing model is the input flow 
data(Baras et it. 1979b, Robertson & Bretherton 1991), which is typically obtained fron 
the upstream ILD on the link. This input is also used by the cumulative counts method. 
The queuing model and the cumulative counts method are subject to the same error source, 
via. - error in flow counts reported by the ILD. Hence, the queuing models clo not provide 
an independent estimate of the number of vehicles on the link. In addition, queuing mod- 
els also require a number of additional parameters such as saturation flow rate and signal 
timings. hence, it is not feasible to use queue length estimates obtained from queuing 
models to correct the drift errors of the cumulative counts method. 
Knowledge about the travel time 
The vehicle labels in the cumulative curves can be adjusted such that the temporal sepa- 
ration between upstream and downstream cumulative curves for a given vehicle label or a 
group of vehicles is the same as the travel time estimate for those vehicle(s) obtained inde- 
pendently through other means. This was a little explored approach at start of this PhD 
research. It is possible to obtain the travel time of specific vehicles using high resolution 
ILD data. May et al. (2003) identified vehicles that are longer than average in the traffic 
stream at adjacent ILDs that are sampled at 60 IIz and estimated the travel time of those 
vehicles. The travel time of long vehicles obtained using vehicle re-identification can be 
used to correct drift errors in the cumulative curves, so that the travel time of long vehicles 
from obtained using the cumulative curves is the same as the travel time estimated using 
vehicle re-identification. However, the approach given in May et al. (2003) focuses only 
on estimating the travel time of long vehicles and not error correction of the cumulative 
counts method. However, vehicle re-identification cannot be employed for urban links in 
the UK as the ILDs are sampled at a relatively low frequency of 4 IN, as explained in 
S('rtici 2.3. 
A recently reported study used this approach for correcting drifts in cumulative curves 
in the context. of highways (cl(' , Mouzon & el Faouzi 2006). Travel time data obtained 
fron 
the toll-collection infrastructure was used to adjust the vehicle labels of the cumulative 
curves such that the travel time obtained from the cumulative curves was as close to the 
travel time obtained from toll collection data as possible. Travel time obtained from an 
independent source such as toll collection infrastructure or ANPR cameras is not available 
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for most urban links. An alternative possibility is to estimate link travel times using spot- 
speeds obtained from the ILDs and use the estimates to correct the drifts in the cumulative 
counts method. While the use of spot-speeds from ILDs is a possibility. it must be noted 
that a precise estimate of spot-speeds cannot be obtained from ILDs sampled at 4 IN 
(Cherrett, et al. 2001). A third option is to make use of the free-flow travel times or cruise 
times of urban links which are calibrated for traffic control systems such as SCOOT, 
and are easily available. Hence, this approach can potentially be applied to urban links 
for correcting drift errors in the cumulative counts method. This idea will be developed 
further iii Chapter 6. 
3.3 Other considerations 
There are a number of other factors that need to be considered for urban link travel time 
estimation. Due to the cyclic pattern of traffic flow on urban links, the central properties 
of travel time estimate will depend on the start and end points of the time interval for the 
estimation. Moreover, the travel times on urban links exhibit high variability. Hence, it 
is desirable for urban link travel time methods to estimate the variability of travel times 
as well as the mean. These topics are discussed in this section. 
3.3.1 Window of travel time estimation period 
Travel time distribution on urban links is typically bi-modal and sometimes multi-modal 
(Lonibard 2006. Li 2007). This clustering of travel times due to signals has been observed 
in the real world as reported by Sen et al. (1996). This has implications on estimating 
I lie mean travel times on links. This is illustrated in Figure[3.2] where the travel time 
of consecutive vehicles on a link are plotted for a hypothetical signalised link. The link 
is defined in this context as a section of road between two ILDs with a traffic signal in 
the middle. 't'his link definition naturally includes junction delay in link travel time. In 
addition. travel time can be estimated for such links using the flow counts obtained from 
upstream and downstream ILDs. A detailed discussion on the. choice of link definition is 
given iii section 6.1.1. 
The intermittent pattern of vehicle flow in Figiui'(3.2] is due to signalisation. Vehicles 
exit t he link (luring the green Phase of the traffic sigu. cl and no vehicles exit. the link during 
the red phase. Under conditions when no perfect green waves exist, some of the vehicles 
get delayed by the red light at the traffic signal and form a queue at time stopline. These 
vehicles are released first when the signal turns green, and have a higher link travel time 
due to the delay incurred at the signal. The vehicles that cross the junction after the 
queue has dissipated do not incur any additional delay. and thus have shorter link travel 
times. 
The cºunulative curves method can be used to estimate travel time between any two 
points in time. The choice of this tine window has an effect on the average travel tiºue 
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Figure 3.2: Dependence of time window size on link travel time estimate 
produced by the method. For example, the time period Ti (in Figure[3.2]) includes all the 
vehicles from two signal cycles and most of the delayed vehicles from a third signal cycle. 
The time period T2 consists of all the vehicles from two signal cycles, while time period 
T; consists of undelayed vehicles from a signal cycle and all the vehicles from a second 
signal cycle. The average travel time calculated for period TI is greater than the average 
travel time for period T2 which is in turn greater than the travel time for period T3. The 
unbiased average vehicle travel time for the link corresponds to period T2, or any other 
time period that includes all the vehicles from a whole number of signal cycles. 
It is important to define an appropriate time window to estimate link travel times. 
Platoon identification algorithms are available in the literature that enable identification 
of time points when the leading and trailing end of a group of vehicles cross a given point 
on t he road (Baras et al. 1979a, a, a). The group of vehicles typically corresponds to vehicles 
crossing the upstream junction during a signal cycle. In the spirit of developing a travel 
time estimation method with minimal calibration. a calibration-free platoon identification 
algorithm is required to identify the platoons. The platoon structure can be used to 
cleterinimie appropriate time windows for travel time estimation so that the estimates are 
nnbiasrcl. 
3.3.2 Travel time on routes 
Travel times of individual vehicles on urban routes (luring a short time period, e. g. 15 
minutes. vary considerably. Such variability has been observed in the arterial streets of 
Chicago. USA (TLakuriali et al. 1996). Nagoya. Japan (Li 2007), and can be observed from 
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the Automatic Number Plate Recognition Camera (ANPR) data for corridors in central 
London, given in section 7.6.1. Hence, it is desirable that urban travel time models estimate 
not only the central properties of the travel time distribution, but also the variability. 
Traveller Information Systems (ATIS) and Dynamic Route Guidance (DRG) systems 
require travel time estimates between two points on the road network. The route between 
the two points may consist of multiple links. The delay of a vehicle on a link depends 
on its arrival time on the link with respect to its signal cycle(Graves et al. 2000). Hence, 
the delay incurred by an individual vehicle on consecutive links is not independent, and is 
governed by the level of co-ordination between signal cycles on adjacent junctions and the 
flow level (Thakuriah et al. 1996, Lin et al. 2001). For example, a vehicle that is delayed at 
the signal on one link is unlikely to be delayed at the signal again at the next downstream 
junction. 
The cumulative counts method produces an estimate of the travel time distribution, 
as described in section 2.3.2. However, the travel time variability on a route cannot be 
obtained by statistically convoluting the travel time variability on individual links because 
the travel time of vehicles on adjacent links are correlated. The travel time estimation 
model should be able to convolute the travel time distribution on individual links to 
estimate route travel time variability, given the delay dependence. 
3.4 Problems to be addressed 
Based on the above analysis. the following problems need to be addressed before the 
cumulative curves method can be used to estimate travel tines on urban routes spanning 
miiltiple signals. 
" Develop a reliable method to estimate traffic flows from cross-lane ILDs. This is 
addressed in Chapter 1. 
" Develop a platoon identification algorithm to identify groups of vehicles exiting the 
link during a signal cycle. This is addressed in Chapter 5. 
" Develop an appropriate method to apply the cumulative curves method to correct 
the drift errors. This is addressed in Chapter G. 
" Develop a n1etliucl to convolute individual link travel time estimates to obtain route 
travel time variability. This is addressed in Chapter 7. 
3.5 Summary 
Subsequent to choosing the e minthative curves method as the travel tinie estimation 
methodology aancl SCOOT ILD data is the data source in Chapter 2, the specific problems 
that need to be solved ill order to implement the proposed approach were identified ill this 
chapter. These problems , u"ce a(ldressedl in the subsectueiit chapters, as described above. 
Chapter 4 
Estimation of flow from cross-lane 
Inductive Loop Detectors 
Inductive Loop Detectors (ILD) are installed for the SCOOT (Hunt, et al. 1981) traffic 
control system on urban road links across many cities in the UK. The ILDs are often 
installed in such a way that they span two lanes. Approximately, 50% of the ILDs in 
Central London are cross-lane ILDs that span two lanes'. The cross-lane ILDs under- 
report flow counts. as described in Section ??. Hence, there is a need for a robust method 
to estimate flows from cross-lane ILD output. 
An approach requiring minimal calibration to estimate flows from cross-lane ILDs 
is proposed in this chapter. In addition, an alternative regression based approach that 
requires calibration is also proposed. The results of both the estimation methods are 
compared with the actual flows at a couple of locations in central London. 
4.1 Background 
The output front an ILD can be used to estimate a number of traffic parameters such 
as flow. occupancy. Average Loop Occupancy Time Per Vehicle (ALOTPV) and Average 
Headway Time Between Vehicles (AIITBV). A description of these basic traffic parameters 
can be found in Sect ion A. I. The flow and occupancy values calculated from cross-lane 
ILDs are systematically biased. Tliis prolblemit leas beeil previously stucliecl by Palpageorgion 
& Dittohonlon (2003). who proposed a way to estimate per-lane occupancy values using 
cross-laute ILD output. Their approach is as described below. 
Assinne that a cross-lane ILD is installed across it lanes of a road. Assume also that the 
traffic flow characteristics are the same for all then lanes under consideration on the road 
segment. Let o he t lie iUiol)Servecl occupancy of a single lane; this would be the occupancy 
reported ln" a hypothetical ILD that is installed exclusively on a late. Let n be the 
observed oc citlrun ; yy of t lice cross-lane ILD. Treating occupancies ißt discrete probabilistic 
terms. the probability of ulºservitmg a value of 1 during a random reading from the per-lane 
4-stiinaty by 'Ill. statt l, taiucvl Ihr nigh personal communication 
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hypothetical ILD on a single lane is o. Similarly, the probability of obtaining a reading of 
1 from the cross lane ILD during a random reading is 5. Since the detector output is a 
logical OR combination of signals from individual lanes, the cross-lane will output a value 
of 0 only if all the lanes simultaneously output 0 values. Hence. the probability that the 
cross-lane ILD will record a value of 1 during a random reading is given by the following 
equations: 
p LD = (1 - Plnne)n (4.1) 
Also, PpLD =1- Pi 
LD (4.2) 
Therefore, Ytn»e =1-" (1 - PI LD) (4.3) 
where. 
P0Ln = P(R = 0), the probability that a given ILD reading, R, equals U 
PI LD = P(R = 1), the probability that a given ILD reading, R, equals 1 
P1, °"`' = the probability that a given reading from the per-lane ILD equals 1 
ra = The number of lanes 
Hence. occupancy for an individual lane expressed in terms of the observed ILD occu- 
pancy is: 
n=1- (1-0) (4.4) 
This is the occupancy correction model proposed by Papsageorgion & Dinopoulo» 
(2003) for cross-lane ILDs. The underlying assumption behind this model is that the 
traffic flow h. ar. unc'ters are the same on all the lanes monitore(l by the cross-lane ILD. 
Howevicer, the model c". »i be used to c"st. ilnate only per-l. ule oc cupalicy, but trot, the flow. 
This approach has l>eeii extended in this chapter to estimate per-lane flow from cross-lane 
ILDs. which cim be used to estiniate the total flow across all tue lanes at the location of 
the ILD. 
4.2 A theoretical approach to estimating flows 
In this sc'c"tion. the approach PProl)osecl by Papageorgiou & Diuopoulou (2003) is further 
developed to estimate total flows using cross-lane ILD measurements. A cross-lane ILD 
spanning two lanes is considered for the derivation of correction equations in this section, 
for the sake of simplicity. The proposed approach can be easily generalised for ILDs 
spanning more t han tNvo lanes. It should also be noted that cross-lane ILDs span only two 
lanes in London. which is ty ýýic al of SCOOT cross-lane ILDs2. The basic traffic l)aranIeters 
ýhttp: //w%vv, ". scoot -ntr. conI/'Tralfirlnfo. I, II)Truenu=TechnicaI 
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obtained from ILD and used in this chapter are v (average occupancy time per vehicle, also 
known as ALOTPV), It (average headway time between vehicles, also known as AIITBV), 
o (occupancy) and f (vehicle flow count)(Clherrett. et al. 2000). 
4.2.1 Relationship between individual lane and cross-lane traffic parain- 
eters 
Consider a cross-lane ILD spanning two lanes. A vehicle count is recorded for each 1-+0 
transition in the output from the ILD, contributing to the cross-lane ILD flow, q. The 
other possible transitions are 0--'0,1-º1 and 0-+1. The probability of observing each 
of the transition states during a given time interval for an ILD on a single lane can be 
calculated as described below. 
Over a time interval of T seconds, the number of possible observable transition states 
(or readings) is T-f; where f is the sampling frequency. Total number of 1's recorded 
during this interval depends on the occupancy during this time, and is expressed'; as T- f "o. 
Since the average length of a, series of 1's in the output is t' by definition, the number of 
1-+0 transitions during this time period is (T "f" o)/v. The probability of recording a 
flow (i. e. a. 1--*0) at any given transition during this interval is obtained by dividing the 
number of 1->0 transitions by the total number of transitions. Therefore, the probability 
of recording a 1--+0 transition is given as follows. 
Pl, o _ -° (4.5) 
Since each series of 1's will involve a 0-41 transition in the beginning as well as a 1-º0 
transition at the encl, the number of 0--º1 transitions is the same as the number of 1-º0 
transitions. Therefore. 
Po__, 1=- 
i 
(4.6) 
Since the average length of a series of 1's is v, for each 1- 0 transition, there will be 
(v - 1) number of 1--º1 transitions. Hence, 
0 
= (v - 1) - 
1, + 
(4.7) 
Using the logic employed previously, i. e. since the average length of a series of 0's is 
It. there will be (1t - 1) niiunher of 0-+0 transitions per 1-{0 or 0-+1 transition. 
O 
PO )=(l) -1)"- (4.8) , It 
Since the probability of a 0-+1 transition. fO.. t. can also be expressed as (1 - o)fh, 
equating with the right hand side of Equationl. 1.61 and solving for It gives the following. 
3The occnpanrv i, expiee(1 as a fraction. rather than a percrntage vain'. in this expression. 
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Il . 
(1 -- O) V (4.9) 
O 
Substituting for IL in the Equation[4.8], 
10-0 (4.10) 
21 
Note that P1- 0+ PO .j+ P1-"1 + tü--. o equals 1. as expected. 
For a cross-lane ILD spanning two lanes, the detector records a flow for the following 
combination of readings on individual lanes: (1-+0)(0--+0), (1-º0)(1-+0) and (0-. 0)(1-º0). 
Hence the probability of the ILD recording a flow is the addition of probabilities for these 
three independent events. 
pi Lö - (. 1 aöel n Po ao'2) U (ý,, 1, -oel nJý fluez) U (J)La7, ýn ylyoes) (4.11) 
Assuming that the flow characteristics our the same for both the lanes, and using 
equations [4.5], [4.6], [4.7] and [4.8], 
P110 _7" (21, - 2ov - o) (4.12) 11- 
This is the basic relationship between the flow reported by a cross-lane ILD and the 
unobserved flow and occupancy values of hvput I)etical per-Lune ILDs. 
4.2.2 Estimation of cross-lane ILD flow 
Tr, vffic parameters for in individual ]an(, in t('rcns of the observed cross-lane traffic parnm- 
('tc'rs are derived iii this Svrtiuuc. T] ]v flow wuurdkdl by tlu - cross-laut' ILD r. uº be ralc"cclat('(1 
in the same way as the flow is calculated fur an ILD on an individual h uie. 
i- 
"ü=n i" 
(4.13) 
where. ö and v are occupancy and ALOTPV recorded by the cross-lane ILD respec- 
tively. 
Equating P1-o expressed in terns of individual lane traffic parameters and ILD traffic 
parameters using the ßIIS of E(rnaticui[4.12) and Equation[-. 13). 
OO 
772 "(2r-`oi'-o) 
Substituting for o from Equation14.4]. and solving for r 
V= - (1- Vi -iº) 
(xii 
ö+ 1-c, -- 
(4.14) 
(4.15) 
The second root of the quadratic equation is discarded. since it results in values of r 
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that are less than 1. The estimated flow, q can be calculated for a cross-lane ILD spanning 
two lanes as follows. 
9,, 
rýr, =2"T" f 
(4.16) 
where, 
T= The size of the time step for the estimating of the flow 
f= The sampling frequency for an ILD spanning two lanes 
o= The occupancy of a single lane 
v= The ALOTPV of a single lane 
Substituting for o and v frone Equations [1.1] and [1.15]. the estimated flow can be 
obtained from the observed cross-lane ILD parameters using the following equation. 
01 9prob=2"T" f "- (4.17) V 1-(i+ V1-v- 
The raw flow calculated directly frone the cross-lane ILD output. qrav, is 
qru. T .. 1" ._ (4.18) 
Note that Equation[4.1 7] can be re-writ ten more simply as 
rlprob=2"T"f 1-n- 1-n-- (4.19) 
Using Equation(1.17] and Equation[1.18 . the estimated flow can also 
be expressed in 
terms of occupancy and flow calculated from the cross-lane ILD output as follows. 
1 
prob =2' ýI rýi n, " 4.20) 10}1 (1 ýý,.. v 
4.2.3 Assumptions behind this model 
The above model makes the following aassuuupticnns wlºeiº estimating traffic flows. 
" Similarity in flow levels: TlR iuutkl assiuuc's I hat the flow rates on the two lanes 
are the same. This is a reasonable assluul>tiou since cross-lane ILDs are installed 
across two lanes when a certain Irallic inoveineiºt is shared by the two lanes. Field 
observations were made at several lord ions along Alary-Ie )one Road during husiIiess 
hours on weekclav. s. and this assmiiptio»i was foinid to be valid. 
" Similarity in speeds: TIuv second ass1111ption beliiucl the i»oclc'l is that vehicle' 
speeds on the two Dines are sinuil. ar. FieI(I o1)sorvaatious revra le(l that while this is 
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a reasonable assumption in general. there were tines when the traffic on one of the 
lanes slowed clown due to lane specific congestion. But, no consistent variation in 
speeds between the lanes was observed. 
" Temporal uniformity: The third assumption is that vehicle speeds. ALOTPV 
and occupancy are similar during the time period for which the correction model is 
applied. The time periods for flow correction have to be chosen in such a way that 
this assumption is valid within each time period. 
" Vehicle arrival pattern: The model assumes that vehicle arrivals on the two lanes 
at a cross-lane ILD are random and mutually independent. Ecluation[4.11). which 
is the basis of the proposed model, is valid only if this assumption is satisfied. 'T'his 
assumption is considered reasonable taking into account the differences in vehicle 
lengths in the traffic stream and the variability in preferred heaclways of individual 
drivers. Moreover, it is shown later in section "I. 5 that models based on this assump- 
tion are able to estimate flow counts within ltl% of the actual flow at two locations 
in central London. There are no distributional assumptions about the rate of vehicle 
arrivals in the model. 
4.3 Cross-lane ILD flow estimation models 
Three models for estimating the traffic flow frui, i cross-lane ILDs is proposed in this section. 
The first two models, Model-A and Model-B do not require calibration, and are based on 
the approach described in section 4.2. They are referred to as probabilistic models. The 
third, Model-C, is a regression based model that requires calibration. 
4.3.1 Model-A 
Traffic streams on urban links are platoonisecl eiiie to signal control, and the traffic flow 
characteristics are not temporally uniform at a given point on the road. Specifically, the 
traffic flow on a given link switches between high flow periods during the green phase of 
upstream signals, and low flow periods during iipstremn red phases (Baras et A. 1979a). 
This gives rise to platoonised trallic flow. with different aL'TOPV and AIITBV (luring 
platoons and inter-platoon gaps. In addition. vehicle speeds within a platoon are not 
necessarily uniform. Typically. ILDs are placed it upstream end of links. Ill the presence 
of long queues at a downstream junction clue to staggered offset levels. vehicles near the 
rear end of a platoon may slow down prior to joining the back of a queue. Under this 
scenario, the speed of vehicles towards the end of a platoon travelling over tlu' ILD cnay 
be lower than the spot-speed of vehicles in the remainder of the pint 0011 in the presence 
of downstream queues. This is illiistram'd front tln plot of the length of occitlruicy time 
of individual vehicles recorclccl at in ILD in c"cittr; d London with dow>>strea>>> cliieuing in 
Figure[4.1]. These temporal differences need tobe taken into account while imAving the 
proposed model to platounised urban traffic. 
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Figure 4.1: Occupancy time of vehicles over an ILD uu(kr queuing conditions 
A simple way to deal with such temporal differences in traffic is to divide the ILD data 
into small time intervals of uniform size. Traffic parameters are asstunecl to be uniform 
within each time interval when the size of the time interval is ººtacle small. and the flow 
correction model, given by Equation[4.20], is applied to each tine period independently. 
This model has the merit of being simple and tutcottºplicatted. Indeed. this approach his 
been proposed to estimate traffic flows from cross-lane ILDs in Krishnan k Polak (2006). 
This model is named Model-A, sind the time interval chosen for the itiodel is 15 seconds. 
The choice of the time period for correction was (leterttºiººecl Irtsecl on a combination 
of engineering judgement and trial-and-error. The time period should be long enough 
to contain readings from a nutttber of vehicles in the traffic sth"eauu. This is so that 
irregularities in traffic flow are averaged out. For example. it is possible to get a very 
high or low occupancy during a two second period during normal traffic I>itrc'ly by c"Ittttºce, 
which does not reflect the average occupancy reported by the ILD at at tuac"ro-level. On the 
other hand, if the time period is long enough to include the gaps in trsttlic" (luring the red 
phase of the upstream signal. lower average occupancy values will be reported resulting 
in biased flow estitn. ates. The ideal length of the tiºtcr period slioailcl be stn, 111 enough 
such that despite a few time periods which include gasps ill tratlir flow. thcrcshould be .1 
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larger number of time periods that are representative of platoons or inter-platoon gaps. 
Considering that the average signal cycle length in London is around 60-75 seconds'. a 
period of 15 seconds was chosen as the length of time period. This choice is supported by 
the sensitivity analysis presented in section 4.4.1. 
4.3.2 Model-B 
In addition to microscopic fluctuations in traffic flow, a second ernnlºlic: ºtion arises in the 
catic' of urban ILDs due to turning traffic. Turning vehicles are typically recorded at. an 
ILD between platoons, as vehicles from side streets tend to enter links when traffic on the 
main arterial is stopped by the red signal. This is typical of a large number of urban links. 
where the junction involves a major arterial and a side street wit 1º low t rallic. Many of 
such side streets are either single lane, or have only one turning lane. This means that 
only one vehicle enters the main arterial at a time, and the turning vehicles typically do 
not travel side-by-side on adjacent lanes over the cross-lane ILD. The count of turning 
vehicles are thus recorded correctly by the cross-lane ILD. This conclusion was reached 
after observing traffic at a number of junctions in central London. 
However, it should be noted that the above observation does not hold good when two 
major arterials meet at a junction. In this case, the volume of turning traffic can be as high 
as the straight traffic, and turning traffic from two lanes could cuter an arterial leading 
to cross-lane ILD errors. However, the number of such junctions are small compared with 
the number of junctions on main arterials with minor streets. 
Application of the cross-lane ILD correction model given b . N. 
E(JlIat ion [1. ` 0] for the ILDs 
downstream of minor junctions for turning traffic (during inter-))l, atc>ou gap) will yield an 
over-estimate of actual traffic counts. Hence, a refined model that is more complicated 
than MZoclel-A is proposed to estimate traffic flows, given the platoonised nature of urban 
traffic. The model framework is illustrated in Figure[4.2]. 
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Figure 4.2: Flow chart for l\lo kl-13 
The algorithm of the proposed model is as follows. 
1. Sel)araitt ILD (lata into l)latoons alld inter-platoon gals using a 11lnttoou i(leittificatlO11 
algorithm. Numerous platoon identification algorithms , (re av, lilal, le in dw literature. 
4The signal o"clo lengths in London range from -jr, , ecun. l, to 1211 . w- miit . 
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such is Baras et al. (1979a), Gaur & Mirclºlºulani (2001). Cliatid1ºary ct al. (2006). 
and Krishnan & Polak (2007) developed as a part of this research and presented iºº 
Chapter 5. 
2. (a) if the time step length is smaller than platoon length. divide the data recorded 
during the passing of a platoon into multiple time steps. If the tine-step size 
is greater than platoon length, the duration of platoon over the ILI) is the 
time step length. Estimate cross-lane ILD flows for each tithe step using Equa- 
tion[4.17e. The length of the time step is a paraºneter that needs to be specified; 
this is discussed in section 4.4.1. 
(h) Estimate flows from ILD data recorded during inter-platoon gaps without al)- 
plying the correction model. 
3. Add the flows estimated during the two regimes to create the final estimated traffic 
flow at a. cross-lane ILD. 
This refined model is named Model-B. In summary. the basic correction approach 
for Alodel-B is the same as that of Model-A. However. the correction equation is applied 
only for the time periods during which a platoon travels over the ILD. Time flow directly 
obtained from the cross-lane ILD is used without applying any correction for the time 
period between platoons. 
4.3.3 Model-C 
A number of basic regression models are calibrated to model the rehitimisiil) between the 
flow and occupancy values output by the cross-lade 11. D and l the actual flow value. The 
purpose of fitting such a model is to determine if a model calibrated for one cross-lane ILD 
can be used to estimate flows from a number of different cross-lane ILDs. The following 
forms of the regression relationship are calibrated, and are iiam d Altkiel-C1 to Model-C5. 
yrrg = [Y + Q19raw + ß2ornu, +E (4.21) 
22 
ir 
+ 'l 1t)rnu" -- t 
(4.22) Irtg =a+ Q19rau' + Q2nrnu" + 33gra 
4rrg =a+ ßigraw + %32°ratn + r1: 3 9rn; + 
iI t m, + 
(3.23) 
ýJrcg =A+ ß19raw '+" Q2Orau" +; i 
ýý uu 
+ 31 
t1 uu 
+ 4.23) 
1ý 
(Irrg =a+ Ql (Ira u? + 
02Ornu" + i, 
ß; 3 ++f 
(4.25) 
(Irau" Orvrir 
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where. 
greg = Estimated total from two ]mies using Alodel-C 
grau, = Flow reported by the cross-lane ILD 
oraw = Occupancy reported by the cross-lane ILD 
a, 3 = Parameters to be estimated 
e= The error term 
The Performance and the transferability of the regression models are compared with 
those of Model-A and Model-B using real-world data in Section . 1.5.2. 
4.4 Application of probabilistic models to simulated ILD 
data 
In order to understand the performance characteristics of the proposed models, the models 
A and B are applied to cross-lane ILD data recorded from a Paraniics mnicro-simulation 
model of a hypothetical urban corridor. The effectiveness of Model-C was tested only for 
real world data, and is excluded from the analysis in this section. A detailed description 
of the simulation model is given in Section 6.3.1. Six ILDs were selected in the simulation 
model for the purpose of validating the cross-lane flow estimation models. Per-lane and 
cross-lane output of the ILDs in the simulation model were recorded at. 4 IIz5 using a 
custom software program written in Visual Basic language. The program interrogates the 
SNAMPt' interface of the Paramics model to obtain the necessary data. Such a program was 
necessary since ILD output at 4 IN cannot be logged directly by Paramnics. The accuracy 
of the flows estimated by the models using cross-lane ILD output was determined by 
comparison with the combined flows calculated using the per-lane ILD outputs from the 
two lanes. 
4.4.1 Temporal patterns in traffic flow and choice of time-step-size 
The basis for both models A and B is Equation[-4.17], which assumes uniform traffic 
characteristics over the correction interval. The difference between models A and B is 
how the time-step for flow correction is chosen. In the case of Model-A, the titie-stty) size 
is pre-determined as a model parameter. Model-B divides the traffic flow into platoons viel 
inter-platoon gaps. If the time-step size is smaller than platoon size. then the duration of 
a platoon is divided into smaller time-steps and the flow correction equation is a1ý1ýli('(l toi 
(late from each of the time steps separately. If the tinuestep size is longer than the duration 
of a platoon, the platoon duration is treated as the töne-styl) duration for applying flow 
estimation. The time-step size should he long enough to include a mauler of vehicles so 
5The sampling frequency of ]LDs in urban links in tll(. UI< i.. 1 1Ii. 
6Simple Network Management Protocol 
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that the sample size is large enough for calculating the average values of ALOTYV and 
occupancy. On the other hand, the time-step size should be small enough such that the 
average values of the above quantities can be considered uniform within each tüue-step 
when the flow rates vary with time. 
The relationship between the choice of time-step size and model accuracy under a range 
of traffic conditions is analysed below. Six different links with different flow characteristics 
as described below are chosen from the simulation model for the purpose of this analysis. 
9 Link 1: No turning traffic enters the link during upstream reel; and small queue 
lengths mean that vehicles don't slow down within a platoon over the ILD. 
" Link 2: No turning traffic enters the link (hiring upstream reel: bitt long queute 
lengths at the downstream junction means that vehicles towards the rear end of 
platoons slow down over the ILD. 
9 Link 3: Some turning traffic enters the link during upstream red: and small cpne>>e 
lengths mean that vehicles don't slow down within a platoon over the ILD. 
" Link 4: Some turning traffic enters the link during upstream red; and low; queue 
lengths at the downstream junction means that vehicles towards the rear and of 
platoons slow down over the ILD. 
" Link 5: No turning traffic enters the link during upstream rect, but some vehicles 
turn out at the downstream junction. Also, some vehicles exit at the upstream 
junction. 
9 Link 6: No turning traffic enters the link during upstream red: and long etnn"nes at 
the downstream junction at the onset of green. 
The variation in Mean Percentage Error (ALPE) for Models A and B with reslwct to 
the length of time-step size for all the six links is plotted in Figure[4.3]. Similarly. the 
variation of Alean Absolute Percentage Error (AIAPE) with respect to the time step lentil li 
is plotted in Figure[4.4]. 
It is interesting to note the sensitivity of the model accuracy with respect to the choice 
of time step length. It is generally not a good idea to apply the correction models will, 
very small time steps. When the time step length is very small, the occupancy (firing a 
chosen time step can be high. This makes the last term in the correction for ALOTPV 
in Equation[4.1 5J to be an imaginary nwnber'. The imaginary part of the flow estimate 
is ignored, if present. in both Models A and B as a part of the error handling strntew. 
Alodel-A divides the ILD data into time steps of uniform size without. consiclcering the 
platoon structure in traffic flow. This will cause some. of the time intervals r nitainiug 
the beginning and end points of platoons to have a low occupancy. On the other liaial. 
Model-B chooses the time steps based on the pattern of platoocis in tlºe traffic flue'. and t lie 
TA multiple of 
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Effect of time step on model accuracy 
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Figure 4.3: Sensitivity of MPE to time-step length 
beginning and end of time steps coincide with platoon beginnings and ends or fall within 
a platoon. This will lead to a larger number of time steps having a higher occupancy 
than Model-A. This leads to the second term in the denominator of Equation[4.20] to 
be imaginary for high occupancy time periods. Since the error handling approach for 
such situations involves ignoring the imaginary part of flow estimate, this leads to lower 
estimated flows from Model-B than Model-A. 
As the size of time step is increased, two different factors affect the accuracy of Model- 
A. On the one hand, the occupancy calculated for the time steps decreases as inter-platoon 
gaps are included within the time steps. The ALOTPV is not affected by the choice of 
time-step length, since it is the average length of all series of 1's recorded during the time 
step. This leads to an underestimation of the flow estimated by Equation[4.16]. This is 
evident from the flows estimated by Model-A for all time steps greater than 30 seconds. 
The cycle length of signals in the simulated corridor was 60 seconds, with 30 second green 
time for the traffic along the corridor, which is also the average platoon length. The 
underestimation by Model-A depends on the average length of inter-platoon gaps; as the 
inter-platoon gaps get shorter, the degree of underestimation of occupancy decreases. On 
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Figure 4.4: Sensitivity of MAPE to time-step length 
the other hand, the model over-estimates the turning traffic recorded during inter-platoon 
gaps, as the correction equation is applied to all vehicles encountered regardless of their 
position in the vehicle stream. This is evident from the fact the Model-A estimates highest 
flows for links 3 and 4 with turning traffic. 
The final bias of Model-A will depend on the combination of the length of inter-platoon 
gaps and the amount of turning traffic. As the length of the time step is increased beyond 
the cycle length, the bias of Model-A stabilises. Once the time step length is greater than 
the signal cycle duration, a platoon and an inter-platoon gap are already included in each 
time step. Increasing the time step length beyond this only has the effect of averaging 
multiple platoons and inter-platoon gaps in the calculation of ALOTPV and occupancys. 
Model-B, on the other hand, responds differently to changes in time-step length. Once 
the time step length is long enough to avoid the bias due to extremely small time step 
lengths, the accuracy of Model-B is independent of the length of the time-step. This is 
because the model divides the flow into periods of high flow rate (platoons) and low flow 
8Small changes in accuracy can be expected when partial platoons or inter-platoon gaps are included 
in a time step longer than the duration of a signal cycle. 
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rate (inter-platoon gaps), and applies the correction equation to platoons and not to the 
turning traffic. However, a choice of time-step length that is smaller than the average 
platoon length may be more desirable over a longer the-step length if there are temporal 
differences in the flow rate within a platoon. This is especially true for ILDs with long 
queues at downstream junctions causing the vehicles towards the rear of a platoon to slow 
down over the ILD before joining the back of a queue. 
4.4.2 Difference in traffic flow across lanes 
Cross-lane ILDs are used to monitor traffic on two lanes with similar traffic parameters. 
Significant differences in flows, speeds or vehicle types are usually not expected between 
the two lanes during normal business hours at such locations. However. vehicles in one of 
the lanes could temporarily slow down compared to the vehicles on the other lane. Ve- 
hicles on the inner lane (nearer to the kerb) may travel slower due to friction with buses 
stopping at the bus stops, pedestrians or parked vehicles, while vehicles oil the inner lane 
could slow down due to right turning vehicles slowing down. Such speed and flow differ- 
ences are often transient in nature, based on observations in Marylebone Road in central 
London during normal business hours. However, the sensitivity of the proposed correction 
equation (Model-A) to the differences in flow between the two lanes is exaniizied below. 
The sensitivity analysis is also applicable to Model-B. which 1ºa the same underlying flow 
correction equation. 
Differences in ALOTPV 
A scenario where ALOTPV on one of the lanes is longer than the other is considered in 
this analysis. This is an approximation of temporary congestion related slow-clown on 
one of the lanes, where the number of vehicles crossing the ILD per unit, time is reduced, 
and each vehicle takes a longer time to cross the ILD on one lane than the other. If 
the ALOTPV of one of the lanes is increased by a factor A. the relationship between 
unobserved ALOTPV on each of the lanes and the ALOTPV reported by the cross-lane 
ILD, based on Equation[1.11], is given by the following relationship. 
ö002ou 
(4.2G) 0) }öA 
v2ý 
(1-0- ýr 
where. ö and i, are occupancy and ALOTPV reported by the cross-lane ILD and o and 
v are per-lause occupancy and ALOTPV values. 
Four different combinations of ALOTPV and occupancy cueasniecl by the cross-lane 
ILD representing common traffic conditions is chosen for sensitivity analysis. as given in 
Table[4.1' below. The difference in the flow predicted by the proposed nioclel and the 
actual flow. as the value of parameter A is varied from 1 to 2. is illnstratecl in Figure[. 1.: i]. 
The Mean Percentage Errors (ALPE) under the scenarios are siuuinarisecl ill Table[1.2]. 
The model is robust lased on the above analytical analysis. as the percentage of error 
is less than 2.5% event when ALOTPV in one of the lanes is twice that of Ilie other lane. 
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Occupancy 0.5 0.5 0.2 0.2 
ALOTPV 5252 
Table 4.1: Cross-lane ILD traffic parameters 
ALOTPV 5522 
Occupancy 0.5 0.2 0.5 0.2 
A Mean Percentage Error 
1.1 0.01% 0.00% 0.05% 0.01% 
1.2 0.05% 0.01% 0.17% 0.03% 
1.3 0.10% 0.02% 0.35% 0.06% 
1.4 0.16%, 0.04% 0.: )7%, 
1.5 0.24% 0.05% 0.82% 0.14% 
1.6 0.31% 0.07% 1.09% 0.18% 
1.7 0.40% 0.09% 1.37% 0.23% 
1.8 0.48% 0.11% 1.66% 0.28% 
1.9 0.57% 0.127c 1.057, 0.33% 
2 0.65% 0.14% 2.24% 0.38% 
Table 4.2: Sensitivity of the model (MPE) to differences in ALOTPV between lanes 
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Figure 4.5: Sensitivity of the model to differences in ALOTPV between lanes 
This is low compared with 17% and 27% bias in flow counts obtained from cross-lane ILDs 
in central London, as shown in the next section. The model is least, biased when the I raffic 
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flow is low with slow moving traffic. On the other hand, the bias is maximum when the 
flow rate is high with fast moving vehicles. 
Differences in occupancy 
Consider a scenario where the occupancy in one of the lanes is lower than the other. 
with minimal speed difference between the lanes. Under this scenario, a smaller number 
of vehicles travel through one of the lanes than the other. This is an approximation of 
traffic downstream of a, temporary friction point reducing the flow on one of the lanes. 
If the occupancy in one of the lanes is reduced by a factor fe, the relationship between 
the observed cross-lane occupancy and the occupancy on individual lanes is given by the 
following relationship. 
1-ö= (1 - 0) (1 -p o) (4.27) 
The relationship between observed cross-lane ALOTPV, occupancy and the unob- 
served traffic parameters on individual lanes under this scenario, based on Equation[4.111, 
becomes. 
n_ /40) o /c o2 0 Jc o 
v=(1-ýco- vv-F V2 
+(1-0- 
v)" v 
(4.28) 
where. nand i, are occupancy and ALOTPV reported by the cross-lane ILD and o and 
i' are per-lane occupancy and ALOTPV values. 
Four different combinations of ALOTPV and occupancy measured by the cross-lane 
ILD representing common traffic conditions is chosen for sensitivity analysis, as given in 
Table[4.11. The difference in the flow predicted by the proposed model and the actual 
flow. as the value of parameter IL is varied from 0.5 to 1, is illustrated in Figure[4.6]. The 
mean Percentage Error (ALPE) under the scenarios are summarised in Table[4.3]. 
ALOTPV 5522 
Occupancy 0.5 0.2 0.5 0.2 
/i Mean Percentage Error 
0.9 0.17% 0.04%% 0.25% 0.05%% 
0.8 0.76% 0.17% 1.12% 0.21% 
0.7 1.917, 0.44% 2.80% 0.52% 
0.6 3.79% 0.88% 5.527) 1.05% 
0.5 6.64 % 1.567., 9.58% 1.85711 
Table -1.3: Sensitivity of the inoclel to differences in occupancy between lanes 
When the flow rate is low, the bias of the cross-lane ILD flow estimation model is 
relatively low regardless of whether vehicles are travelling slow or fast. On the other ]land. 
as the flow rate increases, the percentage error of the model estimate increases regardless 
of traffic speed. The bias is worst when occupancy is high with low ALOTPV, representing 
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Figure 4.6: Sensitivity of the model to differences in occupancy between lanes 
fast moving traffic at a high flow rate. Even in this scenario, the error of the model estimate 
is less than 10% when flow on one of the lanes is half of the flow on the other lane. This 
compares favourably against the flow values directly calculated using the cross-lane ILD 
output, which has a bias of 17`X and 27% at Edgware Road and Maryleboýnc Road sites 
in central London, as shown in the next section. 
4.5 Application of the models to ILD data from central Lon- 
don 
Roads in central London are instrumented with per-lane double loop detectors in select 
locations for the purpose of gathering data for road network performance monitoring. 
These ILDs are referred to as Automatic Traffic Counters (ATC). The number of ATCs 
installed in Central London is smaller than the number of SCOOT ILDs. However, the 
former are believed to provide an accurate source of traffic counts at the installed locations 
since they measure the traffic flow on each lane separately. The flow counts reported by the 
ATCs are assumed to be the true flow values for the purpose of analysis in t his section. 
Cross-lane ILDs that are situated close to ATCs are used to check the accuracy of the 
proposed models in a real-world scenario. 
Two ATC-ILD pairs in central London were chosen for the purpose of determining the 
accuracy of the proposed models, as shown in Figure[4.7]. The first site is on Marylebone 
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Road, which is a three-lane divided arterial with a dedicated bus lane in each direction. 
The cross-lane ILDs span the two lanes that carry the general traffic. The ATCs count 
traffic on the same two lanes using per-lane double loops. This site has an ATC-ILD pair 
for each direction of traffic. However, only the data from the eastbound ATC was error 
free. The second site is on Edgware Road, which is a two lane divided arterial with no 
dedicated bus lane. The ATC site has a pair of per-lane double loops in either direction, 
but raw data could only be obtained from the SCOOT ILD adjacent to the ATC measuring 
south-bound traffic: this constituted the second ATC-ILD pair. 
Turning traffic entering from Allsop Place was observed during the upstream red phase 
at the The Marylebone Road site. Vehicles towards the rear of platoons experienced slow- 
downs over this ILD due to long queues at the next downstream junction. The upstream 
junction of the ILD on Edgware Road also allowed turning traffic from Old Marylebone 
Road into Edgware Road. But, platoon slow-downs due to long downstream queues were 
not usually observed on this site`). 
Figure 4.7: Locations of ATC-ILD pairs in central London used for this study (Source: 
Google Maps) 
9Traffic observations were made on different days than when the ILD and ATC data were collected 
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Flow data from the ATCs were obtained for each 15 minute period for two days. on 
18th October 2005 and 19th October 2005. Raw outputs (0/1 values) from SCOOT ILDs 
were obtained from 11: 45 am on 18th October 2005 to 14: 00 on 19th October 2005 by 
logging M19 messages in the SCOOT system. Model-A and Model-B were then applied 
to estimate flows from the cross-lane SCOOT ILDs from 11: 15 on the 18th of October to 
14: 00 on the 19th of October. The flows estimated by the models were compared with the 
flow counts reported by the A'I'C for this period, which was considered to be the true flow 
for estimating the accuracy of the proposed models. 
4.5.1 Results from central London 
The Alean Percentage Error (ALPE), Mean Absolute Percentage Error (AIAPE) and Root 
Mean Squared Error (RAISE) of the model estimates are summarised in Table[4.4] for 
the Alarylebone Road site and in Table[4.5] for the Edgware Road site. The performance 
of model-A for time step lengths of 15,25 and 180 seconds Tlarylebone Road site and 
Edgware Road site are compared in Figure[4.8] and Figure[4.9] respectively for each 15- 
minute time period of data collected. Similarly, the performance of Model-B for time step 
lengths of 15,25 and 180 seconds for the corresponding sites are compared in Figure[4.10] 
and Figure[4.11]. 
Time Step MPE MAPE MAPE RMSE RMSE (vehicles) 
(sec) Improvement (vehicles) Improvement 
Raw Count NA -26.98'1, 26.98% NA 126.36 NA 
Model-A 15 -3.73`% 6.56% 20.42% 29.88 96.48 
Alodel-A 25 -6.61W) 7.65% 19.33% 35.74 90.62 
Alodel-A 180 -14.67% 14.67% 12.31% 67.47 58.89 
Model-B 15 -3.02% 6.53% 20.45% 30.20 96.16 
Model-B 25 -4.09'%, G. 60`Io 20.29% 30.98 95.38 
Model-B 180 -5.38% 7.35% 19.63% 33.06 93.30 
Table 4.4: Cross-lane ILD flow estimation results for the \Iarylebone Road site 
Time Step MPE NIAPE MAPE RMSE RMSE (vehicles) 
Improvement (vehicles) Improvement 
Raw Count NA -17.45% 17.79% NA 49.06 NA 
Model-A 15 7.50% 11.60% 6.10%o 35.26 13.80 
Model-A 25 4.26% 0.76'%, 8.03% 31.16 17.90 
Model-A 180 -4.11`% 8.28'%, 9.51% 21.24 27.82 
Model-B 15 4.18% 9.05% 8.74% 26.63 22.43 
Model-13 25 2.87% 8.88% 8.91% 24.91 24.15 
Model-B 180 0.55(7t, 8.22% 9.57% 22.05 26.11 
Table 4.5: Cross-lane ILD flow estimation results for the Edgware ßoa(l site 
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Figure 4.8: Performance summary for Model-A - Marylebone Road site 
The performance of Models A and B for the corresponding sites are compared for time 
step length of 15 seconds in Figure[4.12] and Figure[4.13], and for time step length of 180 
seconds in Figure[4.14] and Figure[4.15]. The scatter-plot between actual and estimated 
flows for Model-B for time step lengths of 15 seconds and 180 seconds are shown in 
Figure[4.16] and Figure[4.17] respectively. 
It can be seen that both models A and B estimate flows more accurately than the 
flow calculated using the cross-lane ILD output without applying any correction model. 
Moreover, Model-B is more accurate than Model-A due to its handling of turning traffic. 
The results are discussed in detail in section 4.6. 
4.5.2 Performance of regression models 
The five different forms of Model-C. given in Equations 4.21 to 4.25, are calibrated for 
the Marylebone Road site and used to estimate flows for the Edgware Road site. The 
calibrated models fitted well for the Marylebone Road site data, with R2 values exceeding 
0.96 for all the models. However, the models failed to estimate the flow at the Edgware 
Road site well. The estimation performance of the models for the Edgware Road site are 
presented in Figure[4.18] and summarised in Table[4.6] below. 
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Figure 4.9: Performance summary for Model-A - Edgware Road site 
Model MPE MAPE MAPE 
Improvement 
RMSE (vehicles) RMSE (vehicles) 
Improvement 
Model-Cl 24.43% 25.50% -7.71% 73.35 -24.29 
Model-C2 32.06% 40.18% -22.39% 102.84 -53.78 
Model-C3 49.68% 49.68% -31.89% 106.93 -57.87 
Model-C4 49.74% 49.74% -31.95% 104.93 -55.87 
Model-C5 44.12% 44.12% -26.33% 96.07 -47.01 
Table 4.6: Estimation results for Model-C 
4.6 Discussion 
TI -aific flows estimated by models A and B are closer to t lie actual flow compared wit 11 
flows calculated directly using the cross-lane ILD output. The flow counts reported by 
the cross-lane ILD underestimates the flow counts by 26.98/ at the 'Mar ylebone Road site 
and by 17.53`% at the Edgware Road site. The improvements in flow count estimates after 
applying the correction models are also given in Table[4.4] and Table[4.5]. It can be seen 
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Figure 4.10: Performance summary for Model-B - Marylebone Road site 
that the flow estimates using both Model-A and Model-B are closer to actual flow values 
than the raw estimate for all settings of these models. 
Model-A under-estimates the flow for both Marylebone Road and Edgware Road sites 
when the time step size is 180 seconds. This is in line with the analysis carried out 
in section 4.4.1, since large time steps calculate occupancy across platoons and inter- 
platoon gaps leading to underestimation of traffic flow. The estimation bias is lower for 
the Edgware Road site compared to the Marylebone Road site. On the other hand, Model- 
A over-estimates the flow for Edgware Road for smaller values of the time step. The time 
step size at which Model-A will provide unbiased estimates of traffic flow will depend 
on the combination of the duration of inter-platoon gaps and the level of turning traffic. 
The uncertain nature and extent of the bias of Model-A estimates makes Model-B more 
desirable in comparison for practical use. 
Model-B slightly under-estimates the flow at the Marylebone Road site. One possible 
explanation for this is the fact that vehicles towards the rear of the platoons slow down due 
to downstream congestion. These vehicles could be sometimes excluded from platoons by 
the platoon identification algorithm, and flow correction is not applied to these vehicles. 
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Figure 4.11: Performance summary for Model-B - Edgware Road site 
The negative bias shown by Model-B for all time step lengths support this hypothesis. This 
scenario highlights the dependency of Model-B on the accuracy of the platoon identification 
algorithm. The traffic flow obtained using Model-B will be over-estimated if some of the 
turning vehicles are included within platoons. Similarly, the flow will be under-estimated 
if some of the straight vehicles are excluded from platoons. The accuracy of the platoon 
identification algorithm also deteriorates as the percentage of turning vehicles increases. 
Signal timing data could be used in addition to the derived platoon structure to niiniinise 
this type of error. Signal timing data are currently not readily available from the UTC 
system in most cities including London. However, initiatives are underway at Transport 
for London to log and archive the signal control data. Model-B could be improved further 
with the use of this data in the future. 
The only parameter required for Model-B is the length of time step. The parameter 
has to be automatically chosen or pre-set for use in an online environment. If the time-step 
length is too small, the model could over-estimate the flow as is seen frone the sensit ivity 
analysis, while there is no risk of bias once the time step length exceeds the signal cycle 
length. Traffic signals in London are controlled by the adaptive SCOOT traffic control 
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Figure 4.12: Performance comparison between Model-A and Model-B (15 sec) - Maryle- 
bone Road site 
system, and the cycle time lengths change in response to changing traffic conditions. 
Hence, is it desirable to set the time step length to be greater than the maximum allowed 
cycle time length of 120 seconds in London. It is proposed that this parameter value 
can be set to 150 seconds for online use10. It must be noted that the vehicles towards 
the rear of a platoon could slow down due to the existence of downstream queues, as 
shown in Section 6.9, leading to non-uniform occupancy during a given correction period. 
However, the model is able to perform well despite this approximation as shown in the 
case of Marylebone Road and Edgware Road sites. 
The error levels of Model-B translate to about 2-3 vehicles per minute or per signal 
cycle. This translates to an error of around 100-120 vehicles per hour, which can be 
considered high. However, it should be noted that this translates to around 10vo MAPE. 
Whether this accuracy level is adequate or not depends on the specific use of the estiniateci 
flow count data. For the purpose of the travel time estimation framework, the vehicle 
'°The traffic parameters in the travel time estimation and forecasting framework are estimated for a 15 
minute period. Hence, the choice of 150 seconds as the time step length, which is a factor of 900 sec (15 
min), makes the relevant calculations easier. 
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Figure 4.13: Performance comparison between Model-A and Model-B (15 sec) - Edgware 
Road site 
count estimate is used to construct cumulative curves, which is in-turn used for travel 
time estimation. An error of 2-3 vehicles per signal cycle is assumed acceptable for this 
purpose. Vehicle flows estimated using : Model-B are used to estimate travel time on a 
corridor in central London in sections 7.6.1 and 8.2.1 and the estimation accuracy is 
examined in detail in Chapter 8. 
Model-C fails to estimate the flow at Edgware Road correctly. In fact, the estimates 
by Model-C are worse than the flows calculated directly from the cross-lane ILD as shown 
in Table[4.6]. This demonstrates that simple inductive approaches are not appropriate for 
creating transferable models for estimating cross-lane ILD flows. Calibration performed 
on such models are likely to be site specific, as the model calibrated for the \larylebone 
Road site does not perform well for the Edgware Road site. This underscores the transfer- 
ability of the deductive models presented in this chapter, which do nut require site-specific 
P, q; ^, W 
calibration. 
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Figure 4.14: Performance comparison between Model-A and Model-B (180 sec) - Maryle- 
bone Road site 
4.7 Contributions and practical applications from this chap- 
ter 
Flow estimates from cross-lane ILDs are generally considered unreliable. For example, 
Transport for London have installed a separate system of ILDs (ATC) for flow ineasure- 
ment at extra cost since they have no confidence on the flows reported by the SCOOT 
cross-lane ILDs. Methods to estimate flow counts from cross-lane ILDs, other than the 
models proposed in this chapter, do not currently exist as far as this author is aware. 
Hence, the data captured by these ILDs are currently under utilised. A simple mathemat- 
ical approach to estimate unbiased flows from cross-lane ILDs, that does not require site 
specific calibration, has been proposed in this chapter. 
A model based on the proposed approach, Model-A, is applicable only for homogeneous 
traffic conditions, while urban traffic is temporally non-uniform due to signalisation. A 
platoon identification algorithm, developed separately as a part of this research and pre- 
sented in Chapter 5, is used to segment the traffic flow into platoons and inter-platoon 
gaps. Traffic flow is estimated using Equation[4.20] for platoons and inter-platoon gaps 
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Figure 4.15: Performance comparison between Model-A and Model-B (180 sec) - Edgware 
Road site 
separately in Model-B. It was shown that Model-B improves the accuracy of flow estima- 
tion compared to Model-A. It was also shown that Model-B performs satisfactorily using 
cross-lane SCOOT ILD data obtained from two sites in central London. Hence, the pro- 
posed approach can be used to derive more information out of the cross-lane SCOOT ILD 
data that are currently under utilised by local authorities in the UK. 
The model, being analytical in nature, does not require any calibration and is trans- 
ferable by definition. The method can be implemented easily using any of the common 
computer programming languages such as Java, C, Perl etc., and can be run on a desktop 
PC. The proposed model thus enables flows to be potentially estimated reliably from a 
significant number of SCOOT ILDs in London, and elsewhere in the UK. The input data 
required for the model can be obtained by logging M19 messages in the SCOOT system, 
which does not require any significant effort. However, it should be noted that the niunber 
of ILDs from which this data can be simultaneously logged is limited due to the disk I/O 
and processing capacity of the computer running SCOOT. The data can also be obtained 
directly from the Urban Traffic Control (UTC) system using auxiliary systems such as the 
London SCOOT Archive Database (LSAD) (Robinson 2005a). In summary, the method 
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Figure 4.16: Scatter-plot between actual flow and flow estimated by Model-B (15 sec) 
provides a cost-effective way to obtain flow estimates from a large number of points on 
the road network for transport authorities, utilising the existing infrastructure installed 
for the purpose of traffic control. 
4.8 Conclusion 
This chapter discussed the nature of flow data reported by cross-lane ILDs on urban 
links, which is the input for the travel time estimation model proposed in this research. 
The systematic bias in the flow data reported by the cross-lane ILDs has been analysed 
and documented, and a model has been proposed to estimate actual flows from such 
ILDs. The application of the proposed model (Model-ß) to field data from central London 
demonstrated that a, magnitude of error that is acceptable for use in the travel time 
estimation model can be obtained using the proposed model. The travel time estimation 
model proposed in Chapter 6 will use the flow estimates obtained using MO(lel-B proposed 
in this chapter to estimate link travel times. 
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Figure 4.17: Scatter-plot between actual flow and flow estimated by Model-B (180 sec) 
4.8. Conclusion 
Cross-lane flow estimate by regression models 
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Figure 4.18: Flow estimated by the 'Model-C family versus actual flow for the Edgware 
Road site 
Chapter 5 
A platoon identification algorithm 
for urban arterial links 
A model to estimate vehicle counts from ILDs that span two lanes, which are commonly 
deployed on urban links in the UK, was presented in the previous chapter. The method 
requires an estimate of platoon structure in order to estimate flow counts. Moreover, 
an estimate of the platoon structure of traffic is also necessary to develop a travel time 
estimation model, as discussed in section 3.4. Information about the platoon structure 
is also used in various ITS applications that are beyond the scope of this thesis. For 
example, information about platoon composition and speed can be used to optimise signal 
settings (Cliaudhary 2003. Jiang et al. 2006). Furthermore. platoon based information 
can also be used in travel time estimation (Lucas ct al. 2001, Baras et al. 1979a). Platoon 
identification for urban links is thus an important problem in the areas of ITS and traffic 
operations. The platoon identification algorithm used for flow estimation fron cross-lane 
ILDs in Chapter 4 and used in travel time estimation in Chapter 6 is presented in this 
chapter. 
While a number of platoon identification algorithms exist in the literature, they require 
calibration parameters to be specified. In the spirit of developing a travel time estimation 
with inininial calibration, a platoon identification . algoritlitu with a single parameter is 
presented in this chapter. The proposed method can be used to estimate the platoon 
structure in traffic on urban roads controlled by traffic signals. The value of the i)arauueter 
is generic enough so that it dues not require site specific calibration. as demonstrated 
later in this chapter. The algorithm uses second-by-second flow data as input. which are 
available from ILDs commonly installed on urban roads. 
5.1 Introduction 
Vehicle platoons are formed in traffic as vehicles are lmclºecl together during the green 
phase of traffic signals on urban roads. Vehicle's that enter a link from side streets do 
so when there is a. gal) in traffic. which is usually formed (luring the red phase of traffic 
92 
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lights on the link. Turning vehicles typically enter a link and join the queue of vehicles at 
the next downstream junction on the link. From that point in time onwards. the turning 
vehicles become a part of a platoon that travels further downstream during the subsequent 
green phase. It is important to identify the platoon of vehicles corresponding to the green 
phase of the upstream signal from signal timing optimisation and travel time estimation 
perspectives. Signal timings on adjacent junctions are usually co-ordinated such that such 
platoons can travel along a corridor across multiple junctions without interruption as a 
green wave. Identification of such platoons also providos information about the vehicles 
that arrive on a link due to a turning movement, as these vehicles typically enter a link 
during the upstream red phase between two platoons in the estimation of link travel times 
and delays. 
The rest of the chapter is organised as follows: following a background section where 
existing platoon identification methods are exaºnined for applicability to urban links, the 
proposed platoon identification algorithm is introduced. This is folio wed by a description 
of a simulation experiment where the data used for comparing the performance of different 
platoon identification methods are generated. The accuracy of the, proposed platoon iden- 
tification method is analysed in the light of its performance using the data generated by 
the simulation experiment. This is followed by a discussion on the merits and limitations 
of the proposed platoon identification algorithm. 
5.2 Background 
5.2.1 Definition of a platoon 
Interestingly, there is no clear definition in the literature about what it platoon is. It is 
agreed that a platoon consists of a group of vehicles travelling closely together. However, 
this definition is dependent on ambient traffic conditions. Gaur k Mircliandani (2001) 
quote that "On a low-congestion link, an identified platoon can consist of a few cars with 
several seconds of headway, whereas on a heavily congested link;, a plaloon iIiay consist of 
many cars with headway averaging less than a second. ". Furthermore. it is opined that 
"... as in cluster analysis, there is no "correct" set of platoons (or clusters): instead one 
looks for reasonable platoons (clusters) in the detector data to in eel sonic measure. ' of 
goodness. ". Baras et al. (1979a) state that "Roughly, a 'platoon" is a group of vehicles 
that move with similar velocities and comparatively small spacing. ". 
Vehicles are grouped in platoons due to traffic signals on urban link.. Information 
about platoons formed due to signals is used in traffic control to ol)timiSP the offset be- 
tween the signal cycles of consecutive signals and create a green wave for through traffic. 
The travel time of vehicles belonging to such platoons that travel along a corridor is repre- 
sentative of the route travel time. Hence. platoons of non-turning vehicles corresponding 
to the green signal phase on an arterial are of interest to travel time estimation. Hence. 
a platoon is defined as the group of vehicles that enter an urban link from 
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the upstream junction during its green phase. Based on this definition, vehicles 
that enter the link from side street through turning movements during the upstream red 
phase do not belong to n. platoon. However, all the through vehicles that enter the link 
during an upstream green phase are considered to belong to a single platoon, even (luring 
unidersaturated flow with large headways between vehicles. 
5.2.2 Existing platoon identification algorithms 
Vehicles travel in groups on urban roads due to signalisation. The flow rate (number of 
vehicles per unit time) measured at a location on the road is higher when such a group of 
vehicles, or a platoon, travels over a point on the road than during gaps between platoons. 
Hence, changes in traffic flow rate can be used to identify platoons. This idea has been 
used in two of the rule-based platoon identification algorithms in the literature. The 
algorithm developed by Gaur & Mirchandani (2001) calculates the average flow rate over 
a time interval that includes a number of platoons. This indicates the average flow rate 
on a link, averaging out, fluctuations in the flow rate over time due to platoonisation. This 
value is used as the reference for comparisons with flow rates calculated for a small time 
window of 7 seconds. 
The small 7-second time window is constructed preceding the current epoch' and the 
flow rate is calculated (luring the time window, as the rel'Crenc"c epoch is advanced. If 
the flow rate calculated for a small time window is greater than a threshold flow rate, a 
multiple of the reference flow rate, it is deemed that a platoon has entered the location at 
the epoch corresponding to the beginning of that time window. The flow rate is monitored 
for each small time window as the current epoch is advanced till t lie flow rate falls below 
a threshold, another multiple of the reference flow rate, for the small tine window. At 
that point in time, it is deemed that the platoon has ended. At this stage. vehicles that 
follow closely after the end of the platoon are added to the platoon in what is called a 
platoon-ending phase. After this stage, the platoon's end points are adjusted to ensure 
that platoons start and end at time epochs when a flow count is recorded. As the last 
step, an identified platoon is split into two if there is a large enough headway (greater than 
7 sec) between two consecutive vehicles in the middle of the platoon. In summary, this 
algorithm describes a rule-based method that uses the flow rate over a large time period 
as a reference value for identifying platoons in near real-time based on local temporal 
changes in the flow rate. The use of average flow rate as a reference potentially makes the 
algorithm easily transferable. 
However, the algorithm uses a number of internal parameters for determining the 
platoon structure. The length of tine-window size, multiplicative factors to determine 
threshold flow rates based on the reference flow rate and the headway threshold used 
for platoon splitting are some such parameters. It is not clear if these parameters arcs 
transferable between sites. The validity of this algorithm has not been tested in the real 
'The current moment in time. 
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world as far as this author is aware. Hence, it is not easy to determine the level of 
calibration required to implement this algorithm at a specific location. 
Similarly, Chaudhary et at. (2006) describe a rule-based platoon identification algo- 
rithm developed at Texas A&1VI University using flow from an ILD. The algorithm exam- 
ines the last n vehicles to cross a given point at a given time epoch and the average time 
gap between them; if this gap is less than a critical value specified by the algorithm user, it 
is deemed that a platoon exists, and the algorithm switches to it platoon extension mode. 
In this mode, the algorithm determines if each subsequent vehicle encountered is a part 
of the current platoon or not. This is determined based on the average headway between 
vehicles in the current platoon as well as the headway between the new vehicle and the 
last vehicle in the platoon. If the headway criterion fails for a vehicle. it is deemed that 
the platoon has ended, and the algorithm starts looking for the next, platoon. 
A statistical approach using headway distribution between vehicles is used by Barns et 
at (1979a) to determine the end of platoons. The headway distribution follows a certain 
rate (number of incidences per unit time) Al inside the platoon and A2 in between platoons. 
The problem is to identify the time when the rate has switch(, ([ frone Al to "2 using the 
headway statistics obtained from second-by-second flow data. This is solved as a non- 
linear filtering problem, where the probability that the rate has switched is calculated 
with each additional reading of the flow data. When the probability exceeds 0.7 or when 
the jump in probability between two epochs is maximum, it is deemed that the rate has 
switched and it is concluded that the platoon has ended. However. this method does not 
provide a clear way to identify the beginning of platoons. Hence. it is not possible to 
identify platoons fully (start and end points) without extending the method to identify 
platoon beginning points. 
The traffic flow on an urban link is bunched into platoons due to the gating effect of 
the upstream signal. This platoonisation is evident from the flow pattern when there is no 
turning traffic entering a link when the upstream signal is red and when saturation flow 
is sustained during the green phase of the signal. This clear pattern of platoons becomes 
fuzzy as the turning traffic during the upstream red phase increases. It is expected that 
the flow rate during the red phase of the upstream signal should be significantly lower 
than the flow during the green phase of the upstream signal for small levels of turning 
traffic. As the turning volume of vehicles entering at the upstream junction increases, the 
difference in flow rate between the green and red period decreases, making it difficult to 
identify platoons based on the flow rate. The pattern of platoons also becomes fuzzy when 
the green phase of the upstream signal is undersaturateA. In this rase. the flow rate during 
the upstream green signal is also low, and hence it is difficult to detcrniine the platoon 
structure based on differences in flow rate. Such traffic. (Ouditions can be prevalent for 
corridors with co-ordinatcd signal c; vcles with low trallir cl(Iiiaml. such as during h1tv night 
or early morning hours on major arterials. 
The methods proposed by Caur & Mirchandani (`x001) and Chandhary et al. (200(i) 
are rule lased platoon identification algorithnls with a inunl, er of internal parameters. It 
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can be speculated that these parameters require site specific calibration. The algorithm 
proposed by Baras et al. (1979a) is largely calibration free, but it does not provide a clear 
method to identify platoon beginnings. Headway based platoon identification algorithms 
have a, tendency to identify platoons incorrectly when the green phase of the upstream 
signal is undersaturated. For example, a single platoon corresponding to an upstream green 
phase. is often identified as two different platoons when the gal) between two vrliclrs in a 
platoon exceeds the threshold defined in the algorit. htn proposed by Gutur . 1\tirchandani 
(2001), as shown in section 5.5.1. Also, as the tunouut of tiu"tiing traffic iw"rrases. headway 
based algorithms have a tendency to include some of the turning traffic into the platoons. 
An ideal platoon identification algorithm from the perspective of the travel time esti- 
mation framework being developed should require as minimal calibration as possible and 
should be able to identify platoons corresponding to the green phase of the upstream signal 
regardless of the traffic conditions. An attempt to develop such a platoon identification 
algorithm is presented in the next section. 
5.3 Methodology 
According to the proposed method, the flow count is calculated for a specific time window 
before and after each epoch using second-bv-second flow data from a point on the link. 
A quantity called the Difference Indicator (DI) is defined for each epoch as the difference 
between flow counts within the look ahead and look behind time-windows. 
t+N t-1 
DI(t) _E 9(T) -E 9(T) (5.1) 
T=t. +i r=t-N 
where, 
DI(t) = Difference Indicator at time t 
q(T) = Flow count recorded by a point detector at time r 
N= Size of the time-window 
For example, consider an idealised flow of one vehicle per second for 15 seconds followed 
by no vehicles for 10 seconds in a repeated pattern. as illustrated in Figure(5.1]. Based 
on the point in time when the first vehicle of a platoon crosses the observation point. the 
total flow count within a5 second long look-ahead time-window is 5 while the total flow 
count within a5 second long look-behind time-window is 0. Hence. the DI calculated 
using a time-window size of 5 seconds at this time point will vield a value of 5. Intuitively, 
the DI assumes a maximum value at the beginning of a pi. 1toou ; Intl a nlinimiun value 
at the end of a platoon. Identifying these local maxima and minima points of DI should 
yield start and end times of a platoon. This is the basic idea behind the proposed platoon 
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identification algorithm. 
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Figure 5.1: Example Difference Indicator calculation 
While the idea above is simple, there are some factors that need to be given sonic 
consideration while implementing such an algorithm. Firstly, the time-window size for 
calculating the DI has to be chosen appropriately. Also, the DI thus calculated using 
one second flow data is typically noisy owing to the random nature of vehicle arrivals 
within a platoon. This point is illustrated in Figure[5.2], where the flow counts and the DI 
calculated using a time-window size of 40 seconds are plotted against time using flow data 
recorded by an ILD on a signalised urban link simulated using PARAMICS, a commonly 
used microscopic traffic simulation package, with flow on the y-axis to the left and DI on 
the y-axis to the right. While the significant peak and trough points are identifiable by 
visual inspection, there are intermediate local maxima/minima points in the plot of DI. 
Hence. a suitable local maxima/minima identifier algorithm should be used to identify the 
points corresponding to platoon start and end times despite the noise in DI. These two 
issues are addressed in the subsequent sections. 
5.3.1 Determining the neighbourhood time-window size 
The pattern of platoons at a point on a link is dependent on its upstream signal cycle. 
distance of the point from the upstream junction and the amount of platoon dispersion. 
Based on the definition of a platoon in section 5.2.1, platoons correspond to the ýýliiclýs 
that exit the upstream signal during its green phase while inter-platoon gaps arc foriiied 
during the red phase. The ratio between the green and red times of a signal is referred to sus 
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Figure 5.2: A plot of difference indicator vs time 
split. This determines the relative ratio between lengths of platoons and the inter-platoon 
gaps, and is an important factor in determining the time-window size. For example, 
consider the plot of DI for various time-window sizes for a hypothetical 15 second cycle 
signal with a green time of 10 seconds in Figure(5.3], with an idealised flow of one vehicle 
every second during the green phase and no flow during the red phase. The resulting DI 
graph shows sharp peaks when the time-window size is either smaller than the inter-platoon 
gap or greater than the platoon length, with a flat peak for time-window sizes in between. 
When the time-window size is between the platoon length and the inter-platoon gap with 
platoon lengths longer than the gaps, the flow count in the forward-looking time-window 
remains constant as the time is advanced from the platoon start point till the time-window 
reaches the end of platoon. The flow count in the look-behind time-window also remains 
constant till it stops overlapping with the previous platoon, causing flat sections in the 
DI curve. Similarly, when the platoon size is smaller than the inter-platoon gap, the flow 
count in the forward-looking time-window remains constant as the time epoch is advanced 
when the time-window is larger than the platoon size and the platoon is completely within 
the time-window. If the look behind time-window does not include the previous platoon 
during these time epochs, the situation will result in flat regions in the DI curve. Hence, 
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there are two possible ranges for the time-window size, as given below. 
" Shorter range: 
1. If the platoon duration is shorter than the duration of the gap between Iplatoo»s. 
the time-window size can be set to a value that, is lower than the platoon 
duration. 
2. If the platoon duration is longer than the duration of the gap between platoons. 
the time-window size can be set to a value that is lower than the duration of 
the gap between platoons. 
" Longer range: 
1. If the platoon duration is shorter than the duration of the gap between plat oohs, 
the time-window size can be set to a value that is longer than the duration of 
the gap between platoons. 
2. If the platoon duration is longer than the duration of the gasp between platoons. 
the time-window size can be set to a value that is longer tlmu the platoon 
duration. 
The value of DI will approximate to zero when the time-window size approaches the 
cycle time. The larger range of time-window sizes also mean that turning vehicles during 
the inter-platoon gap are included in the time windows leading to error in DI calculations. 
On the other hand, the DI varies arc affected by local traffic flow fluctuaitioiis 1,01 very small 
time-window sizes. Hence, it was decided to use the maximum possible timne-window size 
within the smaller range of time-windows. The sensitivity analysis carried out in section 
5.4.4 supports this choice. However. platoon sizes need to be identified first in order 
to determine the size of the neighbourhood time-window, which is the objcectivc, of the 
methodology being developed in the first, place. This problem can be solved by exploiting 
the periodicity in traffic flow imposed by the upstream signal. 
5.3.2 Finding the periodicity of the signal 
The frequency components of a, signal can be determined through spectral analysis using 
Discrete Time Fourier Transform (DTFT); see Kamen k heck (1999) for details. 
00 
X(SZ) = x(I)C-i'll (5.2) 
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Figure 5.3: Effect of time-window size on Difference Indicator 
where, 
Q= Frequency 
t= Time 
x(t) = The signal; second-by-second traffic flow in our case 
i= Vi 
X (1) = Fourier Transform of x(t) 
In other words, the Fourier Transform converts a signal from the time domain to the 
frequency domain. The power of the signal at a given frequency is calculated from the 
magnitude of its Fourier Transform, jX(Sl)j: it is called the amplitude component, and 
denotes the contribution of that particular frequency towards the amplitude of the signal. 
The frequency corresponding to the maximum power is the predominant period in the 
signal: in this case, it is the periodicity of platoon arrivals, which is the sum of average 
platoon length and inter-platoon gap, T. In other words, the cycle time T can be estimated 
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as follows. 
1 
mar 
(5.3) 
where, umax is the value of 12 corresponding to the inaximniun value of JX(S2)j. 
Having decided to use the largest possible t. inie-window size in smaller range in the 
previous section, it was decided to use a value of 0.25 times T as the neighbourhood time- 
window size in this algorithm. This is tlie only calibration parameter in this algorithm. 
This is based on the assumption that the green phase for the minor street -aud the inter- 
green durations of the signal it a typical four-legged junction will constitute at least 25%) 
of the cycle time. The sensitivity of the accuracy of the platoon identification algorithm 
to this parameter under a range of traffic conditions is determined in section 5.. -1.4. The 
choice of 0.25 times T gis the timne-window size is supported by the sensitivity analysis. 
The duration of the signal cycle changes over time for traffic signals controlled by 
adaptive traffic control systems such as SCOOT. When the algorithms is applied to links 
with variable signal cycles. the average signal cycle length (T) is re-estimated every 15- 
minutes using data from a 30-Uninute interval centred around the current time epoch in 
the proposed algorithm. 
5.3.3 Finding local maxima/minima points 
Once the DI is calculated using; scconci-by-sec"oncl flow data, the local muinilna/niaxilna 
points corresponding to platoon beginning and end points nerd to be identified. noting 
that the DI may be a noisy si; nal. A computationally efficient method to identify these 
points exploiting the periodicity of the signal is proposed as follows. 
= 1. Find t. lýe absolýite ýiuýxünuýii value ýýncl its index t,,, nx in the sfl)set 
[DI (I = 1) """ DI(t 
T)], where T(T = S1) is the period corresponding to maximum power calculated us- 
ing Equation(3.2] and Dl is the Difference Indicator. 
2. Find the absolute >»i»i»muii ý, ýlneý a>>cl its index tm» in the subset [DI (t =1 m! x) 
DI(t = 
tma. + T)I. 
= 3. Find the absolute niaxitmnil value auitl its index tmax in the subset [UI (t = 1,,, j, ß) """ DI(t 
tmin +T )J. 
4. Repeat steps 2 and :1 for the (Innration of the flow. 
The maxiniuiºi points correspond to platoon beginnings and the ºnininºuºn points cor- 
respond to platoon end l)oiººtS. This approach aºssuºnes that tlºe trallic" flow is periodic. 
Hence, this method cannot be used f Or icle'ººtilving platoons in a trallic stream flowing into 
an isolated junction, where the Vehicle arrival pattern may be bunched but aperiodic. 
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5.3.4 Identifying platoon beginning and end points 
The, maximum and minimum points identified in the DI plot may correspond to time- 
epoclºi wlºcºº uo flow conuºt is recorded. llcurº'. a snap to nearest vehicle operation is 
performed on the identified platoons to adjust the platoon beginning and end points; this 
is similar to the platoon refining approach proposed by Caur k Mirchauclani (2001). 
The above three steps describe the proposed platoon identification method for urban 
links where the flow is controlled by an upstream signal. To summarise, the method 
involves finding the periodicity of the second-by-second flow data yielding the combined 
duration of the platoon and the inter-platoon gap. 0.25 tines time identified period is 
used to define the size of a neighbourhood time-window. Time difference between the total 
flow inside look-ahead and look-behind neighbourhood tine-Windows is defined as the 
Difference Indicator (DI), and the local maximna/ininiuºa points in the DI correspond to 
platoon beginnings and ends. These points are adjusted further such that they coincide 
with a time epoch when a flow count is actually recorded. 
5.4 Experimental evaluation 
The objectives of the experimental evaluation are three-fold. 
1. Experimentally determine if the choice of 0.25 times the cycle time as the tiine- 
window size is appropriate through sensitivity analysis. 
2. Compare the performance of the proposed algorithm relatix-v to the existing platoon 
identification algorithms in the literature. 
3. Analyse the sensitivity of the propose(] algorithm with respect. to different traffic 
conditions. Specifically, determine the sensitivity with respect to (a) level of traffic 
on the link, and (b) level of turning traffic. 
The accuracy of platoon identification algorithms is determined using the criteria out- 
lined in section 5.3.1 to evaluate the objectives given above. The traffic demand pattern in 
the simulation model used for the evaluation is described in sect ion 5.4.2. The demand is 
specified such that the sensitivity analysis with respect to traaflic conulitions, as described 
in Item #3 above. can be carried out. 
5.4.1 Accuracy of platoon identification algorithnis 
The traffic flow at an ILD is neatly cleynarcatecl into platoons \vlien vehicles are released at 
the saturation flow rate frone the upstream signal during its green phase, and no turning 
vehicles enter the link during the red phase fron the siele streets. The platoon structure 
is clear under such conditions. and it is reasonable to 8Ssººuºe that 1)latoou identification 
algorithms perform well ureter such traffic conclitionºs. On the other hand, the grouping 
structure of vehicles in the traffic stream becomes fuzzy under three conditions: (1) the 
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flow during the green phase is low leading to variable headway between vehicles during the 
green phase, (2) turning vehicles enter a link (luring the red phase, resulting in vehicle flow 
between platoons corresponding to green phases. and (3) the Iieadways between vehicles 
become variable due to platoon dispersion on very long links (Robertson 1969, Sedldlon 
1972). The performance of platoon identification algorithms degrade under these scenarios. 
This can result in three types of errors in platoon identification. 
1. Missed platoon: An valid platoon of vehicles is not icleiºtified. 
2. Split platoon: A valid platoon is identified as two different platoons. This Lappens 
during low flow conditions with large headway lw tweeii vehicles in a platoon. 
3. Inaccurately identified platoon: A valid platoon is identified, but some of the 
leading or trailing vehicles are determined to be outside the platoon. Conversely, 
some of the turning vehicles that enter a link between two platoons are determined 
to be inside a valid platoon. 
The first two types of errors lead to an incorrect mniibcr of platoons being identified. 
The accuracy of algorithms with respect to this error type is determined by comparing 
the number of platoons identified by the algorithm against the actual number of platoons, 
as given below. 
T Y- rIr) Ep = 100 
f_1 
fr 
where. 
EE = Error in estimated platoon count (1\IAPE) 
Pt = The estimated dumber of platoons (luring time period t 
Pt = The actual number of platoons during time period t 
T= Total number of time periods 
(5.4) 
The third error type leads to incorrect definition of 1)latuons. which results in all er- 
ror in the number of vehicles identified within platoons. The accuracy of the algorithin 
with respect to this error type is determined 1) %, comparing the number of vehicles identi- 
fied within platoons by the platoon identification algorithin against the actual number of 
vehicles within platoons, as given below. 
E, = 100 
INt 
- 
N1I 
(5.5) 
t=l 
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Figure 5.4: A schematic representation of the simulated road network 
where, 
E = Definition Error (MAPE) 
Nt = The average estimated number of vehicles per platoon during time period t 
Nt = The actual average number of vehicles per platoon during time period t 
T= Total number of time periods 
The accuracy of the platoon identification algorithms is determined by examining both 
EE and E metrics using data from the simulation model presented in the next section. 
5.4.2 Simulation experiment 
The purpose of the simulation experiment is to generate the data required for determining 
the accuracy of platoon identification algorithms under a range of traffic conditions with 
respect to the level of through traffic and the percentage of turning traffic. The details of 
the simulation model and the data collection process are presented in this subsection. 
The road network in the simulation model consisted of a two-way, two-lane arterial 
corridor spanning six junctions, as shown in Figure[5.4]. All the junctions were signal 
controlled with fixed-time plans. The corridor was instrumented with ILDs upstream of 
all the junctions; this ILD configuration is typical for SCOOT controlled links on the 
London road network. SCOOT ILDs in London typically span two lanes, and are sampled 
at 4 Hz. 
The PARAMICS micro-simulation model is designed to log the detector data at a 
maximum resolution of 1 Hz. However, the PARAMICS software exposes a large amount 
of internal data from within a running simulation model, including the ILD data, through 
its SNMP2 API (SIAS 2005). A special software application was developed using Visual 
2Simple Network Management Protocol 
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Basic (VB) to read the status (0/1 values) of all ILDs for each time step of the simulation 
run and write the output data to a file. 'I'lse simulation model was then run at 4 time 
steps per second, thus generating ILD output at 4 IN. 
The PARAMICS micro-simulator generates ILD data for each lane separately. Output 
from a cross-lane ILD can be generated by performing a logical OR combination of raw 
outputs from the two lanes for each time-step (Papageorgiou & Dinopoulou 2003). The 
detector status recorded by the VB program for each lane was combined for each time step 
to generate cross-lane ILD data. Flow counts were calculated using per-lane ILD data and 
cross-lane ILD data separately. 
5.4.3 Traffic flow patterns 
The traffic demand generated within the simulation was varied such that a range of traffic 
conditions with respect to straight traffic and turning traffic was generated. The demand 
patterns are divided into two categories: pattern-1 where the volume of through traffic 
was kept constant, while the percentage of turning traffic was varied, and pattern-2 where 
the volume of turning traffic was kept constant wile the volume of through traffic was 
varied. The details of traffic; patterns I and 2 are giveen below. 
The simulation model was run with two sets of traffic flow patterns intended to rep- 
resent a range of traffic flow conditions that could lead to errors in platoon identification, 
as given in Section 5.4.1. 
Pattern-1 
Pattern-1 consisted of fixed traffic demand alone; the corridor for seven hours of simulated 
traffic for each run. The first hour of each simulation run was considered as warm-up 
period and data frone this time period were not used. The level of turning traffic for 
each hour of simulation run was a fixed percentage of the straight traffic during that 
period. The Origin-Destination (OD) matrix for the traffic demand is summarised in 
Table[5.1], where T is the turning traffic percentage. The rows represent origin zones 
and the columns represent destination zones. The simulation road network is given in 
Figure[5.4], where origin and destination zone numbers and the turning movements are 
marked. The percentage of turning traffic. T during (,, tell simulation hour is given in 
Table[5.2]. 
The signal settings for all the junctions (luring the whole period of the simulation run 
are given in Table[5.3]. Phase-1 corresponds to straight movement along the corridor and 
Phase-2 corresponds to the cross-streets. Vehicles are allowed to turn left during a red 
signal. There are no right turning vehicles in the simulation nor right turning phases for 
the signals. 
The simulation run was repeated five times for Pattern-1 in stochastic demand mode. 
resulting in the actual simulated demand fluctuating around the specified demand during 
each simulation run. Five repetitions of the simulation run was considered adequate, since 
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A B Si S2 S3 S4 S5 SG S7 S8 SJ S10 Sil S12 
A - 1000 - - T T - - - - - - - - 
B 1000 - - - - - - - - - - T T - 
Si - - - - - - - - - - - - - - 
S2 - - - - - - - - - - - - - - 
S3 - - - - - - - - - - - - - - 
S4 T - - - - - - - - - - - - 
S5 T - - - - - - - - - - - - 
S6 - - - - - - - - - - - - - - 
S7 - - - - - - - - - - - - - - 
S8 - - - - - - - - - - - - - - 
S9 T - - - - - - - - - - - - 
S10 T - - - - - - - - - - - - 
S11 - - - - - - - - - - - - - - 
S12 - - - - - - - - - - - - - - 
Table 5.1: Origin-Destination traffic demand for the simulation model (Figure[5.4]) in 
vehicles/hour 
Hour \V'arni-up 123456 
T (%) 005 10 15 20 25 
Table 5.2: Turning traffic percentages: Pattern-1 
Cycle Tiine Phase-1 Please-2 
Green Intergreeii Green Intergreen 
60 sec 31 sec 7 sec 15 sec 7 sec 
Table 5.3: Signal timings: Pattern-1 
the variability of the results between simulation runs was low. A total of 63255 straight 
through vehicles along the corridor and 8770 turning vehicles were simulated during 21 
hours of simulation, including the w, irnn-up periods. 
Pattern-2 
Deinancl pattern-2 of traffic weis sicnrntlat('d to generate dillierent bevels of Straight traffic on 
the corridor, while keeping the volume of turning traffic it constant. Traflic was simulated 
with this demand pattern for seven hours. including a warm-up period of one hour. The 
traffic demand between Zones A-B was increa. sed to 2000 vehicles/hour. However. the level 
of flow along the main corridor during each simulation hour was controlled by auljicsting the 
timing of signals at entry points (signals next to Zone-A and Zone-B in Figurv[5. I]) to the 
corridor. The timings of signals at intermediate junctions were not altered for si>>mlatio» 
hours 1 and 2. This was to ensure that the green phases of intermediate signals are under- 
saturated. Such conditions are likely to introduce errors in platoon identification. Higher 
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flow rates (compared to pattern-1) along the corridor during simulation hours 3 to 6 were 
achieved by increasing the green split for all the signals along the corridor. while keeping 
the cycle time a constant, thereby increasing the length of platoons and the traffic flow. 
The ratio of turning traffic, T, was fixed at 5%/0 of traffic demand of 2000 vela/hour. 
The signal timings for pattern-2 are summarised in Tahlc[5.. -1]. Phase-1 corresponds 
to the straight movement along the corridor and Phase-2 corresponds to the straight 
movement along the cross-streets. Vehicles are allowed to turn left into the main road 
during the red signal. There are no right turning vehicles in the simulation nor right 
turning phases for the signals. The links leading from Zone-A to Zone-B were congested. 
since the offset between signal cycles meant that queues were firmed at the junctions 
during the red phase. The links leading from Zone-B to Zone-A were not congested. 
Hour Warm-up 123456 
Split (Phase 1/Phase 2) 31/15 15/31 20/26 25/21 31/15 35/11 40/6 
Split Ratio 2.07 0.48 0.77 1.19 2.07 3.18 6.67 
Table 5.4: Signal timings: Pattern-2 
The simulation run was repeated five times for pattern-2 also in stochastic demand 
mode. Five repetitions of the simulation run was considered adequate. since the variability 
of the results between simulation runs was low. A total of 58595 straight, through vehicles 
along the corridor and 18177 turning vehicles were simulated during 21 hours of simulation, 
including the warm-up periods. 
5.4.4 Choice of window size 
The platoon identification algorithm was run with a tine-wincloxv size ranging froin 0.1 to 
0.9 times the signal cycle time for Pattern-1. A factor, w, is defined to represent the rat io 
between the time-window size and the cycle time. Indicators for the accuracy of platoon 
identification, EE and E,,, were determined for each hour of simulation run for demand 
pattern-1. The relationship between w and platoon identification errors are plotted in 
Figure[5.5] for each of the 5 simulation runs separately. 
From Figure[5.5] it can be seen that the accuracy of the platoon identification algorithm 
in terms of the number of platoons identified. Ey, is fairly insensitive to the value of w 
when w is less than 0.6. However, the accuracy of the algorithin deteriorates rapidly for 
values of w greater than 0.6. as can be seen from Ffgure[5.5]. 
The accuracy of the algorithm in terms of the number of vehicles identified within 
platoons, E, with respect to the value of ,; shows a trend as expected based on the 
analysis in section 5.3.1. The values of Et, are larger for w<0.2. W>0.7 and "=0.5. 
compared to the remaining range of w values. The results above validate the choice of 
using the lower range of time-window sizes made in section 5.3.1. 
It should be also noted that the proposed platoon identification algoritluu worked satis- 
factorily when applied to real-world data. The proposed platoon identification algorithm 
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Figure 5.5: Sensitivity of the platoon identification algorithm to time-window size 
was used to segment ILD data from Marylebone Road based on the estimated platoon 
structure. The segmented output was used to estimate flows frone the cross-lane ILDs 
at the Marylebone Road site, which resulted in satisfactory flow estimates as described 
in Chapter 4. Hence, this is further proof to demonstrate that the choice of 0.25 w is 
satisfactory. 
5.5 Performance analysis 
The performance analysis carried out in this section has two objectives: (1) compare the 
performance of the proposed algorithm with existing platoon identification algorithms in 
the literature, and (2) analyse the performance of the proposed algorithm under differ- 
ent traffic conditions generated using the simulation model. Three of the main platoon 
identification algorithms in the literature, viz. Maryland algorithm (Baras et al. 1979a), 
Arizona algorithm (Gaur & Nlirchandani 2001) and Texas algorithm (Chaudhary et al. 
2006), were implemented in N1ATLAB for the purpose of comparison with the proposed 
algorithm. However, the Maryland algorithm does not identify platoon start points and 
hence was not included in the comparison analysis presented in this chapter. Hence, the 
comparison was limited to Arizona and Texas algorithms. 
02 0.3 04 0.5 06 07 08 0.9 
Time-window size multiple (w) 
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5.5.1 Comparison with existing platoon identification algorithms 
The proposed algorithm (with w=0.25) was initially tested against Arizona and Texas 
algorithms for traffic demand Pattern-1. The Ez, and E for the three algorithms are 
presented in Figure[5.6]. 
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Figure 5.6: Pattern-1: Comparison of the three platoon identification algorithms 
It is clear that the Texas algorithm has large errors in identifying the platoons, while the 
proposed algorithm and the Arizona algorithm perform better than the Texas algorithm 
according to Ep and E, metrics. Hence, the proposed algorithm is compared with the 
Arizona algorithm only for the rest of the analysis presented in this chapter. 
5.5.2 Sensitivity to traffic flow patterns 
In this section, the sensitivity of the proposed algorithm is analysed under different traffic 
conditions, and comparisons are made with the Arizona algorithm for those conditions. 
Sensitivity to turning traffic volume 
Sensitivity of the algorithm performance with respect to the level of turning traffic is 
examined by reference to its hour-wise performance for traffic demand pattern-1 given in 
Table[5.2]. Link-wise comparisons of the two algorithms using the EE and E metrics are 
given in Figure[5.7] and hour-wise comparisons are given in Figure[5.8]. 
The proposed algorithm is able to identify most of the platoons. The Arizona algorithm 
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Figure 5.7: Pattern-1: Comparison with the Arizona algorithm by link 
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fails to do so for links 3&4. These links develop long queues during the red light, with 
turning traffic joining the link during the red phase. The gap between platoons is fuzzy 
due to the turning traffic for these links. Hence, as the proportion of tiirniug traffic 
increases on these links for each hour, the performance of the Arizona algorithm becomes 
progressively worse. The proposed algorithm, which takes advantage of the periodicity in 
traffic flow is able to identify the platoons more accurately under such traffic conditions. 
However, the Arizona algorithm performs better than the proposed algorithm when the 
gap between platoons is more clearly demarcated. 
Sensitivity to flow levels 
The accuracy of the algorithms for different traffic volumes is examined by comparing 
the performance of the algorithms each hour of simulated traffic for Pattern-2 of traffic 
demand given in Table[5.4]. Link-wise comparison of the two algorithms using the Ep 
and E21 metrics are given in Figure[5.9] and while hour-wise comparisons are given in 
Figure[5.10]. 
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Figure 5.9: Pattern-2: Comparison with the Arizona algorithm by link 
It can be seen from Figure[5.10] that the accuracy of both the algorithms reduce during 
low flow periods with under-utilised green phases. This is in line with the expectation that 
the variable nature of the headway distribution between vehicles will decrease the accuracy 
of platoon identification algorithms. It also clear that the estimation error of the proposed 
algorithm is less sensitive to the level of traffic compared to the Arizona algorithm. This 
5.5. Performance analysis 112 
Error in estimated number of platoons 
--, -. 25 
$=P roposed Algorithm 
=Arizona Algorithm 
zo- 
o+ 
c 
is- 
ro- 
ö 
ä 
sr 
izeýo 
Simulation Houra 
Error in estimated number of vehicles per platoon 
30 
'=Proposed Algorithm 
21 
=Arizona Algorithm 
LII 
tsvs 
Simulation Hour 
Figure 5.10: Pattern-2: Comparison with the Arizona algorithm by hour 
is especially clear from the EE metrics, where the number of platoons in the traffic stream 
is incorrectly estimated by the Arizona algorithm. The sensitivity of estimation error of 
the Arizona algorithm to traffic flow level is not surprising given that the algorithm uses 
invariant time window sizes for determining the platoon structure. Traffic flow levels in 
the simulation model are increased by increasing the platoon duration and decreasing the 
time-gap between platoons. The proposed algorithm uses the periodicity of traffic flow 
to identify platoon beginning and end points, and hence is more robust with respect to 
variations in platoon lengths and inter-platoon gaps. 
5.5.3 Discussion 
The proposed algorithm and the Arizona algorithm are both able to identify platoons 
well. The Texas algorithm compares unfavourably with these two algorithms. The platoon 
structure is less clear when traffic flow is low with variable headways between vehicles, and 
also during periods of high flow with turning traffic when the gap between platoons is fuzzy. 
The accuracy of platoon identification algorithms caii be expected to deteriorate under 
such conditions, simply because it is not easy to identify platoons based on second-by- 
second flow observed at a point. This can be clearly inferred by examining the performance 
of the platoon identification algorithms for pattern-2 demand in Figure. '5.10]. However, 
the estimation error of the proposed algorithm is less sensitive to changes in traffic flow 
levels compared to the Arizona algorithm. 
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The Arizona. algorithm performs better than the proposed algorithm under traffic 
conditions that favour its internal parameters. This is obvious from comparing the per- 
formance of the two algorithms for west-bound links for pattern-1 demand. The proposed 
algorithm is superior to the Arizona algorithm in estimating the number of platoons cor- 
rectly. This is due to the fact that the proposed algorithm uses information about the pe- 
riodicity of traffic flow to determine gaps between vehicles that are probable inter-platoon 
gaps. The Arizona algorithm does not use this information, and hence yields poorer re- 
sults when the platoon structure is fuzzy. However, the Arizona algorithm outperforms 
the proposed algorithm under favourable traffic conditions in estimating the number of 
vehicles within platoons. Combining the strengths of the proposed algorithm and the 
Arizona algorithm to create a more robust platoon identification algorithin is suggested 
as a topic for future research. 
5.6 Contributions and future research 
A novel platoon identification algorithm for urban links with a single internal parameter 
has been proposed in this chapter. The algorithm exploits the periodicity of traffic flow 
pattern on urban links due to signalisation. The use of this information leads to better 
platoon estimation during periods of low flow and high congestion compared to existing 
platoon identification algorithms. This is a novel contribution towards developing better 
platoon identification algorithms for urban links. 
This algorithm plays a crucial role in travel time estimation, as will be demonstrated 
in the next chapter. The algorithm is also useful in the context of ('Stiniatitig traffic flow 
from cross-lane ILDs, as described in Section 1.3.2. Platoon identilication algorithms 
that work in near real-time are useful for signal control applications (Chaudhary 2003). 
which is another application for the proposed algorithm. The algorithm also presents 
further opportunities in improving the state-of-the-art in the est iinat ion of turning traffic. 
Turning-traffic estimators, such as Nihan & Davis (1989), Martin (1997). Lan & Davis 
(1999) and Lan (2001), typically use only the flow count information front the links leading 
to and away from a junction. An independent estimate of turning traffic counts can 
also be obtained using the platoon identification algoritlun. which c-att be combined with 
conventional turning traffic estimators for robust estimation of turning traffic. 
Furthermore, a. novel analytical method to determine local ntaxitna and minima points 
in periodic data is proposed in this chapter. Identification of local maxima and minima 
typically require smoothing and some knowledge of signal-to-noise ratio. The proposed 
method does not involve any smoothing and will work well despite noise as long as the data 
are periodic. The method is also simple, and computationally efficient once the periodicity 
of the signal is determined. 
However, the simplicity is achieved based on the assumption that the traffic flow is 
periodic. This assumption is valid for locations where the traffic stream is regulated by an 
upstream signal. However, the proposed algorithm cannot be used to identify the platoon 
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structure in the traffic stream on links leading to an isolated junction where the flow is 
aperiodic. This is a limitation of the proposed platoon identification algorithm. Existing 
platoon identification algorithms such as the ones proposed by Baras et al. (1979a), Caur 
& Mirchandani (2001) and Chaudhary et al. (2006) do not have this limitation. 
5.7 Summary 
It has been demonstrated that a simple algorithm with a single calibration parameter 
that exploits the cyclical pattern in traffic flow can perform as well or better than existing 
platoon identification algorithms in the literature. The algorithm uses dynamic look-ahead 
and look-behind time-windows to identify changes in the flow rate where the time-window 
size is dynamically determined based on the cyclicity of the traffic flow. The method is 
easily transferable and performs satisfactorily over a wide range of traffic conditions. 
The proposed platoon identification algorithm can aid in estimating flows reliably from 
cross-lane ILDs, as shown in Chapter 4. Flow estimates thus obtained, combined with the 
an estimate of the platoon structure, forms the necessary input for the link travel time 
estimation method presented in the next chapter. 
Chapter 6 
Urban Link Travel Time 
Estimation 
A method to identify platoons using the flow recorded by ILDs on urban links was pre- 
sented in the previous chapter. The platoon identification algorithm can be used to identify 
the flow count corresponding to each signal cycle at an ILD. The flow count for each signal 
cycle is used as input to the link travel time estimation model presented in this chapter. 
The travel time estimation approach proposed in this thesis is essentially made up of 
two components: a link travel time estimation model and a route travel time estimation 
model. The first component estimates travel time for an individual link, while the second 
model estimates the route travel time by convoluting travel time distributions estimated 
for individual links. This chapter focuses on the link travel time estimation model. 
6.1 Definition of terms 
Before the link travel time estimation model is presented, commonly used terms in this 
chapter that may have a scope for ambiguity in their definition, are defined below in this 
section. 
G. 1.1 Link 
In the context of link travel time estimation, it needs to be clearly defined what a link is. 
There are different ways in which a link can be defined, and there is no single accepted 
definition of a link (Robinson 2005a). The commonly used link definitions include the 
following. 
" Junction-to-Junction: The link is defined as a section of the road between centre 
of one junction to the centre of adjacent junction. This is probably the si1uplest 
clefinition of a link. 
" Detector-to-Junction: A link is sometimes defined as a section of the road betWee'» 
115 
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an upstream detector and the stopline of a junction. The SCOOT traffic control 
system defines its links in this way, and are commonly referred to as SCOOT links. 
" Detector-to-Detector: A link can also be defined as the section of the road be- 
tween two adjacent detectors. In the case of urban roads where detectors are installed 
between every pair of junctions, the detector-to-detector link will include a mid-link 
junction. 
The most appropriate definition of a link for signalised roads should be made subject 
to the following considerations. 
" Continuity: The link should be defined stich that consecutive links are contiguous 
over a section of the road. Travel time estimates from such links can be used to 
easily obtain route travel time estimates, where a route consists of multiple links. 
The definition of link used by the SCOOT system does not meet this criteria. 
" Junction delay: The travel time of vehicles on signalised roads is made up of the 
cruise time required to traverse the link and any delay incurred at junctions due to 
traffic lights. The link should be defined in such a way that the link travel time 
includes junction delay. If the link definition does not meet this criteria, junction 
delay should be estimated separately in addition to estimating link travel times in 
order to obtain the travel time on a road section that consists of multiple links. 
" Modelling method: The method used to estimate link travel time may have unique 
data requirements. For example, queuing based models, described in section 2.2.2. 
require that entry flow of vehicles into the link is known. Implementation of a 
queuing model for travel time estimation will require a link to be defined such that 
the upstream end of the link is located at a traffic sensor where the traffic flow is 
measured. 
The proposed travel time estimation method is based on the cumulative counts method. 
which requires flow data frone u pstreain and clownstreanº ends of it link. Inºinrtivr Loop 
Detectors (ILD) are installed upstream of every junction for SCOOT traffic control systcin 
frone which flow data are available. Such detector instrumentation is typical of a large 
number of cities where SCOOT is installed, as discussed in section 2.4.1. Hence. a link is 
defined as a section of the road between two ILDs spanning a junction within the context 
of this thesis. This definition also satisfies continuity and junction delay criteria. Links 
thus defined are also referred to as urban links in this thesis. 
6.1.2 Link travel time 
The travel time incurred by individual vehicles traversing a link during a given time 
period, say 15 minutes, can vary from vehicle to vehicle. Link travel time clnring a given 
time period is the representation of the travel time of all the vehicles travelling on t1w 
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link during that time period. Hence, link travel time (T) according to the most generic 
definition, is a distribution and not a discrete value. The travel time distribution is often 
approximated to a discrete value such as the arithmetic mean of the travel time of vehicles 
that traverse the link during a given time period. 
The second aspect of link travel time definition pertains to the definition of which 
vehicles traverse the link during a given time period. Commonly used definitions include 
all the vehicles that enter the link during a given time period (Robinson 2005 a), or all 
the vehicles that exit the link during a given time period, or all the vehicles that enter 
and exit the link during a given time period (Nam & Drew 1996). The second definition 
is used in this thesis, where the link travel time is defined as the travel time of all the 
vehicles that exit the link during the given time period. 
6.2 Background 
The requirements for the urban link travel time estimation model, based on the consider- 
ations identified in section 1.3 include (1) use of data with necessary spatial and temporal 
coverage that are available from existing sensors, and (2) require as minimal calibration as 
possible. It was determined in section 2.5 that the cumulative counts method is a poten- 
tial methodology for travel time estimation using data from the ILDs installed for traffic 
control. An overview of the cumulative counts method and the problems that need to be 
solved before the method can be implemented for urban links is given in this section, for 
readability. 
The cumulative counts method involves constructing a plot with cumulative vehicle 
counts on the y-axis and time on the x-axis, as illustrated in Figure[G. 1]. Two cumulative 
curves can be constructed using second-by-second flow data recorded by upstrcaiu and 
downstream ILDs, A(t) and D(t). The total travel time of vehicles exiting the link during 
a specific time period, say between tl and t2, is given by the area between the two curves 
for that time period, represented by the shaded section in the figure. Analytically, the 
expression for total travel time is as given below. 
N2 
T, 0101 = D- (n) - A-1(n) (G. 1) 
n=N, 
where, 
Fror,,, = Total travel time of vehicles exiting the link between 11 and 12 
A-1(n) = Time when vehicle n crossed the upstream ILD 
D-1(n) = Time when vehicle n crossed the downstream ILD 
1VI, N 2= 'flit' first . uici last vc hicks to exit tlir link hc'tw 'rii ti aatucl 12 
An estimate of the travel time distribution is given by 
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Figure 6.1: Illustration of the cumulative curves method 
T = D-l (n) - A-l (n) do (6.2) 
where T is the travel time of the nth vehicle exiting the link. T can be calculated 
analytically using second-by-second flow data from ILDs. The method assumes that, there 
is no overtaking on the link in the estimation of T. The mean travel time estimated using 
the cumulative counts method is not affected by overtaking, since over-taking results in 
the travel time of overtaking vehicles being over-estimated and the overtaken vehicles 
under-estimated. This is evident from the mathematical expression for the mean travel 
time, given below. 
EN2,,, D-1(n) - A-1(n) E 
N2 D-1(n) - s'N2 
A-1(1I) 
7, ni enn - = 
(6.3) 
N2-Ni N2-N1 
The issues associated with the application of the cumulative counts method on urban 
links is given in section 3.2. Error in flow data, from the ILDs, combined with the absence 
of detectors to monitor all turning vehicles on a link, can lead to different flow counts at 
upstream and downstream detectors (luring a given time period. This leads to drift error 
in the cumulative curves. The drift error can accumulate over time, and can lead to large 
errors in travel time estimates. 
A nuinhwr of different approaches can be used to correct the drift error. acs given in 
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section 3.2.2. They include (1) active error correction, where a consistent set of flow counts 
are estimated at upstream and downstream detectors (2) using the knowledge about the 
number of vehicles on the link at a specific point in time to adjust the vehicle labels of 
upstream and downstream cumulative curves such that the difference in vehicle labels at 
the time is equal to the number of vehicles on the link, and (3) using an independent 
estimate of the travel time of a specific vehicle or a group of vehicles to adjust the vehicle 
labels such that the temporal separation between the upstream and downstream curves is 
equal to the travel time for those vehicle(s). It was shown that the first approach alone 
is not adequate to generate error-free travel time estimates (Vanajalcshi 2001), while the 
data required for the second approach is not easily available. The third approach was 
identified as a potential strategy for error correction in this thesis. A method to correct 
drift errors based on this idea is presented in the next section. 
6.2.1 Traffic flow on urban links 
The vehicle flow on urban links is platoonised due to signalisation. and the. signal timings 
and offset are significant factors that affect travel time on urban links in addition to 
the cruise speed (Troutbeck et al. 2007). A group or platoon of vehicles enter a link 
as a result of vehicles discharged from its upstream junction during the green phase, as 
illustrated in the time-space diagram presented in Figure[6.2]. Depending on the level 
of co-ordination between the two signals, a proportion of these vehicles travel past the 
downstream junction without incurring any delay. However, some of the vehicles reach 
the downstream junction during the red phase of the signal. These vehicles wait till the 
next green phase before they cross the downstream junction, and the travel time of these 
vehicles on the link includes an additional delay component. The travel time distribution 
of vehicles that cross the downstream junction during a given signal cycle generally tends 
to be a bi-modal distribution. The first peak of the distribution corresponds to the vehicles 
that do not encounter junction delay, and the second peak corresponds to the vehicles that 
are delayed at the downstream junction; see Figure[6.3] for illustration. If the travel time 
of turning vehicles that enter the street during the red phase of the upstream signal (J1) 
is included. it will result in a distribution with three modes. Similarly. the travel time 
distribution can be multi-modal during congestion. A detailed treatment of the subject 
can be found in Lombard (2006). 
A treatment of the same subject from a vehicle-centric point of view can be found 
in Graves et al. (2000), where it is demonstrated that the travel time of it vehicle on a 
link depends on its entry time on the link with respect to the downstream signal cycle. 
Vehicles that are not delayed at the junction have travel times close to the link cruise 
time. Link cruise time is defined as the time it takes for vehicles to traverse the link at 
the design speed or cruise speed. when not delayed at the junction. The link cruise time is 
approximated as an invariant property of the link itself by traffic control systems such as 
SCOOT (Robertson & Bretherton 1991). Link cruise times are measured in the field for 
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Figure 6.3: Idealised travel time distribution on an urban link 
calibrating the SCOOT system, and this quantity is readily available (from the SCOOT 
system) for SCOOT controlled links. With this background, the problems associated with 
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applying the cumulative counts method to urban links is examined with a view to devising 
an appropriate solution in the next section. 
6.2.2 Cumulative curve calibration for signalised links 
It was decided to use approach #3 described in section 3.2.2 to correct the drift errors 
in the cumulative counts method. In the approach, vehicle labels of the upstream and 
downstream cumulative curves are adjusted such that the travel time of a specific vehicle or 
a group of vehicles estimated using the cumulative counts method matches an independent 
estimate of the travel time of these vehicles. Based on the assumption that the travel time 
distribution on signalised links is bi-modal, the cumulative curves are adjusted such that 
the travel time of undelayed vehicles that exit the link during each signal cycle is equal to 
the link cruise time. This is the basic idea behind the link travel time estimation method 
proposed in this chapter. 
The concept is implemented by increasing or decreasing the vehicle labels of the up- 
stream cumulative curve such that the travel time of the fastest vehicle in each platoon 
identified at the downstream ILD is equal to the link cruise time. This process is referred 
to as applying the cruise-time constraint to the cumulative curves in this thesis. The cu- 
mulative curves thus calibrated can be used to estimate the number of vehicles delayed at 
the signal and the travel time of delayed vehicles. The travel time distribution estimated 
using the adjusted cumulative curves is used to estimate the average travel time of vehicles 
that exit the link during the signal cycle. 
While the method described above is simple, there are a number of practical consid- 
erations that need to be addressed 
before the method can be applied to real-world links, 
as given below. 
. Cross-lane ILD: Cross-lane ILDs on urban links under-report flow counts. A 
method to estimate flows from cross-lane ILDs was presented in Chapter 4. The 
cumulative curves are estimated using Model-B (section 4.3.2) for data obtained 
from cross-lane ILDs. 
. Turning traffic: Vehicles that enter or exit the link between end points need to be 
handled appropriately. 
" Cruise speeds: While link cruise times are assumed to be constant. real-world 
evidence suggests that this might not be a valid assumption during all time periods 
(Gillanm & \Vilhill 1992). Changes in link cruise time need to be detected when the 
cruise time constraint is applied. 
These issues are tackled in this chapter in an incremental fashion, 1)y formulating a 
series of models with increasing levels of complexity. A simulation model is used as a 
test-heel for developing the Models. The accuracy of the models is tested during the 
»>oodlel development stage by determining their performance against simulated data. The 
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performance of the models against simulated data provides an ºuºderstººucling of nºoch'I 
features that influence estimation accuracy. Details of the 1ºVI) Otll rtic"ººl ºnri uu artcri; ºl 
simulated using the PARAMICS micro-siniulation model is given in t 1w next section. 
6.3 The simulation model 
The simulation road network described earlier in section 5.4.2, which is used tu gciieraite 
the necessary data, is shown in Figure[6.4]. The traffic demand and the signal settings of 
the simulation runs used to generate the data used for analysis in this chapter are given 
below. 
S1 S2 ýS3 S4 17-S5 ' X56 
"E 
Link El Link E2 --- - Link E3 Link E4 Link E5 "»- Link E6 
Link W6 -- Link W5 Link W4 - Link W3 - Link W2 -ý Link W1 
S7 
4) 
S9 10 11 S12 
Figure 6.4: The arterial corridor in the simulation mull 
6.3.1 ILD data from the micro-simulation model 
6.3.2 Traffic demand 
The major traffic flow on the corridor consisted of flows frone Zone-A to Zone-B and frone 
Zone-B to Zone-A along the main East-West corridor. Different traffic flew patterns were 
generated on the network such that the links on the siniulation model had a range of 
turning patterns and offset levels. The turning patterns were chosen such that some of 
the links had no turning traffic, while some links had t ttrning vehicles t hat ent ered and/or 
exited the link. The Origin-Destination (O-D) traffic (ielna1 l is sllmnniarise(l in IahleýG. ii. 
The rows represent origin zones and the colunuis represent destination zones. 'Clio traffic 
demand was set to stochastic mode in PARAMICS, which meant that the actnatl deuºaud 
during simulation runs fluctuated around the average values given in 'I'ahen 6.1) during 
each simulation run. Each simulation run consisted of six hours of siluulate(1 trafli(". "l irre 
first hour was considered the warte-up period, and data from this period was not used for 
analysis. 
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A B Si S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 
A - 500 - - 50 50 - - - - - - - - 
B 500 - - - - - - - - - - 50 50 - 
Si - - - - - - - - - - - - - - 
S2 - - - - - - - - - - - - - - 
S3 - - - - - - - - - - - - - - 
S4 50 - - - - - - - - - - - - 
S5 50 - - - - - - - - - - - - 
S6 - - - - - - - - - - - - - - 
S7 - - - - - - - - - - - - - - 
S8 - - - - - - - - - - - - - - 
S9 50 - - - - - - - - - - - - 
S10 50 - - - - - - - - - - - - 
S11 - - - - - - - - - - - - - - 
S12 - - - - - - - - - - - - - - 
Table 6.1: Origin-Destination traffic demand summary for the simulation model (Fig- 
ure[6.4J) 
Turning traffic 
Different links in the simulation model had different turning patterns of vehicles based on 
the traffic O-D demand given in Table[G. 1]. Links are classified into four types based on 
the pattern of turning traffic. 
" Type-I: Type-I links do not have any turning vehicles. No vehicles exit the link at 
the mid-link junction, and no vehicles enter the link through the mid-link junction. 
" Type-II: Type-11 links have turning vehicles that enter the link through the mid-link 
junction, but vehicles do not exit at the junction. 
" Type-III: Type-Ill links have turning vehicles that exit the link at the mid-link 
junction, but vehicles do not enter the link at the junction. 
" Type-IV: Type-IV links have vehicles that eifiter and exit the link through the 
mid-link junction. 
The signal timings and cruise speeds were varied during the simulation runs to add 
more variability to the travel time data from time simulation. Time details of variable signal 
timings and cruise speeds are given in the following sub-sections. 
6.3.3 Signal timings and offsets 
A fixed signal time plan was used its the default in the sittntlatiolt model. Thin signal cycle 
times in central London range between 45 seconds and 90 seconds. wit Ii a inaxil11UII] limit 
of 120 seconds. Signal cycle time on major arterials such as the Marylebone Road (luring 
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Hour Simulation Type 
I Warm-up 
2 Normal 
3 Variable signal timing 
4 Normal 
5 Variable cruise speed 
6 Normal 
Table 6.2: Simulation setting summary 
the morning peak hours was found to vary between 95 and 100 seconds during a field visit. 
Hence, the simulation run was repeated three times with signal cycle durations of 45 sec, 
59 sec and 90 sec, resulting in a total of 9 simulation runs. 
London and many other cities in the world use adaptive traffic control systems. The 
SCOOT adaptive signal control system in London changes signal timings and offsets grad- 
ually in response to changing traffic conditions. In order to simulate the effect of an 
adaptive signal control regime in the simulation, signal cycle lengths were changed gradu- 
ally every ten minutes during the third hour of simulation runs. The changes were made 
in such a way that the signal settings reverted back to the original plan at the end of the 
third hour. The details of the signal timing plan for the third hour of the simulation run 
for signal cycle durations of 45 sec. 59 sec and 90 sec are given in Table[0.3], Table[6.4] 
and Table[G. 5] respectively. 
Simulation 
Time 
Cycle Time 
(sec) 
Green E-W 
(sec) 
lntergreen 
(sec) 
Green N-S 
(sec) 
lntergreen 
(sec) 
0: 00: 00 - 2: 59: 59 45 21 7 10 7 
3: 00: 00 - 3: 09: 09 47 22 7 11 7 
3: 10: 00 - 3: 19: 59 49 23 7 12 7 
3: 20: 00 - 3: 29: 59 43 20 7 9 7 
3: 30: 00 - 3: 39: 59 41 19 7 8 7 
3: 40: 00 - 3: 49: 59 44 21 7 9 7 
3: 50: 00 - 3: 59: 59 46 22 7 10 7 
4: 00: 00 - 5: 59: 59 45 21 7 10 7 
Table 6.3: Signal wttings - "15 second cycle 
The offset levels were set in sm-li it way to ensººre good progression for the westl)oººucl 
traffic. The offset between signal cycles of uoiºsec"ººt ive junctions was set to 10 seconds, 
while the cruise time between the junctions varied between 9 and 12 seconds. Due to this 
offset specification, the eastholuul links had it ºnuººl)er of vehicles in queue at the end of 
each green phase, while the queue leººhtlº was smaller for tit(- westbound links. 
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Simulation 
Time 
Cycle Time 
(sec) 
Green E-W 
(sec) 
Intergreen 
(sec) 
Green N-S 
(sec) 
Intergreen 
(sec) 
0: 00: 00 - 2: 59: 59 60 31 7 15 7 
3: 00: 00 - 3: 09: 59 63 33 7 16 7 
3: 10: 00 - 3: 19: 59 66 35 7 17 7 
3: 20: 00 - 3: 29: 59 57 29 7 14 7 
3: 30: 00 - 3: 39: 59 54 27 7 13 7 
3: 40: 00 - 3: 49: 59 57 29 7 14 7 
3: 50: 00 - 3: 59: 59 63 33 7 16 7 
4: 00: 00 - 5: 59: 59 60 31 7 15 7 
Table 6.4: Signal settings - 60 second cycle 
Simulation 
Time 
Cycle Time 
(sec) 
Green E-W 
(sec) 
Intergreen 
(sec) 
Green N-S 
(sec) 
Intergreen 
(sec) 
0: 00: 00 - 2: 59: 59 90 . 16 7 30 7 
3: 00: 00 - 3: 09: 09 93 48 7 31 7 
3: 10: 00 - 3: 19: 59 96 50 7 32 7 
3: 20: 00 - 3: 29: 59 87 44 7 29 7 
3: 30: 00 - 3: 39: 59 84 42 7 28 7 
3: 40: 00 - 3: 49: 59 87 44 7 29 7 
3: 50: 00 - 3: 59: 59 93 48 7 31 7 
4: 00: 00 - 5: 59: 59 90 46 7 30 7 
Table 6.5: Signal settings - 90 second cycle 
6.3.4 Cruise speeds 
The cruise speeds are not expected to change to a great extent in urban roads. and in 
traffic control systems such as SCOOT. cruise speed is a calibration parameter which is 
assumed to be fixed on any given link. However. field studies have shown that vehicles 
slow down during inclement weather to the time of 10-15% (Gillanm & Willºill 1992). In 
order to simulate this situation. the speed limit was lowered by 10% on all links during 
the fifth hour of all simulation runs. 
6.3.5 Data from the simulation model 
ILD output and the travel tine data of vehicles are ol)tatined from the simulation iiiodel 
for each run, as described below. 
ILD data 
ILD data were logged at 4 IN to sinml. cty tlxv finnctioning of ILDs instilled for the SCOOT 
traffic control system. A custom Visual Basic ; application was developed to connect to a 
running simulation model through its S\MPl iccterf, cre (SI: 1S 2005) and log the 0/1 output 
'Simple Network Management l'ruturul 
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from all ILDs. Each ILD location consisted of two ILDs installed on each lane. The outputs 
from the ILDs on two lanes were combined using OR logic to generate the cross-laue ILD 
output at each ILD location. The cross-lane 1LD data thus generated was used gis input 
to the link travel time estimation models presented in this chapter. 
Vehicle travel time data 
Travel time of all simulated vehicles on each link was logged by the simulation program. 
The travel time data was used to calculate the mean travel time of all the vehicles that 
exited the link during each 15-minute period of the simulation run. These values were 
used as the truth. Travel time estimated by the models presented in this chapter was 
compared against the true travel time to determine the accuracy of the models. 
6.3.6 Simulation model summary 
A total of nine simulation runs were carried out, with three runs for each signal cycle 
duration, totaling 54 simulation hours. A total of 257702 vehicles were simulated. out of 
which 172895 were straight vehicles travelling between Zones A and B (in Figure[6.4]), 
while 84807 were turning vehicles that entered or exited the corridor A-B. Data from all 
time periods, except the warm-up periods given in Table[6.2], were used to estimate the 
travel time and test the accuracy of the models presented in this chapter. 
6.4 Determining the accuracy of the models 
6.4.1 Disaggregate metrics 
Calculating disaggregate accuracy metrics involves comparing the mean travel time esti- 
mate for a given time period against the travel time of all valid vehicles observed during 
the time period. This approach is a common practice in the literature (Liiidveld et, at. 
2001, Robinson 2005a). The following metrics are calculated to determine the accuracy 
of travel time estimation at the disaggregate level: Mean Percentage Error (WIPE). Mean 
Absolute Percentage Error (AIAPE) and Boot Alean Squared Error (RAISE). as given 
below. 
(T, T) AMME = 100 " 
(T (6.4) 
T'' 
AIAPE = 100 " 
IT''7, tl 
(6.5) 
1ý RAISE = (Ti. - 
T')2 (6.6) 
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where, 
V= The total number of valid vehicles observed during the evaluation time period 
T = Travel time of vehicle v during the evaluation tinie period 
t= Mean estimated travel time of vehicles during time interval I when vehicle v is observed 
6.4.2 Aggregate metrics 
Calculating the aggregate metrics involves comparing the estimated mean travel time 
against the average travel time of vehicles observed during a given time period, as given 
below. 
T (6.7) Al PE = 100 "TTT 
t=I 
A1 APE = 100 " 
IT TT (6.8) 
f=l 
MAISE 
T 
7')2 (6.9) 
r=i 
where, 
T= The total number of time periods 
T= The average travel time of observed vehicles (hiring a given time period t 
t= Alean estimated travel time of vehicles during time period t 
The accuracy of the models developed in this chapter are determined using aggregate 
statistics given above. 
6.5 Model I- Raw flow from the cross-lane ILD 
This is the simplest of the proposed models, where the flow values obtained directly from 
the cross-lane ILD is used to estimate the travel time using the cumulative counts method. 
The upstream cumulative curve is calibrated for each signal tech, such t hat the travel time 
of the fastest vehicle that exits the link is equal to the link cruise tiuiie. The link cruise 
time is calculated using the travel time of vehicles logged directly l, v the simulator. The 
vehicle label adjustment logic is as given below. 
if 7'? nin < 
Ter 
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while Ti,, < Tcr 
upstream vehicle label = upstream vehicle label + 1; 
loop 
else 
while Tmjn > TT,. 
upstream vehicle label = upstream vehicle label - 1; 
loop 
end if 
Thus, the travel times for all the vehicles that exit the link during each signal ucle is 
estimated using the cumulative curves, after the vehicle labels of the upstream cumulative 
curve are adjusted as given above. The flow-chart for Model-I is given in Figure[6.5]. 
Calculate Downstream 
raw flow 
Cumulative 
Curve 
Updated Cumulative Downstre 
S 
Identify 
_ 
Apply cruise-time upstream Curves ILD Platoons Constraint Cumulative Method 
Curve 
Upstream Calculate Upstream Cumulative Travel Time ILD raw flow Curve Estimate 
Figure 6.5: Flow chart for the algorithm of Model 1 
6.5.1 Model I- Estimation results 
Alodel-1 is used to estimate the average link travel time for each 15-minnte of simulated 
data. and the results are compared to the mean travel tinne of vehicles obtained from 
the simulator using aggregate metrics given in section G. "1. The scatter-plot between 
estimated travel time using Model-I and the actual travel time is presented in Figure[6.6]. 
The estimation accuracy of the model for all the four link types is pi-vsented in Tahle[6.6}. 
The travel time estimation using raw flows reported by the cross-laiI(' ILDs is clearly 
not accurate. While the model estimates are relatively good for the first three fink types. 
the estimation errors are large for Type-IV links ývhiere turniiig vehicles exit and enter 
the link at the mid-link junction. The main cause of the estiiiiation error in this case is 
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Figure 6.6: Estimation results from Model I- Scatter Plot 
Link Type Type-I Type-I1 Type-Ill Type-IV 
R1 PE (%) 6.89 3.02 9.31 -12.75 
111 APE (%) 14.28 12.01 13.45 47.25 
RMSE (sec) 3.36 3.72 2.95 7.77 
Table 6.6: Model I- Estimation results 
the mireliable flow counts obtained directly from the cross-lane ILDs. Hence. flow counts 
estimated using Model-B (presented in Chapter 4) from the cross-laiie ILD output is ilsecl 
to estimate the travel time in Alodel-1I presented in the next section. 
6.6 Model II - Estimated flows from the cross-lane ILD 
Model II is similar in its approach to Model I. but uses flow c"oiuits (Istiniatecl f'ro>>i cross- 
line ILDs using nlodel-B presented in Chapter -1. Piece-wise linear ew»ulative curves. 
where the cumulative curves are approximated to a straight line for the duration of each 
platoon and inter-platoon gap using flow counts estimated using \Io(I(-I-B. are used by 
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Link Type Type-I Type-II Type-Ill Type-IV 
111 PE (%) 2.21 2.44 1.76 9.53 
111 AYE (%) 12.73 11.85 7.92 15.82 
RAISE (sec) 3.47 3.77 2.18 3.75 
Table 6.7: Model 11 - Estimation results 
Model-II. The cruise-time constraint is applied to piece-wise linear cumulative curves thus 
construct cd. The flow-chart for Model-II is given in Figurr(G. 7]. 
Estimate Downstream 
cross-lane Cumulative 
ILD flow Curve 
Updated Cumulative Downstre Identify Apply cruise-time upstream 
7 
Curves 
am ILD Platoons constraint Cumulative Method 
Curve 
Estimate Upstream Upstream 
cross-lane Cumulative Travel Time ILD ILD flow Curve Estimate 
Figure 6.7: Flow chart for the algorithm of Model 11 
6.6.1 Model II - Estimation results 
The travel times estimated using model-11 are more accurate than the travel times esti- 
inated using A1odel-I, as can be inferred frone Table[6.7], notably for Type-IV links. The 
improved performance of Model-II is also visible froh the scatter-plot in Figlue[6. S] in 
comparison with Figure[6.6]. The estimates of Model-II are also less biased than Model-I 
estimates. The application of the cruise-time constraint based on the travel time of the 
fastest vehicle invans that error in flow counts lead to ovrr-estimation of travel tihue. The 
flow counts estimated using Model-B are closer to actual flow counts colllpalred to the flow 
counts used by Model-I. This leads to a lower error and bias in the travel time estiiiiales 
produced by Alodel-I1. 
6.7 Model III - Balanced estimated flows from the cross- 
lane ILD 
In the last section, Model-I1 was presented Which ttsecl ttul)iascel flows estimated fron 
cross-lane ILD's resulting in improved performance ovver. Nloclel-l. Ilow"ever. I lie flow cmInt s 
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Figure 6.8: Estimation results from Model II - Scatter Plot 
recorded at upstream and downstream ILD's during a given time period. sa 15-1niniýtes. 
may differ due to the errors in flow counts estimated from the cross-lane ILD and (tile 
to the turning traffic. The commonly used approach to deal with errors in flow counts 
is to multiply the cumulative curves with a scaling factor such that adjusted upstream 
and downstream flow counts during a given time period are equal (: rani k Drew 1996. 
Tarko & Rajaranian 200.1). Such a flow balancing approach is introduced to Modlel-ll to 
create Model-III. In Model-11I. the upstream cumulative curve is scaled by a multil)licative 
factor such that the flow counts at upstream and downstream ILDs are equal liar the 
given 15-minute period. The scaling operation is carried out for each 15-minnte period 
separately. Only the data frone all complete signal cycles within the 15-minute period are 
used for calculating the multiplicative factor; data fron partial signal cycles art' ignored. 
Flow counts corresponding to signal cycles are determined using the platoon idviltification 
algorithm presented in Chapter 5. Flow balancing is the only difference between Modcel-II 
and Model-Ill, as shown in Figure[6.91. 
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Figure 6.9: Flow chart for the algorithm of Model III 
6.7.1 Model III - Estimation results 
The scatter plot between the travel time estimated using Model-III and the actual travel 
time is given in Figure[6.10]. and the metrics about model accuracy are given in Taa1)le[G. 8]. 
The estimation results improve marginally when the upstream flow count is scaled to bal- 
ance the downstream flow counts. While flow balancing in conjunction with applying the 
cruise-time constraint improves the estimation accuracy, flow balancing without applying 
the cruise-time constraint can lead to large errors in travel time estimation as shown in 
Vanajakshi (200.1). 
Link Type Type-I Type-II Type-III Type-IV 
. 11 PE (%. ) 3.10 -0.45 0.93 8.57 
. 11 AYE (%) 13.39 10.53 8.26 15.09 
RAISE (sec) 3.59 3.66 2.29 3.66 
Table 6.8: Model III - Estimation results 
6.8 Model IV - Balanced estimated flows from the cross- 
lane ILD with turning traffic filter 
Traffic on an urban link consists of turning vehicles in addition to vehicles that traverse 
the link, where turning vehicles can enter or exit the link at the mid-link jiluct ion. Vehicles 
that enter the link will cause the cumulative counts method to over-estiniate the travel 
time. This is because the method matches the vehicle label for each turning vehicle with 
an upstream vehicle label. while the turning vehicle is not recorded at the iif)strea>>i 11.1. ). 
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Figure 6.10: Estimation results from Model III - Scatter Plot 
This results in the inclusion of a number of additional vehicle labels at the upstream 
ILD corresponding to vehicles that arrived earlier in time in the travel time estimation 
equation, resulting in travel time over-estimation. Similarly, turning vehicles that exit the 
link will result in the cumulative counts method under-estimating the travel time. This 
is illustrated in Figure[G. 1I]. In the illustration, turning vehicles enter the link at the 
mid-link junction. After cruise speed adjustment, turning vehicle labels recorded at the 
downstream end are matched with the upstream cumulative curve to estimate their travel 
times. This leads to the over-estimation of link travel time. 
The bias due to turning vehicles is compensated to some extent due to the scaling 
operation carried out in Model-III. Hence, it needs to be determined if filtering out turn- 
ing vehicles in addition to scaling will improve the performance of the cumulative counts 
method. Hence, model-IV is proposed which uses only the vehicles that belong to a pla- 
toon at the downstream ILD. Otherwise, Alodel-IV is identical to Alodel-III. It is assumed 
that turning vehicles are recorded between two platoons. The platoon identification algo- 
ritlmi presented in Chapter 5 is used in ! Model-IV' for this purpose. The flow-chart of the 
algorithm for Model-IV is given in Figure[6.12]. 
It should be noted that Model-1V does not identify the turning vehicles that exit the 
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Figure 6.11: Illustration of the errors that occur in the cumulative curves method due to 
turning traffic 
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Figure 6.12: Flow chart for the algorithm of Model IV 
link. It is difficult to identify such vehicles using data from upstream and downstream 
ILDs on a link. However, vehicles that exit the link could be identified using data from 
the ILDs installed on the cross-streets. For the sake of simplicity, the models presented in 
this chapter use only the data that are available from the ILDs on the link. The scaling 
operation described in Model-III compensates for mis-matched flow counts due to vehicles 
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that exit the link. 
It should be further note(] that the above process of the identification of turning traffic 
is applicable only to links with low turning volumes compared to the non-turning traffic 
volume. When the turning volumes are high, the upstream junction may have a dedicated 
phase for the turning movement from a cross-street., with high flow rates (luring the turn- 
ing phase. The platoon identification algorithms that rely on differences in flow rate do 
not work well for such cases. However, junctions with large turning volumes are typically 
smaller in number compared to the junctions with low turning volumes. Hence, the pro- 
posed method is applicable to a large number of links on a typical urban road network. 
Further research is required to extend this method to links with large turning traffic. 
6.8.1 Model IV - Estimation results 
The scatter-plot between estimation results using Model-IV and actual travel times is given 
in Figure[6.13], and the accuracy metrics are given in Ta. ble[G. 9]. It should be expected that 
Dlodel-IV performs better than Model-11I for links where turning vehicles enter the link. 
while the performance should not be different for other links. In practice. the performance 
is better for Type-IV links, but marginally worse for Type-II links. Moreover, the travel 
time estimates produced by Alodel-IV are lower than travel time estimated by Model- 
III, except for Type-1I links as can be observed from the estimation bias (MPE) shown 
in Table[G. O]. This discrepancy is a manifestation of the errors in platoon identification 
algorithm, where 3-57 of the straight vehicles are flagged as turning traffic in the face 
of downstream congestion. Vehicles towards the end of platoons slow down, increasing 
the headway time between the vehicles. under such conditions. The increase in headway 
reported by the ILDs can be exaggerated due to their cross-lane nature when vehicles slow 
down on both lanes simultaneously. This results in the slower vehicles being excluded 
from platoons, which results in reduced travel time estimates by the cumulative counts 
method. Hence, Alodel-III without platoon based filtering of turning vehicles generates 
more reliable estimates for links when turning vehicles do not enter the link. while Alodel- 
IV is accurate when vehicles enter the link at the mid-link junction. In practice, a turning 
movement estimator could be used to switch between Model-III and Model-IV depending 
on the pattern of turning traffic. Alternatively, Model-III could be used which produces 
more conservative (higher) travel time estimates in the absence of turning traffic estimates. 
Link Type Typc-I Type-II Type-Ill Typc-IV 
Al PE (%) -4.02 0.34 -5.30 6.3.1 
111 APE (/c) 12.54 11.85 8.73 13.34 
RAISE (sec) 4.09 3.94 2.63 3.55 
Table 6.9: Model IV - Estimation results 
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Figure 6.13: Estimation results from Model IV - Scatter Plot 
6.9 Model V- Using variable cruise times 
The models described above assume a fixed cruise-time for each link, and further assume 
that the travel time of undelayed vehicles is equal to the link cruise-timne. This is a 
commonly made assumption in queuing models and in adaptive traffic: control systems 
such as SCOOT. The value of link cruise-times is periodically re-calibrated through on-field 
measurements for such models. In the case of the SCOOT system in London, Transport 
for London (TfL) staff calibrate the link cruise times every 3-5 years through on-field 
measurements. The measurements are made between 0900 and 1700 on working days 
during fair weather. 
However, the travel time estimates using the above models become inaccurate when the 
travel time of undelayed vehicles differs from the fixed link cruise-time. There is evidence 
in the literature to suggest that link cruise times are affected by the weather.. study by 
Gillam &: \Vilhill (1992) found that link travel times increased between 10-13% during wet" 
or inclement weather based on measurements in Bristol. Leicester. Swansea and Wakefield. 
Similarly, the saturation flow rates decreased by 6% during inclement weather conditions. 
Hence, there is some merit in using dynamically estimated link cruise tiiues in-lieu of fixed 
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values to calibrate the cumulative curves. A method to dynamically re-estimate link cruise 
time using ILD data is presented in the next section. 
6.9.1 Model V- Cruise speed estimation from single loops 
The California PeAMS algorithm (Jia et al. 2001) proposes a method to estimate the spot- 
speed of vehicles using the Average Loop Occupancy Time Per Vehicle (ALOTPV). The 
average spot-speed estimate is given by the following equation. 
q9 
v-9 
o"T ALOTPV 
(6.10) 
where, 
v= Average estimated spot-speed 
g= g-factor, calibrated for each ILD (Jia et al. 2001) 
q= Flow count 
o= Occupancy 
ALOTPV = Average Length of Occupancy Time her Vehicle (Cli yr nett et al. 2000) 
T= Duration for which the speed is estimated 
The g-factor is the effective vehicle length, which is a combination of average vehicle 
length and the length of the detection zone of the ILD. The average vehicle length depends 
on the traffic mix, and this quantity remains the same over a number of ILDs on a stretch 
of road carrying the same traffic. On the other hand. the detection zone of each ILD 
depends on its sensitivity, and can vary from ILD to ILD on a stretch of road. It can also 
be assumed that the detection area of each ILD changes slowly over time. 
If an assumption is made that the vehicle mix does not change with time, the g-factor 
for an ILD can be estimated when vehicle speeds are known. The vehicle mix depends on 
the time of the day and day of the week, but it is reasonable to assume that the vehicle mix 
at a given time of the day remains the same due to recurring origin-destination patterns 
in traffic demand. For example, it has been observed at some locations that the average 
vehicle length tends to be longer during early morning hours due to truck traffic. but, is 
shorter during the business hours (Coifnian 2001). Since the link cruise time is measured 
during the business hours on weekdays, the g-factor for each IL1) corresponding to the 
traffic mix during the business hours is given as follows. 
g= ALOTPV 
With known g-factors, vehicle speeds can he estimated using Equation[6.10] during 
time periods when the vehicle speeds are unknown. This equation will underestimate 
the spot-speed when the traffic mix contains a larger proportion of long; vehicles, and 
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over-estimate the spot-speed when the percentage of long vehicles is lower. 
Application of the method to urban ILDs 
There are three problems associated with using ALOTPV estimated during a, time period, 
such as 15-minutes, to estimate changes in the spot-speed of undelayed vehicles over the 
ILD. The first problem arises due to the fact that man of the ILDs on urban links 
span two lanes. These ILDs inherently report a higher value of ALOTPV, compared to 
the ALOTPV measured on a single lane. The relationship between per-lane ALOTPV 
and cross-lane ALOTPV depends on occupancy, and is given by Equation[4.15] given in 
Chapter 4. The relationship between ALOTPV and speed may not be linear. as assumed 
in Equation[6.10]. 
Secondly, the ILDs installed on urban links in the UN are sampled at 4IIz. Hence, 
Length Of Occupancy Time Per Vehicle (LOTPV). or the "on" time of individual vehicles, 
are reported to the nearest 250 ms. The LOTPV values range between 500 Ins to 1500 
ins (2 to 6 bits) under normal traffic condition,,. A given LOTPV value can correspond 
to a range of spot-speeds. For example, a, study by Cherrett et al. (2000) showed that a 
LOTPV value of 2 bits can correspond to spot-speeds between 25.4 km/h and 74.8 km/h, 
and a LOTPV value of 3 bits can correspond to spot-speeds between 18.7 km/h and 48.9 
km/h. Hence, the spot-speed estimates obtained from ILDs sampled at 4 IN are imprecise. 
Lastly, some of the vehicles may slow down over the ILD due to the presence of a 
downstream queue. This is because vehicles decelerate prior to joining the back of a 
stationary queue when a queue is present on the link. From a traffic theoretic point 
of view, drivers do not instantaneously change their speeds to zero at time shock-wave 
boundary between the uninterrupted and queued traffic regimes. On the other hand, they 
anticipate the stationary queue and reduce their speeds gradually before joining the queue. 
This creates a transition-zone between stationary and free-flowing traffic regimes, rather 
than a crisp shock-wave boundary (Puehoobpaphaii et al. 2005). The presence of the 
transition zone, or indeed the queue, over the 1LD will result in higher LOTPV values 
and lower spot-speeds. The average spot-speed calculated for all the vehicles over the 
ILD is hence lower than the average spot-speed of undelayed vehicles in the presence of 
downstream queuing. 
There is evidence for such variation in LOTPV within a platoon from the data recorded 
from an ILD on Marylebone Road, in conjunction with field observations carried out 
during that time. To illustrate this, the LOTPV values are plotted in Figure[6.14] during 
conditions of different queue lengths. The difference in the scale of the y-axis between the 
two plots in Figure[6.14] should be noted. 
Coifman et. al. (2003) proposed the use of median LOTPV instead of mean LOTPV 
to eliminate the bias due to a small number of long vehicles in the speed c'stinlation using 
data frone single ILDs. This situation is comparable to the presence of a small niunber of 
slow vehicles over the ILD. However, the median is prone to bias depending on the number 
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Figure 6.14: Length of occupancy time of vehicles at an ILD on Alarylehone Road during 
periods of short and long queue lengths 
of vehicles that slow down over the ILD. An alternate approach to exclude the vehicles 
that slow down over the ILD for speed estimation is to use the mode of the LOTPV 
values reported by the ILD during a given time period. Since the ILDs are sampled at 4 
liz, the LOTPV measurements assume a, range of discrete values ranging from 500 nis to 
1500 ms. Assuming that the number of vehicles that slow down over the ILD is smaller 
than the vehicles that do not, the mode will correspond to the on-time of vehicles that 
are not delayed. Moreover, consecutive vehicles may progressively slow down and travel 
at different speeds over the ILD, resulting in the LOTPV corresponding to the undelayed 
vehicles being the most frequently occurring output. Hence, it is proposed that the mode 
of LOTPV values be used to dynamically re-estimate link cruise time. as given below. 
T' 
ALOTPV', 
T "' _ ALOTPVr `"' 
where, 
T, t = Link cruise-time for time interval, t 
ALOTPVt = mode(LOTPV) during time interval, t 
ALOTPVC = mode(LOTPV) corresponding to the calibrated cruise speed 
T, = Calibrated link cruise time 
(6.12) 
ALOTPVC is calculated as the mode of LOTPV readings between 0900 and 1700 hours 
on a given day corresponding to the known cruise time for real-world ILDs. Similarly. for 
simulated ILDs, ALOTPVC is calculated as the mode of all LOTPV outputs obtained 
from the simulation model. 
The above method is not capable of detecting small changes in the cruise speed (UP, tu 
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the relatively low sampling rate of ILDs at 4 IN. However. when the cruise speed changes 
significantly, it will be reflected by a, change in the mode of LOTYV values recorded by the 
ILD, such as during slow moving traffic during congestion. Model-V attempts to detect 
such changes in the cruise speed using Equation[G. 12]. 
Model V- Estimation results 
The estimation results are tabulated in Table[G. 10), and the scatter-plot between estimated 
and actual travel times is shown in Figure[6.15]. 
Link Type Type-I Type-II Type-III Type-IV 
Al PE (%) 0.25 4.17 5.66 11.14 
1l1 APE (%) 18.05 15.04 15.12 16.87 
RAISE (sec) 5.06 4.47 3.98 4.11 
Table 6.10: Model V- Estimation results 
Model-V: Estimated vs Actual Travel Time 
0 
v 
v 
v 
E 
I- 
> 
A I 
v 
a, .o 
E 
W 
0 to 20 30 40 so 
Actual Travel Time (sec) 
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The estimation accuracy of Aloclel-V is slightly lower than the accuracy of ýloclc'l- 
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IV. Alodel-V over-estimates the travel time compared to Model-IV as to result of using 
dynamically estimated link cruise times. However, it should be noted that Model-V is 
designed to detect changes in spot-speed, and hence can take slow moving traffic during 
congestion into account, while the other models presented in this chapter are not c'ap'able 
of this. Hence, it cannot be concluded that Model-IV is superior to Alodel-V based on 
the results using simulated data alone. The performance of the models will be compared 
using real-world ILD data in section 7.5 in the next chapter before choosing a model that 
is best suited to estimate link travel times. 
6.10 Error handling 
Flow data obtained from ILDs have two types of errors: systematic bias due to cross-lane 
flow measurement and other random errors, as described in section 3.1.1. The svstenºatic 
bias due to cross-lane measurement was corrected using Model-B presented in section -1.3.2. 
The application of cruise-tinte constraint outlined in section 6.2.2 and the flow-balancing 
introduced in Model-Ill are designed to handle the remaining errors and estimate travel 
time using the cumulative counts method. 
However, the estimation method can lead to large errors despite the above ºneitsures. 
Examples of such scenarios include large errors in flow counts clue to a parked vehicle 
over the ILD, or ILDs hanging (Robinson &; Polak 200Gb). For example, if a vehicle is 
parked over the upstream ILD for two minutes, the cumulative counts method will over- 
estimate the travel time by two minutes. The travel time cannot be reasonably estimated 
using the flow counts obtained during such time periods. Ilence, a tlºrrshold-b. º. se(l rule- 
set is introduced to identify time periods with erroneous data, and the travel tune is not 
estimated for such time periods. 
The rule-set consists of the following rules. 
Error conditions 
1: "' < 0.5 OR N- > 2, checked for each 15-minute period down 
2: Turin < (T' - 5), checked for each 15-minute time period 
3: Tma, x < 0, checked for each 15-minute time period 
4: ITmin - 7', ) > ITmin - Tcrl, checked for each signal cycle 
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where, 
N1 = Upstream flow count during a 15-minute period 
Nda,,, n = Downstream flog; - count during a 15-minute period 
Turin = Minimum travel time of vehicles during a 15-minute period 
T.. r = Maximum travel time of vehicles during a 15-minute period 
T1 = Cruise time for the time period, t 
Ta. = Reference cruise time 
Tmt7z = Minimum travel time during a signal cycle before cumulative curve calibration 
The last rule is to deal with situations when no flow is recorded during a certain time 
period due to reasons such as parked vehicles and ILD hanging, where the travel time 
estimate gets worse after calibration. If one of the rules is met, then the travel time for 
the time period is set to 0. The rule-set was invoked for some of the time periods for 
Dlodel-V, leading to zero travel time estimates as shown in Figure[6.15]. 
6.11 Estimate of delay fraction from the models 
In addition to the mean travel times, the travel time distribution estimated by the link 
travel time estimation models can be used to determine the percentage of vehicles delayed 
at the signal on a link. Since the travel time distribution for a link is expected to be bi- 
modal under normal traffic conditions (Lombard 2006, Li 2007), the travel time distribution 
is divided into two clusters using k-means clustering (Weisstein 2005). k-mneams clustering 
organises data points in X= {xlx2... x1 } into k clusters Sl to Sk" with centroids pi to 
Jck such that the following objective function is minimised. 
k 
J -E 
EI xn-/`112 (6.13) 
j=1 : finES., 
Alternate distance measures such as Mahalanobis or City Block metrics (liohinison 
2005a) can also be used for k-means clustering instead of the Euclidean distance. The 
output of the clustering process gives the centroids of the clusters (p t) and the number of 
data points belonging to each cluster (Ni). When applied to a bi-nodal link travel time 
distribution to generate two clusters, the k-means clustering method estimates Iii and ßi2. 
which correspond to the mean travel time of delayed and undelayed vehicles. The number 
of undelayed and delayed vehicles are given by N1 and N2 respectively. The percentage 
of undelayed vehicles, a, is given by the Equation[G. 14). 
a. T 
Ni (6.14) 
+Nz 
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6.11.1 Delay ratio estimation results 
The percentage of undelayed vehicles is calculated for the estimated travel time distribu- 
tion for the simulation model using Equa. tion[6.14J. The percentage of undelayed vehicles 
is also estimated using Equation[6.141 using the actual traffic distribution obtained frone 
PARAMICS. The latter is treated as the true value of a. The accuracy of the estima- 
tion of the percentage of vehicles delayed on a link using models I to V is determined by 
comparing against the true values of a thus calculated. 
The RAISE of the estimates of a produced by all the models is summarised in Ta- 
ble[6.11]2. The scatter-plot between estimated and actual a values is shown in Figure[G. 16]. 
Link Type Type-I Type-II Type-Ill Type-IV 
Alodel-I 13% 9% 14% 21% 
Model-II 14% 8% 14% 13% 
Model-III 14% 8% 13% 13% 
Model-IV 14% 8% 14% 13% 
Model-V 1G% 10% 16% 13% 
Table 6.11: Estimation Results - Percentage of stopped vehicles 
The percentage of undelayed vehicles is estimated with an error less than 10-15% by 
Model-Il, Alodel-III and Model-IV. However, there are a member of time periods when 
the estimated value of a is close to 0 or 1 regardless of the actual value of a. as can be 
seen in the scatter-plots in Figure[G. 16). There are outliers in the estimated travel time 
distribution during certain time periods. The outliers may lead the clustering algorithm 
to categorise both peaks of the bi-modal travel time distribution into a, single cluster, with 
outliers in the second cluster. This results in the estimated values of a close to 0 or 1 for 
a number of time periods. 
This problem can be addressed using a threshold based clustering scheme. Vehicles 
faster than the threshold travel time are deemed undelaved. and vehicles slower than the 
threshold are deemed delayed. The percentage of delayed vehicles is determined based 
on this categorisation. However, the threshold value for the categorisation needs to be 
determined accurately for this approach. For example, the value of the threshold can be 
set as the link cruise-time plus the average time gap between platoons. However, the 
accuracy of this approach is dependent upon the appropriateness of the threshold value. 
Hence, this idea was not pursued further. 
6.12 Assumptions, limitations and future work 
The models presented in this chapter assume that at least one of the vehicles is undelayed 
and travels at a pre-calibrated cruise speed during each signal cycle. The vehicle libels 
2It should be noted that since a is a percentage value. the ß11SE values are percentages. 
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Figure 6.16: Scatter plot between estimated and actual percentages of vehicles not delayed 
at junctions 
on the cumulative upstream curve are calibrated subject to this constraint. While this 
assumption can be considered reasonable under normal traffic conditions, it does not 
hold good in the event of extreme congestion with long queues. The ALOTPV based 
cruise speed adjustment introduced in Model-V aims to address this issue by dynamically 
estimating changes in cruise speed. However, this is an approximate method, as the spot- 
speed estimates using cross-lane ILD data sampled at 4 IN are imprecise. However, the 
proposed approach is simple and requires only a single site-specific calibration parameter 
(link cruise speed), which is in line with the stated objectives of the travel time estimation 
and forecasting framework. 
The proposed methods are applicable only for links where the volume of turning traffic 
is lower than the flow rate on the link. Model-III uses a multiplicative constant to balance 
the upstream and downstream flow counts a. ssituting that tic' turning vctluuic's arc' low. 
Alodel-IV estimates the number of vehicles that enter the link through a turning movement 
using a platoon identification algorithm, which relies on the difference in flow rates between 
the green and red phases of the upstream signal. These models need to be extended 
further before they can be applied to links with large turning movements at the nticl-link 
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junction. Turning traffic estimators that use flow data from the cross-streets could be used 
to estimate the number of turning vehicles more accurately in such cases. The estimates 
of turning traffic can be combined with the proposed models to estimate travel time on 
such links. This is suggested as a potential topic for future research. 
There could be situations when an ILD on a link is defective rendering its output 
useless. The proposed method is applicable despite such defects, under certain conditions 
as described below. An extended link can be defined between ILDs that are upstream and 
downstream of the defective ILD. Such an extended link would span two junctions. The 
cruise time on the extended link, calculated as the suns of cruise times on the constituent 
individual links, can be used to correct the drift error between upstream and downstream 
cumulative curves as long as some vehicles traverse the extended link without getting 
delayed at either of the junctions during each signal cycle. This approach is applied 
successfully to estimate travel times on the Russell Square corridor in central London 
despite a non-working ILD, as described later in section 7.4. 
6.13 Alternate methods for cumulative curve calibration 
There are three potential ways to estimate the link cruise speed more accurately using 
existing ILDs for the purpose of calibrating the cumulative curves. The potential methods 
are outlined below. 
6.13.1 Higher sampling rate 
It was stated in the previous section that spot-speeds cannot be estimated with precision 
using cross-lane ILDs sampled at 4 IIz. However, spot-speed estimates are potentially 
available from such sensors when sampled at a higher frequency. For example, the Spot- 
speeds of individual vehicles can be estimated using high-resolution ILD data, taking into 
account the variability in spot-speeds and vehicle lengths (Dailey 1999, Hazelton 200.4). 
Such methods in the literature could be modified to account for slow vehicles over the ILD, 
as well as for the cross-lane LOTPV values reported by ILDs spanning two lanes. This 
approach will not require additional communication bandwidth if the required processing 
to obtain spot-speed estimates is carried out in the Outstation Transmission Unit (OTU) 
of the ILD. 
6.13.2 Advanced signal processing 
Another possibility for obtaining spot-speed estimates from existing ILDs in the future is 
to use advanced signal processing cards that use the analogue output of the ILD. Such 
cards; are capable of estimating spot-speeds from single ILDs using the inductive signature 
of vehicles. The existing ILDs can be upgraded with such signal processing cards, without 
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the need for installing new detectors. This approach also will not require additional 
communication bandwidth, since the required signal processing is carried out at the OTU. 
6.13.3 Use of inductive signature 
Vehicle identification method using inductive signature, outlined in section 2.3, can be 
used to estimate the travel time of specific vehicles in the traffic stream. This information 
can also be used to calibrate the cumulative curves. However, this approach requires the 
transmission of inductive signature data from the OTUs to a central location so that the 
features in the inductive signature from two adjacent ILDs can be compared. Hence, this 
approach requires additional communication bandwidth and associated costs. 
6.14 Contributions from this chapter 
Calibration-free methods to estimate urban link travel times using commonly available 
ILD data are not generally available. Commonly used inductive methods require observed 
travel times for link specific calibration, which is both a time consuming and expensive 
process. The cumulative counts method is a promising approach to achieve this end. but 
there are a number of practical problems that need to be solved before the method can 
be applied to urban links. These problems are identified in this chapter, and solutions 
to address them are proposed. The proposed approach is used to develop a travel time 
estimation model based on the cumulative counts method that can be used to estimate 
travel time on signalised links using commonly available ILD data. 
The cumulative counts method is prone to errors in flow data measured from upstream 
and downstream points. Previous attempts to solve this problem involved correcting 
the errors in flow counts or adjusting the upstream and downstream cumulative counts 
so that upstream and downstream counts are balanced. However, adjustments of the 
cumulative counts alone is not adequate to generate reliable travel time estimates, as 
shown in Vanajakshi (2004). The main idea proposed in this chapter is to use a travel- 
time based constraint to adjust the vehicle labels of the cumulative curves to correct for 
drift errors due to errors in flow data. It was demonstrated that this approach works well 
for cumulative curves constructed using ILD data from a simulation model. 
Spot-speed estimates on urban links are generally not used for link travel time estima- 
tion, since the spot-speed estimates do not provide information about junction delay. The 
travel time estimation approach proposed in this chapter provides a framework to combine 
spot-speed estimates available frone a number of different sensor types with ILD data to 
estimate urban link travel times including junction delay. Such data fusion methods can 
be used to estimate mean link travel times as well as travel time variability. 
Lastly, the models proposed in this chapter can also be used as queue estimators. 
Since the output of the method is an estimate of the travel time distribution. 
With prior 
knowledge that the travel time distribution on urban links is typically bi-modal (Luinbard 
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2006), the number of vehicles that are delayed at the junction can be easily calculated 
using Equation[6.14]. Hence, these methods can be used to estimate queues and delays in 
traffic control systems in lieu of queuing models that require more site-specific calibration 
parameters such as the queue discharge rate from a junction. In fact, the cumulative 
counts method and the queuing model in SCOOT work on similar principles at a high 
level. The cumulative counts method makes use of information about exit flows at the 
downstream ILD, whereas the SCOOT quelling model estimates the exit flow using signal 
timing data and the queue discharge rate at the stopline. The SOFT` mode in SCOOT 
dynamically estimates the queue discharge rate using the flow recorded at the downstream 
ILD. The proposed model requires neither the queue discharge rate nor the signal timings 
to estimate the travel time and delay. 
6.15 Conclusions 
The models (Model-III and Model-IV) presented in this chapter can be used to estimate 
link travel tunes and the percentage of vehicles delayed by the red light during each signal 
cycle using easily available ILD data. The models require just one calibration parameter, 
viz. the link cruise-time, which is readily available for urban links controlled by adaptive 
traffic control systems. The models satisfy the objective that they should require as little 
calibration as possible. The models are capable of using spot-speed estimates potentially 
available from future sensors in lieu of the pre-calibrated link cruise-time, to create a truly 
calibration-free travel time estimation model. The method can also use vehicle count 
data from it intnibvr of diifh'rvnt sensor types, in addition to flow data from c"unuiionlV 
deployed ILDs. The link travel time distribution estimated using the models presented in 
this chapter will be used as input to the route travel time estimation model presented in 
the next chapter. 
4S. atin"ation Occupancy Flow Technique 
Chapter 7 
Modelling Route Travel Times on 
Signalised Roads 
A method to estimate link travel time based on the cumulative counts method was pre- 
sented in the last chapter. The method provides an estimate of link travel time distri- 
bution, which can be used to obtain estimates of mean link travel times. This chapter 
concentrates on estimating travel times on routes that are made up of a number of links. 
\Vhile mean route travel time can be estimated by simply adding mean link travel times, 
combining link travel time distributions to obtain the route travel time distribution is not 
straight forward. This chapter focuses on combining link travel time distributions, (T), 
to estimate the route travel time distribution. Such a convolution model can be used to 
estimate not only the mean route travel time, but also the route travel time variability. 
Estimation of the variability of travel time is important in addition to mean link travel 
time estimates. The travel time of an individual vehicle can fall anywhere within the 
travel time distribution depending on the vehicle's position in the traffic stream. Individual 
drivers have no control over their position in the traffic stream, and hence this information 
is of interest to the drivers. The appropriate way to communicate this variability to 
traveellers, and the effect of travel time variability on traveller behaviour are pertinent 
topics in this context. (Aviüeri & Prashker 2005). However, this chapter focuses only on 
estimating the route travel time and its variability. The variability is expressed in terms 
of estimated minimum and maximum travel times. 
The outline of this chapter is as follows. The dynamics of vehicle propagation along a 
route across multiple signalised junctions is given in section 7.1.2. Background literature 
on route travel time modelling is presented in section 7.1.3. A model proposed to convolute 
link travel tines to obtain the route travel time and its variability is presented in section 
7.2. given the background presented before. 
The proposed model is used to estimate mean travel time and its variability on a, 
signalised corridor simulated using PARAMICS software in section 7.3. The model is also 
used to estimate travel times on a corridor in central London and the basic results are 
1)1CS(l, tecl in section 7.6.1. 
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Chapter 8 examines the performance of this model using data from the Russell Square 
corridor in London in detail. This includes a detailed presentation of the data used, data 
cleaning and an examination of the sensitivity of the model accuracy with respect to its 
internal parameters. The transferability of the model is also examined in Chapter 8 by 
applying the model to a different corridor in London. 
7.1 Background 
Travel times of individual vehicles on urban routes during a short time period, e. g. 15- 
minutes. may vary considerably. Such variability has been observed in the arterial streets 
of Chicago, USA (Thakuriali et al. 1996), Nagoya, Japan (Li 2007), and can be observed 
from the Automatic Number Plate Recognition Camera (ANPR) data for corridors in 
central London, given in section 7.6.1. The route travel time estimation model presented 
in this chapter estimates mean travel times and estimates of upper and lower bounds for 
vehicles during a given time period. The definition of what constitutes a route is given in 
the next section, before the background and details of the proposed models are presented. 
7.1.1 Definition of a route 
A route is defined as a section of road that consists of multiple links. The definition of a 
link in this context is given in section 6.1.1. A simple route is made up of consecutive links 
along a single arterial street. A complex route can made up of links on multiple streets 
with turning movements. The travel time estimation method presented in this chapter is 
developed for simple routes. However, the approach presented can be easily extended to 
estimate travel time for complex routes, provided the data necessary to estimate the time 
required for vehicles to perform turning movements is available. 
7.1.2 Traffic flow through junctions 
Traffic along an urban arterial is typically controlled by a series of signals at the junctions. 
Traffics engineers try to co-ordinate the green phase of signal cycles at adjacent junctions on 
a corridor to enable groups of vehicles to travel down the corridor without being stopped 
at intermediate junctions due to red lights. However, such an ideal signal co-ordination, or 
green-wave. is often difficult to achieve due to a number of considerations such as the delay 
of vehicles travelling on the corridor in the opposite direction and the delay of vehicles 
travelling on the cross-streets. Hence, it is common for vehicles to arrive at the stop-line of 
a junction during the red phase of the signal resulting in a. queue. Queues formed during 
the red phase dissipate during the green phase of the signal. A detailed description of this 
process using time-space diagrams can be found in Ilisai K. Sasaki (1993). 
The travel time distribution of vehicles on an individual link tends to be bi-nodal due 
to (quelling clelav. The hi-modal distribution can be classified into two types depending on 
th(' OflS("t co-Orciimctio, u betweecci junctions, as illustr. cted u sing tlw tiu e-space cliagr. uni in 
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Figure[7.1]. In the first type, the leading vehicle of a platoon released from an upstream 
junction reaches the stop-line of a downstream signal (J1) during its red phase. The 
accumulated queue is fully discharged during the green phase and undelayed vehicles in 
the platoon also cross the downstream during the same green phase. The travel time 
distribution for the link spanning J1 is a bi-modal distribution, but the difference between 
travel time of delayed and undelayed vehicles is less than the duration of the red phase. 
The offset level leading to this condition is termed as Early Offset. 
Link Travel Time 
Distribution 
Platoon 
4- 0 CL 
T 
Green Phase 
1........ N Red Phase 
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Ü ý 
ý 
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Figure 7.1: Time-space diagram of vehicle trajectories across two links 
The second type of bi-modal distribution occurs on the link spanning J2. In this case, 
the leading vehicle of a platoon released from an upstream junction (J1) reaches the back 
of a dissipating queue at the downstream junction (J2). While the built-up queue is fully 
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dissipate(] during the green phase, some of the trailing vehicles of the platoon released from 
Ji are not able to cross the downstream junction (. 12) (luring the same green phase. The 
delay incurred by these vehicles is equal to or longer than the duration of the red phase 
at junction . 12. The offset levels leading to this condition is termed as Delayed Offset. 
A more detailed description of the above link travel time distributions can be found in 
Lombard (2006). 
The link travel time distribution could be multi-modal under some traffic conditions. 
During peak hours, the spatial extent of the queue upstream of a junction may grow when 
a junction becomes over-saturated. During such over-saturated conditions (over-saturated 
conditions are typically transient in nature; otherwise, the queue will continue to grow 
leading to a major grid-lock), it is possible that all vehicles experience cycle failures and 
have to wait for one or more signal cycles before they can cross the over-saturated junction. 
Also. the presence of turning traffic may cause the link travel time distribution to assume 
a multi-modal distribution. A discussion of these topics can also be found in Lombard 
(2006). The route travel time estimation model is developed in this chapter without taking 
over-saturated conditions and the turning traffic into account. 
7.1.3 Dependence of link travel times 
The vehicle progression dynamics on adjacent links, described in section 7.1.2, has to be 
taken into account in the estimation of route travel times. The travel times Ti and T2 
for a given vehicle, v, on links 1 and 2 are not independent. The primary manifestation 
of such vehicle progression dynamics is the fact that the travel time of a given vehicle on 
consecutive links are correlated. Generally speaking, 
fininff 
Ira+b(T) J Pa(t)Pb(T 
where. pi(") and pb(") are the probability density functions of travel time distributions 
on adjacent links a and b, and pn+b(") is the probability density function of the combined 
travel t inie on links a and b. 
llence. 
Var[TT' + 7''] Var[Tf ]+ Var[T2 ] (7.2) 
where. 
Var[] = Variance function 
Tiv = Travel time of vehicle v on Link-1 
TZ' = Travel time of vehicle v on Link-2 
The variability of travel times on two adjacent links cannot be estimated by statistically 
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convoluting the variability of individual link travel time distributions. In general, the 
variability of two correlated variables with arbitrary probability density functions (pdf) 
cannot be convoluted analytically. The variability can be convoluted when the pdf assumes 
certain specific distributions such as McKay "Bessel function" distributions (Holm et al. 
21101) or lognormal (hlelita et al. 2006). The typically bi-modal link travel time distribution 
does not belong to such known special cases of distributions. Hence, the relationship 
between the variability of individual link and route travel times cannot be analytically 
derived. It should be noted that delay dependence is not an issue if the objective is to 
estimate only the mean route travel time; for example, Morris & Chcrrctt (2001). 
This can be seen from a traffic centric perspective using the vehicle trajectories shown 
in the space-time diagram given in Figure[7.1]. For the offset co-ordination levels shown 
in the diagram, the leading vehicles of a, platoon released from the junction upstream of 
J1 are delayed at J 1. Some vehicles in the middle of the platoon do not experience delay 
at, either J1 or J2, while some of the trailing vehicles of the platoon are delayed at J2. The 
position of the vehicle in the traffic stream (within a platoon) is an important parameter 
that determines its delay status at different junctions. Indeed, Graves et al. (2000) show 
that the time of entry of a vehicle into a link relative to the signal cycle at the downstream 
junction determines its delay at the junction based on field observations on arterial streets 
in Chicago. The time of entry of a vehicle into a link and its position in the traffic stream 
are correlated. and is governed by the level of co-ordination between the signal cycles of 
adjacent junctions. The delay dependence of vehicles across multiple junctions should be 
considered for estimating route travel time variability. Thakuriah et al. (1996) identifies 
this issue and recommend it as a topic for future research. 
There are some methods available in the literature to estimate route travel time vari- 
ability using link travel time variability. The simplest of models ignore the correlation 
between the travel time of vehicles on adjacent links. Five different methods for esti- 
nlating route travel time variability using link travel time variability is given in Rakha 
(2006). However. these methods are proposed for highway links where the link travel time 
(list ribut ions tend to be log-normal. 
Lin et al. (200.4 propose a probabilistic approach to model the delay status of a vehicle 
at. a given junction given its delay status at its upstream junction. This probability is 
governe(l by the level of signal co-ordination between consecutive junctions and the traffic 
flow rate. The method does not suggest, a way to estimate these probabilities, but proposes 
a model to estimate route travel times once these probabilities are otherwise obtained. 
The computational time complexity of this model is 0(712) with respect to the number 
of jnllctions in the route. It is shown that the model produces satisfactory results using 
simulated data. The main drawback of this method is that it does not propose a way 
to estilwate the parameters that are critical to estimating the travel time variability on a 
gigemi route. 
Liu &- NIa (2007) use a time-dependent model to estimate urban route travel times. 
Their approach is based Oll a quelling based dell} model that makes use of signal timings 
7.2. Route travel time estimation model 153 
and flow volumes from upstream ILDs. The model then tracks a hypothetical vehicle 
travelling along the corridor, and estimates its delay at each junction depending on the 
arrival time of that vehicle with respect to the signal timings and estimated queue lengths. 
The model was validated against data from a micro-simulation model of a corridor with no 
turning traffic. The computational complexity of this model is order O(v x n) with respect 
to the number of vehicles travelling along the corridor (v) and the number of junctions 
(n) during a given time period. The accuracy of the proposed approach is dependent on 
the accuracy of the queuing models used to estimate the delay encountered by individual 
vehicles. This is a weakness with respect to transferability of this approach since queuing 
models use a Illunller of parameters that require site specific calibration. In the proposed 
method. saturation flow rate (A,, ) and headway corresponding to saturation flow rate (h) 
are required. in addition to the knowledge about signal timings. The calibration of such 
parameters for each junction on a given route means that it is time-consuming to apply 
this method for real-world routes. 
The above models require site-specific parameters to estimate route travel time vari- 
ability. The model proposed in Lin et at (2004) requires parameters associated with the 
level of signal co-ordination, while the model proposed in Liu & Ma (2007) requires signal 
timings on the junctions on a route. A method that takes the delay dependence of vehicles 
on adjacent links into account, but does not require calibration parameters, to estimate 
route travel time variability is proposed in this chapter. The method makes use of travel 
time distributions on individual links obtained using the link travel time estimation model 
presented in Chapter 6. The proposed model is presented in the next section. 
7.2 Route travel time estimation model 
The link travel time estimation model presented in Chapter 6 provides an estimate of 
the travel time distribution on individual links. The link travel time distributions thus 
estimated need to be combined to estimate the route travel time and its variability. The 
key issue that needs to be addressed by an urban route travel time estimation model is 
the correlation between the travel time of vehicles on adjacent links. 
7.2.1 Link travel time distribution 
In order to model this dependency. the notion of a typical platoon is introduced. The 
travel time distribution estimated for a link is assumed to correspond to vehicles in a 
ty1>icad 1>hatoon released from the upstream junction. The travel time distribution for 
a given time period. e. g. 15-minutes. is estimated using the cumulative counts method 
for all complete signal cycles during the time period. For example, if the signal cycle 
lenntb is I minnte. there are 15 complete signal cycles within the time period if the start 
ti>>>cP of Ilse first signal cycle coincides with the start of time period, or 14 signal cycles 
otherwise. The t navel time (listribut ion obt>cinecl from the cunciil itive counts method based 
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on Equation[2.9J during a. signal cycle, C, consists of travel time estimates for individual 
vehicle labels that exit the link during the signal cycle, as given below. 
T,, = D-1(n) - A-' (n) V vehicle n during signal cycle C (7.3) 
The travel time estimates of vehicles from all complete signal cycles are combined to 
generate the population of the link travel time estimates of vehicles during a given time 
period. P. 
Tp { Ti T2 ... Tp} 
(7.4) 
A discrete probability distribution function, p(t), can be constructed using the pop- 
ulation of travel time estimates, Tp. p(t) thus estimated needs to be projected into a 
hypothetical platoon that travels along a given route. For this, it is assumed that the link 
travel time of each vehicle in the platoon is greater than or equal to the travel time of 
vehicles following it. 
In other words, it is assumed that the following is true. 
T; >Tj if i<j (7.5) 
This assumption is generally valid for urban links, as illustrated in Figure(7.1]. A 
function, e("), is defined to represent the travel time of nth vehicle in the platoon, T, 
given the above assumption. 
Tn = O(p(t), n) (7.6) 
The function n(") is implemented numerically using a computer program. 
lt must be noted that. Eduation[7. G] is not strictly accurate in the presence of overtaking 
under light traffic conditions. However. it is a reasonable approximation in the absence of 
other data that provide information about vehicle positions in the traffic stream. 
7.2.2 Determination of offset level 
Vehicles maintain their relative position in the platoon as they cross a junction under early 
olfset levels. However. vehicles change their relative position in a platoon for delayed offset. 
For example, vehicles delayed at Junction-1 in Figure[ . 
1] typically incur additional travel 
time that is less than 19 (early offset), where 1. is the average time gap between the passage 
of the last vehicle of a platoon and passage of the first vehicle of the next platoon over 
the ILD (luring time period P. 19 is c'stiniated using the platoon identification algorithm 
presented in Chapter 5. and is approximately equal to the duration of the red phase. The 
relative position of vehicles in a platoon remains unchanged as the platoon travels across 
. )cuic"tionn-1. Vehicles (lelave(1 at . 1miction-2 incur in additional 
delay equal to (or less than 
7.2. Route travel time estimation model 155 
but close to) t9 (delayed offset), and wait at the stop-line during the red phase of the signal. 
Moreover, vehicles towards the rear of a platoon approaching Junction-2 get delayed, but 
these vehicles are placed at the front of it new platoon released frone Junction-2. The terns 
platoon-mixing is introduced to describe the process of vehicles changing their position in 
the platoon (Inc to delayed offset. 
Vehicle trajectories presented in Figure[7.1] can provide a hypothetical illustrative 
example to help understand delay dependency between adjacent links. In the case of 
early offset, the vehicles that are (lc! lay('(l at. an upstreaan junction also get, delayed at the 
downstream junction. In the case of delayed offset, vehicles that are titidelayccl at the 
upstream junction get delayed at the downstream junction, and vice versa. 
Since the travel time distribution for a link is expected to be bi-lnodal (Lornbalyd 2006, 
Li 2007) (see Figure[ i. l 1), the travel time distribution is divided into two clusters corre- 
sponding to delayed and unclelayed vehicles using k-means clustering (Weisstein 2005), as 
explained in section 6.11. The application of k-lneans clustering to the typically bi-modal 
travel time distribution provides estimates of the centroids of two travel time clusters, {ii 
and /12. which correspond to the mean travel times of delayed and undelayed vehicles on 
a link. The level of offset co-ordination between the signal cycles at the junction on a 
given link and its upstream link, defined as either early or delayed offset levels, can be 
determined by the difference between the centroids of the two clusters, as given below. 
Carly o1f'sct i1 (12 - ill) < ty of f. ýcl = (7.7) 1 Delayed offset otherwise 
However, the delayed t hue for vehicles stopped by the red light depends on their time 
of joining the queue and the time when the vehicle is discharged frone the queue. This 
cleans that the mean travel time of delayed vehicles may be lower than the travel time of 
the first vehicle that is stopped by the red light. In addition, some of the vehicles that 
incur a small delay time compared to other vehicles may he included in the cluster of 
undelayed vehicles. This could lead to a larger value of it, compared to the link cruise 
time. In order to take these factors into account. an alternative criteria is proposed to 
determine the offset ]evel. 
Earl- offset if (112 - /Li) + std(Si) + sld(S2) < t9 nff sf l= (7.8) De1ayvd offset otherwise 
where, std(S, ) is the standard deviation of vehicle travel times in cluster i. Travel time 
variabilityI estimated using both criteria will be compared later in this chapter. 
7.2.3 Estimation of the ratio of delayed vehicles 
The proportion of vehicles delayed at the signal can also be estimated using k-means 
clustering. as given 1)elo\v. 
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N2 
T11 + N2 
where, 
d= Proportion of vehicles delayed on a link 
Ni = Estimated number of undelayed vehicles 
N2 = Estimated number of delayed vehicles 
7.2.4 Modelling delay dependence 
(7.9) 
The core of the route travel time estimation method consists of numerically tracking a 
hypothetical platoon as it travels clown a route. 
A notion of the order of vehicles in the typical platoon is introduced so that the delay 
dependence on adjacent links can be estimated. At early-offset levels, vehicles that are 
delayed at the upstream junction are also delayed at the downstream junction, while 
vehicles in a typical platoon maintain their relative position with respect to each other in 
the platoon as they travel across two consecutive junctions. On the other hand, at delayed 
offset levels, some of the trailing vehicles of a platoon released from the upstream junction 
that are delayed at the downstream junction will be placed at the front of a, new platoon. 
For example. the trailing vehicles released from J1 in Figure[7.1] are delayed at J2 and are 
among the leading vehicles of a platoon released from J2. Hence. the position of vehicles 
in a typical platoon needs to he tracked as they travel across a number of junctions. 
The order of the vehicles in the typical platoon needs to be altered based on the platoon- 
mixing process for links with delayed offsets. The travel time estimates obtained using 
Equation [7.6] undergoes the following transformation after undergoing platoon-mixing. 
Try-d". ti" if n>d"N (7.10) 
Tit+d-N ifn<<I"N 
where. 
T. = Travel time for the ntli vehicle of the typical platoon after 
platou»-uºixilig 
d= Fraction of vehicles delayed on a link 
1V = Number of vehicles in the typical platoon 
The l)roposPcl rove travel time estimation model cumulatively applies Egiiation[7.6] 
to vehicles in .1 typical platoon. Willi p]atoon-mixing applied using Equation[7.10] for 
links with delayed oll'S t. 'TLe mean value of* the resulting (listril»itioii provides the mean 
route travel time estimate. The maximum and minimum travel times frone the resulting 
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distribution are taken as the upper and lower bounds of the estimated travel time for the 
route. 
7.2.5 Illustrative example of the platoon mixing process 
The tracking process explained in the previous section is straightforward for early offset, 
but is more complex for delayed offset due toi the change in the relative position of vehi- 
cles in a platoon when the platoon crosses the junction. For illustration, assume that a 
hypothetical platoon of 100 vehicles is released from the junction upstream of Junction-A 
in Figure[7.2] during a single signal cycle. Assume that the average number of vehicles 
in the standing queue at the beginning of a green phase at Junction-A is x based on the 
signal cycle offset levels between Junction-A and its upstream junction. The duration of 
the green phase at Junction-A has the capacity to release 100 vehicles during a signal 
cycle. The 100 vehicles in the platoon join the back of this queue, of which the first. 
(100 - x) vehicles cross the Junction-A during its next green phase. The last x vehicles 
of the platoon released from the upstream junction form a queue at Junction-A and cross 
the junction during the next green phase. Hence, the first x vehicles of a platoon released 
from Junction-A are delayed at the junction before they are released, while the remaining 
(100 - x) vehicles in the rear of the platoon are not delayed. The vehicles that are delayed 
at Junction-A are marked in red. 
Link A--- -Link B-- 
41-b-1 ) Junction A 
LD 2- junction BI DL 3 
(x+y-100) 
100 10 
Delay =da Delay dal Delay = db Delay = da + de 
Figure 7.2: Platoon progression across two signalised links 
As this platoon progresses downstream, the delay encountered by the vehicles at 
Junction-B depends on the offset level between the signal cycles at Junctions A and B. 
Assume that the offset between signal cycles at Junction-A and Junction-B is set at the 
delayed offset range. Under such conditions, some of the leading vehicles in a platoon 
released from Junction-A cross Junction-B without incurring delay, while the vehicles at 
the rear of the platoon are stopped by the red light at Junction-B. Also assume that the 
duration of the green phase at Junction-B is long enough to release 100 vehicles during a 
signal cycle. 
7.2. Route travel time estimation model 158 
The combined delay status of vehicles in a platoon released from Junction-B is de- 
termined as follows. Assume that y vehicles on average wait in queue at the start of a 
green phase at Junction-B. Of the 100 vehicles joining the back of the queue at Junction- 
the last y vehicles are delayed by the red light before they cross the junction; these 
vehicles are marked blue in Figure[7.2]. Assuming (x +y> 100), the first few vehicles 
released from Junction-B would have been delayed at Junction-A also, which are marked 
niagental . 
Similarly, if (x +y< 100), some of the trailing vehicles in the platoon released 
from Junction-B would have travelled across both Junctions A and B without getting 
stopped at either of the junctions. Assuming that the time required to traverse the first 
link between ILD-1 and ILD-2 is t« and the time required to traverse the second link 
spanning between ILD-2 and ILD-3 is tb, the minimum travel time of vehicles from ILD-1 
to ILD-3. assuming ((lb < (/0), is as follows. 
to + tb if (x + y) < 100 7'min= (7.11) 
to + tb + db if (x + J) > 100 
Similarly, the maximum travel time between the ILD pair is as given below. 
to+tb if (x+y) =0 
Tmax = to + tb + da if (x + y) < 100 (7.12) 
to + tb + da + do if (x + y) > 100 
This shows that pa+b(ta + tb) =0 when ((x + y) > 100), and pa+b(ta + tb + da + db) =0 
when ((. r + y) < 100), contrary to the results obtained using statistical convolution. 
llowever, the lack of independence does not affect the estimation of wean rotzte travel 
time. The average travel time of vehicles between the 1LD pair is as follows. regardless of 
the value of .r and y. 
Ta+b = (ta + ta) + 
(x dal 
0y 
db) (7.13) 
7.2.6 Summary of route travel time estimation 
The route travel time estimation model is summarised in the flow-chart given in Figure[7.3]. 
In suunniary. the route travel time estimation model is comprised of the following steps. 
1. Estimate link travel time distribution using one of the models presented in Chapter 
(;. 
2. Estimate the percentage of delayed vehicles and the offset level using Ecluation[7.9] 
and Equation [7.7] respectively. 
3. Project trax"v1 time distributions from individual links to a hypothetical platoon 
that travels along the corridor, with delay dependence incorporated as explained in 
section 7.2.4. 
1 7'lle combination of primary colours red and blue is magenta 
7.3. Application to simulation data 1) 
4. Estimate mean, minimum and maximum travel time of vehicles on the route using 
the travel time distribution of vehicles in the hypothetical platoon. 
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Figure 7.3: Route travel time estimation framework 
7.3 Application to simulation data 
7.3.1 Determining the accuracy of route travel time estimation 
The route travel time estimation model described in the previous section is used to es- 
timate mean, minimum and maximum travel time of vehicles on a given route for each 
15-minute period using ILD data from the corridor. The accuracy of the estimation model 
is determined by comparison against the actual travel time of vehicles on the route during 
the same time period. The disaggregate accuracy metrics described in section 6.4 are used 
to compare the estimated mean travel time against observed travel time records and to 
determine the accuracy of the estimates. 
In addition to the metrics given in section 6.4, the percentage of travel time observa- 
tions reported by the ANPR camera pair falling within estimated maximum and minimum 
travel time values is also calculated to determine the accuracy of estimated travel time 
variability. This metric is named as Percentage of Observations Within Estimated Range 
(POWER). 
v 
POWER = 100 "VE P(T,,, TI) 
v=1 
(7.14) 
where, 
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Tj = Estimated travel time distribution during time interval I 
P() _1 
if Tv > min(TI) and T,. < max(TI) 
0 otherwise 
Properties of estimated travel time distribution could not be compared against the 
actual travel time distribution observed by the ANPR camera pair because only a small 
number of vehicle travel time records were available for each 15-minute tune period from 
the ANPR dataset. Hence, the POWER metric is used to determine (lie accuracy of 
estimated travel time variability. The POWER metric is similar to the Percent Out of 
Confidence Interval (POCI) metric proposed by Liu et al. (2005) to determine the accuracy 
of estimated travel time variability for an urban link travel time estimation model. 
7.3.2 Estimation of mean travel time 
The simulation corridor presented in section 6.3 is used as a test-bed for the initial valida- 
tion of the route travel time estimation model presented in section 7.2. The routes used 
for analysis in this chapter are marked in Figure[7.4]. The travel time is estimated for all 
routes shown in Figure[7.4] rising two different versions of the proposed model. The first 
version estimates link travel time distribution using Model-III, and ignores the turning 
traffic. The second version uses Model-IV for link travel Linie estiiiiatieui, which exfiliritIV 
takes the turning traffic into account. For each version, platoon-inixing is determined 
using criteria given in Equation[7.7] and Equation[7.8]. The key estimation results are 
summarised in Table[7.1]. The scatter-plot between estimated and actual travel tines for 
the two models are given in Figure[7.5]. 
RIPE (%) NIAPE (%) Rn1SE (sec) POWER ((7t%) POWER (A) 
Eq. [7.7] Eck. [7.8] 
Model-III -2.48 19.65 18.93 94.59 84.97 
Model-IV -4.41 18.79 19.14 95.29 83.18 
Table 7.1: Route travel time estimation results summary 
for simulated data 
It is clear fron above results, and from the results from Chapter G. that the link and 
route travel time estimation models work satisfactorily for the simulated data. Time use of 
both models, Alodel-III and Alodel-1V, for link travel time estimation leads to the under- 
estimation of travel time at the higher end of travel time range. The estimates using 
Model-IV lead to a larger bias, due to the reasons given in section 6.8.1. 
The percentage of vehicles with travel times weithin the estimated menge is larger when 
criterion given in Ecluation[7.7] is used to determine the offset level. Hence. the criteria 
given in Equation[7.7] is the more conservative criteria from the perspective of estimating 
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Figure 7.4: Arterial corridor in the simulation model 
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Figure 7.5: Scatter-plot between estimated and actual travel times for simulated data 
minimum and maximum travel times. However, it cannot be determined if the criteria in 
Equation[7.7] is better than the criteria in Equation[7.8] using the POWER metrics alone. 
The variability estimates using both criteria will be examined further in section 7.3.3. 
7.3.3 Estimation of variability 
In addition to testing the accuracy of the estimation of travel time variability using the 
POWER metric, the estimated variability is compared with actual variability using two 
different methods. The. first method compares the standard deviation of estimated route 
travel time distribution with the standard deviation of actual vehicle travel time distri- 
-Route W1 
- -Route W2 -N 
Route W3 -j -E 
Route W4 I 
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bution. The second method visually compares the plot of the cumulative distribution 
function (coif) of estimated and actual travel time distributions. 
Accuracy of estimated standard deviation 
The standard deviation of the route travel time distribution estimated using the criteria 
given in Equation[7.71 and Equation[7.8) are analysed in this section. The standard de- 
viation of the estimated route travel time distributions are compared with the standard 
deviation of the actual travel time distribution in Table[7.2]. The scatter-plot l)etwPen 
estimated and actual standard deviations is given in Figure[7.6). 
Model-Ill Alodcl-IV 
ÄIPE AIAPE RAISE MPE MAPE RAISE 
(! o) (%%) (sec) (7o) (%c) (sec) 
Eq. [7.7] 86.18 96.39 22.47 81.45 90.48 21.93 
Ecj. [ 7.8] -0.28 28.50 5.52 -7.85 24.07 4.61 
Table 7.2: Metrics for the estimation of the standard deviation of travel time 
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Figure 7.6: Scatter-plot between the standard deviation of eStilwlteel and actual travel 
t11nCS 
It is clear that Equation[7.5] is superior to Equatiou[7.7] in determining the threshold 
for platoon mixing. Equation[7.7J over-esti>>iates the travel time variability. and lieiice 
is more conservative fror» the perspective of estimating minimum and maximum travel 
times. This was also evident from the POWER metrics for the estimated rn hies of travel 
tl»ie. Omi the other hand. the nroclel that uses EquatioIi[7.8] estiniatvs the route travel 
time variability snore accurately. 
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Route travel time variability is slightly under estimated when Model-1V is used for link 
travel time estimation. However, the variability is over-estimated for some routes when 
Model-111 is used. which correspond to the outliers in the scatter-plot. The above results 
are not adequate to draw clear conclusions regarding the suitability between Model-111 
and Alodel-IV for the estimating route travel time variability. 
Comparison of cdf plots 
In addition to the above analysis using metrics based on standard deviation, a visual 
inspection of the cumulative distribution function (cdf) of estimated and actual travel 
time distributions was also carried out. Errors in link travel time estimation leads to 
not only errors in mean link travel time estiumt. es. but also in the estimated fraction 
of vehicles delayed at the junction, as given by Equation[7.9]. Hence, the estimated cclf 
of route travel tinne distribiitioni differs fron tln' cdf of actual travel tihnn' observ. atioins 
when there are errors in estimated link travel time distributions. On the other hand, the 
estimated cdf matches closely with the actual coif for routes where the constituent link 
travel times are estimated accurately. Examples of both types of cdf estimates are given 
in Figure[7.7]. Such cdf plots can be constructed for each route for each 15-minute time 
interval for each simulation run. The examples given below are representative cases of cclf 
estimation. 
The cdf of the route travel time in plots (a) and (b) are estimated using actual travel 
time observations obtained from the simulator for constituent links. The estimated cclf is 
close to the actual cdf for the two routes shown in Figure[7.7]. The platoon identification 
algorithm performed well for the links on these routes. Hence, the offset levels estilnatecl 
using Equation[7.8] were accurate. leading to accurate estimation of the cdf. 
The cclf of the route travel time in blots (c) and (d) are estimated using link travel 
time distributions estimated using ILD data. Plot (c) illustrates a case when the travel 
time distribution is estimated accurately for the constituent links. While the mean travel 
time is not estimated correctly, the percentage of delayed vehicles are estimated well. Plot 
(d) illustrates a case where the individual link travel time distributions are not estiIuate(l 
well, leading to the estimated cclf of the route travel time distribution differing from the 
actual cdf. There were a number of time periods when the estimated and actual cclf plots 
were different from each other. 
Summary 
ravel time variability, given by Equation [i . G]. 
is able to convolute the individual link travel tiniv distributions to estimate the route 
travel time distribution well only when. (1) the inclividiial link travel time distributions 
are estimated correctly and (2) the gap bo weeIi platoons is estimated correctly l)V t ho 
IPi 1toon identification algorithm. When time above estimates are inaccurate. the cdt of - tliee 
estim ated route travel time distribution (li(i'ers from the actual ecli-. Based on the above 
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Figure 7.7: Examples of cdf estimation 
analysis, it is concluded that the cdf of route travel time distribution cannot be estimated 
accurately using flow data from cross-lane ILDs, even from a simulation model. More 
accurate input data are required to estimate the cdf of route travel time distributions 
with accuracy based on the proposed model. However, the model is able to estimate the 
standard deviation of route travel time distribution reasonably well. 
The route travel time estimation model is also able to determine the maximum and 
minimum travel times for each time period, given by the POWER metric, satisfactorily. 
It should be noted that, it was not possible to calculate the actual cdf of travel time 
for routes in central London due to the low number of actual travel time observations 
recorded during each 15-minute time period. Hence, the POWER metric alone will be 
used to determine the accuracy of travel time variability estimates using the real-world 
data, discussed in the subsequent sections. 
The travel time estimation framework described so far is applied to ILD data frone a 
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corridor in central London. The details of the corridor used for this analysis are given in 
the next section. 
7.4 The Russell Square corridor 
The Russell Square corridor is a stretch of road from the junction between Euston Road 
and Upper Woburn Place to the junction between Southampton Row and Theobalds Road. 
It is one of the arteries leading into central London from north London. A map of the 
area containing the corridor is given in Figure[7.8]. Southbound traffic leading into central 
London along this corridor is used to validate the travel time estimation method in this 
chapter. The traffic signals and pedestrian crossings that influence the travel time on the 
corridors are marked on the figure. SCOOT ILDs and ANPR cameras provide traffic data 
from this corridor. The locations of these data sources are also shown in the figure. 
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Figure 7.8: The Russell Square Corridor (Source: Google Maps) 
The corridor is a two way street, with two lanes for the Southbound traffic along, most 
of the corridor, except for the stretch between Guilford Street and Russell Square adjacent 
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to Bloomsbury Square where there is only one Southbound lane. There arc three locations 
with significant turning traffic on the corridor. 
" Woburn Place - Russell Square - Bernard Street Junction: Traffic from Russell 
Square joins the corridor at, this junction to join the Southbound traffic-. 
" Russell Square - Southampton Row Junction: Traffic on the corridor turns right 
through dedicated right turn lanes to exit the Russell Square Corridor at this junc- 
tion. 
" Southampton Row - Bloomsbury Place (leading to Great Fussell Street) Junction: 
Traffic from Bloomsbury Place joins the Southbound traffic at this junction. 
The corridor has a dedicated South-bound bus lane. But, the bus lane is truncated 
in the neighbourhood of each junction to allow for the left turning movement of other 
vehicles. Buses, coaches and taxis use the bus lanes. in addition to bicycles. two-wheelers 
and emergency vehicles. 
7.4.1 Travel time data from ANPIt cameras 
Automatic Number Place Recognition (ANPR) cameras installed on the roadside capture 
the registration number of passing vehicles and the corresponding timestainp. This is 
achieved through a combination of object recognition technology which identifies t1w por- 
tion of the image containing the number plate. and Optical Character Recognition (OCR) 
technology that decodes the registration number frutn the inºage thus identiliced. Details 
about the ANPR. technology can be found in section 2.3. 
There are two ANPR camera sites at the upstream and downstream ends of the Russell 
Square corridor, as shown in Figure[7.8]. The vehicle registration numbers recorded by 
this camera pair can be used to calculate the travel times of a subset of vehicles travelling 
along the corridor. Each of the camera sites records it subset of all the vehicles travelling 
past the site2. However, travel times can be obtained only for those vehicles that are 
captured at both the upstream and downstream sit(. -, -. Thus. the travel time information 
obtained from the camera system provides a sample of the actual travel time distribution. 
lt cannot be guaranteed that the mean travel time estimated using the sample popula- 
tion is unbiased. The travel time distribution on urban corridors is generally it multi-modal 
distribution. For the travel time estimates obtained from ANPII cameras to be unbiased, 
the percentage of vehicles recorded by the ANPR camera system belonging to each of the 
clusters in the distribution should be the same. If this condition is not met, the mean 
travel times of all vehicles captured by the camera during a given period will be different 
from the mean travel time of all the vehicles that traversed the link during the period. 
This issue has been identified in the context of probe vehicles b%' hlelliitga & Fu (1999). 
2The two camera sites on the corridor will ensure that the percentage of vehicles that are recorded 1hy 
at least one of the sites is maximised, which is the primary objet Live of the camera system installed for 
enforcing the congestion charging scheme. 
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The vehicle information recorded by the cameras is stored within an Oracle data- 
warehousing system within TfL for analysis. It must be emphasised that the registration 
numbers are encrypted in the database to comply with the Data Protection Act. The 
encryption process generates a unique encrypted string corresponding to each registration 
number, thus enabling individual vehicles to be recognised at the two sites without reveal- 
ing the actual registration number. In addition to the above information, the system also 
stores vehicle classification information. 
The travel time data set extracted from the TfL data-warehousing system consists of 
travel times of individual vehicles, grouped by the exit time of the vehicle frone the corridor 
into 15-minute intervals and the corresponding vehicle classification information. 't'hus. tt 
sample distribution of vehicle travel times is obtained for eaclt 15-minute period (luring 
the clay. Some of the vehicles in the traffic stream may undertake manoeuvres streb as 
stopping to pick up or drop off passengers, or take an indirect route between the camera 
pair. Such vehicles were excluded from the travel time distribution using the overtaking 
rule method (Robinson & Polak 2006a). The parameters of the overtaking rule method 
used were as follows. 
" Number of following vehicles: 20 
" Tolerance time: Difference between the travel time of an overtaking vehicle and 
the corresponding overtaken vehicle. This should approximately be equal to the 
sum of the duration of red phases of all signals along the route. There are seven 
signals along the corridor. Assuming an average red phase duration of 30 seconds. 
the tolerance time was set to 210 seconds. 
The percentage of vehicles in the traffic stream recorded by the ANPR camera pair was 
low. The overtaking rule is sensitive to the time gap between consecutive vehicles. This 
led to some vehicles with large travel times to be present in the dataset. Hence, vehicles 
with unreasonably large travel times of over 1000 seconds were removed from the dataset. 
In addition, any vehicle with a, travel time of less than 50 seconds was also removed from 
the dataset, since such travel times are unrealistic. The number of valid ANPI. records 
for each day of the week after cleaning is given below in Table[7.3). 
09-Feb 
Date (Fri) 
10-Feb 
(Sat) 
11-Feb 
(Still) 
12-Feb 
(Mon) 
13-Feb 
(Tue) 
14-Feb 
(Wed) 
15-Feb 
(Tim) 
Number of records G91 205 123 51G 497 623 371 
Table 7.3: Number of valid ANPR travel time records on the Russell Square corridor 
7.4.2 SCOOT ILDs 
The travel time estimation model developed so far requires second-by-second flow count 
information from the links. The flow informaliou was calculated using M19 SCOOT mices- 
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sages, which were logged for the ILDs on the corridor for the duration of one week from 
9 February 2007 (Friday) to 15 February 2007 (Thursday). M19 messages consist of 0/1 
values recorded by the ILD at 4 IIz; 1 for vehicle presence and 0 for the absence of a 
vehicle over the ILD at the time of recording. A detailed description of data from ILDs is 
given in section 2.4.1. 
The accuracy of the flow counts thus calculated depends on the physical configuration 
of the ILD. If the ILD spans more than one lane, the models presented in Chapter 4 can 
be lIsecl to estimate the actual flow counts. The configuration of ILDs on this corridor an, 
peculiar in this regard, though they have been considered single-lane ILDs in a previous 
study (Robinson 2005a). The specific configuration detail of cacli ILD on the corridor is 
given below. 
" N02/063e: Cross-lane ILD, spanning a regular lane and a bus lane. 
" N02/052a: Cross-lane ILD, spanning a regular lane and a bus lane. 
" N02/170e: Cross-lane ILD, with no bus-lane in the vicinity. This ILD was found to 
be faulty during the week when the data were recorded. 
" N02/051j: A per-lane ILD for the single lane dedicated to the Southbound traffic. 
and a cross-lane ILD for the two dedicated right-turn lanes. 
" N02/169e: A per-lane ILD for the single lane measuring Southbound traffic, but 
does not record the turning traffic that joins the corridor from Russell Square. 
" N02/253e: Cross-lane ILD spanning two lanes carrying the Southbound traffic. 
immediately upstream of the start of a bus lane. 
" N02/055e: Cross-lane ILD spanning two lanes carrying the Southbound traffic. 
immediately upstream of the start of a bus lane. 
All the ILDs except N02/051j and N02/169e are cross-lane ILDs. However. they span 
one regular lane of traffic and a dedicated bus lance, or span two regular lanes in caýºscproximity 
to where one of the regular lanes is converted to a bus lane. Buses and taxis eise 
the bus lane, producing the cross-lane bias discussed in Chapter 4. However. the vehicle 
count on the bus lane is lower than the vehicle count on the regular lane. Moreover. tlhe 
lanes on the corridor are narrow; the total width of the two lanes varied between 5.75ni and 
6.0m'1. It was often observed during site visits that there was a tendency among the drivers 
to avoid driving parallel to each other on adjacent lanes. This was especially the case where 
buses were involved, as the drivers of other vehicles tried to avoid driving adjacent to a 
bus. An analysis based on the cumulative curves was undertaken to determine which of 
the ILDs should be treated as cross-lane ILDs. Based on the analysis. it was (leterininecl 
that cross-lane ILD correction should be applied to N02/052a, N02/253e and N02/055e. 
Details of the analysis are given in Appendix C. 
3Mlensured using Google Earth imagery 
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The travel time was estimated on the Russell Square corridor (tile route) using link 
travel time estimates using Model-III as the input. As a part of the preliminary analysis. 
the model was applied to data, from a single day, 9th February 2007. 
7.5 Preliminary results using real-world data 
7.5.1 Additional error handling for real-world data 
The error handling rules described in section 6.10 meant that no travel tulle estimates 
were produced for some of the time periods. Travel time estimates from the previous time 
interval were used as the current estimate for such time periods. Travel time estimation 
process was re-initialised for each day. This meant that travel time estimates were not, 
produced for some of the time periods at the beginning of each day if data from time first 
few periods were deemed erroneous. 
7.5.2 Model-X: Route travel time estimates using Model-III results as 
input 
Alodel-X was applied to ILD data from the Russell Square corridor on 0th February 2007. 
and estimates of minimum, maximum and mean travel times were obtained for each 15- 
minute time period during the day using the model. Actual travel time data for the day 
were obtained from the ANPR cameras on the corridor. Estimated travel time values are 
plotted against cleaned ANPR travel time observations in Figure[7.9]. 
It is evident from the plot that Alodel-X is not able to estimate the travel time well. 
Specifically, the model is not able to estimate the travel time trend for the day. The RIPE. 
AIAPE and RNISE of the estimation are 10.20%, 32.89% and 110.32 sec respectively. 
Moreover, the model is not able to capture the pattern of travel time variation within the 
day. 
There are two specific patterns in the estimation error. Firstly, the model under- 
estimates the travel time when actual vehicle travel times are high due to congestion: for 
instance, during the evening peak. Moreover, the model also overestimates the travel time 
during periods of low flow such as early morning hours. Presumably, detecting congestion 
and estimating travel time during congestion is a more important problem than providing 
accurate travel time estimates during low flow periods. The current model is not able to 
detect the increase in travel time during congested conditions. 
7.5.3 Model-Y: Route travel time estimates using Model-V results as 
input 
lt needs to be determined if the model performance can be improved during congestion 
conditions by using dynamically re-estimated link cruise time. Aloclel-Y fuses model-V 
presented in section G. 9. which dynamically re-estimates the link cruise time using ILD 
data, for link travel time estimation. The results are plotted in Figure[7.10]. The ALPE. 
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Route travel time estimates using Model-X: 09.02.2007 
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Figure 7.9: Model-X: Travel time estimates for the Russell Square Corridor on 09.02.2007 
MAPE and RMSE of the estimation are 24.24%, 36.08% and 126.97 sec respectively. The 
positive bias in estimation results is due to the overestimation of travel time during the 
congested period. 
It is clear that the model massively over-estimates the travel time around 11: 00 hours. 
The travel time of undelayed vehicles on a link can increase during congestion due to 
shock-waves. When a platoon released from the upstream junction slows down at the 
back of a dissipating queue at the downstream junction, the resulting shock-wave can 
propagate upstream till the rear end of the platoon. Such a scenario is likely to happen 
when the platoon consists of vehicles at a headway corresponding to the saturation flow 
rate. See Figure[7.1] for illustration. The link cruise time estimated using Equation[6.12] is 
inaccurate under such conditions, since the undelayed vehicles incur additional slow-down 
due to shock-waves. 
The first attempt to model the additional delay during congestion involved adding 
the shock-wave duration, given by the maximum duration of a single vehicle over the 
ILD during the signal cycle, to the link cruise time. However, the shock-wave boundary 
between the two traffic regimes (stationary queue and flow at saturation rate) is not crisp 
as shown in the idealised time-space diagram. This is due to the fact that drivers do not 
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Figure 7.10: Model-Y: Travel time estimates for the Russell Square Corridor on 09.02.2007 
instantaneously change their speeds to zero at the shock-wave boundary. On the other 
hand, drivers anticipate the need to stop and slow down before joining the back of a 
queue (Pueboobpaphan et al. 2005). Moreover, it is also possible that a stationary queue 
is present over the ILD during part of the downstream red phase. It is not possible to 
distinguish between stationary and slow-moving queues using ILD data recorded at 4 Hz, 
especially for cross-lane ILDs. This is because ILDs need recovery time before returning to 
normal functioning after periods of sustained occupancy (Klein et al. 2006). It was noticed 
that some of the ILD were occupied continuously for periods longer than the signal cycle 
time during congestion due to the above reasons. Hence, increasing the link cruise time by 
shock-wave duration led to the over-estimation of travel time during congestion conditions. 
Hence, a rule-based model to determine the link cruise time for congested conditions is 
presented in the next section. 
7.6 Model-Z: Rule-based cruise time adjustment 
The proposed rule-based adjustment consists of two rules: (a) a rule for defining the 
congestion threshold, and (2) a rule for deriving the link cruise time above the congestion 
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threshold. Congested period is defined as periods when the estimated link cruise time 
(t") is greater than a certain mnultiple. a, of the normal link cruise time (I") described in 
section G. J. In other words. 
TRUE if l1' > Qt" 
congestion =r` (7.15) FALSE otherwise 
The value of Q is set, somewhat arbitrarily. to 2. The sensitivity of estimation accuracy 
with respect to the choice of (r is analysed in the next chapter. The following rule-set is 
used to estimate the travel time of vehicles not delayed at the signal during congestion. 
jr ofc + tq if at" < I. < Týyý"If (7.1Gý C 
atc +Tf2ýfIC if tC > Tr11(IC 
where, Tcycic is the duration of signal cycle estimated from ILD data, tq is the average 
time gap between consecutive platoons and t' is the rule-based estimate of link cruise 
time. It is asstuiued that the offset between signal u vele, of adjac"(, ut junctions is talc ula. tvd 
to allow good progression for vehicles travelling at the normal link cruise speed. As the 
vehicle travel time increases due to congestion (When I> (7fr ). it is assumed that the 
co-ordination level becomes less favourable to slow moving, traffic. Bence. it is atissumctl 
that all vehicles incur additional delay at least equivalent to the duration of the red phase 
or the gap between platoons (t9). If the ILD is continuously occupied for a time period 
longer than the cycle time, it may be due to either a standing queue or a slow moving 
queue over the JLD. No flow information can be obtained from the ILD during this time. 
It is assumed that all vehicles incur additional delay equivalent to one signal cycle under 
such conditions. 
7.6.1 Estimation results using Model-Z 
The route travel time estimation accuracy using Mod d-'Z is compared with estimation 
accuracy when input data, are generated using Model-X and Moclel-Y in T. al, le[i. "1]. 
RIPE (`%o) n1APE (Vi) RAISE (sec) 
Model-X 10.20 32.89 110.32 
Model-Y 24.24 36.08 126.97 
Alodel-Z 11.70 28.16 112.91 
Table 7.4: Comparison between Model-X. Alodel-Y and Model-Z 
The estimation errors using AloclCl-Z are lower than the errors using Alodel-Y. The 
AIAPE of estimates is the lowest using NIoclc]-Z compared to time other models. IIowever, 
the AMPE and RAISE of the estimation errors using nlo(leel-X ;,,, (I Alalel-Z are comparable. 
However. Model-Z is chosen over Mo(l(, I-X because I lociel-Y clods not have a >ueclia»iisiii 
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to handle congested conditions, and nlodel-X will not output higher travel times during 
congestion by design. 
Estimation results using Alodel-Z for the rest of week are sununarised in Table[7.5]. The 
variability, expressed in terms of the PONVER metric. is estimated using the offset criteria 
given in Eduation[7.7] and Equation[7.8[ separately. The time-series plot of estimated 
travel time versus observed ANPR vehicle records for 9th February 2007 is presented in 
Figure[7.11], for rest of the weekdays between 12.02.2007 and 15.02.2007 in Figure[7.12] 
and for the weekend in Figure[7.13]. 
09-Feb 
(Fri) 
10-Feb 
(Sat) 
11-Feb 
(Su») 
12-Feb 
(Atoll) 
13-Feb 
(The) 
14-Feh 
(\Ved) 
15-Feb 
(Thou) 
RIPE (%) 11.70 26.87 17.35 3.29 7.13 0.98 -9.75 
AMAPE (%) 28.16 38.67 42.38 24.73 27.36 21.94 21.77 
RAISE (sec) 112.91 143.04 182.38 124.45 126.27 121.59 149.48 
POWER (%) (Eq. [7.7]) 79 64 50 79 77 77 69 
POWER (%) (Eq. [7.8]) 66 50 37 65 62 69 63 
Table 7.5: Model-Z - Estimation results 
Time-of-the-day and performance 
The estimation accuracy using Model-Z model is lower during the weekend and during 
early morning hours compared to the business hours on weekdays. Estimation results for 
06: 00-22: 00 hours for the weekdays is presented in Tahle[7. G] below. 
09-Feb 12-Feb 13-Feb 14-Feb 15-Feb 
AMPE (%) 7.24 -0.67 4.65 -0.03 -9.83 
AIAPE (%) 24.11 21.99 25.39 21.09 21.57 
RMISE (sec) 105.21 122.80 122.9.1 120.57 148.45 
POWER (%) Eq. [7.7] 82 81 79 78 69 
POWER (%) Eq. [7.8] 70 68 64 70 63 
Table 7.6: Model-Z: Estimation results (luring business hours (06: 00-22: 00) on weekdays 
The sensitivity of the travel time estimation error using the ciunulative counts method 
with respect to the accuracy of input flow data, increases as the flow rate decreases. as 
discussed in section 3.2.1. This explains the low accuracy of the model (luring low flow 
periods. The cruise-time adjustment described in section 6.2.2 results in the vehicle labels 
of the cumulative curves being adjusted such that the travel tiiiie of the fastest vehicle 
during each signal cycle is equal to the link cruise time. This introduces a positive (bias ill 
the travel tm a' ewtinnation during low flow 1wrio(ls. 
Moreover, the number of vehicle travel time observations from the ä\Y13 camera pair 
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Figure 7.11: Model-Z: Travel time estimates for the Russell Square Corridor on 09.02.2007 
is low during low flow periods, increasing the possibility of bias in reference travel time 
values. This lowers the apparent accuracy of the model. This issue will be discussed in 
detail in the next chapter in section 8.1.2. However, Model-Z is able to capture the mean 
travel time trend during the course of the day. 
Performance during congestion 
Accurate flow data cannot be obtained from ILDs sampled at 4 Hz during congestion. 
Hence, the cumulative counts method cannot be used to estimate travel time during such 
conditions, without necessary modifications. Model-X does not have such modifications, 
while Model-Y and Model-Z are designed to detect congestion and provide travel time 
estimates using model extensions designed for congested conditions. While Model-Y de- 
tects congestion, the travel times are overestimated. The rule-based extensions in Model-Z 
enable it to provide travel time estimates during congestion that are close to the observed 
travel times. The extensions are derived based on data from the Russell Square corridor. 
The transferability of the rule-based extensions to other locations will be examined in 
section 8.6 in the next chapter. 
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Figure 7.13: Model-Z: Estimation results for the Russell Square corridor for the weekend 
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7.6.2 Accuracy of variability estimation 
The accuracy of variability estimation was determined for the sinnulation data using the 
following means: (1) POWER metrics and (2) comparing the standard deviation of esti- 
mated and actual travel time distributions. However, the properties of actual travel time 
statistics such as the standard deviation could not be determined due to the low sampling 
rate of ANPR data. Hence, the variability estimates are compared using only the POWER 
metric for the Russell Square route. 
The travel time variability estimated using Ecfuation[7.7] gis the threshold for platoon- 
mixing estimates the range of travel times more accurately based on the POWER metric 
than when Equation[7. S] is used. This is not surprising since the use of Ectuation[7.3] 
leads to a higher variability estimate. However, the standard deviation of the travel time 
distribution was estimated more accurately using Eduation[7.8] as the threshold for the 
simulated data, as shown in section 7.3.3. Hence, the evidence based on simulated and 
real-world data lead to different thresholds for platoon mixing. 
It should be noted that the corridor in the simulation model is a controlled environ- 
ment. Vehicles generally follow first-in-first-out (FIFO) discipline on the corridor. and 
vehicles do not stop en-route other than at red lights. The level of turning traffic on the 
corridor is not greater than 10/0. On the other hand, in a real-world urban corridor. ve- 
hicles may stop to pick-up or drop-off passengers, and may slow down due to pedestrians 
and other obstructions. This leads to a higher variability than the variability estimate 
given by the model presented in section 7.2. Similarly, the travel time variability esti- 
mation model ignores the turning vehicles. while there are significant turning movements 
at three junctions on the corridor, as explained in section 7.4. The turning vehicles can 
be sandwiched between vehicles released from the upstream junction during two signal 
cycles. This gives rise to a higher travel time variability for the straight vehicles than 
estimated using the model given in section 7.2. Thus, while Equation[7. S] enables more 
accurate modelling of travel time variability if the assumptions of FIFO and low volume 
of turning traffic are met, the more conservative estimates using Equation: 7.7] rapture 
the range of travel times on the real-world corridor more accurately. The extension of the 
route travel time estimation model presented in this chapter to explicitly account for the 
turning movements using data from the ILDs installed on the side-streets is recommended 
as a topic for future research. 
7.7 Conclusions 
The estimation accuracy of Alodel-Z is good during the l»>siness hours on \Vc'rkdays. T] w 
model is able to capture both the trends and variability of travel times in the Russell 
Square corridor over a one-week period during business hours on weekdays. Moreover. 
a majority of the vehicles recorded by the ANPI caniera pair fall within the estimated 
travel time range. 
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The performance of Model-Z will be examined in more detail in the next chapter. 
The analysis presented in the next chapter will include comparison of estimation accuracy 
against a, state-of-the-art calibration based inductive travel time estimation nmodel, as well 
as the SCOOT model. The transferability of the model will be examined by using the 
model to estimate travel times on a, different corridor in London. Moreeover. the sensitivity 
of the estimation accuracy using Model-Z to the parameters of the model will also be 
examined in the next chapter. 
Chapter 8 
Performance of the Route Travel 
Time Estimation Model 
A model to estimate travel time and its variability on urban routes was presented in the 
previous chapter. This chapter examines in detail the performance of the route travel 
time estimation model. The following aspects of the model performance are examined 
as a part of this analysis in particular. Firstly, it needs to be determined how accurate 
the model estimates are. This is determined by comparing the estimated travel times 
against vehicle travel times observed by the ANPR camera pair on the corridor. However, 
vehicle travel times obtained from the ANPR camera pair exhibit a high level of short-term 
variability. Since the estimation accuracy metrics presented in section 7.3.1 are sensitive 
to this variability, the accuracy metrics are examined in light of the variability of observed 
ANPR data. An associated issue is the low sampling rate of travel time observations 
obtained from the ANPR camera pair, and the potential for bias in accuracy metrics due 
to this. This issue is examined in section 8.1. 
Answer to the question how accurate are the model estimates? leads to the conclusion 
that Model-Z overestimates the travel time (hiring periods of low flow and imclerestiniates 
the travel time during congestion. It is examined if the estimation accuracy can be im- 
proved by introducing a couple of ncoclifications to Model-Z inti-o(lnrecl in svctiou 8.2. The 
perfcu"nnanc"e of the modified models, NIoclrl-Z' and : ýiuclc 1-Z". is compared against that 
of Alodel-Z. Analysis of the performance of Alodel-Z is continued through the rest of this 
chapter after the impact of the modifications are discussed. 
The second question that is addressed in this chapter pertains to the sensitivity of 
estimation accuracy to the internal parameters used in Alodel-Z. \1'liile it is designed to 
be as calibration-free as possible, the model requires link cruise times and the length 
of occupancy time of vehicles over the ILD corresponding to the link cruise speed as 
calibration parameters, though the latter is derived frone ILD data. In addition. the 
accuracy of the model is dependent on the internal parameters of the rule-based cruise- 
tinme adjustment described in section 7.6. The sensitivity of the model accuracy to these 
parameters is examined in section 8.3. 
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The performance of the proposed model is compared with other state-of-the art travel 
time estimation models to determine its strengths and weaknesses with respect to other 
models. With this objective in mind, travel times estimated using Model-Z are compared 
against the travel time estimates obtained from the SCOOT model. The SCOOT system 
(Robertson k Bretherton 1991) uses a deductive model to estimate travel times (delays), 
queue lengths and the number of vehicle stoppages, and uses these estimates to optimise 
signal timings. SCOOT is considered to be a state-of-the-art deductive model for urban 
traffic e"stimnationi. In addition to the comparison against the SCOOT model, the perfor- 
mance of the proposed model is also carried out against a, calibration based state-of-the-art 
inductive urban link travel time estimation model developed by Robinson (2005 a). 
An advantage of the proposed model is its ease of transferability to other locations. 
However, it needs to be examined if the rule-based adjustments in Alodel-V described 
in section 7.6 used by Model-Z and Model-Z' are transferable. In addition, it needs to 
be determined if Model-Z", which uses a calibration based error correction procedure. is 
transferable. The transferability of Model-Z' and Model-Z" is determined by applying the 
models to estimate travel time on a different corridor in central London in section S. G. 
Section 8.7 discusses the strengths and weaknesses of the route travel time estimation 
approach proposed in this thesis and presents a number of avenues for future research 
towards developing calibration-free travel time estimation models. 
8.1 Model Performance 
The performance of model-Z is examined in this section. The accuracy of the travel time 
estimation is determined using Mean Percentage Error (I\IPE). Mean Absolute Percent- 
age Error (n1APE), Root Alean Squared Error (RAISE) and Percentage of Observations 
Within Estimated Range (POWER) metrics as described in section 7.3.1. The ALPE gives 
an indication of the estimation bias, AIAPE and RAISE provide information about error 
variance, and the POW'VER, metric provides information about the accuracy of travel time 
variability estimation. NIPE, NIAPE and RAISE are commonly used metrics to deter- 
mine the accuracy of models in travel time estimation literature, while metrics similar to 
POWER have been used in the literature to determine the accuracy of variability estinna- 
tion. 
In order to determine the accuracy of travel time estimation. the travel time estimates 
need to be compared against the truth, or true travel times. Individual vehicle travel time 
records obtained from the ANPR camera pair on the corridor are used to obtain true 
travel times for determining the estimation accuracy. However, the ANPR camera pair 
does not record the travel time of all the vehicles in the traffic stream. but only for a 
sample vehicle population. Considering the short-term variability in vehicle travel tines 
on the signalised corridor, the ANPR, sample ma, " be biased. Hence. this section presents 
the estimation accuracy metrics in the context of ANPR observations. In addition. the 
model (performance at different flow conditions and times of the clay are also examined in 
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this section. 
8.1.1 Potential bias in model accuracy measurement 
Travel times of consecutive vehicles in the vehicle stream are correlated. Ilellinga , fc Fei 
(1999) argue that the bias in link travel time estimates using sample travel time observa- 
tions (ANPR or probe vehicle data) will depend on the relative ratio between the sampled 
vehicles that encounter delay at the junction and the vehicles that do not. Ilellinnga & Fu 
(2002), in a subsequent study, propose a method based on stratified sampling technique to 
reduce this bias in estimating travel time for individual links, but do not propose a method 
to reduce the bias for routes that span multiple junctions. The sampling bias decreases 
as the percentage of sampled vehicles in the traffic stream increases. The percentage of 
vehicles recorded by both upstream and downstream cameras on the Russell Square cor- 
ridor was found to be small during the one week period from 9th February 2007 to 15th 
February 2007. Hence, the travel time data obtained frone the ANPR camera pair on this 
corridor may be biased. 
In addition to the sampling bias, there are sources of additional variability in ANI R 
travel times. Vehicles such as police cars and emergency vehicles are not subject to normal 
traffic rules and they can travel faster than the normal traffic. Similarly, sonic vehicles 
may have an unreasonably' large travel times. For example, taxis can stop en route to pick 
up or drop off passengers, or can take an indirect route between the c anmera pair. Various 
cleaning methods are available to remove such outliers from travel time observations, such 
as the overtaking-rule algorithm (Robinson .C Polak 2006a). However, there is a potential 
for residual bias in the sample population of vehicle travel time records even after the 
outliers are removed using such algorithms. 
In light of the above facts, the scatter-plot between estimated and observed travel 
times are compared in three different ways. Firstly, a scatter-plot is created between 
the estimated mean travel time and all valid ANPR travel time observations from the 
corresponding time period. However, this scatter-plot is potentially influenced by the 
sample bias. Hence, this is followed by a bubble-plot between estimated mean travel time 
and mean travel time of all valid ANPR observations for each time period, with the size 
of the bubbles proportional to the number of ANPR observations. Lastly, a scatter-plot 
is created between estimated mean travel times and the confidence interval for the mean 
observed travel time. The latter two plots are meant to present, the travel time estimates 
in the context of the variability and the confidence interval of ANPR observations. 
Scatter plots 
The estimation accuracy is visually examined in this sul)-section using scatter-plots. The 
scatter-plot of estimated travel times versus valid ANPR travel time observations is pre- 
sented in Figure[8.1]. The short-term variability in vehicle travel times seen in the ANPR 
}From a traffic vn ; int'er's pcrsipecI ivv 
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data is evident from the scatter of observed travel time values along the x-axis of the 
diagram. Separate plots are made for all the time periods, and for business hours during 
working days. 
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Figure 8.1: Scatter-plot of individual vehicle travel times versus estimated average travel 
time 
Bubble plots 
To reduce the visual noise in the plot, a scatter-plot of average valid ANPR travel times 
for each time period is plotted against the average travel times estimated by Alodel-Z for 
each time period in Figure[b. 2]. The average ANPR. travel time is given by the following 
expression. 
v zv-t ty 
TANPß =V 
where, 
TANPR = The average ANPR travel time during a 15-minute time period 
t, = Travel time of vehicle v observed during the 15-minute time period 
(8. i) 
V= Total number of valid vehicles observed during the 15-minute time period 
The size of each point in this bubble-plot is proportional to the number of valid ANPR 
observations during that time period. V. The larger bubbles correspond to time periods 
with :l larger number of ANPR observations. Hence, the ANPR data are more reliable for 
these time periods. On the other hand. ANPR data are less reliable for time periods with a 
lower number of observations. The correspondence between estimated and observed inean 
travel times becomes clearer in this plot. compared to Figurc[S. 1]. 
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Scatter-plot with confidence intervals 
The confidence in the mean travel time estimated using valid ANPR observations depends 
not only on the number of ANPR observations during a given time period. but also on 
the variability of the observations. The confidence interval of the mean of ANPR travel 
time observations for each 15-minute time period is given by the following expression. 
Tint = [TANPR - to/2 
S, TANPR + t«/2 VI (8.2) 
where, s is the standard deviation of ANPR observed travel times (tbe sample popu- 
lation) during a 15-minute time interval and ta/2 is t-value at 95% confidence interval for 
the given number of observations. 
A scatter-plot between the estimated travel time and the average ANPR travel time 
within the 95% confidence interval is plotted in Figure[8.3]. Only the time periods with 
at least 3 or more valid ANPR observations are used in the plot. 
Summary 
The undelayed travel time of vehicles on the corridor is 175 seconds. Therefore. the model 
is able to correctly estimate the junction delay incurred by the vehicles on the corridor for 
most of the time periods. 
The model overestimates the travel time when travel time of vehicles is below 300 
seconds. It is a known weakness of the cumulative counts method that inaccuracies in 
flow estimates lead to a larger error in travel time estimates during low flow conditions. as 
explained in section 3.2.1. The following two factors contribute to such over-estimation. 
Firstly, vehicles may travel faster than the cruise-speed during periods with low traffic. 
however, Equation[6.12J detects an increase in spot-speed only when the mnode of the 
length of occupamicv time of vehicles over the ILD during a given time period is lower than 
Figure 8.2: Scatter-plot of mean ANPR travel time versus estimated average travel time 
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Figure 8.3: Scatter-plot between estimated average travel time and ANPR travel time 
within 95 c confidence interval 
the reference ALOTPV. For example, the spot-speed has to increase by 33% on average 
before ALOTPV is reduced from 750ms to 500nis for ILD data sampled at 4IIz. Secondly, 
the cruise-time adjustment described in section 6.2.2 results in the vehicle labels of the 
cumulative curves being adjusted such that the travel time of the fastest vehicle during 
each signal cycle is equal to the link cruise time. This introduces a positive bias in the 
travel time estimation during low flow periods. 
Model-Z underestimates the travel time during congestion with vehicles having a high 
travel time on the corridor. Flow counts from ILDs are not reliable during congested 
traffic conditions, while congestion can be detected from high occupancy measured by 
the ILD. The rules given in Equation[7.16] provide a proxy for link travel time based 
on engineering judgement during congestion, which slightly under-estimates the travel 
time. Two modifications are proposed to Model-Z in section 8.2 to address the above 
short-comings. 
8.1.2 Estimation accuracy and the number of ANPR samples 
The confidence interval of mean ANPR travel time 
The confidence interval of the reference mean travel time calculate(] using ANPR ob- 
servations depends on the number of ANPR observations during the given time period 
and the standard deviation of the observations. Confidence interval for the mean ANPR 
travel time for a given time period is given by Equation[8.2]. The percentage of time 
periods when the mean travel time estimated using Model-Z falls within the 95% and 997( 
confidence interval of ANPR nwan travel time for each (lay is given below in Table(K. 1]. 
The Imraii travel t inne est unimal ec1 using Model-Z fills wit hin ! 15% roiif idenre init serval of 
c, cean ANPR travel times on more than 50% of the time periods. 
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All Hours Business Hours 
(06: 00-22: 00) 
95% CI 99% CI 95% CI 99% CI 
09-Feb (Fri) 60 72 61 73 
10-Feb (Sat) 62 76 69 81 
11-Feb (Sun) 59 81 62 81 
12-Feb (Mon) 64 77 70 80 
13-Feb (Tue) 61 78 63 80 
14-Feb (Wed) 60 64 59 63 
15-Feb (Thu) 55 73 55 73 
Table 8.1: Percentage of Model-Z travel time estimates falling within the confidence in- 
terval 
The number of ANPR observations 
In order to further investigate the relationship between ANPR sample size and accuracy 
metrics, the MAPE and RMSE of Model-Z estimates are plotted with respect to the 
minimum number of valid ANPR observations during the corresponding time period in 
Figure[8.4]. 
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Figure 8.4: Estimation accuracy with respect to the number of ANPR observations 
It, can be seen from th(' figures that the reported estimation accuracy generally improves 
as the number of ANPR observations during a given 15-minute time period increases. It 
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appears that at least around 10-15 valid ANPR travel time observations are needed during 
15-minute period to reliably use ANPR data as the reference travel time. The accuracy 
of the estimates using Model-Z calculated for time periods with at least 10 or more valid 
ANPR observations is given in Table[8.2]. The reported estimation errors are lower for 
these time periods than the error metrics reported for all time periods given in Table(7.: i]. 
This analysis shows that the reported estimation accuracy improves as the number of valid 
ANPR observations during a given time period increases. 
Lastly, it should be pointed out that an increase in the number of vehicles in the ANPR 
sample is not guaranteed to improve the reliability of travel times calculated using ANPR 
data. The travel time distribution on an urban corridor is likely to he a multi-modal 
distribution. The percentage of observed vehicles corresponding to each of the modes in 
the distribution should be the same in order for the ANPI sample to provide an unbiased 
estimate of travel time. 
09-Feb 10-Feb 11-Feb 12-Feb 13-Feb 14-Feb 15-Feb 
AMPE 4.84% 26.69% 28.66% -3.60% 4.94/. -0.28% -8.057( 
NIAPE 21.80% 31.50% 35.26% 22.52% 22.70% 20.61% 21.86% 
Rn1SE (sec) 97.86 96.76 108.66 132.37 105.03 116.14 143.61 
POWER 83% 75% 77% 79% 84% 78`X 737c 
Table 8.2: Summary of estimation results - minimini of 10 ANPR observations 
8.1.3 Performance in the context of travel time variability 
The disaggregate performance metrics of the model obtained by comparison against indi- 
vidual vehicle travel time records should be viewed in the cont ext of travel Ii1Ue variability' 
between vehicles within each time period. Indeed, it is clear that the standard error of 
any travel time estimation model cannot be smaller than the variability in vehicle travel 
times (Sell et al. 1997. IIobiiison b.; Polak 2004). In order to provide this context to the 
disaggregate accuracy metrics presented in section 7.6.1, a reference noun travel t inie es- 
timator is defined as the mean of all valid ANPR travel time observations (luring each 
15-minute time period. 
v Tt 
TTefv 
v=1 
(8.3) 
where. T,. is the travel time of vehicle v recorded by the A\P13 cainern pair. 11 is 
the total number of vehicles recorded by the ANPR cam era pair d rring a 15-iiiiniite time 
period and T,.,. f is I lie reference mean travel time. 
The ALPE. n1APE and RMISE of the reference estimator "re colup'll-c l against the 
clisaggregate accuracy metrics obtained using 11lodel-Z. The comp arisu>> metrics are siinº- 
marisecl in Table[$. 3] for all time periods, and in Tahle[8. -1] for business huin-s oil tLee 
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weekdays. 
Alodel-Z Ref. Model 
ALPE (%) AIAPE (%) RAISE (sec) ALPE (%) AIAPE (%) RAISE (sec) 
09-Feb (Fri) 11.70 28.16 112.91 5.30 17.30 83.22 
10-Feb (Sat) 27.47 38.24 143.04 4.06 12.56 79.25 
11-Feb (Sun) 21.65 43.19 182.38 5.35 16.51 92.00 
12-Feb (Alon) 3.29 24.73 124.45 5.89 16.98 97.48 
13-Feb (Tue) 7.13 27.36 126.27 6.26 19.17 91.48 
14-Feb (Wed) 0.98 21.94 121.59 4.64 15.24 90.90 
15-Feb (Thu) -9.75 21.77 149.48 4.64 15.88 96.36 
Table 8.3: Variability context of travel time estimates 
Alodel-Z Ref. Alodel 
WIPE (`yo) AMAPE (%) RAISE (sec) ALPE (%) AIAPE (%) RAISE (sec) 
09-Feb 7.24 24.11 105.21 5.08 16.96 82.48 
12-Feb -0.67 21.99 122.80 6.16 17.54 100.09 
13-Feb 4.65 25.39 122.94 6.07 18.89 90.30 
14-Feb -0.03 21.09 120.57 4.66 15.33 91.43 
15-Feb -9.83 21.57 148.45 4.69 16.05 96.88 
Table 8.4: Variability context of travel time estimates during business hours (06: 00 - 22: 00) 
The model estimation results are on average worse 1)-, '7.97(, compared with the reference 
model in terns of AIAPE and 35 sec in terms of RAISE during the business hours. The 
c"orrPs mncliI1g figu ivs are 13.1'% and X17 SVc resl)e(tiýý 1ý when all tlu' firm' 1)("riU>(ls are 
considered. 
8.1.4 Estimation accuracy and the traffic flow level 
It was suggested in section 8.1.1 that the model accuracy decreases als the traffic flow rate 
decreases. The relationship between traffic flow rate and estimation iccuriicy is examined 
in this section. The average traffic flow across all the links on the Russell Sollare corridor 
was calculated for each 15-minute time period to determine the average traffic flow in the 
corridor. The model accuracy determined using RAISE ýlncl MADE metrics are plotted 
against the flow rate in Figur, 8.5]. It is clear that Igle error scatter is smaller \w-lien 
the traffic flow is higher. This is encouraging from an ATIS perspective. since it can bc 
argued that travel time estimates during periods of hig311 flow curing business hours alrc 
inure important than estimates during light traffic conditions. 
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Figure 8.5: Model accuracy with respect to the traffic flow rate 
8.1.5 Model performance with respect to time-of-the-day 
Lastly, the model performance is examined in the context of the time of the day in Fig- 
ure[8.6]. The estimation accuracy is better (luring the business hours compared to other 
time periods. This is in line with the expectations, since traffic flow levels are low during 
the night. 
Similarly, the reported model performance improves further when only weekdays are 
considered for calculating the accuracy metrics. as can be seen from Figure[8.7]. From 
the perspective of an ATIS application. it, is reasonable to assume that the performance 
of the model is more important during congested conditions during the business hours 
than during periods of light traffic such as late nights and weekends. In this regard, the 
sensitivity of the estimation error using Model-Z to various traffic conditions is benign. 
8.2 Modifications to Model-Z 
Based on the scatter-plots in the previous section, it is clear that Model-Z over-estimates 
the travel time during periods of low flow, and under-estitnates the travel time (luring 
congestion. Hence, two modifications are made to Model-Z to improve the estiii itioii 
accuracy during these conditions. The first modification is implemented for periods of ha 
flow when Model-Z overestimates the travel time. The second modification is implemented 
for congest, ecl conditions when the model over-estimates the travel time. 
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8.2.1 Model-Z' - Modification for low flow periods 
During periods of low flow. it is reasonable to substitute free flow travel time as the 
estimated travel time instead of using estimates using Model-Z, which overestimates the 
travel time. However, it should be ensured that it low flow count is not caused by congestion 
before the substitution is made. Hence, time free flow travel time is used as the estimate 
for tinie periods when the uormualised flow is less than zero and the normalised occupamicy 
is greater than zero. A variable x is normalised as follows. 
. rnorm = Q, 
x-x 
where, 
x= An observat ion of variable x 
.x= Alean value of all observations of x 
Qx = The standard deviation of the observations of x 
Xnorm = The nornialised value of the given observation of x 
(8.4) 
It is also assumed that no vehicles are delayed at the signal when the flow is low. 
The estimation accuracy of Model-Z' is compared against the accuracy of Model-Z in 
Table[8.5] below. Similarly, the bubble-plots between estimated and actual travel times 
from Model-Z and Alodel-Z' are compared in Figure[S. 8]. 
Alodel-Z Model-Z' 
ALPE (%) Al APE (%) RAISE (sec) ALPE (%) MIAPE (%) RAISE (sec) 
09-Feb (Fri) 11.70 28.16 112.91 5.62 23.65 109.52 
10-Feb (Sat) 27.47 38.24 143.04 10.77 27.57 141.89 
11-Feb (Sun) 21.65 43.19 182.38 4.04 32.24 181.95 
12-Feb (Mon) 3.29 24.73 124.45 1.63 22.34 119.83 
13-Feb (Tue) 7.13 27.36 126.27 5.09 25.53 123.52 
14-Feb (Wed) 0.98 21.94 121.59 0.48 20.56 118.29 
15-Feb (Thu) -9.75 21.77 149.48 -9.28 20.97 144.34 
Table 8.5: Comparison of estimation errors using Alodel-Z and Alodel-Z' 
The estimation errors using Alodel-Z' are lower than the estimation errors using Alodel- 
na number of time periods with low flow are 'lot over- Z. The travel time estimates (lurig 
estimated by Model-Z'. while Alodcl-Z over-estimates the travel time during those time 
periods. However. Alodel-Z' sloes not remove the bias during low travel time periods 
completely. The travel times are. in general. overestfi), ated when the actual travel time 
values are lower. 
Figure[8.8] also shows that the travel töne estimate is given as the free-flow travel time 
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for a number of time periods when the mean ANPR travel time values are large. Most of 
these time periods fall during early morning hours when the number of ANPR observations 
are low. A single vehicle that stops enroute can result in a higher ANPR travel time value 
during such periods. The bubble-plot between estimated and mean ANPR travel times 
during the business hours is given in Figure[8.9], which does not contain these points. 
8.2.2 Model-Z" - Modification for congestion 
Alodel-Z also underestimates the travel tines during congestion. The rule-based cruise- 
speed adjustment given in Ectuation[7.1G] under-estimates the link cruise Linie during con- 
gestion, resulting in this bias. It is not possible to obtain accurate flow and speed estimates 
from ILDs sampled at 4 IN (luring congestion. This is a limitation oft lie model driven by 
data availability. 
With a view to correct for estimation bias during congestion. it was decided to fit an 
error model for congested conditions. The objectives for dexvloping such an error model 
are two-fold: (1) to determine if the estimation bias during congestion is systematic. and 
hence can be modelled. and (2) to determine if such an error model is transferable. The 
approach used for developing the error model is follows. 
1. Define the criteria to determine if the link is congPstcA du ring a give), 
15-111illllte 
time period. 
2. Develop a calibration based inociel to learn the relationship between norinalised flow 
and occupancy values and the estimation error during congested periods. 
3. Apply the error model calibrated using a training dataaset to an iIId(Te»cle]ºt (laatAset. 
Figure 8.8: Comparison between Model-Z and Model-Z' estimates using bubble-plots 
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Defining congestion 
The traffic operates in the over-saturated regime during c"ongrrstion. with low flow and high 
traffic density. This condition is reflected in ILD data through high occupancy and low 
flow counts. In order to determine if the traffic is congested oil the corridor during a given 
time period, the normalised flow and occupancy from all the detectors on the corridor is 
calculated for each day, using Equation[8.4]. It is cleenºed that traflir during it 15-minute 
period is congested if (gnorrn < 0) and (onorrn > 0). where q, jorn, is the nornnalisecl 
flow 
and onorin is the normalised occupancy. 
Error correction model 
A rvgrc: ssioni ifucl('l is fitted using Ordinary Least Sgihr's (()LS) method hc'twc'vii iicor- 
inalisccl c'stiuºatiuu error from NIucle]-Z' and normalised Va1n(: 5 of flow and occupancy for 
congested ti»ie periods. The form of the fitted model is as given lxduw. 
Tc = 3lTworm + F120, wrrn +f 
(8.5) 
where. Tr is the estimated error in travel time estimation. 31.. 12 tlhe parameters to be 
Figure 8.9: Bubble-plot between mean estimated travel tines using Model-Z' and mean 
ANPR travel times during business hours (0600-2200) 
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estimated and c is the error term. 
The model was fitted for data from the Russell Square corridor for all the congested 
15-minute periods between 9th February and 15th February 2007. The model fit resulted 
in an adjusted R-squared value of 0.5349. However, the coefficient for normalised flow was 
not statistically significant (t-valve < 2). Hence. the model was re-calibrated using only 
the normalised occupancy as the explanatory variable. The adjusted R-squared statistic 
for the occupancy-only model was 0.5435. Estimates using Model-Z" are obtained by 
updating Model-Z' estimates using the calibrated model. as given below. 
Tz = T" + T, 
Model performance - Russell Square corridor 
(8.6) 
The error correction model is applied to update the estimates obtained using Model- 
Z' during congested periods. In order to ensure in independent validation of the error 
correction approach, the model given by Equation[8.5] is re-calibrated using data, from all 
the days except the day on which the correction is made. Hence. the model is re-calibrated 
seven times (once for each day) using data frone the other six days. The estimation metrics 
using Model-Z" are given in Table[8.6] below. 
Model-Z' Alodel-Z" 
RIPE (%) MAPE (%) RAISE (sec) ALPE (%) MIAPE (%) RASE (sec) 
09-Feb (Fri) 5.62 23.65 109.52 7.87 24.03 109.93 
10-Feb (Sat) 10.77 27.57 141.89 10.77 27.57 141.86 
11-Feb (Sun) 4.04 32.24 181.95 4.51 32.15 177.86 
12-Feb (nlon) 1.63 22.34 119.83 2.47 22.29 119.29 
13-Feb (Tue) 5.09 25.53 123.52 5.43 25.34 120.23 
14-Feb (Wed) 0.48 20.56 118.29 2.22 19.96 112.79 
15-Feb (Thu) -9.28 20.97 144.34 -5.52 21.62 140.05 
Table 8.6: Comparison of estimation errors using Model-Z' and Alodel-Z" 
The application of the error correction niodel very marginally reduces the estimation 
errors of Alodel-Z'. The travel time estimates using Model-Z' and Alodel-Z" are identical 
for 10th February 2007 (Saturday). and the estimates are not very different for 11th 
February 2007 (Sunday). This is because the corridor was possibly not. congested during 
the weekend. Thus, Alodel-Z" is able to identify congested time periods and selectively 
apply the correction. The estimation errors using Aloclel-Z" are slightly larger on 9th 
February 2007 compared to estimates using nloclel-Z'. while the RAISE values are lower 
on all the other days. 
Based on the metrics presented in Table[tt. (i]. it appears that Alodel-Z" a(hieves a lower 
RAISE at the cost of increased bias seen in the AMPE metrics. However. this is not the 
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case. The error correction procedure increases the travel time estimates only for congested 
periods, resulting in a lower bias for those time periods. This increases the overall NIPE. 
Estimates using Model-Z" are closer to actual travel tinies than estimates using Model-Z', 
as reflected by lower RINSE values. 
It is also evident that the error correction model calibrated using data frone one time 
period is able to correct the estimation errors of Model-Z' for other time periods at a 
given location. However, actual travel time data are required to calibrate Model-Z", while 
this information is not required for I\lodel-Z'. Ilence. the improved accuracy of Model-Z" 
over Model-Z' is achieved at a cost of using more data. Model-Z" will be attractive for 
practitioners if the error correction model calibrated for one corridor is applicable to other 
locations. The location transferability of the error correction model will be examined in 
section 8.6. 
8.3 Sensitivity of estimation error to model parameters 
Alodel-Z does not require any site specific calibration parameters other than the link cruise 
time. In addition, the model uses a number of internal parameters. This section examines 
the influence of the value of link cruise time and the internal parameters on the estimation 
accuracy of the model. The sensitivity analysis is carried out using data from a single day: 
9th of February 2007. 
8.3.1 Link cruise times 
The link cruise time for undelayed vehicles is measured on-site for all the SCOOT con- 
trolled links, and this value is a calibration parameter for the SCOOT traffic control 
system (Hunt et al. 1981). The cruise time is measured between the upstream ILD and 
the stop-line of a link. Traffic engineers assume that the cruise time does not change over 
time unless the physical properties of the link are altered: for example, by introducing 
a bus lane or a bus stop. The calibrated values of link cruise time. measured from the 
upstream ILD to the stop line, can be obtained from the SCOOT system.. These values 
are extrapolated to obtain the undelayed travel times between upstream and downstream 
ILDs used in the link travel time estimation models presented in Chapter 6. 
There are a couple of factors that may lead to inaccuracies in link cruise tunes thus 
calculated. Firstly, the cruise times may vary during the course of the day due to a 
number of reasons including the weather and anibient brightness. The changes in spot- 
speeds, indicative of changes in cruise times. are detected using changes in LOTPV values 
measured from the ILDs. as described in svction 7.6. However. the changes are detected 
using ILD data sampled at 4 Hz only when the spot-speed varies significantly, as described 
in section 8.1.1. 
A second source of error can arise when the cruise-tinte between the upstream ILD and 
the stop-line is extrapolated to the downstream ILD. The distances between the ILDs and 
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the stop line used for extrapolation are obtained from a GIS database. which stores the 
designed locations of ILDs. Hence, the accuracy of the extrapolation process is dependent 
on the accuracy of GIS data. For example, an engineering contractor could install the ILD 
at a, slightly different location than what is specified in the blueprint. Any error in GIS 
data can lead to error in cruise times and thus in travel time estimates. 
To determine the effect of link cruise times on estimation ac c nrac }, the ]in]< cruise 
times are multiplied by a fixed factor, A. The travel time is estimated using Model-Z with 
the modified link cruise times for a range of A values betw"v 'n 0.5 and 1.5. Thu' ildili "uc"e of 
A on estimation accuracy is plotted in Figure[8.10]. The relationship between link cruise 
speeds and the bias in travel time estimates is more or less linear. as is evident from the 
plot for RIPE. The minimum RAISE of the estimation model corresponds to a value of A 
between 0.9 and 1. Unbiased estimates are obtained for A=0.8, which also corresponds to 
least AIAPE of the estimator. The above analysis indicates that the estimation accuracy 
of Model-Z is sensitive to the value of link cruise-time. Hence. an accurate value of this 
parameter is necessary in order to obtain accurate travel time estimates using model-Z. 
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8.3.2 Base LOTPV 
Changes in link cruise-time are detected in Alodel-Z based on the Length of Occupancy 
Time Per Vehicle (LOTPV) values recorded by the upstream ILD during a given time 
period. These values are compared against a reference LOTPV, or base LOTPV. value 
corresponding to the time when vehicles travel the link at pre-calibrated cruise speeds. It. 
is important that the base LOTPV values are determined correctly. as any errors in the 
base LOTPV will have an impact on estimation accuracy. To determine the sensitivity 
of base LOTPV on estimation accuracy, the base LOTPV is multiplied by a fixed factor, 
a. The travel time is estimated using Model-Z with modified values of base LOTPV for 
a range of a values between 0.5 and 1.5. The relationship between w and estimation 
accuracy is plotted in Figure[8.111. 
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Figure 8.11: Effect of base LOTPV on travel time estimation accuracy 
The estimation error is not very sensitive to the value of base LOTPV as long as 
the given value is in the neighbourhood of the true value. However. the estinmtion error 
increases rapidly if the specified value is outside the neighbourhood of the correct value. 
This is due to the fact that LOTPV measurements from ILDs sampled at 4h z acre im precise. 
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8.3.3 Congestion threshold 
The rule-based adjustment for congestion presented in section 7.6, uses a parameter (7 to 
determine the congestion threshold in Equation[7.15]. The parameter, Q, is also used to 
determine the cruise time during congestion in Equation[7.16]. Hence, the sensitivity of 
the model to the value of (7 is determined by varying the value of a between 1 to 3 and 
examining the estimation accuracy. The MPE, MAPE and RMSE values of the estimated 
travel time with respect to the value of a is plotted in Figure[S. 12]. 
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Figure 8.12: Effect of a on travel time estimation accuracy 
The estimation accuracy is not very sensitive to the congestion threshold as long as 
some amount of congestion is present. The MAPE values do not show much variation for 
values of o, between 1.4 and 3. The Rh1SE values show a gradual increase as the value of 
a increases from 1.2 to 3. However, it should be noted that the apparent insensitivity of 
estimation accuracy to the value of a could be attributed partially to the low number of 
congested time periods during the one week period. The accuracy of estimation rapidly 
decreases for values of a below 1.2. As the value of cr is decreased, more time periods 
are affected by the rule-based adjustment for congestion. As the rule-set for congestion is 
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applied to a large number of uncongested time periods, the estimation accuracy decreases 
rapidly. 
8.4 Comparison with SCOOT estimates 
In order to determine how good is the proposed model in comparison with other state-of- 
the-art models, estimates from Model-Z are compared against the travel time estimation 
from the SCOOT nmodel. The average delay per vehicle estimated by SCOOT are stored 
in the ASTRID system (IIounsell & AlcLeod 1990) for analysis. In addition. link journey 
times, or the undelayed travel time of vehicles from the upstream ILD to the junction stop- 
line are also available from the SCOOT system. The journey time values obtained frone 
SCOOT were extrapolated linearly to obtain the cruise time between upstream and do\Vn- 
stream ILDs. The delay estimates were added to the extrapolated link cruise time values 
to obtain SCOOT travel time estimates. The mean travel time estimated using Model-Z 
is compared with SCOOT travel time estimates and vehicle travel time records obtained 
from the ANPR camera, pair for the one week period from 09.02.2007 to 15.02.2007. 
8.4.1 Time series plots 
The travel times estimated by SCOOT are compared with estimates fron Alodel-Z for 
all the days. The results are plotted in Figure[8.13], Figure[8.14] and Figure[8.1 Vii] for the 
weekend. 
Based on visual inspection of the plots, it can be seen that estimates using Model-Z are 
more accurate at detecting congestion and at estimating travel tines during congestion. 
while the SCOOT model provides more accurate estimates during low flow conditions. 'l'lie 
SCOOT model seems to use a higher threshold compared to Model-Z before congestion is 
detected. This is evident from congested periods on 14th February when SCOOT fails to 
detect the congestion around 1330 hours. The comparison of travel time estimates using 
Alodel-Z is quantitatively compared with SCOOT estimates in the next section. 
8.4.2 Comparison of estimation accuracy 
Travel time estimation accuracy using Alodel-Z and the SCOOT model are compared 
using n1PE, AIAPE and RASE metrics in Table[8.7]. Travel time estimates from SCOOT 
are consistently lower than the estimates obtained using Alodel-Z. The AIAPE of the 
estimates produced l>v the proposed model and the SCOOT model are comparable for the 
weekdays, while the SCOOT model outperforms the proposed model in terms of NIAPE 
for the weekend. This is due to the fact that SCOOT model is more accurate in estiiiiating 
the travel time (luring periods of low travel times. The estimation errors using Aludeel-Z 
during periods of low travel time give rise to a higher value of percentage error. However. 
the RAISE of the estimates using Model-Z are lower than the estimates using the SCOOT 
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Figure 8.13: Comparison between travel time estimates using Model-Z and the SCOOT 
model for the Russell Square corridor for 09.02.2007 
model, suggesting that estimates using Model-Z are closer to ANPR observed travel times 
than SCOOT estimates. 
, NZodel-Z SCOOT 
MPE (%) MAPE (%) RMSE (sec) MPE (%) MAPE (%) RMSE (sec) 
09-Feb 11.70 28.16 112.91 -9.69 26.77 136.14 
10-Feb 26.87 38.67 143.04 8.19 25.39 139.16 
11-Feb 17.35 42.38 182.38 -11.44 33.45 220.76 
12-Feb 3.29 24.73 124.45 -10.03 23.43 144.14 
13-Feb 7.13 27.36 126.27 -7.52 23.50 142.57 
14-Feb 0.98 21.94 121.59 -13.93 24.18 157.68 
15-Feb -9.75 21.77 149.48 -22.61 28.09 189.00 
Table 8.7: Comparison of travel time estimates using Model-Z and the SCOOT model 
during all time periods 
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Figure 8.14: Comparison between travel time estimates using Model-Z and the SCOOT 
model for the Russell Square corridor during weekdays 
Model-Z SCOOT 
\IPE (`,, ) \IAPE (Vc) RISE (sec) \IPE (plc) \IAPE (%) RISE (sec) 
09-Feb 7.24 24.11 105.21 -11.78 25.92 134.17 
12-Feb -0.67 21.99 122.80 -12.02 23.15 147.47 
13-Feb 4.65 25.39 122.94 -8.48 23.01 141.30 
14-Feb -0.03 21.09 120.57 -14.22 24.00 157.66 
1.1-Feb -9. S3 21.57 
148.45 
-22.58 28.02 188.23 
Table 8.8: Comparison of travel time estimates using : Model-Z and the SCOOT model 
during business hours (06: 00-22: 00) 
8.4.3 Summary 
Lastly, the scatter-plot between travel time estimated using the SCOOT model and mean 
. NPR travel times is compared with a similar scatter-plot for travel time estimates using 
(d) 15th February 2007 
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Figure 8.15: Comparison between travel time estimates using Mu kl-Z and the SCOOT 
model for the Russell Square corridor during the weekend 
Model-Z in Figure[8.16]. The plots confirm the earlier conclusions that the proposed model 
outperforms the SCOOT model during periods with high travel times and during periods 
of congestion, while the SCOOT model performs better when the travel time is low. As 
noted earlier, travel time estimates are potentially more useful during normal business 
hours and during congested periods. From this perspective, Model-Z is more suitable for 
ITS applications than the SCOOT model. 
The SCOOT model requires a number of calibration parameters, such as link cruise 
time, queue discharge rate (saturation How rate) at the downstream junction and signal 
timings for delay estimation, of which the first two are link specific calibration parameters 
(Walmsley 1982). An earlier study (Anderson k Bell 1997) showed that SCOOT over- 
estimated link travel times. This was due to the fact that the saturation flow rate at the 
junction was set to a lower value compared to the actual queue discharge rate, leading 
to over-estimation of delay. The proposed model requires only the link cruise-tune, and 
provides more accurate estimation results in terms of NIPE, AIAPE and RNISE despite 
using a smaller number of parameters. 
Lastly, it must be noted that the accuracy of travel time estimates obtained frone 
SCOOT depends on the accuracy of its calibration parameters. The SCOOT links in the 
middle section of the Russell Square corridor were calibrated in 2005, while the links at the 
upstream and downstream ends of the corridor were calibrated about 1(l . years ago. Hence, 
it is possible that the SCOOT calibration parameters on these links are not accurate. The 
favourable comparison of the proposed model against the SCOOT model should he viewed 
in this context. 
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Figure 8.16: Comparison of travel time estimates by the proposed model and the SCOOT 
model 
8.5 Comparison with an inductive model 
Model-Z has minimal calibration requirements, and it does not require actual travel time 
observations of vehicles for calibration. The performance of Alodel-Z is compared with .1 
state-of-the-art inductive urban link travel time estimation model to answer the question 
"how good is the proposed model compared to other models? ". Alodeel-Z was compared 
with a state-of-the-art deductive travel time estimation model. SCOOT. in the previous 
section. In this section. model-Z is compared with a state-of-the-art inductive (calibration 
based) travel time estimation model. 
The travel time estimation model proposed by Robinson (2UO5(j) is used for this pur- 
pose. Robinson's model has been sliowii to outperform other inductive models for urban 
link travel time estimation. Moreover. this model has been developed using data from 
the Russell Square corridor for a different time period. Robi»son*s model uscs 15-iniuutV 
average flow and occupancy data from the SCOOT ILDs on the corridor as its input 
parameters and estimates travel times using the k-Nearest Neighbour (k-NN) iii tlhod. 
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8.5.1 k-Nearest Neighbour method 
The k-NN algorithm searches for similar input values (nearest neighbours) in a historic 
database for a given set of ILD input values. The historic (hat. alrise contains both ILD 
data and corresponding ANPR travel time observations. The k-NN method generates the 
travel time estimate lased on the travel time values of idenitilied1 lautest ncighbou s. The 
use of k-NN methodology requires the specification of the following futtr lrarauieters. 
1. Feature vector: Feature vector is the k-NN terminology for explanatory variables. 
A feature vector using flow and occupancy values from the ILDS on the corridor 
needs to be defined. 
2. Distance metric: The nºetlºocl involves finding k nearest neighbours for ºº given 
input feature vector in the historic database. In order to lind the nearest tºcighl ours, 
the metric used to determine the distance betwceuº two feature vectors needs to be 
defined. Commonly used distance metrics include Euclidian (list: uice in 71 dimeºn- 
sional vector space, a weighted Euclidian distance if it is known a-priori that sonic 
of the elements of the feature vector are more important than others. Alahalanobis 
distance metric and nlinkowski distance metric. 
3. k- the number of neighbours: The optimal mnn, ilwr of neighbours to be identi- 
fied. The optimal value of k depends on the number of observations in the historic 
database and the uniformity of coverage of the solution space by points in the historic 
database. 
4. Local estimation method: Once k nearest neighbours in the historic database are 
identified based on the chosen distance metric. the target values (ANPR travel time 
observations in this case) of the k neighbours need to be combined in in appropriate 
manner to produce the estimate. Common local estimation inethocls include calcu- 
la. ting the mean target values of the k nearest neighbours. calculating a weighted 
average of the target values of the neighbours based on the inverse distance between 
each neighbour and the input vector, or using a regression model to calibrate the 
relationship between the input values and the target value in the identified neigh- 
bourhood. 
The parameters of the k-NN based travel time estiiiiation model used by Robinson 
(2005a) are as follows. 
I. Feature Vector: The feature vector consisted of How and occul)dIx y Nahes fron 
three ILDs (N02/063e, N02/253e, N02/055e) on thew liussell Square corridor. ilitis- 
tratecl in Figure[7.8]. 
2. Distance Metric: Standardised Enclidc. »> (list. uirfý 1)CtwVe1I two feature vectors 
fornialiseci by variance. as given by the following funnnla. 
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('ab = (xa - Xb) ' V-1 ' (Ta - Xb)i 
(8.7) 
where, 
XQ, Xb = Feature vectors 
dab = Distance between feature vectors x,, and xn 
V= diag(0, , a2, ... ten). an nxn diagonal matrix 
n= Dimension of the feature vector 
Qd = Variance of the d? h element of the feature vector in the historic database 
3. k- the number of neighbours: The optimal number of neighbours depends on 
the size of the historic database. The historic database used by ßobinson (2005x) 
had over 15000 records, and the optimal value of k was determined to be between 
2000 and 3000. 
4. Local estimation method: Local regression using LOcally «'Eighted Scatter Plot 
Smoothing (LOWESS) (Hardle 1990) was used as the local estimation method by 
Robinson (2005 a). It should be noted that LONVESS may not be the optimal local 
estimation method for small historic datasets: median target value of the nearest 
neighbours is recommended for such cases. 
8.5.2 Travel time estimates using the k-NN method 
The historic database for the k-NN method used for this comparison study consisted of 
travel time observations from the ANPR ran, er. a lp. air and tli(' rorrces )on(ling 15-minintv flow 
and occupancy values from the three ILDs used by Robinson (2005a) from 9th February 
2007 to 14th February 2007, totaling 2655 records. In addition, ILD and ANPR data 
were available for the latter half of 8th February 2007. Also. a lest data collection exercise 
generated ILD and ANPR data for the second half of 2nd February and the first half of 
3rd February. 772 additional records from these partial days were added to the historic 
database resulting in a total database size of 4131 records. The k-NN method was used 
to estimate travel times for 15th February 2007. and the results are compared against 
estimates using Model-Z. 
k-NN with median local estimation 
The number of neighbours, k, is an import ant paramet er influencing the accuracy of the k- 
NN method. The optimal number of neighbours is dependent upon the size of the historic 
database, the distribution of the samples in the historic database within the solution space. 
and the local estimation method. Since optimising the value of k was not the objective of 
this analysis, travel time was estimated using a range of values of k, with inediau as the 
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local estimation method. The results of the estimates are plotted in Figure[8.17]. It can 
be seen that the lowest RAISE of k-NN estimates is more than 150 sec. while the IIAISE 
of travel time estimation on 15.02.2007 using Model-Z and Model-Z' are 149.48 sec ýind 
144.34 sec respectively. Similarly, the lowest 111APE of estimates using the k-NN method 
is greater than 22%, while the AIAPE of estimates using Model-Z and Model-Z' are 21.77% 
and 20.97% respectively. Hence, Model-Z and Model-Z' outperform the k-NN estimator. 
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Figure 8.17: Comparison of travel time estimates by the k-NN median model (Robinson 
2005cß) and the proposed model 
k-NN with LOWESS local estimation 
The travel times were also estimated using LO\VESS as the local estimation method for 
a range of k values. The results of the analysis are presented in Figure[8.18]. The k-NN 
method produces the best estimates using LO«'ESS local regression for values of k greater 
than 2500. The RAISE of the estimation error using k-NN is coinparflble to the RAISE 
of estimates using Tlodel-Z under this setting. However. the AIAPE of estimation using 
k-NN for this setting is worse than that of model-Z for this setting. 
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Figure 8.18: Comparison of travel time estimates by the k-NN LO\VESS model (Rol)iusou 
2005a) and the proposed model 
Summary 
The k-NN method requires the observation of actual vehicle travel tines for a certain time 
period for populating the historic database. Furthermore, the knowledge about k-NN 
methodology is necessary to optimise the parameters of the method such as the munber of 
nearest neighbours k and the type of local estimation method. Dlodel-Z does not require 
calibration data other than the link cruise-time, and has a better accuracy than the k-NN 
method in the given context. However, the possibility of the k-NN method achieving a 
better estimation accuracy given a large historic data set should be noted. For example. 
Robinson (2005a) reports a AIAPE of 18.24% and RAISE of 120.84 sec for the Russell 
Square corridor with a historic database of 15000 records. However, this underscores the 
reliance of inductive methods on the availability of actual travel time data. 
In summary, a state-of-the-art travel time estimation model that is calibrated using 
actual travel time observations for a one-week period performs worse than the proposed 
method that does not require actual travel time observations. However. it is possible 
for 
learning based models to generate more accurate estimates using a larger training dat, aseet. 
Obtaining the travel time data required for training for extended time periods for a large 
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number of links is a costly and time consuming endeavour. This highlights the potential 
advantages of the proposed method. 
8.6 Transferability 
Model-Z, while deductive in nature, has internal parameters as described in the previous 
sections. In order to examine the transferability of the model, Model-Z is used to esti- 
mate travel times on a different corridor in central London. The corridor consists of a 
stretch of Tottenham Court Road between Bedford Avenue and Grafton Way, as shown 
in Figure[8.19]. 
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Figure 8.19: Tottenham Court Road corridor (Source: Google Maps) 
8.6.1 Corridor characteristics 
Tottenham Road corridor is riiore complex than the Russell Square corridor. It consists 
of three lanes of Northbound traffic. Vehicles do have the opportunity to change lanes. 
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Hence, FIFO conditions are more likely to be violated on this road compared to the Russell 
Square corridor with one bus lane and one lane for general traffic. Secondly. the corridor 
has a. number of complex junctions. For example, at the junction with Goodge Street 
and Chenies Street. The road has a lot of commercial activity with shops and oii-street, 
parking. Turning traffic at Goodge Street and Maple Street introduce turning traffic 
into the corridor, while vehicles exit at the junction with Howland Street. adding further 
complexity to the traffic flow. 
All ILD sites on the corridor consist of two ILDs. A cross-lane ILD spans the two 
left-most lanes at each ILD site and a per-lane ILD is installed on the right lane. Based on 
a manual analysis of ILD data on the corridor given in Appendix D. JLD N02/060g was 
identified as faulty. An extended link is defined between N02/062c and N02/059c such 
that data from the faulty ILD was not used for travel time estimation. 
8.6.2 Reference travel time from ANPR camera pair 
Travel time of vehicles in this corridor is recorded by ANPR, cameras as shown in Fig- 
ure[8.19]. The percentage of vehicles captured by the cameras on this corridor is higher 
than the percentage on the Russell Square corridor. The outliers in the ANPR. data, were 
removed using the overtaking rule (Robinson & Polak 2006a), with the following setting. 
9 Number of following vehicles: 20 
" Tolerance time: 
Difference between the travel time of an overtaking vehicle and the 
corresponding overtaken vehicle. This is approximately equal to the sun of red tinies 
of all signals along the route. There are seven signals along the corridor. Assuming 
an average red time of 30 seconds, the tolerance time was set to 210 seconds. 
" Threshold values: The overtaking rule is prone to gaps in data. The first few 
vehicles recorded by the camera pair after a period during which no vehicles are 
recorded are deemed valid by the overtaking rule. In order to handle this situation. 
a reasonableness rule was applied in addition to the overtaking rule. All vehicles 
with a travel time of less than 50 seconds or more than 1000 seconds were deemed 
invalid, and removed from the travel time dataset. 
8.6.3 Model performance 
M19 messages were logged for ILDs on the corridor for 5 days in March 2007. However, 
ANPR data were available throughout the day for only 5th and 6th March 2007. Model- 
Z' was used to estimate the travel time on the corridor. However, Model-'L' initially 
overestimated the travel time resulting in biased estimates. A visual analysis of the thne- 
series plot between estimated travel times and ANTIK travel time observations showed 
that the cruise time was over-specified. This was apparent during the early morning hours 
between 00: 00 and 05: 00 when the travel time was overestimated. The suns of link cruise 
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times on the corridor was 111 seconds, while the mean travel time of vehicles from the 
ANPR, camera pair was 87 seconds during this time. Hence, the cruise times for all the 
links were multiplied by a factor (0.7838), calculated as the ratio between estimated and 
actual cruise times between 00: 00 and 05: 00. Adjusted Alodel-Z' estimates were generated 
using the revised cruise times. 
The results from Model-Z' before and after the adjustment are presented in Mable[8.0]. 
The results are also compared with the best estimator, which is the mean of all ANPR 
observations during each time period, as described in section 8.1.3 in Equation[8.3] and 
the SCOOT estimates in Table[8.10]. 
05-Mar (Mon) 06-Mar (Tue) 
Initial Adjusted Initial Adjusted 
NIPE (%) 32.23 8.42 25.67 3.82 
MAPE (%) 41.15 28.17 35.86 24.49 
RAISE (sec) 56.88 48.89 58.19 53.29 
POWER (%) 74 90 77 88 
Table 8.9: Travel time estimation summary using Model-Z' for Tottenham Court Road 
corridor 
05-A1ar (Mon) 06-Mar (Tue) 
Initial Adjusted Ref. SCOOT Initial Adjusted Ref. SCOOT 
ALPE (%) 32.23 8.42 9.22 32.42 25.67 3.82 8.13 23.71 
MAPE (%) 41.15 28.17 24.75 40.76 35.86 24.49 22.84 34.16 
RAISE (sec) 56.88 48.89 43.77 52.36 58.19 53.29 47.54 54.15 
Table 8.10: Comparison of nlodel-Z' estimates against SCOOT and reference estimates 
for the Tottenham Court Road corridor 
Travel time estimates from Model-Z' before the adjustment are comparable to estimates 
from the SCOOT model, with the SCOOT model performing slightly better than Model- 
Z'. The SCOOT estimates are subject to the same bias as Model-Z' without the ýadjustinent 
for incorrect link cruise times, resulting in similar accuracy metrics. However, updating the 
link cruise time based on vehicle travel time recorded by the ANPR camera. pair improved 
the accuracy of the estimates for adjusted Model-Z'. 
The application of Model-Z' to the Tottenham Court Road corridor provides some 
insight into the ease of transferability of the proposed model. The application of the 
method to a different corridor is not a time consuming exercise, since no site Specific 
parameters requiring field observations is required for SCOOT controlled links and links 
under dynamic traffic control where link cruise-timnes are available. However. time accuracy 
of the model is dependent upon the accuracy of the link cruise-timie used. In the rase of 
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Tottenham Court Road corridor, the link cruise times obtained from the SCOOT system 
were biased. The SCOOT links in the corridor were calibrated about 10 years ago, and 
the values obtained from the SCOOT system do not reflect current traffic characteristics, 
resulting in the over-estimation of the travel time. Independent observations of vehicle 
travel times, such as GPS vehicle traces from third-party suppliers such as ITIS, could be 
used to validate the link cruise time in such cases. 
8.6.4 Transferability of Model-Z" 
Model-Z' was enhanced using an error correction model for congested traffic conditions 
in section 8.2.2, resulting in an updated model, Model-Z". The transferability of Model- 
Z" is examined in this section. In order to determine if the Alodel-Z" is transferable. 
the occupancy-only regression model calibrated using data for all the seven days from 
the Russell Square corridor was applied to the Tottenham Court Road corridor. It was 
assumed that the mean and standard deviation of estimation errors from Aiodel-Z' is the 
same for both the corridors. Hence, the mean and standard deviation of the error for the 
Russell Square corridor was used to de-normalise the estimated error on the Tottenham 
Court Road corridor. The scatter-plot between estimated travel times using Alodel-Z' 
(adjusted) and Alodel-Z" and ANPR travel times are given in Figure[8.20) below. 
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Figure 8.20: Comparison of estimates using Model-Z' and ntoclel-Z" 
It is not clear from the above results if the error correction model is transferable. 
A1odel-Z" failed to identify the time periods with high travel times as congested and did not 
apply the correction. In fact, only one 15-minute time period was identified as congested 
for the two days of data from Tottenham Court Road using the definition of congestion 
in Model-Z'' (normalised flow <0 and normalised occupancy > 0). The error correction 
introduced a positive bias in the travel time estimate for the time period identified as 
congested. Further analysis using data from different corridors for a larger number of time 
periods is required to determine if Model-Z" is transferable. Such an analysis and the 
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research required to develop a transferable error correction model are recommended as 
topics for future research. 
8.7 Discussion 
8.7.1 Assumptions behind the model 
The route-travel time estimation model convolutes the travel time distribution on indi- 
vidual links to estimate the mean route travel time estimate and its variability. It is 
assumed that cycle times, the offset between the signal cycles at adjacent junctions and 
the average queue length at the start of green during each signal cycle change slowly with 
time. Hence, it is assumed reasonable to use average values of these quantities for each 
15-minute period. If the signal cycle durations are different for two adjacent junctions 
(e. g. a critical junction and its upstream junction), the queue lengths and the number 
of delayed vehicles at the downstream junction can have large cycle to cycle variations. 
Travel time variability on such links can be estimated more accurately if actual signal 
cycle times are used. However, the mean travel time estimates using the proposed model 
are applicable to such routes. 
8.7.2 Advantages of the proposed model 
The advantages of the proposed travel time estimation model are the following. 
" The method uses data that are available using typical detector instrumentation on 
urban links. 
" The method requires only one external parameter: the cruise time of undelayed 
vehicles on the link. This parameter is calibrated for all the links controlled by 
adaptive traffic control systems such as SCOOT, and the value of this parameter is 
easily available for such links. Link-cruise times can also be estimated using spot- 
speed estimates potentially available from ILDs. This is in contrast to commonly 
proposed travel time estimation models that require actual travel time data on the 
links for calibration. 
" The method is simple and intuitive, and models the physical process of vehicle 
progression along a signalised road. This is an advantage over inductive models, 
where the relationship between the traffic flow process and the model parameters 
may not be directly evident. 
8.7.3 Drawbacks of the proposed model 
\Vliile the model presented in this chapter is conceptually attractive, it has the following 
drawbacks. 
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" Accuracy of flow data: Model-Z is deductive in nature, and the accuracy of the 
method is dependent on the accuracy of input data. This could be considered as a 
disadvantage compared to calibration based inductive methods. If the bias or errors 
in data are systematic, inductive models can learn or model the relationship between 
biased data and actual travel times. 
" Low flow periods: Model-Z overestimates the travel time during periods of low 
flow. When the time gap between vehicles is large, any errors in vehicle labels in 
the cumulative curves will lead to a larger error in the travel time estimate after 
the application of cruise-time constraint, as noted in section 3.1.2. However, it can 
be argued that it is less important to estimate the travel times accurately during 
periods of low demand. 
" Congestion: Flow counts reported by ILDs are error prone during congestion. Slow 
moving queues result in an ILD outputting a continuous series of 1 values, resulting 
in zero flow counts and high occupancies. Stationary queues over the ILD can also 
cause it period of low sensitivity after the queue has cleared (Robinson & Polak 
200Gb) if the ILDs use self-tuning inductance level threshold. The cumulative counts 
method cannot be used to estimate travel times when flow counts are not available 
during such periods. The proposed model substitutes travel time estimates during 
periods of congestion using an approximation technique given in section 7.6. Hence, 
this is a drawback of the proposed method driven by the limitations in input data. 
Future data sources could be used to obtain better flow estimates during congestion, 
as described in the next section. 
8.7.4 Future work 
A 1munber of' iutc'resting possibilities ill the areas of travel tii»e estimation and traffic 
control can be pursued based on the ideas generated from this research. 
" Link cruise time: It is possible to obtain spot-speed estimates from single loop 
detectors with advanced signal processing technology2. Installing such technology 
sloes not require changes to the physical ILD installation, and can be achieved by up- 
grading the electronics in the OTU. Link cruise times can be dynamically estimated 
using spot-speeds measured from upstream and downstream ILDs using this tech- 
nology. It will be interesting to see if dynamically estimated cruise-time estimates 
provide more accurate travel time estimates compared to the method presented in 
this thesis. Moreover, such technology can be combined with the proposed method 
to create a fully calibration-free travel time estimation method. 
" More accurate flow estimation from cross-lane ILDs: Advanced signal pro- 
cessilig tecluiology can also be used to obtain snore accurate flow counts from cross- 
lane ILDs. The magnitude of the change in inductance over an ILD is proportional 
Tor exaniple. see litte: //www". lek-innovitions. com/products. litui 
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to the amount of metal from vehicles over the ILD. Hence, the inductance Inca- 
surements can be used to determine the number of vehicles over a cross-lane ILD. 
A better estimate of flow counts will naturally reduce the estimation error of the 
proposed model. It will be interesting to see if more accurate flow counts can be 
obtained through such advanced signal processing compared with the method pre- 
sented in Chapter 4, and its effect on travel time accuracy. 
It should be noted that the above two methods that extract more information from 
existing ILDs do not require additional communication costs. Existing UTC system 
can be easily re-configured to receive additional information such as spot-speed es- 
tiinates derived from the ILDs. On the other hand, some of the methods proposed 
in the literature that use inductive signature data, such as Jeng & Ritchie (2005). 
involve the transmission of large quantities of inductive signature data to a central 
location, incurring additional communication costs. 
" Turning traffic estimator: The proposed model uses a simplified turning-traffic 
estimator based on estimated platoon structure, described in section 6.8. Existing 
turning traffic estimators use flow counts from side streets and the main street, but 
not the platoon structure. A hybrid turning-traffic estimator that uses information 
from the cross-streets and the estimated platoon structure can be developed for more 
accurate estimation of turning traffic. 
" Traffic control: The link travel time estimation model presented in this thesis has a 
direct application in traffic control. Traffic control systems use an underlying traffic 
model to estimate link performance indicators such as vehicle delay, queue length 
and number of vehicle stops. The estimates obtained using the underlying traffic 
model are used to optimise a criteria that maximises the performance of the road 
network. 
Such traffic Models use internal parameters that require on-field calibration. In the 
case of the SCOOT system, link cruise times and saturation flow rates need to be 
calibrated for each link, which is a time consuming exercise. The proposed link 
travel time estimation model can also be used as a queue estimator to estimate 
vehicle delay and the number of stopped vehicles. In conjunction with advanced 
signal processing techniques outlined earlier. the proposed approach can be used to 
create a traffic model for traffic control systems with lesser calibration requirements 
and associated costs. 
" Hybrid models: Travel time data derived using GPS and mobile telephone based 
locations of vehicles are becoming increasingly available through third parties such 
as ITIS. The availability of such data provides an opportunity to develop hybrid 
niocl('ls that combine the proposed model with vehicle travel time records obtained 
from such sources. 
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" Extension to right-turning links: In order to estimate travel times on arbitrary 
routes, the proposed link travel time estimation model should be extended such that 
it is also applicable to links that correspond to a turning movement, especially the 
right-turn movement. The proposed model works on the assumption that the flow 
counts recorded by the upstream and downstream ILDs correspond to the same set 
of vehicles and the cruise time on the link is known. This extension is possible 
when there is a dedicated right-turning lane with a separate ILD. In this case, the 
vehicles recorded by the ILD on the dedicated lane record the turning vehicles at 
the upstream end. These turning vehicles could be identified at the downstream 
ILD on the cross-street using information about the signal timing at the junction or 
using a platoon identification algorithm. Such an extension of the proposed method 
to right-turning lanes is a potential topic for future research. However, it is not 
straight-forward to extend the proposed method to estimate the travel time of right- 
turning vehicles when there is no dedicated right-turning lane. 
8.8 Conclusions 
Estimating travel times on urban routes is a complex problem. A model to estimate 
travel times on urban routes that does not require actual travel time observations for 
calibration was developed as a part of this PhD research. The proposed model was shown 
to perform better than both the SCOOT model and a calibration based state-of-the-art 
travel time estimation model for two corridors in central London. The method based on 
thr c"mtmcmlativc' counts method yielded reliable results clcsi)ite inaccuracies in flow counts 
obtained frone ILDs and the presence of turning traffic. The proposed iuctluwd has the 
potential to be deployed on it large number of links on an urban road network where flow 
comets are measured on the links using existing instrumentation with minimal efTort for 
site-specific calibration. Urban roads in a large number of cities in the world consist of such 
links where sensors measure traffic flow for the purpose of adaptive traffic control. Travel 
time estimates obtained using the proposed model are useful for the purpose of traffic 
control and network performance measurement as well as traveller information systems. 
Chapter 9 
Travel Time Prediction 
The previous chapters in this thesis focused on the problem of travel time estimation. 
However. a number of ITS applications need to be proactive rather than reactive, which 
require predicted values of traffic parameters in the short-term future. This chapter focuses 
on the problem of short-term travel time forecasting'. The term short-term is used to refer 
to time horizons of up to one hour into the future. 
This chapter is logically divided into two parts. The first part focuses on the devel- 
opment of an appropriate forecasting methodology. Traffic parameters such as flow and 
travel time exhibit recurrent patterns over time. Forecasting models generally make use of 
such recurrent patterns to predict traffic parameters in the short-term future. A forecast- 
ing methodology is developed in the first part of this chapter using traffic flow data for a 
three month period from a corridor in central London. The second part of this chapter 
applies the methodology developed in the first part to forecast travel time on the Russell 
Square corridor in central London. 
9.1 Background 
Vehicle trips are generated on a road network due to the demand for mobility of the 
population in an area, and is a reflection of the activity pattern of people in the area. 
The travel demand due to this activity pattern is captured by transport planners as sui 
Origin-Destination matrix. which is known to follow patterns based on the time-of-the- 
dav and day-of-the-week. Thus. traffic flow at a point on the road network is recurrent 
in nature, and reflects the repeating pattern of O-D demand in the area. There exists a 
direct relationship between traffic flow and travel time. Hence, travel time patterns are 
also recurrent in nature. Most traffic prediction models make use of the recurrent nature 
of traffic patterns for prediction. In addition, future values of traffic parameters at a given 
location are correlated with past values of the same traffic parameter observed at upstream 
and downstream locations. Predictions errors from the past time intervals can also be used 
to improve the prediction accuracy. 
"I] terms prediction and forecasting are u, eý1 interchangeably throughout this chapter. 
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Various traffic prediction models in the literature differ in the type of information used 
as input, and in use of the information contained in recurrent traffic patterns. Represen- 
tative traffic prediction models in the literature are presented in the next section, grouped 
based on the type of information used by the models for prediction. Such a categorisation 
cuts across various machine learning tools that are used to learn the traffic patterns. 
9.1.1 Temporal patterns 
The simplest of traffic forecasting models predicts the value of a traffic parameter in the 
future at a given location as a function of the same parameter observed at the same location 
in the immediate past. For example, Rained k Al-MaLsacid (1995) used an AIZ11l1A(0,1,1) 
time-series model to predict 1-minute future traffic flows. In another instance, Ding et al. 
(2002) used support vector machines (Bennett & Campbell 2000) to predict future traffic 
flows at a given location as a function of past observations from the same location. These 
models do not make use of the recurrent patterns in traffic. 
However, traffic paranuetc'rs are known to exhibit strong seasonality, with traffic pat- 
terns repeating every 2-1-hours on weekdays. Similarly, traffic parameters also recur at 
a weekly level at the same time-of-the-day and day-of-the-week. A number of forecast- 
ing models exploit this weekly and daily periodicity. For example, Williams ct al. (1998) 
developed it seasonally clifferencecl ARI11A model to predict 15-minute ahead flows with 
a seasonal differeiu"iiig order of 96 (equivalent to 24-hour lag). Williams eft Hoel (2003) 
predicted freeway traffic flows using an ARIAIA(1,0,1)(0,1,1)s model with a seasonal lag 
of one week. The above models exploit the daily and weekly periodicity respectively using 
statistical time-series tools. Zhang & Rice (2003) and Rice Sc van Zwet (200,1) predicted 
future travel times as a linear combination of historic mean travel time at the given time- 
of-the-day and the current travel time using a regression framework with time-varying 
coefficients. 
The recurring traffic trends can also be accounted for in a non-parametric framework. 
Smith & Demetsky (1996) used the k-Nearest Neighbour Method (k-NN) to forecast future 
traffic flows at a location where the feature vector (explanatory variables) included historic 
average flows at the ; ixen time-of-the-clay. Smith et al. (2002) reported that a seasonal 
ARI>\IA model with weekly seasonal differencing performed better than a carefully cali- 
brated k-NN model with similar explanatory variables. More recently, Chosh et al. (2007) 
used a seasonal ARI\IA model calibrated using Bayesian methods to predict traffic flows 
in Dublin. The daily- and weekly pattern of traffic provides important information about 
future traffic parameters, which is leveraged by a number of traffic prediction models. 
9.1.2 Spatially multivariate models 
Traffic parameters ºýlýýrrýee] at a given location are correlated with the same parameters 
observed at lºc'ighbouring locations at the past time intervals. For example, the traffic 
c"onºclitioºns at nlºStreaººu locations propagate downstream during unc"o»gested traffic regime. 
9.1. Background 216 
Similarly, traffic conditions propagate upstream during the congested regime. Information 
from upstream and downstream locations from previous time intervals can be used to 
improve the accuracy of forecasting models. 
In one of the earlier examples of spatially multivariate models, Ilobeika & Kim (1994) 
showed that information from upstream links ran be used to improve the accuracy of flow 
prediction at downstream links on highways. Stathopoulos & Karlaftis (2003) predicted 
the traffic volinue on signalised urban roads in downtown Athens using a multi-variate 
state-space approach. In their approach. a state-space model was constructed with auto- 
regressive and moving average terms up to three temporal lags at a given location and its 
upstream locations to predict future traffic volumiies. Kamarianakis & Prastacos (2005) 
used Space-Time Auto-regressive moving Average (STARIAIA) method to predict future 
flows as a function of lagged flows from a given location and its upstream locations. This 
model also makes use of the daily traffic flow trend explicitly by using explanatory variables 
with a temporal lag of one (lay in the model specification. Hence, their model not only 
makes use of recurrent flow patterns, but also information from upstream locations for 
flow prediction. However, use of information from neighbouring locations does not always 
improve prediction accuracy. Kanºarianakis &;, Prastacos (2003) showed that unless data 
from neighbouring locations have an influence on the predicted quantity, the additional 
spatially lagged explanatory variables may generate predictions that are actually worse 
than spatially univariate models. This topic is further discussed in section 9.5.1. 
9.1.3 Further refinements 
The properties of a recurrent traffic process can change over time, either temporarily or 
permanently. Temporary changes could be clue to factors such as incidents, road-works, 
weather or random variations in daily demand. Permanent changes in traffic patterns can 
result from charges irr travel demand in an area (demand-side changes) or due to changes 
in the transportation system (supply-side changes), such as the introduction of a new bus 
route or introduction of road pricing. 
There are two potential ways to handle such changes in traffic patterns for short- 
terin forecasting. The first approach uses clustering if the changes to traffic patterns are 
also recurrent. For example. inclement weather conditions or special events held at a 
large venue such as football matches can lead to different traffic patterns. However, such 
changes are also recurrent. Traffic flow patterns can be classified into different clusters and 
a model can be calibrated for each cluster for such cases. Predictions are made depending 
on the prevalent traffic condition using a model calibrated for the cluster with similar 
traffic conditions. IN rt al. (2003). Yu k Zhang (2004) and Van Der Voort et al. (1996) 
provide some examples of this approach. 
The spatial-temporal evolution of traffic on a given road also depends on the traffic 
regime. such as free-flow and congested conditions. The clustering approach has also 
been 1msecl to model the local evolution of a traffic process under different traffic regimes 
9.1. Background 217 
separately. Vlalºogianni et al. (2006) partitioned data into four clusters based on flow and 
occupancy values using Koronen self-organising maps and k-means clustering, with each 
cluster representing a different traffic regime. A separate neural network model was fitted 
for each traffic regime for prediction. 
The second approach to handle differing traffic patterns at a given time compared 
with the historic average pattern is to use an error feedback mechanism in the model 
specification. In this approach. the prediction errors from the previous time intervals are 
used to update the prediction generated for the current time interval. The moving average 
terns in ARIAIA models and methods such as the Kalman Filter work on this principle. 
Kalman filter based methods 1ºavc' been used by Chien k Kuchipucli (2003). Chen & Grant- 
Muller (2001) used a dynamic neural network where hidden units are modified depending 
on prediction error and input values. Whittaker et, al. (1997) used a Kalman filter based 
model specification that reflects the network topology to predict future occupancy values. 
9.1.4 Summary 
In order to understand the strengths and weaknesses of the above methods, their perfor- 
inaiw s should be compared. I1c, wc vc r, it is difficult, to compare the ac-curacy of different 
models in the literature since the data used and the context within which they are imple- 
iuclitccl vary widely l)etwccn different studies. It is also difficult to neatly categorise the 
models in the literature based on their approach since many of the models use a combi- 
nation of the above ideas presented in the previous sections. For example, the spatially 
multi-vaariate STAIIIAIA model proposed by Kamarianakis , 
Prastacos (2005) makes use 
of seasonal t rends in t raf lie (hat a in the model specification. However, the following three 
basic themes emerge when different traffic forecasting methods in the literature are com- 
pared. 
" Seasonality: Traffic flows. and hence other related traffic parameters such as travel 
time. show a strong seasonal trend at a daily and weekly level. Traffic forecasting 
models t hat account for t he seasonal trends perform better than the models that do 
not. 
" Spatial information: Data from upstream and downstream locations provide in- 
formation about f»tuiree traffic conditions at a given point. Forecasting models that 
Use this information performs better., provided the spatial explanatory variables are 
chosen appropriately. 
" Dynamic patterns: Trends in traffic patterns can vary with respect to the average 
historic trend on airy given clay. Forecasting models that dynamically self-adjust in 
response to such variations tend to be more accurate. 
It Should be ijot e1I llit ta Initiuber of dilferenºt st at statistical and machine learning models 
have 1)PPºU eººº1)1( vPd to capture the relationship between last and future observations of 
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traffic parameters. The accuracy of a forecasting model depends not only on the appropri- 
ateness of the model specification, in terms of explanatory variables, but also on correct 
implementation of the machine learning tool. The combination of model specification and 
the forecasting tool should be able to capture the above factors in a, forecasting model. 
For example, Yu &; Zlhang (200-1) used an ARIAIA model without accounting for daily 
seasonality in the model specification. However, the forecasting framework consisted of 
a. number of separately calibrated ARINIA models for different traffic patterns seich as 
the inc"reasiiig p»ittc'rn of traffic before morning l)c'ak hours and the decreasing pattern of 
traffic after the evening peak. A switching scheine was implemented to choose between 
these models based oil the current, traffic pattern. Hence, the frainework proposed by Yu 
k Zliang (200-1) takes the daily trallic flow pattern into account, indirectly. The forecasting 
approach presented in the next section will show that the three categories of information, 
via. seasonal trends in data, use of spatially lagged information and dynamic adjustment 
for changes in the traffic trend oil a given clay. are important. Models that use all of the 
above information tends to perform better than models that do not. 
9.2 Forecasting objectives and approach 
The objective of the forecasting model developed in this chapter is to predict 15-minute 
and 1-hour ahead travel times on a given urban corridor, as outlined in section 1.4. It 
is envisaged that the input, data available for the prediction model consist of a historic 
dataset of past travel time values. and travel tittle estimates from the immediate past. 
But, travel time estimates were available only for a one week period from 09th February 
2007 to 15th February 2007 for the Russell Square corridor in London. 
However, traffic flow values were available front the ASTRID (11ounsell & McLeod 
1990) system for the corridor for a three month time period. Both travel time and traffic 
flow values show similar within-day and day-today trends. Hence, traffic flow data from 
the sane corridor is used to develop an appropriate forecasting model structure. The 
forecasting model structure developed using tlhe flow data in this part of the chapter is 
used to model and predict travel times in the second part of this*chapter. 
9.3 Dataset used for model development 
Flow and occupancy are aggregated at 15-minute intervals from the ILDs in the Russell 
Square Corridor (Figure [7.8]) for the months of Jile. Juli' and August 2007 were obtained 
froh the ASTRID system at Transport for London (TfL). Outputs from all the ILDs on the 
corridor are used for model development. Data from June and July are used to calibrate 
the forecastilir; model. while the accuracy of the model is det, erlilinecl by comparing the 
predicted and actual flows for tlue inumitii of August. Time forecasting models Ilse only data 
from the weekdays. It is known that the quality of training data has an effect on the 
accuracy of calibration based models (ßul, instm k Polak 2006b). Hence. a quality analysis 
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of the data obtained from the ASTRID system is undertaken in the next section. 
9.3.1 Data quality 
While Inductive Loop Detectors (ILD) are a spatially and temporally dense data source 
for urban links, the ILD's are known to be prone to a number of problems that affect 
the quality of their output data (Robinson 2005b). The errors in ILD output need to be 
filtered out before the data are used to calibrate or train the models, since the presence 
of errors in the data will result in incorrectly calibrated models. A number of different 
methods are available in the literature to identify and filter out errors in ILD data. A 
detailed analysis of ILD data quality issues and filtering methods has been carried out in 
the context of ILDs installed on urban links in London in Robinson (2005a). The Daily 
Statistics Algorithm (DSA) proposed by Chen et al. (2003) was found to be the best data 
cleaning method for urban ILDs based on this analysis. 
Robinson (2005a) also proposed an Adjacent Detector Test (ADT) to identify and filter 
out errors in ILD data. The ADT requires the ratio of flows from each pair of adjacent 
ILDs when both the ILDs are working correctl}" as reference values. However, it needs to 
be determined if the ILD data are error free in order to obtain the reference ratios. Hence, 
a Modified Adjacent Detector Test. (\IADT) that does not require the reference ratio is 
proposed as a part this research. Details of the proposed NIADT can be found in section 
B. 5 of Appendix B. Three data. cleaning methods were applied to the dataset used for 
model development in this chapter to determine their relative merits: a simple heuristics 
based univariate test given in section B. 2. the DSA and the newly proposed h1ADT. 
It was discovered that there were a certain number of clays when zero flow count 
was recorded by some of the ILDs for the ent ire 24-hour period. The AIADT involves the 
calculation of Spearman's correlation coefficient (p) between the flows reported by adjacent 
ILDs for each day. The calculation of Spears iaim sp is equivalent to the calculation of 
Pearson's correlation coefficient between time ranks in the case of tied ranks. The formula 
for calculating the Pearson's correlation coefficient between two datasets x and y is given 
as follows. 
- . 71(1), - y) (9.1) 
. 111 
- 
(11)?. 
rip 
where, 
rxy - 
Col '(10iiun c"uejJicle7it 
r. y= A1r-atº rnlue. 5 of x and p/ 
'7x. Qy = SlundonI dFrirrlinns of x and y 
If an ILD reports zero flows fur an c"citirc' (lily. the standard deviation of one of the 
variables in the above equation 1ºPtoluc: S ic'rOO. lcýýiclili; to the denominator of the above 
equation assuming a valise of zero. Ilc'iirr. it %%-, Is cl('c"iclc'cl to apply the univariate screening 
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first to remove data from days with zero flow counts before applying the MADT. 
The DSA was applied based on the scaled vahies of its internal parameters, as given 
in Table[B. 1J in section B. 3. This resulted in only one day with cleans data in the training 
da. taset. The DSA was then re-applied based on the parameters used in Robinson (2005a), 
also given in Table[B. 1). A larger nniuhcr of days with clean data were returned using 
these parameters. This raises questions about the transferability of the DSA. It is possible 
that the parameters of the DSA need to be fine-tuned for different. locations with different. 
traffic. characteristics, eves though it is rlaiiiie l in Chen et al. (2003) that a common 
parameter set was applicable to a large area in California. 
The numbers of days with clean data after filtering using the above three methods arc 
given in Table[9.1]. 
Uncleared Univarinte Univariate DSA 
Data Filtering + AIADT 
Training 59 -1 41 54 
Prediction 30 444 
Table 9.1: Data after applying filtering techniques 
The Univariate + NIADT is the most conservative filter. followed by the Univariate 
method. The DSA is the least conservative filter. An ideal cleaning algorithm should filter 
out all the days with erroneous data. but include data from all the clays with clean data. 
False positives, or days with erroneous data not filtered out, by a cleaning algorithm will 
introduce a bias in models calibrated using the data. On the other hand. false negatives, 
or days with error-free data filtered out by the algorithm. removes valuable data points in 
the solution space used for model calibration. 
During the process of comparing the cleaning algorithms. it was discovered that the 
data cleaned using the DSA consisted of some 15-minute periods with occupancy values 
greater than 100%, which is unrealistic_. it was derided not to fine tune the DSA for 
the ASTRID dataset any further. Ilence. all the analyses in this chapter use data cleaned 
using Univariate Screening + AIADT. The data from 01.06.2007 to 17.07.2007 was used for 
training and data from 19.07.2007 to 31.08.2007 was used for prediction using AIADT2. 
The effect of cleaning methods on the peerfiorniauc"e of traffic flow forecasting, models is 
examined in section 9.9, where it is demonstrated that models that use data cleaned using 
Univariate + MIADT method provides lower prediction errors compared to data cleaned 
using the DSA. 
Data from 18.07.2007 was d(vinvil error prune by tlh, o Nim), r. 
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9.4 Model development approach 
This section focuses on developing a suitable framework for forecasting traffic variables in 
the short-term future. It was shown in section 9.1.1 that an appropriate choice of input 
variables in the model specification is important. (>ncv the ii1pllt varialA: s are clhosen, an 
appropriate machine learning tool should be used to "learn" the relationship between input 
and output variables. Three models with increasing amounts of information in their input 
variables are presented in sections 9.5,9.6 and 9.7 as a part of the model development 
process. These models use the k-Nearest Neighbour (k-NN) algorithm as the machine 
learning tool. 
It is shown in section 9.8 that the conclusions regarding the model structure derived 
in sections 9.5 to 9.7 are valid regardless of the machine learning tool used. The metrics 
used for measuring the performance of the models is given below. 
9.4.1 Measuring model performance 
The performance of the models is ineasured based on two criteria: goodness-of-fit of the 
calibrated model to the training dataset (in-sample accuracy) and the prediction accuracy 
of the calibrated model against an independent dataset (out-of-s. umple accuracy). Both 
in-sample and out-of-sample accuracies are quantified using the following metrics. 
9 Mean Percentage Error (RIPE) 
" Mean Absolute Percentage Error (AIAPE) 
9 Root Mean Squared Error (RAISE) 
The above metrics are calculated by comparing the predicted and actual mean values 
of the relevant traffic parameter for each I5-minnte time period. 
9.5 Model P- The simple model 
Alodel-P is the simplest of the models presented in this chapter. The model is used to 
predict future flows at a downstream ILD (NO1/055e) on the Russell Square corridor as 
a function of temporally lagged flows from the same ILD and its upstream ILDs. The 
structure of Model-P is as given below. 
" Independent variable: , 
%_}j, 
9 Feature vector: 1r "1119 `'"'' 
where, 
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ft+h = Predicted flow at time t+ 1i. Horizon 1t=15.60 mi»s 
slay = Maximum spatial lag =4 
trag = Maximum temporal lag =4 
fi' i= Flow on link s it time (t - i) 
No attempt was made to optimise the parameters of the k-NN method with a view 
to obtain the most accurate prediction results, since the olbjectiv-e of this section is to 
demonstrate that an appropriate choice of explanatory variables positively influences the 
prediction accuracy. The parameters of the k-NN method were chosen such that the 
prediction accuracy was comparable to the accuracy of the predictions models using classical 
statistical methods, presented in section 9.8. The parameters of the k-NN method used 
are as follows. 
1. Number of neighbours: 100 
2. Distance metric: Euclidean distance 
3. Local estimation method: Quadratic Regression 
The in-sample and out-of-sample prediction errors using Alo(kl-P are given in Ta- 
ble[9.2] below. The scatter-plot between predicted and act na! flow values. the auto- 
correlation plot of prediction errors, the histogram of error (list ril)ut ion ind saunple tinne- 
series plot between predicted and actual flows for 1-hour ahead prediction are given ill 
Figure[9.1]. 
Horizon ALPE (%) AIAPE (`lc) ßMMSE(sec) 
15-minute In-sample 2.11 10.24 54.82 
15-minute Out-of-sample 0.82 14.15 81.89 
1-hour In-sample 4.11 13.27 69.85 
1-hour Out-of-sample 2.39 17.79 100.95 
Table 9.2: In-sample and out-of-sample prediction cri-ors for AlO(I('l-P 
9.5.1 A note on spatially lagged explanatory variables 
A note should he gnade about the use of spatially lagged ilo""s als explanatory variables 
in Model-I'. Traffic Conditions propagate downstream (hiring lulrongeste'cI tratlic regime. 
and travel upstream (luring the congested regime enabling the Ilse 1)1 spatially 
lagged 
inforn)ation for prediction. However. the travel time of most vvellieies frone time nl)strealu 
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Figure 9.1: 1-hour prediction performance of Model-P 
to the downstream end of the Russell Square corridor is less than 15-minutes, with mean 
travel times well below 15-minutes. Most of the vehicles observed at the upstream ILD 
during a given 15-minute period would exit the corridor during the same period. Hence. 
the flow observed at an upstream ILD in the corridor during a 15-minute period is unlikely 
to have a causal effect on the flow recorded at the downstream ILD during the next time 
period. Froin this perspective, it is unlikely that flows observed at upstream ILDs contain 
predictive information about future flows at the downstream ILDs. 
On the other hand, traffic flows reported by the ILDs are not error-free. Data fron 
multiple ILDs provide independent measurements of the same underlying traffic flow pro- 
cess. Hence, the use of data from different ILDs has an averaging effect on the errors 
in measured traffic flows, leading to a better calibrated model. This is a context that 
is often overlooked in various traffic forecasting models in the literature. For example, 
Karnarianakis b: Prastacos (2005) predicted average flows during each 7.5-minute period 
using a model that included the flow from upstream locations during previous time inter- 
vals as explanatory variables, without considering the travel time between the locations. 
Vlahogianni et ßil. (2005) used 15-minute lagged flows from an ILD that is 300m upstream 
to the location of interest as an explanatory variable in their flow prediction model, while 
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it is unlikely that the travel time of vehicles over a 300m stretch of rofcl is greiter thine 
15 minutes. 
9.6 Model Q- Leveraging daily flow patterns 
Traffic flow patterns are recurrent at a daily level. ýIodel-P does not make use of this 
information for prediction. Hence, Model-Q is propose(] which uses historic average flows 
(historic flow profile) for a given time period as an additional explanatory variable for 
prediction. The historic flow profile is estimated by calculating the average flow in the 
training clataset for each 15-minute time period during the day. The structure of Model-Q 
is as given below. 
. Independent variable: ft+h 
. Feature vector: {f, fr , ... , ft t g, 
4r°'' "r"" 
where. , 
F1 is the average flow at time t at the location where the prediction is nmade. The 
performance statistics for Model-Q for 15-minute and 1-lour ahead horizons are given in 
Table[9.3]. and the relevant statistics are plotted for 1-Lour ahead prediction iii Fignre[9.21. 
Horizon ALPE (l, ) n1APE ('7) RAISE(sec) 
15-minute In-sample 1.36 7.91 44.31 
15-minute Out-of-sample 0.69 12.89 81.95 
1-hour In-sample 2.16 8.22 47.44 
1-hour Out-of-sample 0.82 13.39 82.97 
Table 9.3: Its-sample and out-of-satiiple prediction errors for Nlocl('l-Q 
The use of historic flow profile is an acl(liticmal explanatory variable improves the 
performance of the model for both in-sample and ollt-elf-S. auil)l(, predict ion. The estimation 
bins for Alodel-Q is also lower than that of Aloclel-P. llowe ver. time anti, -correlation of the 
error at lags I to 20 are significant for 1-11011r ahead t)ri'cli0ioll. This menus that there 
is a strong correlation between prediction error during the give11 tilluc interval and errors 
during previous time intervals. Hence, prediction error frone pre ious tilne intervals is 
added as an additional explanatory variable to Alodel-Q toi create Model-11 presented in 
section 9.7 below. 
9.7 Model R- Introducing feedback 
Ani error feedback inechanisni is added to 1\Ioclcq-(2 to, crvaw Moriel-11. The structure of 
Model-11 is as 0--iv-(en below. 
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Figure 9.2: 1-hour prediction performance of Alodel-Q 
Clay 
et E "'k ' ct-k + E} 
(9.2) 
k=h 
fR = fQ - E(t) (9.3) 
where, 
R= Predicted flow using Model-11 
fQ= Predicted flow using Model-Q 
h= tithe-horizon for prediction 
trag = Maximum lag of the error model 
et_k = Prediction error of Model-Q at time (t - k) 
et = Estimated prediction error of Model-Q, or the feedback terns 
The future values of errors from Model-Q are modelled using past error values as 
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explanatory variables using OLS regression in Model-H.. The key statistics from training 
and prediction using Model-R are presented in Table[9.4] and Figure[9.3]. The performance 
of Model-R is better than Model-P using MAPE and RIISE metrics for both in-sample 
and out-of-sample prediction. However, the prediction using Model-H, for 15-minute ahead 
horizon is slightly more biased than the prediction using Model-P. Overall, the introduction 
of feedback to Model-Q has not changed the prediction accuracy. 
Horizon MPE (%) MAPE (%) RMSE(sec) 
15-minute In-sample 1.20 7.86 44.11 
15-minute Out-of-sample 1.07 12.61 79.76 
1-hour In-sample 2.08 8.21 47.34 
1-hour Out-of-sample 0.85 13.31 82.50 
Table 9.4: In-sample and out-of-sample prediction errors for Model-R 
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Figure 9.3: 1-hour prediction performance of Model-R 
The prediction accuracy of Model-R and Model-Q are comparable. The RMSE of 
prediction using Model-R is lower than that of h lodel-Q for 15-minute ahead horizon, while 
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the prediction is slightly more biased. There is no significant improvement in prediction 
accuracy using Model-Ii over Ilodel-Q for 1-hour ahead horizon. It should be noted that 
prediction errors from time (I - 1). (t - 2) and (t - 3) are not available for feedback for 
correcting the 1-hour ahead prediction using 15-minute flows. This may account for the 
lower improvement in prediction accuracy due to feedback for 1-hour ahead prediction. 
9.8 Choice of modelling tool 
It was shown in the last section that the performance of the prediction model improves as 
the information contained in its input variables increases. The introduction of historic flow 
profile as an explanatory variable significantly improves the prediction accuracy. Model-R, 
that uses information frone the short-terns past, information about historic traffic patterns 
and prediction error from the short-terns past performs better than other models that do 
not snake use of all the above information. In this section, it is demonstrated that this 
observation is valid regardless of the choice of the machine learning tool by implementing 
I\Iodel-P. Model-Q and Model-R using statistical regression. 
Models P, Q and R use lagged values of the dependent variable as explanatory variables 
in the model specification. Hence the residual errors from such a model may be serially 
correlated. The commonly used Ordinary Least Squares (OLS) method cannot be used to 
fit regression models in this scviiario. Instead, a two-step model fitting process proposed 
by Hatanaka (1974) can be used for such cases. Time Hatanaka procedure available through 
LII IDEP software was tiSrcl tu fit the regression models in this section. 
The Hatanaka estimator has a terns for feedback correction using prediction errors 
from the previous tilne interval. Hence. two model specifications with feedback lout) 
are proposed in this section. Ill the first mnodcl, historic flow profile is not used as an 
explanatory variable. while it is used in the second model. The use of prediction error from 
the previous time interval iii the model specification means that the Hatanaka methodology 
can be used only for 15-minute ahead prediction. 
9.8.1 Model-P' 
The elements in the feature vector of Alodel-P are used as explanatory variables in Alodel- 
P' in a regression fralllework. The Hatanaka estimator adds a feedback term to this 
lllodel 5l)Cciliciltiull ilsillg predict ion error frolll t. llr previous time, interval. The in-sample 
and out-of-sample performance of Alodel-P' is given in Table[9.5] below. The scatter-plot 
between predicted and actual flow values, the auto-correlation plot, of prediction errors, 
the histogram of error (list rihution and a sample time-series plot between predicted and 
actual flows are given ill 1' ig11reI9. -1J. 
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Horizon MPE (%) MAPE (%) RNISE(sec) 
15-minute 
15-minute 
In-sample 
Out-of-sample 
1.31 
0.09 
14.22 
13.70 
78.83 
78.26 
Table 9.5: In-sample and out-of-sample prediction errors for Model-P using Ilatanakaa 
estimator 
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Figure 9.4: 1-hour prediction performance of Model-P' 
9.8.2 Model-Q' 
Historic flow profile is added to Model-P' as an additional explanatory variable to create 
: Model-Q. Model-Q is also fitted using the Hatanaka estimator. The in-sample and out-of- 
sample performance of Model-Q' are given in Table[9.6]. The relevant metrics for Model-Q' 
are plotted in Figure[9.5]. 
The prediction accuracy using Model-Q' is greater than the accuracy using Model- 
e', for both in-sample and out-of-sample prediction. This is in line with expectations, 
since Model-Q' uses the historic flow profile as an additional explanatory variable. The 
prediction accuracy of the models fitted using the Hatanaka procedure is greater than that 
U. L 
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Horizon NIPE (`X) NIA1)E ('X) I? NISE(sec) 
15-minute 
15-minute 
Iii-sample 
Out-of-simple 
1.44 
0.92 
11.08 
12.88 
61.78 
76.64 
Table 9.6: In-sample and out-of-sample prediction errors for model-Q using liatauaka 
estimator 
Actual vs. Predicted Flow Error Auto-correlation 
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Figure 9.5: 1-hour prediction performance of Modcl-Q* 
of the models using the k-NN method. This is not surprising since no attempt was tnade to 
optimise the parameters of the k-NN method for the given dataset. However, no attempt 
was also made to determine the optimal model structure in terms of the appropriate 
number of temporal and spatial lags for Models P' and Q, for example using the Akaike 
Information Criteria (Akaike 1974). Hence, no conclusions regarding the relative merits 
of these two machine learning tools for traffic prediction can he drawn fron this analysis. 
The comparison of different machine learning tools for the purpose of t raflic predict ion 
is beyond the scope of this thesis. The analysis using Hatanaka estimator showed that 
adding historic flow profile as in additional exi)lanatoýrY Variable in1proved thee prediction 
accuracy using a regression framework. Similar improvetnent, in prediction accuracy was 
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achieved by Model-Q over Model-P by using information about the historic flow profile 
with the k-NN method. 
9.8.3 A note on multi-step ahead prediction 
A note should be made about predicting traffic parameters 1-hour ahead into the future 
using 15-minute aggregate values of traffic parameters. The multi-step ahead prediction 
involves using data up to time (t - /i) to predict traffic variables at time t. Such multi- 
step ahead prediction models cannot be implemented using time-series methods such as 
ARIAIA, which need data up to time t-1 for prediction at time t. A prevalent approach 
in the literature involves fitting models of the following form. given in Equation[9.4], using 
a suitable machine learning tool. 
ST 
it 
-} it =EE 
8i, 
Jf(t-a), j + Er 
(9.4) 
j=1 i=0 
where, 
ft+h = Prceclie"t('(1 How at tünv t+ It. Where horizon It >1 
S= Maximum spatial lag 
T= Maximum temporal lag 
f(t_, ). j = Flow on link j at, time (I - i) 
, 3, ) = Parameters to he estimated 
ft = The error term, assumed to he independent and normally distributed with 0 mean 
For example. Dia (2001) used neural networks for multi-step ahead prediction. while 
Vojak k Danech-Pajoiih (1095) used fractal tools to fit such models. The application of 
classical statistical methods with feedback correction, such as the Hatanaka estimator. for 
multi-steg ahead traffic prediction is it potential topic for future research. 
9.8.4 Summary 
The improvements in flow prediction in the previous section were achieved through better 
specification of explanatory variables. A decade ago, transport researchers strived to 
determine the most appropriate machine learning tool for traffic prediction: for example, 
see Kirby et al. (1997) or Smith k Detnctsky (1997). A considerable section of traffic 
prediction literature in the last (ferkle experimented with different statistical and non- 
parametric techniques to ºº del recurrent traffic trends and predict future traffic flows. 
This resulted in a consicleral>ly long list of methodologies applied to the problem of traffic 
I)i-(diction in Ili(' litc'ratlire. 
However. liniite'el effort has been spelit in answering some of the basic questions such 
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as "What is it that we arc trying to predict? " and "Why should a particular machine 
learning tool model traffic trends Gelier than others and provide more accurate forecasts? ". 
The analysis in the previous section sheds some light on the answer to these questions. 
Historic profiles in traffic data and data from short-term past hold information about short. - 
term future traffic flows. Since the traffic trend on a given rlayy could deviate from historic 
trend due to a number of reasons. a mechanism for feedback correction using prediction 
errors from the immediate past improves the prediction accuracy further. The above 
observations seem to be true regardless of the machine learning methodology used based 
on the analysis carried Out Using the k-NN method and it statistical regressor specified by 
Hatanaka. 
9.9 Impact of data cleaning on forecasting accuracy 
This section examines the influence of data cleaning algorithms on the accuracy of traffic 
prediction. It was decided in section 9.3.1 to use data filtered using Univariate filtering + 
MADT for prediction, which is more a conservative data cleaning method than the DSA. 
Elsewhere (Robinson k Polak 2000b). the DSA algorithm was found to be superior to 
many other data cleaning methods in the literature for ILD data from central London. 
Hence, the motivation behind this section is to compare the performance of Univariate + 
MADT filter and the DSA. The comparison is carried out using a pragmatic metric: the 
performance of Model-I1 using data cleaned with Univariate + AIADT and the DSA is 
compared. 
In order tobe consistent with the cleaned dataset generated using Univariate + MADT, 
filtered data using the DS. up to and including the 17th of July is using for training and 
data from 19th of July onwards is used for prediction. The key statistics for training and 
prediction using Model-ß, are presented in Table[9.7] below. 
Univariatt' Filtering + AIADT Daily Statistics Algorithm 
PIPE 1IAPE HINISE AMPE MIAPE I1INISE 
Horizon '\1O(k (7 ) C/) (vvli/hr) (%) ('I, ) (veh/lir) 
15 nein Train 1.20 7.86 44.11 1.92 9.82 47.27 
15 min Predict 1.07 12.61 79.76 0.71 14.66 93.20 
11hr Trains 2.08 8.21 47.34 4.70 12.36 55.82 
1 hr Predict 0.85 1: 3.31 82.50 0.67 13.52 90.36 
Table 9.7: Statistics comparisons for Model-R/k-NN using data filtered by the DSA and 
Univariate + AIADT 
The performance of Model-11 is better klein data cleaned using Univariate Filtering 
+ IIADT are used cc niparecl to t1ie data cleaned using the DSA. The MADE and RNISE 
metrics for both in-sample and o it-uf sa»il)le prediction are lower when data cleaned using 
Univariaty + MADT filter is These results support the decision made in section 9.3.1 
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to use Univariate + MIADT filtering over the DSA. Contrary to the findings in ßobinson 
Polak (2006b), DSA may not, be the best available filter for cleaning urban ILD data. 
Further research is required to determine the best method for cleaning urban ILD data. 
It is suggested that the Univariate + AIADT filter proposed in this research should be one 
of the candidates considered for such comparative studies. 
9.10 Travel time prediction 
The previous part of this chapter focused on developing a method for forecasting traffic 
variables. In the next part of this chapter. the method will be used to predict travel times 
on a route in central London. 
9.10.1 Travel time prediction approach 
The deductive travel time estimation method. Alodel-Z', presented in Chapter 8 can be 
used to build a historic database of travel time values. Data from such a historic database 
can be used to calibrate a travel time forecasting model, and the model can be used for 
travel time prediction. However, travel time estimates using Alodel-Z' were available only 
for a one week period (09.02.2007 to 15.02.2007) due to the limited availability of high 
resolution (411z) ILD data required for Alodel-Z'. This dataset is not large enough to train a 
forecasting model. However, aggregate 15-minute flow and occupancy data were available 
from the ASTRID system for these ILDs for a three month period. from 01.06.2007 and 
31.08.2007, which was used in the previous section for developing the forecasting method. 
Travel time observations from the ANPR camera pair was also avaihahle for that time 
period. Hence, luoxY Model-Z' estimates are derived using ASTRID and ANPR data, as 
described below. 
1. k-NN travel time estimation model: Use the k-NN model described in section 
8.5.1 to: 
(a) Estimate travel time using flow and occupancy data frone ASTRID and travel 
time data from the ANPI camera pair between 01.06.2007 and 31.08.2007. 
(b) Estimate travel time »sing flow and occupancy data derived using M19 Messages 
and travel time data from the ANPR camera pair between 09.02.2007 and 
15.02.2007. 
2. Proxy model: Model the relationship between the travel time estimates frone the 
k-NN model and Alooclvvl-Z' for 09.02.2007 and 15.02.2007. 
3. Proxy time series: Convert the tinic series of k-NN travel dine c'stiinates fron 
01.06.2007 to 31.08.2007 into t)rOxr \IO(le1-Z' estinuates using the inodel calibrated 
in the previous stel). 
This process is described in detail below. 
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k-NN travel time estimation model 
The historic 15-mimute flow and occupancy data from ASTRID was obtained for the time 
period from 01.06.2007 and 31.08.2007 for all the ILDs in the Russell Square corridor, 
illustrated in Figure[7.8]. The data, were cleaned using Univ, ariate + 11ADT filter. Vehicle 
travel time records for the above time period were obtained using the ANPR camera 
records on the corridor. The travel time data were cleaned using the overtaking-rule. 
These two data sources constituted the historic database used for travel time estimation 
using the k-NN model. The settings of the k-NN model used for the estimation were as 
follows. 
1. Number of neighbours: 100 
2. Distance metric: Euclidean distance 
3. Local estimation method: Quadratic Regression 
This step is equivalent to in-sample estimation. since the estimation was carried out 
for input values contained in the k-NN database. 
Proxy Model-Z' estimate 
15-minute flow and occupaancv values were calculated using high-resolution (4IIz) ILD 
data obtained through M19 messages from the SCOOT system for 09.02.2007 through 
15.02.2007. Travel time estimates were generated using these flow and occ ll): 1ncy values 
from the historic database described in the previous step using the k-NN method. Travel 
time estimates from Alodel-Z'. Tjj(,, 1_7'. were generated for each 15-minute time period 
for all the weekdays between 09.02.2007 to 15.02.2007. als described in section 8.2.1. 
The proxy model, given by Ectmation[9.5]. was calibrated to model the relationship 
between the k-NN and nloclel-Z' estiniaates. 
&, 
xl(-i-z = I(TM.. \. ". ) +f 
(9.5) 
T: ll,, ht-z = Proxy for Modd-Z estimate of »ican travel time 
TkN, ti' = Mean travel t11ll(' (: Stllllilt(: S obtained using the k-NN model 
f(. ) =A function to be calibrated 
e= The error 1 Vr»> 
As the first step in calibrating stich a model. the k-: \\ estimates were plotted against 
Model-Z' estimates. shown in Figure[9.6]. It is clear froººº the scatter-plot between the two 
estimates that the slope of Ilse relationship is clisc"ontiººitotºs. Hence. a liIP. ir regression 
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model, estimated using OLS, was litt cd between the k-N N estimate and Nudel-Z' c'St illiatc 
when the estimated travel time using the k-NN model is less than or equal to 150 seconds. 
A second non-linear regression model, also fitted using OLS, was used toi Model the rehl 
tionship between the two estimates when the k-NN estimated travel time is greater than 
150 seconds. The proxy Model-Z' estimates were obtained using the switching-regression 
model described above. The travel time estimates using the proxy-model is also plotted 
in Figure[9.6]. 
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Figure 9.6: Relationship between Model-Z estimates and k-\\ estimates 
9.10.2 Travel time prediction model 
The travel time prediction model is structurally similar to Model-11 presented in section 
9.7. The form of the model is as given below. 
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T 
7"ý nt =a, Thist I 3, .T + Et (9.6) 
il=Jl 
T 
it = E^tk'Et-k+? )t (9.7) 
k=1 
? 't = 7'f "t _it (9.8) 
where, 
Thist(t) = Historic average travel time at time t on the given link or route 
V"t = Intermediate travel time prediction without feedback correction 
a, Ot, ryk = Parameters to be estimated 
Tt = Predicted travel time using Model-R at time t 
et, Tit = Error terms 
The above model was fitted using the Hatanaka procedure for 15-minute ahead pre- 
diction. The optimal explanatory variables for the model were determined by examining 
the t-value of the model coefficients. The optimised model structure for the 15-minute 
horizon was determined to be as follows. 
Ttnf. 
= 11 " Thist +2 7't-1 f 03 7't-2 f Et (9.9) 
it = 1'1 " ft-1 + 1)t 
(9.10) 
7't = ent_Et (9.11) 
The historic average travel time profile was created using Model-7' estimates for the 
weekdays between 09.02.2007 and 15.02.2007. For each day of prediction. the average 
travel time profile was calculated using the travel time estiuiat. ed using Model-Z' for all 
the remaining days of the week, except the day of prediction. 'Ravel time estimates during 
the weekend (10.02.2007 and 11.02.2007) were excluded from the calculation of the historic 
travel time profile. 
The one-hour ahead prediction model was fitted using Ordinary Least Squares esti- 
mation. While lagged dependent values are used in the model specification, the lags start 
from (t - Im), where It is the prediction horizon for multi-step ahead prediction. Based on 
the t-values of the coeflicients of the calibrated model, the following model form was used 
for 1-lour ahead prediction. 
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7. tnt That + ft (9.12) 
Et = ßl4 ' t-4 + 71t 
(9.13) 
'nt Tt = Ttl _ Et (9.14) 
Hence, the 1-hour ahead model did not use proxy Model-Z' travel time estimates for 
prediction since the explanatory variable in the model consisted of only the historic travel 
time profile. The 15-minute and 1-hour ahead travel time prediction results are presented 
in Table[9.8] below. 
Estimation 15-minute Prediction 1-hour Prediction 
MPE IN1APE RAISE NIPE NIAPE RAISE ALPE AIAPE RAISE 
Date (%, ) (%) (se( )I (%) (%) (sec) 
I 
(%) (%) (sec) 
09.02.2007 -2.89 15.65 72.59 -1.85 14.92 69.43 4.17 19.68 79.50 
12.02.2007 -2.13 13.88 64.38 -1.12 14.89 G9.08 -1.41 19.28 90.18 
13.02.2007 -1.54 19.69 92.63 -1.06 19.05 97.66 1.91 20.90 115.84 
14.02.2007 -4.65 14.57 73.24 -3.92 14.77 78.72 -2.09 19.07 115.04 
15.02.2007 -13.52 17.27 106.92 -13.91 16.83 114.11 -13.36 20.52 156.71 
Table 9.8: Travel time prediction statistics for the Russell Square corridor 
The prediction was not carried out for the weekend of 10th and 11th February since 
historic travel time profile for the weekend was not available. It should be noted that 
the metrics in Table[9.8] are calculated by comparing the predicted travel time against the 
mean travel time of all valid ANPR travel time records during a, given time period (AI PE. 
AMAPE and I? 111SE as described in section 6.4). It should also be noted that 15-minute 
periods with less than three valid ANPR observations were excluded from the calculation 
of the metrics reported above. 
9.10.3 Summary 
First of all, it can he seen that the prediction accuracy decreases is the prediction horizon 
increases. The error in predicting the travel time for the 15-minute alieaul horizon is larger 
than the error in the current travel time estimate. Similarly, the error in predicting the 
travel time 1-lour into the future is larger than the error for 15-minute ahead prediction. 
Nevertheless. the worst MAPS for 1-lour ahead prediction is less than 25%o. 
The calibration of the 15-minute prediction model uses proxy Model-Z' estimates. 
which indirectly use ANPR travel time observations. However. actual travel time estimates 
obtained using Model-Z' are used for prediction. The one-hour-ahead prediction model 
does not use ANPR travel times since the calibrated model uses only the historic travel 
time profile as the explanatory variable. Thus, it has been clenionstratecl that the travel 
time can be estimated and predicted for urban roads where actual vehicle travel tunes are 
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not recorded. 
Lastly, it should be noted that the models presented in this thesis need further testing 
before real-world deployment. The performance of the travel time estimation and predic- 
tion methods needs to be validated for a larger set of urban routes before they can be 
applied to a large urban network within ITS applications in a true plug-and-play fashion. 
Validation against a larger set of routes was not carried out during this research due to the 
difficuulty in obtaining the necessary data. Moreover, testing the suitability of the proposed 
method for real-world applications is considered beyond the scope of this research study. 
However, the author believes that the methods presented in this thesis provide the basic 
building blocks for implementing such real-world applications. 
9.11 Summary and future research 
9.11.1 Contributions from this chapter 
The following are the list of contributions presented in this chapter. 
"A large proportion of traffic forecasting literature focus on the choice of the machine 
learning tool and its configuration for modelling the recurrent patterns in traffic. An 
analysis of traffic forecasting literature was carried out in this chapter to identify the 
factors that contribute to the accuracy of traffic prediction models. Based on the 
analysis, it was determined that (1) historic traffic profiles, (2) traffic parameters 
observed during short-term past, and (3) prediction errors in the short-term past 
provide the most valuable information that contribute to prediction accuracy. 
"A new data, cleaning method for aggregate ILD data. called the AMADT, was proposed 
in this chapter (presented in Appendix B). This method was shown to be better 
than the DSA. a data cleaning method that has been previously demonstrated to be 
superior to many other cleaning methods. 
9.11.2 Future research 
" The importance of information contained in the input parameters to traffic predic- 
tion models, regardless of the machine learning methodology used, was analysed in 
this chapter. The analysis was carried out using regression models fitted using the 
Hatanaka method and the k-NN algorithm as the machine learning tools. It will be 
interesting to extend this analysis to other commonly used machine-learning meth- 
ods such as neural networks and time-series methods. Such an analysis can shed light 
on (a) the appropriate use of a given machine learning tool to optimally use all the 
information relevant for traffic prediction, and (b) comparison of different machine 
learning tools when the same information is supplied through input variables. 
" The new data cleaning algorithm presented in this chapter, the AIADT, looks promis- 
ing based on its performance against the dataset used in this chapter. However. more 
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analysis and testing is required to compare the pcrforniance of AIADT and other data 
cleaning methods such as the DSA under a range of different traffic conditions. 
9.12 Conclusions 
An analysis of forecasting methods of traffic variables in the literature was carried out 
in this chapter. The analysis showed that three factors contribute to the accuracy of 
traffic forecasting models: (1) information from the short-term past, (2) daily or weekly 
recurrent traffic patterns, and (3) feedback correction based prediction errors in the short- 
termn past. It was shown that regardless of the statistical learning tool used to capture the 
recurrent traffic trends, models that use all the above information tend to perform better 
than models that do not use all the information. This understanding was used to build 
the travel time prediction model presented in this chapter. 
9.13 A note to practitioners 
Models for estimating and predicting travel time on urban roads were presented in this 
thesis. The models use data that are normallvv available from urban links and require 
as little calibration as possible. Hence, the proposed models are of potential interest to 
practitioners. This section summarises the overall process of travel time estimation and 
prediction using the proposed models, and the main assumptions under which the methods 
are valid. In addition, this section also outlines the conditions under which the overall 
proposed process is expected to work well and conditions where it is likely to work less 
well. as a note to the practitioners. 
9.13.1 The overall travel time estimation and forecasting process 
The overall high-level process for travel time estimation and prediction is given in Fig- 
ure[9.7J. The first step in the overall process is link travel time estimation, where the 
Average vehicle travel time between two ILDs across a junction is estimated using the 
methods presented in Chapter G. The link travel time estimation model requires raw de- 
tector data (0/1 values) or flow count data at 1 second resolution or higher. In situations 
where ILDs span two lanes. Model-B presented in Chapter 4 can be used to estimate the 
actual flow counts. 
The route travel time estimation model presented in Chapter 7 is used to combine 
travel times on consecutive links to obtain route travel time and its variability. The 
route travel time, estimation model uses estimated link travel time distributions from the 
constituent links as its input. Finally. the travel time prediction approach presented in 
this chapter is used to predict future travel times. The prediction model uses the current 
average route travel time estimates and a database of historic average route travel times 
to generate future short-term travel time forecasts. 
9.13. A note to practitioners 239 
ILD 
Link Travel 
Time 
Estimation 
Model 
(-Travel Time 
Estimate 
ILD 
Link Travel Route Travel Time Time Travel Time Prediction 
Travel Time 
Estimation I Estimation Model 
Prediction 
Model Model 
Lam- ý 
ILD 
Link Travel 
Time 
Estimation 
ILD Model -7f- , Historic Route Travel Time Data 
Figure 9.7: The overall process for travel time estimation and prediction 
9.13.2 Strengths, weaknesses and limitations 
The above process for travel time estimation was applied to two corridors in central Lon- 
don, and the overall process was applied to one corridor, satisfactorily. Specific strengths, 
weaknesses and points relevant for practitioners, identified during this exercise, are out- 
lined below. 
" Ideal conditions for the proposed framework: The proposed route travel time 
estimation and prediction models are not expected to work well when the traffic flow 
is very low, such as during late nights and early morning hours. The process is also 
not expected to work well during extremely congested traffic resulting in standing 
queues over the ILD. The overall process is expected to work well when the traffic 
condition is between these two scenarios. Ideally, the corridor should have as little 
turning traffic as possible, and the signals on the corridor should operate under the 
same signal cycle. 
" Data requirement: Flow or count data frone the ILDs at a resolution of 1 IIz or 
higher should be made available at a central ITS system in order to implement the 
proposed models. However, there is no requirement that the data should be available 
in the central system in real-time. The process operates in near real-time, where the 
process is executed after the end of a time period (e. g. 15 minutes) using data from 
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the time period. This means that data from the previous time interval should be 
available at the beginning of the next time period. 
" ILD: High resolution data available fron the ILDs installed for signal control can 
typically provide the input required by the process. The process requires that an 
ILD is present at the upstream and downstream end of all the links on the corridor. 
The model is expected to work better when a separate ILD is present on each lane 
of the link providing per-lane flow counts. However, Model-B presented in Chapter 
4 can be used to estimate flow counts fromm ILDs that span two lanes, and hence the 
model process is also applicable when cross-lane ILDs are present. 
" Malfunctioning ILDs: It is not uncommon for ILDs to malfunction resulting in 
no output of useful data, for days or weeks. In such cases, an extended link can be 
defined to span two junctions between two functional ILDS, as long as at least swine 
vehicles traverse the extended link without getting delayed en route. 
In addition. there are short-terns errors such is periods when no flow is reported 
due to parked vehicles etc. A reasonableness check given in section 6.10 is used to 
ensure that unrealistic travel time estimates are not generated during such periods, 
and the travel time estimate from the last time period with valid data is output as 
the current travel time estimate. 
" Validity of cruise times: The only calibration parameter required for the process 
is the cruise time for all the links on the route. However, the accuracy of travel 
time estimates and forecasts generated by the proposed process depends on the 
accuracy of link cruise times. This quantity is typically measured in the field for the 
purpose of calibrating adaptive traffic control systems such as SCOOT. However, 
the measurements need to be updated periodically to reflect any changes to this 
quantity over time. Link cruise times can potentially be dynamically estimated 
using spot-speed estimates obtained frone the ILDs to overcome this issue. 
" Turning traffic: The link travel time estimation method given in the above process 
should not be applied to links with large turning movements at the mid-link junction. 
The method implicitly assumes that the vehicle counts recorded at upstream and 
downstream ILDs correspond to the same set of vehicles. This assumption is violated 
when a large percentage of vehicles enter or exit the link during each signal cycle. 
Additional information such as flow counts from turning lanes and signal timing 
slat a can be used to estimate vehicle counts corresponding to straight and turning 
movements and the travel time for each movement can be estimated separately. 
However. the proposed link travel time estimation method needs to be extended to 
make use of such additional i»forni tion. 
" Congestion: The link travel tiiii estii»atiol, method used in the overall process is 
pried on the cumulative counts method. Though the method is designed to handle 
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errors in vehicle count data, the output typically obtained from the ILDs during 
congested traffic conditions is unreliable. A standing or slow moving queue over the 
ILD often results in the ILD reporting a continuous vehicle presence, and no flow 
information can be obtained from such output. A rule-based adjustment is used to 
estimate the travel time during congestion, as outlined in section 7.6, to overcome 
this issue. However, the confidence in the travel time estimate produced by the rule- 
set during congestion is lower than in the estimate produced during non-congested 
conditions. 
" Light traffic: Errors in flow counts translate to larger errors in travel time es- 
timates during periods of light traffic, as described in section 3.2.1, using the cu- 
inulative counts approach. The rule-based adjustment described in section 8.2.1 
identifies periods with low flow and outputs the free-flow travel time as the travel 
time estimate. While this is a reasonable approximation that results in improved 
estimation accuracy, it should be noted that this is only an approximation rather 
than an estimate. 
" Critical junctions: The route travel time estimation model used in the above 
process assumes that the offset between signal cycles at consecutive junctions varies 
gradually. Hence, the method should not be applied to routes that contain a critical 
junction with a major arterial where the signal cycles of junctions on either sides of 
the arterial are not co-ordinated. In these situations, two separate routes should be 
defined on either sides of the critical junction and the delay at the critical junction 
should be estimated separately. Otherwise, the method will result in inaccurate 
estimation of route travel time variability. 
" Turning movements: The link travel time estimation model outlined in the above 
process cannot be applied to links corresponding to turning movements. Travel time 
for the turning movement could be estimated separately, as described in section 
8.7. -i. to estimate travel time on routes that involve turning movements. 
" Database of historic travel times: The practitioner has to bear in mind that 
historic travel time data for all the required routes and links need to be collected 
and stored in a database for the travel time prediction model outlined in the above 
process. Any cluinges to traffic flow patterns or the road network will diminish the 
value of this data. It is recommended that the historic dataset is regularly updated 
(mid pruned and the prediction models re-calibrated if applicable. 
9.13.3 Main assumptions 
The travel time estimation and prediction process developed in this thesis makes a nnu»- 
her of assmu»ptions. as outlined in relk vant sections. The main assumptions and their 
iliii)licatic»is are summarised in this section for convenience. 
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" Assumptions about flow for cross-lane ILDs: When ILDs span two lanes, 
Model-B presented in Chapter 4 is used to estimate flow counts used, which in turn 
is used as input to the link travel time estimation model. The model assumes that 
traffic variables such as flow count, headway between vehicles and vehicle mix are 
similar on the two lanes. Moreover, it is assumed that vehicle arrivals on the two 
lanes are independent of each other. The violation of the former set of assumptions 
will lead to incorrect flow count, estimates and thence biased link travel time estimates. 
A sensitivity analysis with respect to these assumptions can be found in section 4.4.2. 
While the violation of the latter assumption makes the model theoretically invalid, 
it is reasonable to assinne that this assumption is not normally violated. 
" Periodicity of traffic flow: The platoon identification algorithm used for link 
travel time estimation assumes that the traffic flow is periodic. This assumption 
is valid for all the links where the entry flow is controlled by a traffic signal where 
the signal cycle duration varies gradually. Hence, this assumption is normally valid 
within the context of the models presented in this thesis. 
" Overtaking: The link travel time estimation models presented in Chapter G assume 
First-In-First-Out. (FIFO). In other words, it is assumed that vehicles do not overtake 
each other on the link. The methods would still produce unbiased mean travel time 
estimates if this assumption were violated. However, the link travel time variability 
would be underestimated. which in turn would lead to errors in the route travel time 
variability estimate. 
" Cruise time assumption: The link travel time estimation models assume that at 
least one vehicle traverses the link at, the predefined link cruise time. This assumption 
is valid under normal operating conditions, but may not be valid under congested 
conditions when all the vehicles are delayed at the signal it least once. Hence, all 
approximate rule-based adjustment is used to detect congestion and estimate travel 
times during such periods. as described in section 7.6. 
" Turning traffic: The link travel time estimation models implicitly assume that 
flow counts recorded by upstream and downstream ILDs correspond to the same set 
of vehicles. The duality of this assumption deteriorates as the percentage of turning 
traffic on a link increases. This limitation of the model has been pointed out earlier 
in this section. It is recommended that the proposed models are not used where this 
assumption is violated. 
" Variability of signal settings: The route travel time estimation model assumes 
that signal cycclee time. split and offset vary gradually within each time period he» 
the route tz IVVel t ine is PSI imatecl. This assumption is generally valid since a(haptive 
signal cunt ml sYst vi, is such as SCOOT vary signal settings gradually. However. road 
network operators and traffic control engineers may niaimal1v change signal l)lais 
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abruptly in order to respond to specific traffic situations, leading to a violation of 
this assumption. The route travel time variability estimated during time periods 
when such actions take place will be inaccurate. 
9.13.4 Summary 
To summarise. the proposed route travel time estimation and prediction process will work 
well for sections of arterial corridors where the junctions operate under the same signal 
cycle. The process should not be applied to routes that involve turning movements or on 
routes where the percentage of turning traffic is high. The outputs from the process are 
more reliable during periods of medium traffic flow, while the confidence in estimated and 
predicted travel times is lower during congested conditions. 
Chapter 10 
Conclusions 
The previous chapters in this thesis presented methods for travel time estimation and 
forecasting on urban roads. This chapter summarises the methods presented in earlier 
chapters in the context of the objectives identified in Chapter 1 and the specific problems 
identified in section 3.4. This chapter goes on to outline the contributions of this PhD 
research and potential future areas identified for future research. This chapter is concluded 
with a speculative final section on the future of travel time estimation. 
10.1 Revisiting the objectives 
10.1.1 Primary objectives 
The main objectives of this research, as set out in Chapter 1. are the following. 
" Area of application: Estimate travel time for sigualisecl urban arterial roads. 
" Input data: Use data froin ILDs as input for travel time estimation that are avail- 
able from a large numl)er of links on urban road networks. 
" Calibration: Develop a travel time estimation method that requires as minimal 
calibration as possible. 
" Spatial coverage: Develop i travel time estimation method that is applicable to 
a large number of links on tyyl)icral urban road nvtworks. 
" Accuracy: Compare the accuracy of the l)rol)osc'cl travel time estimation method 
to comlparil)le existing travel time estimation methods. 
" Forecasting Horizon: Develop sa travel ti»ice forecasting m etlho(l tlhat provides 
travel time prediction up to a one hour ahead horizon. 
A travel time estimation method for urban links was developed in Chapter 6. Time 
proposed method lased on time rinniºlýýtive rcntnts ºnetlºcul nsPs flow counts froººº upstream 
and downstream ends of a link. which are easily available from the 1LDs installed for the 
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purpose of traffic control on a large number of links on urban road networks. The method 
requires only a single calibration parameter, via. the travel time of undelayed vehicles or 
the link cruise-time. This quantity is readily available from traffic control systems such as 
SCOOT. 
A method to estimate travel time on routes that are made up of multiple links was 
presented in Chapter 7. This method estimates mean, minimum and maximum travel 
times during a given time period. The combined link and route travel time model was used 
to estimate travel times on two corridors in central London: the Russell Square corridor 
and the Tottenham Court Road corridor. The estimates using the proposed method were 
compared against the SCOOT model and a state-of-the-art calibration based travel time 
estimation model. The proposed method outperformed both the models for the Russell 
Square corridor. The estimation accuracy of the proposed method was compared against 
only the SCOOT model for the Tottenham Court Road corridor. where the performance 
of the two models were found to be comparable. It should be noted that the proposed 
method requires less calibration data than both the SCOOT model and the calibration 
based model despite performing as well as or better than these models. 
A method for single-step and multi-step ahead forecasting of traffic variables was de- 
veloped in Chapter 9. The method makes use of recurrent trends in traffic variables at 
the daily level to forecast the value of traffic variables in the short-term future. The travel 
times estimates obtained using the methods presented in Chapter 6 and Chapter 7 were 
used to create a tine-series of travel time values for the Russell Square corridor. The fore- 
casting model used the time-series data to learn the recurring traffic trends and forecast 
travel times for 15-mninute and 60-min ahead horizons. The proposed forecasting method 
was able to predict mean travel times for both the forecasting horizons with less than 20% 
error (AIAPE). 
10.1.2 Secondary objectives 
At a tactical level, the following problems were identified in section 3.4 that had to be 
solved to achieve the main objectives. 
" Develop a reliable method to estimate traffic flows from cross-lane ILDs. 
" Develop a platoon identification algolithui to i(lentify groups of vehicles exiting the 
link during a signal cycle. 
" Develop an appropriate method to apply the cumulative curves method to correct 
the drift errors. 
" Develop a. method to convolute iIiclivicliml link travel time estimates to obtain route 
travel time variability. 
A large number of 1LDs on iirlrui roads in the UN are installed across two lanes. 
Accurate flow counts cannot be obtained from slic lh ILDs. A reliable method to estimate 
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the flow counts from cross-lane ILDs was developed and presented in Chapter 4. 
Identification of platoon structure is essential for generating unbiased estimates of link 
travel times. A platoon identification algorithm with a, single parameter was therefore 
developed and presented in Chapter . 5. 
It was shown that knowledge about the travel time of undelayed vehicles on a link, or 
link cruise-times, can be used to correct, the drift errors in the cumulative counts mnethods. 
This idea is the basis of the link travel tiiime estimation method presented in Chapter 6. 
Travel time of a given vehicle on adjacent links is correlated and the correlation is 
dependent on the vehicle's position in the traffic strcamii. Hence, statistical convolution 
cannot be used to combine the travel time distributions on two adjacent links. A method 
to convolute link travel times to route travel times. taking the above correlation into 
account, was presented in Chapter 7. 
10.2 Contributions 
This PhD research has made a number of research and practical contributions, which are 
described in the respective chapters where the contribution has been made, and swn- 
marised below. 
1. Flow estimation from cross-lane ILD: A hirge nuiiiber of ILDs installed for 
traffic control span two lanes. The flow counts reported by such ILDs are considered 
unreliable. A method to estimate flow cotiuts front such ILDs that does not, require 
site-specific calibration has beeng proposed in Chapter . 1. The method provides a 
cost-effective way to obtain flow estimates front a large number of points on the 
road network, utilising the existing infrastructure installed for the purpose of traffic 
control. 
2. Platoon identification: Platoon identification algorithms currently available in the 
literature use internal parameters that potentially require calibration for different 
sites. A platoon-identification nlgoritlinn with a single calibration parameter that 
exploits the periodicity of traffic flow on urban links was presented in Chapter 5. 
Platoon identification algorithms have application in traffic control. 
3. Cumulative counts method: The clllnulative counts nnethocl is a simple and Po- 
tentially calibration-free way to estimate the link travel tinge. llowever, the nletllo(1 
will produce large errors in travel time estimates in the presence of errors iu input 
data or if flow counts are not ]nrasure(1 at all the entry and exit points on a link. 
Hence, the cumulative counts iiiet 1, od has t bus far not been considered as a practical 
approach for urban link travel time estimation. A uni hod to correct such drift-errors 
has been proposed in Chapter G. The cllnlnlative Collllts 1fCt110(. 1 can be used with 
erroneous and incomplete flow conuts as intuit when the proposed correction ]n('thod 
is used. The correction method Ia nee eimal, les the cnumlative counts m etllod to be 
applied to a large uuniber of links on iirl>an road networks. 
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4. Queue estimation: The travel time estimation method presented in Chapter 6 can 
also be used as a queue estimator. While typical queue estimation models require 
queue discharge rate at the downstream junctions, the signal timing and the link 
cruise-time as calibration parameters. the proposed method required only the link 
cruise-time. Hence, the proposed method cati be used as i quelle estimator for traffic 
control systems with fewer calibration requirements. 
5. Route travel time variability: Travel time of a given vehicle on adjacent links 
is correlated and the correlation is dependent on the vehicle's position in the traffic 
stream. Hence, statistical convolution cannot be used to combine the travel time 
variability on two adjacent links. A method to convolute link travel times to route 
travel times, taking the above correlation into account. was presented in Chapter 7. 
6. Data cleaning: A new data cleaning ºnet hod for aggregate ILD dat a, the Modified 
Adjacent Detector Test, was proposed in Appendix B. This cleºuºing method was 
shown to be better than the Daily Statistics Algorithm. a cleaning method that has 
been demonstrated to be superior to other cleaning methods for data from ILDs in 
central London. 
10.3 Future research topics 
A number of potential areas for future research were identified as a part of this PhD 
research. Those topics, presented in the respective chapters that are pertinent to the 
research idea, are summarised below. 
1. Turning traffic estimator: Existing turning traffic estimators nsc' flONN, COMAS 
from side streets and the main street. bitt not the platoon structure. Platoons on 
urban links correspond to vehicles released front the upstreani signal during the 
green-phase that do not perform a turning inoveiuerºt. hence. there is potential 
in developing a hybrid turning-tiallic" te, ti, uator that cuºnl>iues traditional turning 
traffic approaches with information about the platoon structure for more accurate 
estimation of turning traffic for junctions where all entry and exit lluw counts are 
not measured. 
2. Using spot-speed estimates on urban links: Slot-slpec, cl estinmat. es on urban 
links are generally not used for link travel time estimation. since the stmt-sJR'ed esti- 
inates do not provide information about jiniction delay. The travel tline estimation 
approach presented in Chapter 6 provides a franie%%. ork to combine slot-tilu'cocl esti- 
mates available from a number of different sensor types with ILD data to estimate 
urban link travel tines including junction delnY. Such data fusion method.., call be 
used to estimate nnean link travel times as well as travel time variabilit. %. 
3. Hybrid models: Travel time clata (krivpd ººsiu;; (I PS and mobile teleplwue based 
locations of vehicles are becoiiºiººh increasingly available through t Iºircl parties such 
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as ITIS. The availability of such data provides an opportunity to develop hybrid 
models that combine the link travel time estimation model with vehicle travel time 
records obtained from such sources. 
4. Use of advanced signal processing: Signal processing methods that use the 
actual inductance values output by an ILD can be used to estimate the slot-spee(l 
of vehicles over the ILD as well as more accurate vehicle counts. ILD (lata obtaine(l 
using such signal processing methods can be, conihinecl with the link travel time 
estimation method proposed in Chapter 6. 
10.4 The future of travel time estimation 
We are seeing a rapid increase in the number of sensors deployed in all luanner of machines 
and infrastruct tire. Two developments that are of particular interest to the road traffic 
infrastructure are ANPR cameras and IIFID readers. For example. the London Low 
Emission Zone to be introduced in 2009 will involve installation of an additional 75 ANPI 
cameras in Central London'. The congestion pricing scheme proposed for New York City 
is designed to use E-Z pass electronic tag readers. These sensor systems can provide direct 
travel time measurement for a number of vehicles in the traffic stream on the links where 
they are installed. We are bound to see an increase in the number of these sensor types in 
the future. However, the number of links on which travel time,, can be directly observed is 
still limited unless sensors that can identify individual vehicles become ubiquitous. This 
is unlikely to happen in the next 5-10 years. 
Advances in technology for ILDs and other fixed-location traffic sensor devices can 
lead to better estimates of flow counts and spot-speeds under a range of traffic conditions 
compared to what is presently available. Such data can be ns("cl to obtain more accurate 
travel time estimates on a large number of links using the cumulative counts iilethod. as 
outlined in section 8.7.4. Advances in signal processing technology also enables recognition 
of individual vehicles using inductive signature output from ILDs. lIowever. data coln- 
munication costs associated with, the implementation of such scheeles using a centralised 
ITS architecture are likely to be high. Hence. (listribute(I systems spread across the road 
network that make use of inductive signature data may become prevalent ill years to c0111(". 
Fleet management systems and some in-car na igation systems send veh isle location 
data back to a central location periodically. With the proliferation of suc11 devices, along 
with continuing decreases in data communication costs, the spatial and temporal coverage 
of travel time observations can be expected to increase over time. 
Data a gregators such 
. as ITIS Holdings Plc who consolidate vehicle location data frolº1 111,11ti1)lr fl(, o operators 
help to create spatially and temporally richer (liltasets than those that individual operators 
caul provide. It is in t1(' bntiiuess interests of tli(. Se data aggregatun, 10) iui reale tilvir 11ei"t 
size and hence the spatial and temporal coverage of their (litta over 1111! ('. 
11111)l(`illentatloll 
'litt p: //ýcýýýý. it, intirnatioual. cum/Nýýýs/nrticlr. cftn'. 're nrý11U=11782 
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of road pricing schemes based on GPS technology will ensure that such coverage is ex- 
tended to most of the vehicles on the road for areas where such schemes are implemented. 
However, it is not clear how frequently the location data, front vehicles will be transferred 
to a central location and made available for travel time estimation under such schemes. 
Considering the communication costs involved, one should not be surprised if there are 
significant time lags before vehicle location data from such schemes ran be accessed by 
ITS applications. 
Mobile telephone operators could provide handset location data for road network mnon- 
itoring as a secondary source of revenue. LitelliOne in the US, ITIS in the UK and AirTel 
in India already provide their data for such purposes. The precision of location estimates 
is an issue with mobile phone based location data, while the spatial and temporal coverage 
is good. One should expect more use of mobile phone based data for travel time estimation 
in ITS application in the future. 
We will also see developments in travel time estimation engines that combine data from 
multiple sources. Combining heterogeneous datasets will not only provide better spatial 
and temporal coverage, but also better accuracy in theory since different data sources 
have different error characteristics. We can already see the fusion of mobile phone and 
GPS data by ITIS. The author feels that we will see developments in hybrid travel time 
models that combine ILD based travel time estimates with GPS and/or mobile phone 
data. With an increased demand for reliable travel time estimates for ITS applications 
and road network monitoring tools, it makes sense to make use of all the available data 
using hybrid models. 
The travel time estimation method presented in this thesis is well positioned to leverage 
the advances in sensor technology in the years to conic. The proposed mucthod also provides 
a basis for developing hybrid travel time estimation models using spatially and temporally 
sparse GPS and mobile phone based location data which will heroine increasingly available 
in the future. 
Appendix A 
Inductive Loop Detectors 
Inductive Loop Detectors (ILD) are one of the most connnoii sources of traffic data, cur- 
rently in use. This appendix provides an overview of the basic traffic parameters obtained 
using ILD output. A detailed explanation of the principles behind the operation of ILD 
can be found in Chapter 2 of Klein et al. (2006). 
A. 1 Basic ILD output 
ILDs consist of a loop of conductive coil carrying high-frecluenc, " Alternating Current (AC) 
embedded on the road surface. When a vehicle is present over the ILD. the metal content 
in the vehicle body alters the effective inductance of the loop. Hence. the inductance of the 
loot) indicates vehicle presence or absence. The inductance value. or the analogue output 
of the ILD, is sampled at a pre-determined frequency and converted to a digital output 
using signal processing methods. The basic output of the 1Ll) thus consists of 0/I valves 
reported at the sampling frequency; 0 for absence of a vehicle and I for vehicle presence. 
The SCOOT ILDs in central London are sampled at 4 llz. 
A. 2 Traffic parameters 
The raw digital output of the ILD can be used to deteriuint the following Iiallic l)afa+iueters. 
A description of fliese parameters can also be found in C herrett et, ßlt. (2000). 
A. 2.1 Flow 
The transition of the ILD output bit from 0 to 1 inclic atvs that a ýcýliic lcý has finished 
travelling over the ILD. The traffic flow during a given l)rriocl is clc'tc"r)nithrcl by rOuhltinng 
the number of 1-0 transitions during that time period. 
q- (N 
/`f) (A. 1) 
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here. 
q= Traffic flow, in vehicles/sec 
N10 = The number of 1-to-O transitions in the ILD output during a given tune period 
N= The total number of readings in the raw ILD output during the given time period 
f= Sampling frequency 
For example, ILD data recorded at 4 IN during a one minute period will have 240 read- 
ings. If there are 6 1-to-0 transitions, the flow is 0.1 vehicles/second or 360 vehicles/hour. 
A. 2.2 Occupancy 
()cculmncv is defined as the fraction of time vehicles are present over sui ILD during it 
given time period. Occupancy is obtained by calculating the fraction of ILD outputs bits 
equal to 1 during a given time period. 
N1 
N 
where, 
0= Occupancy 
(A. 2) 
1x1 = The number of hits equal to 1 in the ILD output (hiring a given time period 
A. 2.3 Average Loop-Occupancy Time Per Vehicle 
The Average Loop-Occupancy Time Per Vehicle (ALOTPV) is the average number of bits 
per vehicle in the ILD output. ALOTPV is given by the following equation. 
N1 
Nio 
where, 
u= ALOTPV 
A. 2.4 Average Headway Time Between Vehicles 
(A. 3) 
The Average Headway Time Between Vehicles (AIITBV) is the average length of the 
gaps between vehicles in terms of the mnnber of bits. AIITBV is given by the following 
equation. 
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lý= 
No 
where, 
h= AIITBV 
(A. 4) 
No = The number of bits equal to 0 in the ILD output during a givens time period 
Appendix B 
Screening of aggregate ILD data 
Aggregate flow and occupancy data (e. g. 5-minute or 15-minute average values) are typ- 
ically used as input for a number of travel time estimation and prediction models. The 
quality of estimation and prediction results using such models depends on the quality of 
the input data. Hence, errors in the data need to be screened and erroneous data need to 
be filtered out before using input to such models. This appendix presents commonly 11sed 
methods for screening and filtering of aggregate ILD data. 
B. 1 Introduction 
A detailed analysis of various quality checks for aggregate ILD data was undertaken by 
Robinson (2005a). In that study. diferi'nt cleaning methods available in the literature 
were applied to ILD data frone London. The data, cleaned using those methods were 
used as input to a travel time estimation model, and the effect- of cleaning nºethocls on 
the accuracy of travel time estimates obtained using the model was determined. The 
efficiency of the cleaning methods was determined by the improvement brought about 
in model accuracy by the cleaning method. The analysis suggested that data cleaning 
using the Daily Statistics Algorithm (DSA) proposed in Chen et al. (200: 3) and used iºº 
the California PeNIS systen-1 (Chen et al. 2001) yielded the best data cleaning method. 
A summary of the important data cleaning methods identified by Robinson (20035: ) are 
presented below. 
B. 2 Univariate tests 
Univariate tests examine the output frone a single 1LD to check if the reported ValnWS ýln' 
reasonable based on engineering judgement. For example, the Univariate test 'Ist' l by 
Robinson (2005a) has the following threshold values for reasonableness. 
1. Flow <0 vehicles/hour 
2. Flow > 2000 vehicles/hour 
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3. Occupancy < 0%0 
4. Occupancy > 95% 
The threshold values are determined based on some knowledge about the character- 
istics of the traffic at an ILD location. For example, it is quite unusual for roads in 
central London to report zero vehicles during a 15-minute period, even during the night. 
Similarly, most roads in central London. except major arterials, have a capacity well be- 
low 2000 vehicles/hour. Except during major incidents, occupancy values greater than 
95% are unrealistic. It must he noted that vehicles parked over an 1LD can lead to the 
ILD reporting very high occupancy values on urban links, including periods with 100% 
occupancy, depending on the duration of parking. The univaria. te filtering will correctly 
identify this as erroneous data. 
B. 3 Daily Statistics Algorithm 
The DSA is a filtering method that identifies days on which data from a given ILD are 
potentially erroneous. The statistical checks carried out by the DSA are designed to 
identify known types of errors in ILD data. The checks proposed in the DSA are time 
following. 
1. Statistics 1: (Number of samples with occupancy = 0) < Si 
2. Statistics 2: (Number of samples with occupancy >0 and flow = 0) < S2 
3. Statistics 3: (Number of samples with occupancy > k) < S3 
4. Statistics 4: (Information entropy (Shannon 1948) of occupancy (ata) > S4 
. 
An ILD sometimes does not record any vehicles clue to a number of reasons including 
low sensitivity and broken cable: statistics-1 is designed to identify these types of errors. 
On the other hand. an ILD can also output a continuous series of 1 values: statistics 2& 
3 are designed to identify this condition. If an ILD is stuck and returns the saune outlntt 
for a number of time intervals, it results in a reduction in the randomness of output, data: 
statistics-4 is used to identify this condition. If all the above criteria are satisfied, it is 
deemed that the ILD data for the given day are ok. On the other hand. if one of tile IhoV(' 
criteria is not met. the data are considered erroneous for the whole day from a given ILD. 
B. 3.1 Application of DSA to ASTRID data 
The threshold parameters of the original model proposed by Clien et al. (200: 3) Nvere 
specified for 20-10 samples per day. The ASTRID svsteuc stores 15-minute av rage values 
of flow all(l occupancy. resulting in only !H ti-iliiplos per day. lleiire. the par: uu("ters wrrv 
scaled based on the ratio of the number of samples. One must take special care in scaling 
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the information entropy threshold. The information entropy for a given sample of size 
n is proportional to 1092(n). hence. the scaling of S4 is carried out l)asecl on the ratio 
of the log of the sample size. It must he noted that Robinson (2005a) used a different 
set of parameters for the DSA when applied to urban ILDs in London. The three sets of 
threshold values for the DSA are presented in Table[B. 1] below. The second and third set 
of values were used for data cleaning using the DSA in Chapter 9. 
Original 
(Chen et a]. 2003) 
Scaled Robinson 
(ßobinson 2005a) 
Si 1200 56.47 10 
S2 50 2.35 10 
S3 200 9.41 60 
S4 4 2.40 1 
k 3 5%% 35% 35% 
Table 13.1: DSA parameters 
B. 4 Adjacent Detector Test 
The Adjacent Detector Test (ADT) proposed by Robinson (2005a) is based on ideas 
presented in Nilian (1997) and Clien et al. (2003). The method assumes that the local 
origin-destination patterns in traffic arc recurrent, resulting iii a l)1c(lictal)lc range for 
the ratio of flows between adjacent ILDs. A statistical hypothesis test is carried out to 
determine if the ratio of flows between adjacent ILDs at it given time period comes from 
the same population as the historic ratio of flows between the same pair of ILDs. 
A drawback of t his method is that it requires it historic set of flow ratios from adjacent 
ILDs for a time period when both the ILDs are working correctly. For example. if the flow 
values from one of the ILDs is systematically biased, time population of historic flow ratios 
will also exhibit this bias. Hence, a secondary check is required to verify that the historic 
flow values used for the comparison are error free. 
B. 5 Modified Adjacent Detector Test 
A Modified Aclj. u'i'iit Dc'tcctor Test (: \IADT) is 1>ropos''il its an altc'rn. ºtivc' to the ADM. 
The test compares the flow reported by two adjacent ILDs tu check for consistency. The 
proposed test is as follows. For daily flows lfrwu each adjacent detector pair, the Spearman 
correlation Coefficient is calculated for each day. If the correlation is above it certain 
threshold, it is deeººned that the flows recorded by the two ILDs are consistent; otherwise, 
one of the ILDs Ives output erroneous data for that. cl. ºV. This threshold is set -sonimliit 
arbitrarily at 0.8. The correlation is calculated for each mir-wise combination of adjacent 
ILDs. The following rule-set is applied to identify faulty ILDs based on the pair-wise test. 
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" If the test for an ILD fails with both its upstream and downstream neighbours. the 
detector is flagged faulty for the clay. 
" If the test for an ILD fails with one of its neighbours. and if the neighbour Imsses 
the test with its second neighbour, then the given ILD is deemed faulty for the day. 
" If the test fails for an ILD with one of its neighbours, and the neighbour fails to pass 
the test with its second neighbour, then the neighbouring ILD is deemed faulty for 
the day. 
It should be noted that the ratio of flows frone adjacent detectors can vary between 0 
and oo. with a mean value of 1 for an error free ILD pair. Hence, the distribution of the 
ratio of flows is likely to be a log-normal distribution. The commonly used Pearson's cor- 
relation coefficient is applicable only to normally distributed data. Hence, it was decided 
to use Spearman's p to determine the correlation. 
This test is based on the assumption that turning traffic levels are small at any junction 
between the ILDs. Given this assumption, the correlation between flows at adjacent ILDs 
should be high. Hence, the AIADT cannot be applied to two ILDs with a major junction 
with turning traffic in between. 
B. 6 Summary 
Comparing the performance of data-filtering algorithws is not straight-forward. Robinson 
(2005a) compares the performance of data-cleaning methods based on their influence on 
the accuracy of various inductive travel time estimation models. The question of data- 
cleaning is specifically relevant to the forecasting methods presented in Chapter 9. The 
three short-listed methods presented in this Appendix will be applied to the traffic: flow 
and occupancy dataset used to develop the prediction model in Chapter 9. 
Appendix C 
Inductive Loop Detectors in 
Russell Square Corridor 
An analysis of the ILD data from the Russell Square corridor is carried out in this appendix. 
While some of the cross-lane ILDs in the corridor span two regular lanes. sonic of them 
are located in close proximity to the start or end of bus lanes. hence, cross-lane ILD 
correction is applied to data from some of the ILDs in the corridor based on the analysis 
given in this appendix. In addition, some quality issues of ILD data are also examined. 
The cumulative curves constructed using uncorrected flows from the ILDs in the Russell 
Square corridor is plotted in Figure[C. 1]. First of all, it must. be noted that the flows 
recorded by all the ILDs in the corridor are broadly consistent with each other. A pair- 
wise analysis of flows from adjacent ILDs is carried to determine if the cross-lane effect is 
significant at any of the ILDs using data from the 9th February 2007. 
N02/063e & N02/052a 
Flows recorded by this ILD pair on 9th February 2007 are plotted in Figure[C. 2]. The 
flow counts recorded by the downstream ILD (N02/052a) ire lower than the flow counts 
recorded by the upstream ILD (N02/063e). There are no major turning movements be- 
tween N02/052a and N02/063e. There could be three explanations for the lower flow count 
recorded at N02/052a: (1) the sensitivity of N02/052a is low leading to missed detection 
of some vehicles, (2) vehicles travelling in the opposite direction travel over N02/063e 
resulting in a higher flow count, or (3) vehicles use both the lanes at N02/052a causing 
under-counting of vehicles due to the cross-bole nature of N02/052a. 
The cri-ors (lie to sensitivity differences are likely to be consistent, throughout the 
day. It can be seen from the figure that the slolx"ti of the cumulative curves frone the 
two ILDs (the flow rate) are similar between 0200 and 0600 hours. while the flow rates 
are different during other times of the day. A higher flow count at N02/063e due to the 
vehicles travelling in the opposite direction would have resulted in a higher flow count 
at N02/063e compared to all the other ILDs in the corridor. It is clear from Figure[C. 1] 
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Figure C. 1: The cumulative curves from the ILDs on the Russell Square Corridor 
that this is not the case. Hence, the third hypothesis is the most likely scenario for the 
difference in flow counts. Hence, the cross-lane flow correction model (Model-B) presented 
in section 4.3.2 is applied to the output from N02/052a. It can be seen from Figure[C. 2] 
that the flow counts are more consistent after applying Model-B. 
It should be noted that there is a difference in the number of vehicles recorded by the 
two ILDs over a 24-hour period, even after applying Model-B to N02/052a. In addition 
to turning vehicles, the ILD output suffers from a number of errors (Robinson &l: Polak 
2006b), resulting in the difference between two flow c mints. The link travel time estilililtioll 
models presented in Chapter 6 is designed to correct for such drift between the cum ulativ, e 
curves. 
N02/052a & N02/051j 
The ILD immediately downstream of N02/052a is N02/170e, which wits found to be faulty 
during the first half of February. The ILD output a continuous series of 1's for this period, 
rendering the data unusable. N02/051 j is the ILD that is immediately downstream of 
N02/170e, which is an ILD installed on the single lane carrying Southbound traffic on the 
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Figure C. 2: The cumulative curves from N02/063e and N02/052a on 09.02.2007 
corridor. There are two sources and one sink between N02/052a and N02/051j. Vehicles 
enter the corridor at the first junction with Russell Square (on the -North side of 
Russell 
Square) and at the junction with Guilford Street, while vehicles exit the corridor through 
two lanes at the second junction with Russell Square (on the South side of Russell Square). 
In fact, many of the vehicles that enter at the junction with Guilford Street exit at the 
second junction with Russell Square. Due to these turning movements, no conclusions can 
be drawn about the relative number of vehicles crossing these two ILDs. However, the 
number of vehicles recorded at N02/052a estimated using Model-B and the uncorrected 
flow recorded at N02/051j are consistent with each other, as shown in Figure[C. 3]. This 
provides additional evidence to support the view that the traffic over N02/052a is cross- 
lane. 
N02/051j & N02/169e 
N02/ 169e is a per-lane ILD that is immediately downstream of N02/051j, separated by 
a traffic signal assisted pedestrian crossing. Vehicles cannot enter or exit between these 
two ILDs. Hence, it should be expected that the uncorrected flows recorded by N02/051 j 
and N02/169e are the same. However, the flows recorded at N02/169e are higher than the 
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Figure C. 3: The cumulative curves from N02/052a and N02/05l j on 09.02.2007 
flow recorded at N02/051 j, as shown in Figure[C. 4 . 
No major differences in congestion 
were observed between N02/169e and N02/051j, though the upstream ILI) wa. marginally 
more congested. The ALOTPV values measured at the two locations were similar. Hence, 
congestion cannot be the sole reason for the discrepancy in flow counts. The road sect ion 
at N02/051 j consists of two lanes dedicated to right turning traffic and the left-imost lane 
dedicated for straight traffic down the corridor. It is plausible that some of the ve'hic'les 
used one of the right turn lanes and entered the left-eiost lane after crossing N02/051j, 
resulting in a smaller flow count at this location. It is also possible that N02/051 j is 
less sensitive and it does not detect some of the vehicles. For the purpose of travel time 
estimation, both the ILDs are per-lane ILD and flow counts estimated from their outputs 
will be used for travel time estimation without applying Model-B. 
N02/169e & N02/253e 
The uncorrected flow counts at N02/253e are lower than the flow cotnris at N02/ 169e, as 
shown in Figure[C. 5]. However, the road section at N02/253e carries vehicles entering the 
corridor from Russell Square in addition to the vehicles travelling over N02/169e. Hence. 
it is reasonable to assume that the flow counts are under-estiniated at N02/253e clue to 
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Figure C. 4: The cumulative curves from N02/051 j and N02/169(, on 09.02.2007 
cross-lane traffic detection. The estimated flow counts at N02/253e after al)plving the 
cross-lane flow correction model is larger than the flow recorded at N02/169e. This is to 
be expected as the flow count at N02/253e includes vehicles entering the corridor from 
Russell Square in addition to the vehicles recorded at N02/169e. 
N02/253e & N02/055e 
Flow counts at N02/055e include the vehicles that enter the Russell Square corridor at 
the junction with Bloomsbury Place (leading to Great Russell Street) in addition to the 
vehicles recorded at N02/253e. Hence, the flow counts at N02/055e are expected to be 
higher than the flow counts at N02/253e. The uncorrected flows from N02/055e are lower 
than the corrected flows at N02/253e, as shown in Figure[C. 6 . 
The lower flow º"(, nººts at 
the downstream ILD can be attributed to the cross-lane bias. After applying Model-B, 
flow counts at N02/253e and N02/055e are comparable, with a slightly larger flow count 
atN02/055e, which is consistent with the expectation. 
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Figure C. 5: The cumulative curves from N02/169e and N02/253e on 09.02.2007 
Summary 
Based on the above location analysis, uncorrected flows from N02/063e, N02/051 j and 
N02/169e are used for travel time estimation ill the c"orrj(lur, while flows fr )m N02/052a, 
N02/253e and N02/055e are used after applying Model-B presented in section -1.3.2. The 
flows thus calculated from the ILDs for six of the days during the week between 09.02.2007 
and 15.02.2007 are presented in Figure[C. 7]. The flows shown in the figure are cousisteut 
with the above analysis for all the weekdays, but not for Saturday and Sunday. Further- 
more, no flow count is recorded during part of the (lay for some of the ILDs on t lie l lt h 
and 15th of February. These issues are investigated below. 
No-flow periods 
One of the sources of error associated with ILD data from urban links results froº, º velºicles 
being parked over the ILD (Robinson ä; Polak 2006h). These errors are characterised by it 
period when the ILD outputs a continuous value of 1, and the flow count calculated using 
the ILD output during this time is zero. ILD N02/253e records zero flows din-in. - part 
of the day on 11.02.2007 and 15.02.2007, corresponding to the horizontal sections of the 
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cumulative curves in Figure[C. 7]. It can be determined if these are due to parked vehicles 
by examining the plot of the length of occupancy time of vehicles, given in Figure[('. ri]. lt 
is clear from the plot that the no-flow period on 15.02.2007 is due to a parked vehicle, as 
the length of occupancy time of a single vehicle around 16: 00 on that day is close to two 
hours. 
However, the no-flow period on 11.02.2007 is not due to a parked vehicle. The pos- 
sibility of no traffic on the corridor during this time can be ruled out, since vehicles 
were recorded at both its upstream and downstream ILDs, as can be seen in Figure[C. 7]. 
However, it is possible that a traffic disruption occurred on the Southbound lanes near 
N02/253e during this time period, causing the vehicles to travel around the ILD. Seich 
a scenario can result from a vehicle being parked adjacent to the ILD, but not over the 
ILD. An alternate cause resulting in the no-flow period is due to ILD error. A period of 
no flow with 0 output can either be due to the breakage of cable between the 11, D 'Ind 
the outstation unit, or due to hanging error. Since the error at N02/253e is of it short 
duration, error due to a broken cable can be ruled out. The most likely scenario for this 
error is due to hanging or a vehicle parked adjacent to the ILD. 
Lastly, it should be noted that the flows recorded on 10.02.2007 are not consistent 
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Figure C. 7: The corrected cumulative curves from the ILDs on the Russell Square Corridor 
as per the above analysis. The corrected flows at N02/253e are higher than the flows 
at N02/055e, which is inconsistent with the local traffic flow pattern. It is possible that 
traffic in the opposite direction (Northbound vehicles) travelled over N02/253e between 
1000 and 1500 resulting in an increased flow count. The alternate explanation is that a 
vehicle was parked on the left-most lane near N02/253e, resulting in all the traffic travelling 
along a single lane at this road section. Hence, the cross-lane flow correct in model oovcr- 
estimated the flow during this period. It was decided to apply cross-lane flow correction 
using Model-B for N02/052a, N02/253e and N02/055e during the weekend as well. The 
cumulative curve calibration procedure described in Chapter 6 is expected to correct the 
drift errors in cumulative counts during the weekend. 
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Appendix D 
Inductive Loop Detectors in 
Tottenham Court Road 
This appendix analyses traffic flows reported by the ILDs on the Tottenhamn Court Road 
corridor to determine if the reported flow counts are consistent with the traffic flow pattern 
in the corridor. 
The ILD locations on the Tottenha>n Court Road corridor are shown in Figure[8.19J. 
Each 1LD site consists of two 1LDs: a cross-lane ILD spins the two left-most lines. and a 
per-lane ILD is installed on the outermost line. The cross-lane ILD spans the bus-lane and 
the middle lane for general traffic at locations N02/056g. N02/058a and N02/062c. ILD 
N02/060g consists of a cross-lane ILD spanning to lanes for general traffic and a per-lane 
ILD on the outmost lane: however. it is located just downstream of a junction where the 
left-most lane is for left-turn traffic only. Location N02/059c consists of a cross-lane ILD 
spanning two lanes of general traffic. 
The uncorrected ciunulative curves and the cumulative curves obtained after applying 
Model-B given in 4.3.2 to the cross-lane 1LDs for 5th S: 6th March 2007 is presented in 
Figure[D. 11. It needs to be determined if the estimated flows from the ILDs are consistent 
with the traffic flow pattern in the corridor. A pair-wise analysis of flows from adjacent 
ILDs is carried out to this end. 
N02/056g & N02/058a 
Vehicles enter Tottenham Court Road fron Percy Street and Bayley Street and exit 
through Store Street. Ilence. it is difficult to comment Oil the relative magnitudes of flew 
counts at N02/058a and N02/056g. ºtuless flow counts ironu the side streets air available. 
The cumulative flow counts at N02/058a are higher titan flow counts at N02/056g. 
N02/058a & N02/062c 
\teliicles enter the corridor hetweeu these two ILDs from Coodge Street and Tottenham 
Street. and exit tliruiiglº ('Bellies Street. Flows recorded at N02/062c are likely to he 
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Figure D. 1: Cumulative flow curves from ILDs on Tottenham Court Road 
higher than flows at N02/058a, but the cumulative curves show otherwise. It is likely that 
N02/062c is not reporting the flows accurately. 
N02/062c & N02/060g 
Vehicles exit Tottenham Court Road through Howland Street between these two ILDs. 
Hence, one would expect N02/060g to report lower flows compared with N02/062c. How- 
ever, the flows reported by N02/060g are significantly lower than the flow recorded at 
N02/062c, to the tune of 40-50%. Field observations did not give evidence to such large 
turning ratios. Hence, there is reason to suspect that one of the ILDs is not reporting 
accurate flows. 
N02/060g & N02/059c 
A large discrepancy between flow recorded by adjacent ILDs is evident in this ILI) pair. 
Vehicles enter Tottenham Court Road from Nlaple Street, leading to higher flow counts at 
N02/059c. However, the disparity between the flows recorded by the two ILDs leads wie 
to believe that one of them is not working properly. 
268 
Summary 
In light of the above facts, it was decided to apply the cross-lane flow correct ion Illodel 
(Model-B) to all the cross-line ILDs. The flow at each ILD site is cahcutlatril by adding tIa' 
estimated frone the cross-lane ILD spanning the two left lanes with the per-hone flow from 
the ILD on the right lane. The results presented in section 8. (; our bast-t1 on diese flows. 
It is expected that the logic to correct for drift errors in the cumulative counts method 
will be able handle the inconsistencies in the cumulative curves. 
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