For diagnosing dyslexia in early childhood, children have to solve non-writing based, graphical tests. Curently, these tests are processed by a human expert; applying artificial intelligence techniques to this problem is not trivial. On the one hand, the evaluation of some of these tests is subjective and different experts can assign different scores to the same answer. On the other hand, the result of the diagnosis is also uncertain, because sometimes an expert wants to assign two different labels to the same case: certain symptoms are compatible with both dyslexia an an attention disorder, and a finer distinction is not possible for young children.
Introduction
Dyslexia can be defined as a learning disability in people with normal intellectual coefficient, and without further physical or psychological problems that can explain such disability. According to the Orton Society [19] , Dyslexia is a neurologically based, often familial, disorder which interferes with the acquisition and processing of language [...] . Although dyslexia is lifelong, individuals with dyslexia frequently respond successfully to timely and appropriate intervention.
In this research we are interested in the early diagnosis (ages between 6 and 8) of schoolchildren of Asturias (Spain), where this disorder is not rare. It has been estimated that between 4% and 5% of these schoolchildren have dyslexia. The average number of children in a Spanish classroom is 25, therefore there are cases at most classrooms [1] . Notwithstanding the widespread presence of dyslexic children, detecting the problem at this stage is a complex process, that depends on many different indicators, mainly intended to detect whether reading, writing and calculus skills are being acquired at the proper rate. Moreover, there are disorders different than dyslexia that share some of their symptoms and therefore the tests not only have to detect abnormal values of the mentioned indicators; in addition, they must also separate those children which actually suffer dyslexia from those where the problem can be related to other causes (inattention, hyperactivity, etc.)
All schoolchildren at Asturias are routinely examined by a psychologist that can diagnose dyslexia (in Table 1 there is a list of the tests that are applied in Spanish schools for detecting this problem). Nevertheless, an early detection of the problem can allay the treatment. We are in the first stages of the design of an automated prescreening application that can be used by the parents of preschoolers for detecting those symptoms that advise taking their children to a psychologist for an individual examination. We want that this automated application includes a fuzzy rule based system (FRBS), whose knowledge base is to be obtained from a sample of labelled data by means of a genetic algorithm. Using Soft Computing techniques for diagnosing dyslexia seems to us a natural choice, because of the properties of our data (linguistic terms, and vague measurements). As a matter of fact, there are many references where fuzzy techniques were used to learn medical diagnosis models from data. In particular, in [6] and [11] , fuzzy techniques have been used in the diagnosis of disabilities in language. However, in all of the preceding works, the data was crisp or categorical. Instead, most of our measurements are not crisp, as we will discuss later. Moreover, a high percentage of cases have missing values. None of the cited approaches are directly applicable to the problem at hand.
For building this FRBS, we have collected data from 65 schoolchildren during our research, comprising their answers to the tests in Figure 1 . In addition, each case has been individually classified by a phychologist into one or more of the classes "no dislexia", "control and revision", "dyslexic" and "other disorders" (inattention, hyperactivity, etc.) It is remarked that we have not tried to remove the uncertainty in our data prior to the learning, but we will introduce a novel rule extraction algorithm that is able to exploit better the information contained in these low quality sets of data. Summarizing, in this paper we will propose a new methodology for designing an augmented Genetic Fuzzy System (GFS) that can operate with low quality data, and apply the resulting knowledge base for determining, on the basis of the answers to certain graphical tests, whether a preschooler should be diagnosed by an expert. In a machine learning context, this means that we will design a classifier that is able to operate when we cannot accurately observe all the properties of the object. In the most simple case (interval-valued data) we will perceive sets that contain these values. In the general case, we will be given a nested family of sets, each one of them containing the true value with a probability higher or equal than its level; we will represent each of these families by means of a fuzzy set, with a possibilistic interpretation. In the remaining of the paper we will discuss in detail the particular properties of the data originated in the mentioned tests (Section 2), the use of fuzzy sets for representing this data (Section 3), how this data can be fed to a FRBS to produce a set of outputs (Section 4), the measurement of the performance of a FRBS with this data, and how to genetically optimize it (Section 5). In Section 6 we will apply the new algorithm to different benchmark and real-world problems, and compare the results to those of the crisp algorithms and with previous works. In Section 7 we conclude the paper and discuss future work in the subject.
Subjectiveness and uncertainty in the evaluation of a test
At the present time, an automated classification is not being used and an expert in dyslexia or psychologist is needed for diagnosing each case. Take, for instance, the sensory-motor skills test "BENDER" [2] . In this test, the child has to copy the geometric drawings displayed in Figure 1 , and the expert has to score each copy depending on the differences with the original.
In Figure 2 we have included actual copies of the fifth drawing of Bender's test by eight children in our study. Interestingly enough, for evaluating these differences the human expert follows by hand an algorithm described by a list of linguistic "if-then" rules (see the aforementioned reference [2] for a complete description of these). In this case, the expert has to decide whether the angles, relative positions, orientations and other geometrical properties have been accurately copied or not. In particular, the evaluation criterion about the angles for this fifth drawing is given by the rules that follow:
• If both angles measure 90 degrees and both small curves are equal then assign 3 points.
• If one angle does not measure 90 degrees or one small curve is not well copied then assign 2 points.
• If neither angle measures 90 degrees or none of the small curves are well copied then assign 1 point.
• If one angle or one small curve is missing then assign 0 points.
The authors of this rule-based algorithm did not envision the use of approximate reasoning techniques for interpolating between the scores, however it is clear that there is still a degree of subjectiveness in the task of scoring a figure and arguably this means that there is uncertainty on the input data. In particular, we have found that 1. it is possible than two experts assign a different number of points to the same drawing, 2. it is natural for some experts to assign a range of values to a drawing (i.e. "the score of the drawing is between 1 and 2") and 3. sometimes the experts prefer using a linguistic term (i.e. "near 2"). In our experimentation we have given the experts freedom for expressing the score of the tests to their best convenience, thus our data comprises a mix of numerical, intervalvalued and fuzzy data.
Furthermore, this imprecision in the scoring propagates through the output of the algorithm and sometimes the expert doubts about the diagnosing. For example, in the left part of Figure 3 and also in Table 2 we have displayed the scoring assigned by the expert to a child that she labelled as "no dyslexic". By contrast, in Table 3 and in the right part of the same Figure 3 we can see the drawing of a child for who the expert could not decide between "no dyslexic" and "control and revision" (this last label means that the individual is marked as suspicious and the test is repeated at the end of the term). Comparing the evaluations in Tables 2 and 3 we observe that this last child is near the group average in most tests, but below average in others. While the total score might suggest that the child does not suffer from dyslexia, some of the results could be interpreted otherwise, thus the labeling of the individual with multiple classes provides us with more information than any of the alternatives.
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Medium-Lower Medium Medium-Higher Higher Bender's test of one child assigned to the class "no dyslexia". Right: The same test solved by a child for who the expert could not decide between the classes "no dyslexia" and "control and revision".
Lower Medium-Lower Medium Medium-Higher Higher Table 3 : Results of the test where the expert could not decide between the classes "no dyslexia" and "control and revision". Observe that we might as well have classified the child as "dyslexic".
Another example is shown in Figure 4 , where we have represented two Bender's tests made at the begining of the course (6 year old child) and at the end, seven months later. This expert was in doubt about the assignment of this child to the classes "dyslexic" or "attention disorder / hyperactivity". In this case, an early decision is very important in order to choose an adequate education but in the first evaluation we lack information for completely deciding which label to choose. Having these cases in mind, we have allowed that the expert marks any individual with as many labels as he/she wish. 
Fuzzy sets, aggregated data and metainformation
In the preceding section we have stated that our dataset contains uncertain values in both output and input variables. On the one hand, each child might be assigned more than one label, thus the desired output of the system may be partially known. On the other hand, in the input side, we have found cases where the expert prefers using a range of numbers or a linguistic value. To this we can add those cases where more than one expert evaluates the same case and they do not agree in the score, or those where the result of a test is missing.
In these situations, an aggregated value signals that our information is incomplete. For example, a child who is assigned two class labels does not suffer from two different problems; we are only stating that we cannot make a finer distinction. Accordingly, a child who has not been diagnosed would be labelled with the set of all class marks. With respect to the input values, a score of [1, 2] in a test means that the actual score is an unknown number between 1 and 2. Lastly, those cases where the input value is linguistic or we have unreconciled scores by different experts have a similar semantic; there is a only partial knowledge about the actual value of the attribute.
In this work we will unify the treatment of all these cases by means of a possibilistic representation. We will use fuzzy sets for representing metainformation, understood as our knowledge about the uncertainty of the data. In particular, we will admit that we cannot perceive the actual value of a variable, neither we have a complete knowledge about the probability distribution of the difference between the perceived and the actual values. This incomplete knowledge will be modeled with a fuzzy set, which we will identify with the family of all the probability distributions for which the alpha-cuts of this fuzzy set have a probability mass higher or equal than 1-alpha [4] . Observe that this includes the interval and the crisp situations as particular cases. For instance, the interval [1, 2] mentioned before is regarded as the family of probability distributions whose support is contained in [1, 2] . Missing values are represented by an interval that spans the whole range of the variable. It is also easy to assign a meaning to the linguistic value "near 2" that we mentioned in the preceding section, or to reconcile different values of the same attribute, building a membership function from a bootstrap estimation of the distribution of a central tendency measure of the data, as described in [17] .
Fuzzy datasets like these originated in our interpretation are the main research area in fuzzy statistics, however this kind of information is seldom considered in Genetic Fuzzy Systems (GFS) [3] [7] . GFSs obtain Fuzzy Rule Based Systems (FRBS) from crisp data, and the role of fuzzy sets in a FRBS is to model vague asserts, using fuzzy logic-based tools. Fuzzy logic techniques are not, generally speaking, compatible with those fuzzy statistical techniques used for modeling vague observations of variables [15] , thus we need to design an extension of the fuzzy logic-based reasoning methods that closes the gap between standard FRBS and the use of fuzzy sets for modeling metainformation, as described before. This extension will be explained in the next section.
An Extension Principle-based Reasoning Method
In this section we discuss how to compute the output of an FRBS, given a vague input. At a first glance, this should consist in computing the cylindrical extension of the input, intersecting it with the fuzzy graph implicitely defined by the FRBS, and projecting this intersection on the output space. However, this procedure is not valid, because its result can be a nonnormal fuzzy set, that has not possibilistic meaning. In this section we adapt a reasoning method, that was proposed in [17] for fuzzy models, to the classification case and extend it to weighted fuzzy rules.
Let us make clear the problem with the help of a particular case; consider a fuzzy classifier comprising M rules:
and let us use the single-winner inference mechanism. In the first place, let us suppose that we have a crisp perception x of the properties of an object. Its class is, therefore,
In the second place, let the object be imprecisely observed, thus all our information is "x ∈ X." If we apply the fuzzy logic based approach mentioned before, the class of the object is still a singleton:
which is not the result we need. We want to obtain the set of labels that follows:
or, in other words,
which is different than eq. (3).
To solve this discrepancy, we propose to use the reasoning method that follows: Let X be the input space, let N c be the number of classes, thus K = {1, . . . , N c } is the output space, and let { A i → (C i , w i )} i=1,...,M be a set of M fuzzy rules. Recall that, given a crisp input x ∈ X, the most common reasoning method for computing the output of a FRBS takes two stages [3] :
1. An intermediate fuzzy set is composed:
2. This intermediate fuzzy set is transformed in a crisp value defuz( out(x)) ∈ K by means of a suitable defuzzification operator. In classification problems, the "maximum" defuzzification is mostly used. Therefore, the value defuz( out(x)) ∈ K is often equivalent to
The extension to set valued inputs is as follows: Given an input A ⊆ X (that, in our context, means "all we know about the input is that it is in the set A"), 1. We determine a family of intermediate fuzzy sets in the universe
2. An element of ℘(K) (that is to say, a set of crisp outputs defuz( out(A)) ∈ ℘(K)) is obtained, according to the following definition:
Lastly, given a fuzzy input A ∈ F(X), we will assign it, according to the Extension Principle (which is compatible with the possibilistic interpretation of fuzzy sets) a fuzzy set computed as follows: 1. We determine an intermediate fuzzy set on the universe
2. An element of F(K) (that is to say, a fuzzy output) defuz( out( A)) ∈ F(K) is obtained as follows:
Observe that the fuzzy set defuz( out( A)) is associated to the nested family of sets {defuz( out( A α ))} α∈[0, 1] , and that explains the possibilistic interpretation of this procedure.
FRBS with weights in the consequent part: definition of confidence for imprecise data
The weights of the rules will be obtained through extensions of the four heuristic methods defined in [9] , that in the remaining of the paper will be denoted CF I , CF II , CF III , CF IV . All these heuristics depend on the confidence degree of the fuzzy rule under study (and also on the confidence degrees of those fuzzy rules with the same antecedent and different consequents) and therefore it is needed to extend the definition of the concept of "confidence" to fuzzy data before we can use this kind of rules in problems with low quality data. This extension is as follows: c 1 ) , . . . , (x m , c m )} be a crisp training set, and let the confidence of a fuzzy rule c(A i ⇒ C i ) for this crisp dataset be [9] :
For a a low quality (fuzzy) dataset {( X 1 , c 1 ), . . . , ( X m , c m )}, we will define the confidence of a rule as the direct application of the extension principle to eq. (12), which is the fuzzy subset of [0, 1] given by
Definition of the extended Genetic Fuzzy System
The GFS that we will generalize to vague data was introduced in [8] . We have chosen this algorithm because of its balance between simplicity and performance. The pseudocode of this algorithm is shown in Figure 5 . It can be seen that it depends on two functions: "assignConsequent" (line 6) and "assignFitness" (line 9). These functions are also listed in Figures 6 and 7 .
It is remarked that we have not included in this explanation details about the representation of individuals, genetic operators or the initialization of the initial population, as these do not depend on the input data being crisp or fuzzy and can be found elsewhere [8, 9, 10] . Observe also that this algorithm does not codify the consequent of the fuzzy rules in the genetic individual. The function "assignConsequent" determines the class label that matches an antecedent with a maximum confidence. The function "assignFitness," in turn, determines the winner rule for each object in the training set and increments the fitness of the corresponding individual if its consequent matches the class of the object.
Generalized GFS
Generalizing a GFS to imprecise data involves changes to the inference mechanism, that we have discussed in Section 4, and also to the fitness function, as we have introduced in the preceding paragraphs (see also [15] for a deeper explanation). In the remainder of this subsection, we will study how to alter the functions "assignConsequent" and "assignFitness". This comprises 1. new procedures for assigning of the consequents, 2. computing set-valued fitness functions, and 3. the genetic selection and replacement of the worst individuals, including a short discussion about the meaning of "best" and "worst" when the fitness is a setvalued function.
Assignment of consequents
The assignment of consequents seen in Figure 6 is extended in Figure 8 . The original assigment consisted in computing the confidences of the rules "if (x is A) then class is C" for all the values of "C", then selecting the alternative with maximum confidence. In this paper the weight of a rule and the assignment of consequents depends on the defuzzified value of the confidence defined in eq. (13), approximated as explained in lines 4 to 11 of Figure 8 .
The operation "dominates" used in line 8 can have different meanings, ranging from the strict dominance (A dominates B iff a < b for all a ∈ A, b ∈ B) [18] to other definitions that induce a total order in the set of confidences. Generally speaking, we have to select one of the values in the set of nondominated confidences and use its corresponding consequent. In this paper, we have used the uniform dominance defined in [12] , that induces a total order and thus the set of nondominated consequents has size 1.
Computation of fitness
The error of the FRBS at an imprecisely perceived object is a fuzzy set. The number of errors of the whole classifier can be obtained by adding these individual errors with interval or fuzzy arithmetic operators.
In case that the i-th object of the training set is perceived through a crisp set, the output of the FRBS is a set of classes:
Accordingly, for a fuzzy value X i the output is the fuzzy subset of {1, . . . , N c } that follows:
for k ∈ {1, . . . , N c }. It can be inferred that the theoretical expression of the fitness function of the FRBS is:
where e i is a fuzzy subset of {0, 1}, whose α-cuts are:
In words, if the output of the FRBS is a single class label that matches the class label of the example, this point scores 1. If the set of classes emitted by the FRBS does not intersect with that of the object, this point scores 0. Otherwise, it scores the set {0, 1}. The fitness of an individual is the number of examples that it classifies correctly. Single-winner inference is used, thus at most one rule changes its fitness when the rule base is evaluated in an example [8] .
function assignImpreciseConsequent(rule) 1 for c in {1, . . . , Nc} The evaluation of this function is computationally very expensive, and we will use an approximation, described in Figure 9 for interval-valued data. This algorithm computes an interval of values for the matching between each rule and the input, then discards all rules that can not be the winner rule, and approximates the output of the FRBS by the set of the consequents of the non-discarded rules. This set includes the theoretical output, but sometimes it also includes extra class labels. In Figure 10 we have also included a more accurate approximation which is based on a sample of values of the support of the input. This second approximation will be used in the next section to better determine the quality of a classifier, but our learning will be guided by the function in Figure 9 , because of its lower cost. Other generalization of the function "assignFitness" to interval-valued data. This function is computationally too expensive for being used as a fitness function; it will be used instead for obtaining better estimations of test errors of the final rule bases. Lines 16-20 deal with the case where an object has imprecise output, i.e. "the class is A or C"; otherwise, the value of the variable "score" is crisp.
function assignConsequent(rule) 1 for example in {1, . . . , N} end for example return fitness Figure 11 : The original algorithm in [8] is altered as shown in lines 2 (function assignConsequent) and 12 (function assignFitness) so that is able to learn from a database where each example has a fractional degree of importance "ω(example)."
Genetic selection and replacement
There are two other parts in the original algorithm that must be altered in order to use an imprecise fitness function: (a) the selection of the individuals in [8] is based on a tournament, that depends on a total order on the set of fitness values. And (b) the same happens with the removal of the worst individuals. In both cases, we have used the uniform dominance defined in [12] to impose such a total order.
Numerical results
In this part we apply the algorithms described in the paper to different subsets of the data that we have described in Section 2. The purpose of this study is double:
1. Comparing the new approach (learning rules for diagnosing dyslexia from vague data with a genetic algorithm that uses a fuzzy valued fitness function) to the results of a crisp valued fitness function-based GFS. 2. Determining whether our data contains information enough for any of these GFSs to produce a powerful enough FRBS, than can be used by unqualified personnel for screening prescholars and detect dyslexia as early as possible.
Therefore, we want to isolate the benefits of using fuzzy sets-based metainformation in this particular problem, and determine whether there is a statistically significant improvement in the learning process due to the use of a fuzzy fitness function. To achieve this, we have built a crisp version of each dataset by removing the uncertainty in both input and output variables. We have applied the original algorithm in [8, 9] to these crisp versions, and the results have been compared with those of the approach presented here. Details about the procedures for removing the fuzziness of the measurements are also given in the following.
Description of the datasets
We have considered 5 different datasets regarding this experimentation. Their names are "Dyslexic-12", "Dyslexic-12-01", "Dyslexic-12-12", "Dyslexic-11-01" and "Dyslexic-11-12". The first three datasets contain vague data in both input and output variables, and in the last two we have avoided the use of fuzzy sets and intervals for representing data, thus they have precise inputs and vague outputs. It is remarked that all these problems are real-world data and thus we do not know the best attainable error with a FRBS.
The output variable for each of these datasets is a subset of the labels that follow:
• No Dyslexic
• Control and revision
• Dyslexic
• Inattention, hyperactivity or other problems
It is remarked that the class "control and revision" is not, properly speaking, a valid diagnosis. Being intermediate between "no dyslexic" and "dyslexic" it could have been represented by a set of classes, however the expert expressed her concerns about some particular properties of these cases, thus we have decided to make a compared analysis where these individuals are treated separately first and later they are integrated into either alternative. Concretizing, the datasets "Dyslexic-12", "Dyslexic-12-01", "Dyslexic-12-12" have 65 objects and 12 features. There is imprecision in both the input and the output, and also missing values. These three datasets differ only in their outputs:
• "Dyslexic-12" comprises the four mentioned classes
• "Dyslexic-12-01" does not make use of the class "control and revision", whose members are included in class "No dyslexic".
• "Dyslexic-12-12" does not make use of the class "control and revision", whose members are included in class "Dyslexic".
The last two datasets, "Dyslexic-11-01" and "Dyslexic-11-12" have, as we have mentioned, crisp inputs and imprecise outputs. We have not considered, in this last case, the class "control and revision"; summarizing, the datasets "Dyslexic-11" are two:
• "Dyslexic-11-01" does not make use of the class "control and revision", whose members are included in class "No dyslexic".
• "Dyslexic-11-12" does not make use of the class "control and revision", whose members are included in class "Dyslexic".
Both datasets have 65 objects, 3 classes, and 11 features. There is imprecision in the output but not in the input, and there are missing values.
Experimental settings
All the experiments have been run with a population size of 100, probabilities of crossover and mutation of 0.9 and 0.1, respectively, and limited to 200 generations. The fuzzy partitions of the labels are uniform and their size depends of the problem. All the experiments are repeated 100 times for bootstrap resamples with replacement of the training set. The test set comprises the "out of the bag" elements.
6.2.1. Methodology for comparing results between crisp and low quality data-based algorithms Comparing results of crisp and low quality data-based algorithms is difficult, as it requires using a method for removing the observation error from the data, and an inadequate removal may distort the results. In this section we have applied the following rules, proposed first in [14] , for producing crisp data from imprecise data:
• For removing the uncertainty of an input variable, intervals are replaced by its midpoint and fuzzy sets are replaced by their center of gravity.
• For removing the imprecision of an output variable, each sample is been replicated so many times as different alternatives exist, as described in [13] . Each replication is assigned a degree of importance such that the contribution of the example to the total fitness is not influenced by the number of replicas. For instance, an example (x = 2, C = {A, B}) is converted in two examples (x = 2, C = A) and (x = 2, C = B), and each one of them is assigned an importance 0.5. It is remarked that this use of weighted instances (not to be confused with the weights in the consequent of the rules that has also been introduced here) required a small change of the original algorithm, which has been already shown in Figure 11 . Lastly, it is remarked that this procedure essentially assumes a prior uniform probability distribution on the output variable for those cases that are labelled with more than one class.
Statistical significance of results and graphical comparison
The statistical comparison between samples of fuzzy data is not a mature field yet [5] and there is still some controversy in the definition of the most appropriate statistical tests. We have decided not to compute an interval of p-values (as proposed in the mentioned reference and cites contained therein) but to make a graphical representation, based on boxplots, instead. In the remaining of this section we will use two different presentations of the results:
1. Tables: In the "Crisp" columns we represent the error of the original GFS [8] with weights in both examples and rules. Conversely, in the "Low Quality data" columnms, we show the results of the learning: the mean fitness (training error) of the 100 repetitions, and an interval that contains the test error, computed with the exhaustive algorithm described in Figure 10 . The column "Low Quality [14] " contains the results of an earlier GFS proposed by us in [14] . 2. Boxplots: The boxplots are not standard because we represent crisp and imprecise results. We propose using a box showing the 75% percentile of the maximum and the 25% percentile of the minimum error (thus the box displays at least the 50% of data). In addition, we represent the interval-valued median of the maximum and minimum fitness. For this reason, we draw two marks inside the box.
Analysis of the results and discussion
The compared results of the crisp GFS, the fuzzy fitness driven version and our former algorithm in [14] are shown in Tables 4 and 5 , and the statistical significance of the differences is displayed in Figures 12 and 13 . As a first conclusion, the new algorithm is a significant improvement over the crisp GFS, showing that, in this problem, it is preferable to use an algorithm which is capable of learning rules with low quality data than removing the interval or fuzzy information and using a conventional algorithm. Of a secondary importance, the use of weights in the consequents does not seem to noticeably improve the power of the classification system. If weights are to be used, the most effective strategy for assigning a confidence degree to the consequent of a rule is, in this case, CF III . However, the use of weights for dealing with multi-labelled instances outperforms the approach used in previous works [14] (which was based in Table 4 : Means of 100 repetitions of the generalized GFS for the imprecise datasets "Dyslexic-12", "Dyslexic-12-01" and "Dyslexic-12-12" with 4 and 5 labels/variable. instance duplication), as deduced from the comparison between the two last columns in Tables 4 and 5 ; notice that the upper bound of the test error has been consistently decreased in all the experiments.
From a different scope, we have found that the FRBS is powerful enough for separating the dyslexic children from those with hyperactivity, attention disorders or other problems. The differences between the results in the three datasets shown in Table  4 seem also to support the necessity of the class "control and revision" as a fourth category in the diagnose. This can be seen, for instance, in the results of the dataset "Dyslexic-12" and 4 labels, that are similar to those of "Dyslexic-12-01" and better than "Dyslexic-12-12". We have also observed that, if the class "control and revision" is not used, the individuals in this class tend to be assigned to the group "no dyslexic" rather than to the group "dyslexic". In other words, even though the most probable evolution of a child in this class is towards the absence of dyslexia, the existence of this group is recommended, as it permits following the evolution of these possibly problematic schoolchildren. Table 5 : Means of 100 repetitions of the generalized GFS and original GFS for the dataset "Dyslexic-11-01" and "Dyslexic-11-12". With respect to the results in the datasets "Dyslexic-11-01" and "Dyslexic-11-12" in Table 5 and Figure 13 (these should be compared to "Dyslexic-12-01 (4 labels)" and 'Dyslexic-12-12 (4 labels)" in Table 4 , respectively) , the first conclusion is that the classification power of the system decreases when the uncertain attributes are not used in the input variables, and the difference with respect to the crisp algorithm is also smaller, confirming our hypothesis that the use of fuzzy metainformation during the learning can improve the results of the FRBS.
Concluding remarks
The relevance of the use of fuzzy metadata in the diagnosis of dyslexia is related to the high cost of the data acquisition. Obtaining data from 65 children required months of work, thus any progress that we can make for better exploiting of the data justifies the use of a rather complex learning algorithm as the proposed in this paper. We have found that the new technique makes a difference and allows us to draw sounder conclusions from the same data than standard GFSs. In addition, in this paper we have introduced some minor changes on the basic algorithm: the use of weighted instances for dealing with multi-labelled instances and the use of weights in the consequents. The first change has proven itself effective, not so the second.
Nevertheless, the main objective of the extended GFS in the scope of this research was to obtain a FRBS from low quality data that can be used by unqualified personnel to detect whether a children has suspicious symptoms and then suggest consulting with the psychologist. This objective is not fully achieved, because the percentage of misclassifications is still high. This does not necessarily mean that this objective cannot be achieved; being a prescreening, we should work further in extending the concept of confusion matrix to fuzzy data and use techniques of imbalanced classification and Bayesian minimum risk classifiers in order to obtain an adequate screening, where the probability of a dyslexic student is not being detected can be bounded by a low enough value.
