 GTWNNs were developed for satellite-based estimation of ground-level PM2.5.
Introduction
Fine particulate matter (PM2.5), which refers to particulate matters with aerodynamic diameters of less than 2.5 m  , has been reported to have many adverse impacts on climate change (Cao et al., 2012; Zhao et al., 2006) , human health (Guo et al., 2016; Wu et al., 2017) , and so on. Consequently, PM2.5 pollution has become a hotspot issue of common concern for the public in recent years (Peng et al., 2016; van Donkelaar et al., 2016) . However, currently, the monitoring of PM2.5 pollution is still limited due to the sparely distributed ground stations.
Given this, it is an urgent need to obtain spatial PM2.5 data with a high resolution for dynamic monitoring and control of atmospheric PM2.5 pollution (Engel-Cox et al., 2013) .
Because satellite remote sensing is able to provide observations with large temporal and spatial coverages, it has been extensively employed for the monitoring of ground-level PM2.5 (Hoff and Christopher, 2009; Lary et al., 2014; Liu et al., 2005; Liu et al., 2009; Martin, 2008; Zhan et al., 2017) . The most widely used parameter is satellite-derived aerosol optical depth (AOD). To estimate ground-level PM2.5 from satellite-derived AOD, a typical strategy used is to establish the statistical relationship between them (the AOD-PM2.5 relationship). The simplest method is to establish a linear AOD-PM2.5 relationship using a linear regression (LR) model (Chu et al., 2003; Wang and Christopher, 2003) . However, the AOD-PM2.5 relationship is easily influenced by many other factors, such as meteorological conditions. Then, the multiple linear regression (MLR) models were applied to estimate PM2.5 from satellite-derived AOD (Gupta and Christopher, 2009 ). Unlike MLR model, some numeric priors (e.g., exponential relationship) were introduced into the AOD-PM2.5 model, the semi-empirical model (SEM) was developed for satellite-based PM2.5 estimation (Liu et al., 2005; Tian and Chen, 2010) . These early models usually established a constant AOD-PM2.5 relationship in the whole study region and period.
However, the AOD-PM2.5 relationship tends to vary with time and locations, so some spatially and/or temporally varying models have been developed for AOD-based estimation of PM2.5. To consider the temporal variations of AOD-PM2.5 relationship, linear mixed effect (LME) models often add a random effect on each time (e.g., day, month) (Lee et al., 2011; Ma et al., 2016a) . Then, the ground-level PM2.5 are estimated using time-specific coefficients.
Additionally, geographically weighted regression (GWR) models, which take the spatial heterogeneity of AOD-PM2.5 relationship into consideration, have been widely applied for the estimation of PM2.5 (Hu et al., 2013; Ma et al., 2014) . Through a local regression technique, the GWR model estimates PM2.5 concentrations from satellite AOD using spatially varying coefficients. Then, the temporal dependency of AOD-PM2.5 relationship was further considered, geographically and temporally weighted regression (GTWR) models were introduced for the AOD-PM2.5 modeling (Bai et al., 2016; Guo et al., 2017; He and Huang, 2018a) . Due to the simultaneous use of spatial and temporal information, the GTWR model is expected to outperform the GWR model. However, these widely used spatiotemporally varying models describe the AOD-PM2.5 relationship based on a linear hypothesis, while the AOD-PM2.5 relationship has been proven to be very complicated (e.g., nonlinear) (Yang et al., 2018; Zheng et al., 2017) .
To fit nonlinear relationships between PM2.5 and influencing factors, the machine learning models have shown notable advantages than traditional statistical models (Li et al., 2017b) .
Consequently, many machine learning methods have been applied for the AOD-PM2.5 modeling, such as neural networks (Di et al., 2016; Li et al., 2017b) , random forest (Hu et al., 2017; Zhan et al., 2018) , gradient boosting machine (Zhan et al., 2017) , and so on. However, previous studies using machine learning models often established a globally numeric AOD-PM2.5 relationship, and neglected the spatial and temporal heterogeneities of AOD-PM2.5 relationship.
The ground-level PM2.5 were estimated from satellite AOD using a constant model for the whole study region and period. As a result, these models tended to obtain a good result as a whole, but might fail to get satisfactory estimates for a specific location or time.
It can be found from above analyses that two main modeling strategies, i.e., global modeling and spatiotemporal modeling, have been adopted to describe the AOD-PM2.5 relationship. The global modeling (e.g., LR, MLR, SEM, machine learning models) does not vary with time and space, and represents the AOD-PM2.5 relationship using constant coefficients in the whole study region and period. Unlike global modeling, the spatiotemporal modeling (e.g., LME, GWR, GTWR) establishes the AOD-PM2.5 relationship using time-specific and/or location-specific coefficients, which actually considers the spatial and temporal variations of AOD-PM2.5 relationship. Hence, the spatiotemporal modeling has become popular approaches for the AOD-PM2.5 modeling. However, they generally describe the complex AOD-PM2.5 relationship based on a linear hypothesis. To fit the nonlinear relationships between PM2.5 and influencing factors, machine learning models have shown notable advantages. While the global machine learning modeling seldom considers the spatial and temporal variations of the AOD-PM2.5 relationship.
Therefore, a challenging proposition is whether we can incorporate spatial and temporal heterogeneities into machine learning models for establishing spatiotemporally varying nonlinear AOD-PM2.5 relationships.
The main objective of this work is to develop geographically and temporally weighted neural networks (GTWNNs), which simultaneously consider the nonlinearity and spatiotemporal heterogeneities of AOD-PM2.5 relationship, for the satellite-based estimation of ground-level PM2.5 in China. With the input of satellite observations and meteorological factors, and the output of ground-level PM2.5 concentrations, the GTWNNs will be established for the modeling of AOD-PM2.5 relationship. To fully verify the feasibility of GTWNNs, the daily GWR (D-GWR) and GTWR models will be included for comparisons. This study will investigate and validate the effectiveness of combining geographical law and machine learning, and provide new approaches for the satellite-based estimation of ground-level PM2.5. The study region of this paper is China, which is shown in Fig. 1 By the end of 2015, a total of ~1500 stations have been established for the monitoring of atmospheric pollution. The hourly PM2.5 measurements were averaged to daily mean PM2.5, with the motivations reported in our previous study . In this work, only those days containing more than 18 valid hourly measurements were included for the model development. The annual mean values of PM2.5 concentration for each station were calculated and presented in Fig. 1 .
Study region and data

Ground-level PM2.5 measurements
Satellite observations
The AOD products obtained from Moderate Resolution Imaging Spectroradiometer (MODIS) onboard Terra and Aqua satellite were widely used for the estimation of ground-level PM2.5 (Wang et al., 2018) . Both Terra AOD and Aqua AOD products were included in this paper, which were downloaded from the Level 1 and Atmosphere Archive and Distribution System (LAADS, https://ladsweb.modaps.eosdis.nasa.gov/). We adopted AOD products of collection 6 with a spatial resolution of 10 km, and extracted the data field of "AOD_550_Dark_Target_Deep_Blue_Combined" to establish the AOD-PM2.5 model. This AOD products are retrieved through the combination of dark target and deep blue algorithms (Levy et al., 2013) . To estimate daily PM2.5 concentration, the average of Terra AOD and Aqua AOD were exploited. For each pixel, if only Terra AOD or Aqua AOD is available, then it is selected; if both of them are available, their average is used for the estimation of PM2.5. However, if both of them are absent, this pixel is identified to be missing and cannot provide PM2.5 retrievals.
Additionally, MODIS normalized difference vegetation index (NDVI, MOD13) products
were also downloaded from the LAADS website. The MODIS NDVI data are available at a spatial resolution of 1 km every 16 days. NDVI data was used in the AOD-PM2.5 model to reflect the land-use type.
Meteorological variables
Since the meteorological factors were found to have influences on PM2.5 concentrations were averaged for the model establishment. We refer the readers to the official website (http://gmao.gsfc.nasa.gov/GMAO_products/) for more details.
Data preprocessing and matching
Before model development, the data preprocessing were conducted to obtain a temporally and spatially consistent dataset. Firstly, all the data were reprojected to the same projection coordinate system. Secondly, satellite AOD products, meteorological data, and satellite NDVI were resampled to 0.1 degree using the bilinear method. Finally, we extracted the satellite data and meteorological data on those locations where the PM2.5 ground stations locate. For each 0.1-degree grid cell, ground PM2.5 measurements from multiple stations were averaged. After the data preprocessing and matching, in total, 64458 records were obtained as the fundamental dataset for the model establishment and validation.
3. Geographically and temporally weighted neural networks for the estimation of PM2.5
Model development
In this study, the spatial and temporal variations of AOD-PM2.5 relationship are simultaneously taken into consideration in the geographically and temporally weighted neural networks. The structure of this model is depicted as Eq. (1). denotes the location-time-specific estimation function for ground-level PM2.5 using input variables. That is, the estimation function varies from location to location and day to day. Specifically, this estimation function is represented using a generalized regression neural network (GRNN) model (Specht, 1991; Specht, 1993) , and Fig. 2 shows the schematic of geographically and temporally weighted GRNN (GTWGRNN) model for the estimation of PM2.5.
As presented in Fig. 2 , a common GRNN architecture consists of three layers. The first layer is input layer, in which the variables of satellite AOD, RH, WS, TMP, PS, PBL and NDVI are incorporated. The second layer is hidden layer, which has as many neurons as the number of samples used for constructing the GRNN model. The last layer has only one node, i.e., groundlevel PM2.5 concentration. Here, the GRNN model is exploited to create a continuous surface of PM2.5 with the input variables. The GRNN model has been proven to inherently have the advantages of fast converging to a global minimum (Cigizoglu and Alp, 2006) , therefore it is often applied in the function approximation problems. In addition, unlike the traditional neural networks, less parameters are needed for the GRNN model. Only one parameter namely spread, which controls the smoothness of fitting function, should be adjusted according to the model performance. More details of GRNN model can refer to previous studies (Specht, 1991; Specht, 1993) . k to prediction grid cell j based on the spatial and temporal dimensions (He and Huang, 2018b 
Parameter selection of GTWGRNN model
There are totally three essential parameters in the GTWGRNN model, i.e., the scale factor (  ), the spatiotemporal bandwidth ( ST h ), and the spread of GRNN. In line with previous study (He and Huang, 2018b) , a cross-validation technique was adopted to select the parameters of the scale factor (  ) and the spatiotemporal bandwidth ( In this study, we adopted a Gaussian distance decay-based weighting function for the adaptive bandwidth regime, indicating that samples outside the neighborhood were not cut off.
With a view to model accuracy and computation complexity, the adaptive bandwidth regime (  =3E4 and ST h =4 (the average of spatiotemporal bandwidth is 144 km day  )) were finally selected for the whole China. The reason for this is that it can achieve a competitive performance compared with the regime of fixed bandwidth, and obtain robust mapping results of PM2.5 concentrations more effectively with the uneven distribution of PM2.5 stations. For the spread of GRNN, it is a key parameter to influence the smoothness of fitting function. We tested the parameter of spread with bounds of 0.01 to 0.5, and the results suggested that the model with spread of 0.1 performed the best for the estimation of PM2.5 concentrations.
Model evaluation
To evaluate the model predictive ability, a 10 fold cross-validation technique (Rodriguez et al., 2010) has been extensively adopted. For the satellite-based mapping of PM2.5, there are mainly two cross-validation strategies, i.e., sample-based cross-validation and site-based crossvalidation. For the sample-based cross-validation, all the collected samples were divided into 10 folds randomly with approximately equal number of records in each fold. Secondly, nine folds of them were exploited for model fitting, and the remaining one fold was used for validation. Finally, the above step would be repeated ten times so as to validate the model performance on each fold of validation samples. For the site-based cross-validation, the grid cells containing monitoring sites were divided into 10 folds, and then, the validation process was similar with sample-based cross-validation. However, the input data in validation set was monitoring sites rather than samples. In short, for site-based cross-validation, the validation stations are not used for model fitting all along; for the sample-based cross-validation, the samples on some days may be used for model fitting and the samples on the other days used for validation. That is the main difference between these two validation strategies. Therefore, the sample-based cross-validation reflect the overall predictive ability of the AOD-PM2.5 models, and the site-based cross-validation (which is a spatial hold-out strategy), can assess the spatial prediction performance more reasonably. Consistent to our previous studies (Li et al., 2017a; Shen et al., 2017) , the sample-based and site-based cross-validation strategies were both employed in this paper. In fact, the "site" here refers to "grid cell", because the ground PM2.5 measurements from multiple stations were averaged in a grid cell.
The statistical indicators used included the following four terms: determination coefficient,
i.e., R square (R 2 , unitless), root-mean-square error (RMSE, reports a similar level to that in previous studies at a national scale in China (Fang et al., 2016; He and Huang, 2018b) . with previous studies on AOD-based PM2.5 estimation at a national scale in China (Fang et al., 2016 ), our study still shows slighter extent of underestimation/overestimation for the prediction of ground-level PM2.5. Table 2 shows seasonal performance of the GTWGRNN model. Among four seasons, winter (December, January, and February) obtains the highest R 2 values of 0.81 and 0.80 for samplebased and site-based cross-validation, respectively. However, the RMSE values for winter are also the highest, the reason for this is that winter has higher levels of PM2.5 concentrations than the other three seasons. Then, both spring (March, April, and May) and autumn (September, October, and November) have achieved R 2 values of 0.75 and 0.74 for sample-based and sitebased cross-validation, respectively. However, summer (June, July, and August) performs the worst with sample-based cross-validation R 2 of 0.68, which agrees with previous findings (He and Huang, 2018b) . Furthermore, the spatial performance of the GTWGRNN model was evaluated, which are presented in Fig. 4 . Overall, the GTWGRNN model shows a better performance in the middle and eastern China, whereas a relatively poorer result is reported in the western China. The reason for this could be that the monitoring stations are more densely distributed in the middle and eastern China and sparsely distributed in the western China. Though an uneven distribution of model performance in space, the GTWGRNN model has generally achieves a satisfactory predictive performance, with 71% of grid cells reporting high R 2 values of greater than 0.7 for the site-based cross-validation. Then follows the comparisons between GTWGRNN, GTWR, and daily GWR (D-GWR) models. Among these three models, the D-GWR model performs relatively worse, with sample- 
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Mapping of ground-level PM2.5 concentration
Based on the proposed GTWGRNN model, the spatial concentrations of PM2.5 were predicted. Fig. 5 shows the annual and seasonal distributions of ground-level PM2.5, which were mapped using the merging strategy in our previous study (Li et al., 2017b) . Overall, the mean value of PM2.5 concentration over the whole China is 43. from the dust particles in this desert region. Seasonally, summer is the cleanest, whereas winter is the most polluted season. According to previous works (Zhang and Cao, 2015) , the heavy pollution in winter is possibly caused by winter heating, especially in the regions of north China and northwest China. 
Discussion
To simultaneously consider nonlinearity and spatiotemporal heterogeneities of AOD-PM2.5
relationship, GTWNNs were proposed to estimate ground-level PM2.5 in this paper. Compared with traditional neural networks, the time-location-specific GTWNNs use a local fitting strategy, and need to address two essential issues. One is the amount of samples, the other is computation cost. For the first one, it should be noted that all samples on the estimation day and previous days are adopted for establishing a GTWNN model. Even though the samples with very small weights are excluded, the GRNN model, which was specifically designed for regression problems, is inherently effective to work with relatively limited samples. For the second issue, the GTWNNs are set up on every location and day, the computation cost seems to be notable enlarged compared with global neural networks. This challenge was addressed by two aspects of work. On the one hand, the samples with too small weights were exclude in the establishment of GTWNNs. On the other hand, the GRNN model used here has a fast solving ability so that amounts of iterations were avoided. Therefore, we hold the beliefs that the proposed GTWNNs model is an effective way for the assessment of ground-level PM2.5 concentrations from satellite observations.
Up to now, many validation strategies have been adopted for the performance evaluation of AOD-PM2.5 models, for example, sample-based cross-validation, site-based cross-validation, DOY (day of year)-based cross-validation (Ma et al., 2016b) and historical validation (Ma et al., 2016a) , etc. These validation strategies often make the readers confused, because the same model may report different results with different validation strategies. Actually, the DOY-based cross-validation and historical validation are more suitable for the performance evaluation of temporal prediction. For satellite-based spatial mapping of PM2.5, the most widely used are sample-based and site-based cross-validation. Compared with sample-based cross-validation, the site-based cross-validation is more reasonable to reflect the real prediction ability, because sample-based cross-validation may use the samples from the station itself on the previous time.
While this is inconsistent with the actual situation for spatial prediction of PM2.5. In this study, the GTWR model reports a relatively large decrease from sample-based cross-validation to sitebased cross-validation, implying a relatively poorer ability for spatial prediction. However, the proposed GTWGRNN model achieves a site-based cross-validation R 2 of 0.79, indicating that this model can count for 79% of the variations of PM2.5 in the spatial mapping.
Conclusion and future work
In this paper, geographically and temporally weighted neural networks were proposed to In future works, firstly, based on the proposed GTWNNs model, we are going to estimate spatial PM2.5 concentrations using satellite AOD products with higher resolutions. For instance, the MODIS multi-Angle Implementation of Atmospheric Correction (MAIAC) AOD products with a resolution of 1 km (Lyapustin et al., 2011a; Lyapustin et al., 2011b) , can provide more details for PM2.5 estimates. In addition, the missing AOD data results in some challenges for the spatiotemporal models to fully capture the spatial and temporal variations of AOD-PM2.5 relationship. Whether it is possible to develop an improved geographically and temporally weighted neural network model considering the missing data deserves future works.
