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Abstract
The generalized Poor-Verdu´ error lower bound for multihypothesis testing is revisited. Its asymptotic expression
is established in closed-form as its tilting parameter grows to infinity. The asymptotic generalized lower bound is
then studied in the classical channel coding context where it is proved that for any sequence of block codes sent over
the memoryless binary symmetric channel (BSC), the minimum probability of decoding error has a relative deviation
from the generalized bound that grows at most linearly in blocklength. A direct consequence of this result is that
the asymptotic generalized bound achieves the error exponent (or reliability function) of the BSC at arbitrary coding
rates. Finally, these tightness results are extended for the class of memoryless non-binary symmetric channels.
Index Terms
Binary symmetric channel, non-binary symmetric channel, error probability bounds, error exponent, channel
reliability function, hypothesis testing, code rates.
I. INTRODUCTION
A well-known lower bound on the minimum probability of error Pe of multihypothesis testing is the so-called
Poor-Verdu´ bound [2]. The bound was generalized in [3] by tilting, via a parameter θ ≥ 1, the posterior hypothesis
distribution. The generalized bound was noted to progressively improve with θ except for some particular channels
such as the memoryless binary erasure channel (BEC). However, its asymptotic formula as θ tends to infinity was
not determined.
In this paper, we revisit this generalized bound and determine its asymptotic expression in closed-form. We then
investigate the resulting asymptotic generalized bound in the classical context of the error probability of block
codes Cn with blocklength n and size |Cn| = Mn sent over the memoryless binary symmetric channel (BSC) with
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crossover probability p < 1/2. More specifically, for any code Cn, we establish the following upper bound on its
minimum probability of decoding error, an, in terms of the asymptotic generalized Poor-Verdu´ lower bound denoted
by bn:
an ≤ (1 + cn)bn, (1)
where c = (1− p)/p is the channel (likelihood ratio) constant. In other words, we prove that the deviation an− bn
grows at most linearly in n as a factor of bn. A direct by-product of inequality (1) is that lim supn→∞
1
n log
an
bn
= 0,
showing that the asymptotic generalized bound is exponentially tight for arbitrary sequences of codes and hence
achieves the BSC error exponent or reliability function at any (non-negative) rate. We also extend the above results
for the class of non-binary memoryless symmetric channels.
The exact characterization of the channel reliability function at low rates remains a long-standing open problem;
in-depth studies on this focal information-theoretic function and related problems include the classical papers [4]–[7]
and texts [8]–[11] and the more recent works [12]–[23] (see also the references therein). In previous related work,
Poor and Verdu´ conjectured in [2] that their original error lower bound for multihypothesis testing, which yields an
upper bound on the channel coding reliability function, is tight for all rates and arbitrary channels. The conjecture
was disproved in [24], where the bound was shown to be loose for the BEC at low rates. In [15], Polyanskiy
showed that the original Poor-Verdu´ bound [2] actually coincides with the sphere-packing error exponent bound
for discrete memoryless channels (and is hence loose at low rates for this entire class of channels). Our results,
while not explicitly determining the reliability function for the BSC and the non-binary symmetric channel, provide
an alternative approach for studying it and answers in the positive a variant of the original conjecture in [2] by
showing the exponential tightness of the asymptotic generalized Poor-Verdu´ bound for these channels.
In proving inequality (1) for any block code Cn sent over the BSC, we first observe that the asymptotic generalized
Poor-Verdu´ bound bn exactly equals the probability of the set N(Cn) of “no decoder ties,” which consists of all
input-output n-tuple pairs (xn, yn) ∈ Cn × Yn satisfying
d(xn, yn) > min
un∈Cn\{xn}
d(un, yn), (2)
where d(·, ·) is the Hamming distance and Y is the channel output alphabet. By adding the probability of all
“decoder ties,” i.e., all (xn, yn) ∈ Cn × Yn such that
d(xn, yn) = min
un∈Cn\{xn}
d(un, yn), (3)
which are collected in the set T(Cn), to bn = Pr(N(Cn)), an upper bound on the minimum probability of decoding
error an is then obtained. The problem becomes equivalent to proving that Pr(T(Cn))/bn is no larger than cn. This
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is shown using an intricate sequence of constructing finite covers, partitions and disjoint subsets of the two key
decoder sets N(Cn) and T(Cn), until we ultimately arrive at “atomic” subsets Bi,j(un|k) and Ωi,j(un|k) of N(Cn)
and T(Cn), respectively, whose probability ratio Pr(Bi,j(un|k))/Pr(Ωi,j(un|k) is diligently shown (via counting
arguments) to be upper-bounded by cn. The essential ingredients of the proof are outlined in Steps 1-5 at the end of
Section III and are illustrated in Fig. 1. With inequality (1) proven, the exponential tightness of bn to an is directly
confirmed. A similar proof technique, with slightly more elaborate modifications, is used to extend the results for
the non-binary symmetric channel.
The rest of the paper is organized as follows. The exact expression of the asymptotic generalized Poor-Verdu´
lower bound on the error probability in multihypothesis testing is presented in Section II. The error analysis of this
asymptotic bound is carried out in detail for the channel coding problem over the memoryless BSC in Sections III
and IV. Extensions of these results to the memoryless q-ary symmetric channel (with q > 2) are given in Section V.
Finally, conclusions are drawn in Section VI.
II. ASYMPTOTIC EXPRESSION OF THE GENERALIZED POOR-VERDU´ BOUND
In 1995, Poor and Verdu´ established a lower bound on the error probability of multihypothesis testing [2]. This
bound was generalized in [3] in terms of a tilted posterior hypothesis distribution with tilting parameter θ ≥ 1 (with
the original bound in [2] recovered when θ = 1).
Proposition 1: (Generalized Poor-Verdu´ bound [3]): Consider random variables X and Y , governed by the joint
distribution PX,Y , and that take values in a discrete (i.e., finite or countably infinite) alphabet X and an arbitrary
alphabet Y , respectively. The minimum probability of error Pe in estimating X from Y satisfies
Pe ≥ (1− α) · PX,Y
{
(x, y) ∈ X × Y : P (θ)X|Y (x|y) ≤ α
}
(4)
for each α ∈ [0, 1] and arbitrary θ ≥ 1, where for (x, y) ∈ X × Y ,
P
(θ)
X|Y (x|y) ,
(PX|Y (x|y))θ∑
u∈X (PX|Y (u|y))θ
(5)
is the tilted distribution of PX|Y (x|y) with parameter θ.
In [3], it is illustrated via examples that the lower bound in (4) improves in general as θ grows. However, the
asymptotic expression of (4), as θ goes to infinity, was not established in closed-form. This issue is resolved in
what follows.
Lemma 1: Given random variables X and Y with joint distribution PX,Y such that the marginal distribution PX
have finite support C ⊆ X , we have that for α < 1/|C|,
lim sup
θ→∞
PX,Y
{
(x, y) ∈ X × Y : P (θ)X|Y (x|y) ≤ α
}
= PX,Y
{
(x, y) ∈ X × Y : PX|Y (x|y) < max
u∈C
PX|Y (u|y)
}
.(6)
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Proof: Setting α = e−κ in the right-hand side (RHS) probability term in (4) yields
PX,Y
{
(x, y) ∈ X × Y : P (θ)X|Y (x|y) ≤ e−κ
}
= PX,Y
{
(x, y) ∈ X × Y : (PX|Y (x|y))
θ∑
u∈C (PX|Y (u|y))θ
≤ e−κ
}
(7)
= PX,Y
{
(x, y) ∈ X × Y : logPX|Y (x|y) ≤
1
θ
log
(∑
u∈C
(PX|Y (u|y))θ
)
− κ
θ
}
(8)
= PX,Y
{
(x, y) ∈ X × Y : logPX|Y (x|y) ≤ log ‖PX|Y (·|y)‖θ −
κ
θ
}
, (9)
where ‖PX|Y (·|y)‖θ ,
(∑
u∈C (PX|Y (u|y))θ
)1/θ is the θ-norm of PX|Y (·|y) for a fixed y ∈ Y . Noting that
logPX|Y (x|y) ≤ log ‖PX|Y (·|y)‖θ −
κ
θ
⇐⇒ κ
θ
≤ log ‖PX|Y (·|y)‖θ − logPX|Y (x|y), (10)
we separately consider the following two cases.
Case 1: For (x, y) with PX|Y (x|y) < maxu∈C PX|Y (u|y), the RHS of (10) tends to
log max
u∈C
PX|Y (u|y)− logPX|Y (x|y) > 0 (11)
(which is strictly positive) as θ grows without bound (since the θ-norm of PX|Y (·|y) approaches its infinity-norm
given by maxu∈C PX|Y (u|y)), while the left-hand side of (10) tends to zero. Hence, (10) holds for θ sufficiently
large.
Case 2: For (x, y) with PX|Y (x|y) = maxu∈C PX|Y (u|y), we have
log ‖PX|Y (·|y)‖θ − logPX|Y (x|y) = log
(∑
u∈C
(PX|Y (u|y))θ
)1/θ
− logPX|Y (x|y) (12)
= log
(∑
u∈C (PX|Y (u|y))θ
)1/θ
(
(PX|Y (x|y))θ
)1/θ (13)
=
1
θ
log
∑
u∈C (PX|Y (u|y))θ
(PX|Y (x|y))θ
(14)
≤ 1
θ
log |C|, (15)
where the last inequality holds since PX|Y (u|y) ≤ PX|Y (x|y) for all u ∈ C. Thus (10) is violated since κ =
− logα > log |C|.
Verifying the above two cases completes the proof.
In light of Lemma 1, we can fix κ = − logα > log |C|, take θ to infinity, and obtain from (4) that
Pe ≥ (1− e−κ)PX,Y
{
(x, y) ∈ X × Y : PX|Y (x|y) < max
u∈C
PX|Y (u|y)
}
. (16)
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Since (16) holds for κ > log |C| arbitrarily large, the following asymptotic expression of the generalized Poor-Verdu´
bound is established.
Corollary 1: (Asymptotic Generalized Poor-Verdu´ bound): The minimum error probability Pe in estimating X
from Y satisfies
Pe ≥ PX,Y
{
(x, y) ∈X×Y :PX|Y (x|y) < max
u∈C
PX|Y (u|y)
}
. (17)
Remark 1: We make two remarks in light of Corollary 1.
• First, the optimal estimate of X from observing Y is known to be the maximum a posteriori estimate, given
by
e(y) = arg max
x∈C
PX|Y (x|y), (18)
where (18) can in fact directly yield the lower bound in (17). This indicates that as the tilting parameter θ
goes to infinity, the generalized Poor-Verdu´ bound can indeed approach1
1− PX,Y
{
(x, y) ∈ X × Y : PX|Y (x|y) = PX|Y (e(y)|y)
}
. (19)
As a consequence, the lower bound in (17) is tight if and only if the x that maximizes PX|Y (x|y) is unique
for all y ∈ Y . This elucidates why in the example of [3, Fig. 1] the generalized Poor-Verdu´ bound achieves
the minimum probability of error Pe when θ grows unbounded.
• Second, an alternative lower bound for Pe is the Verdu´-Han bound established in [25]. This bound was recently
generalized in [26, Thm. 1]. We remark that the Verdu´-Han bound is not tight even if PX|Y (·|y) admits a
unique maximizer for every y ∈ Y . For example, we can obtain from the ternary hypothesis testing example
in [3, Sec. III-A] and [26, Sec. III-A] that:
Pe =
3
5
> max
γ≥0
(
Pr
[
PX|Y (X|Y ) ≤ γ
]− γ) = 27
47
, (20)
where the maximizer in (20) is γ∗ = 2047 . Noting the sub-optimality of the Verdu´-Han bound, the authors in
[26] generalized it by varying the output statistics. They also proved the tightness of the resulting generalized
Verdu´-Han bound:
Pe = max
QY
max
γ≥0
(
Pr
[
PX,Y (X,Y )
QY (Y )
≤ γ
]
− γ
)
. (21)
1 Note that the set
{
(x, y) ∈ X × Y : PX|Y (x|y) = PX|Y (e(y)|y)
}
includes all ties. For example, for the 2-fold BSC (i.e., the BSC
used twice to transmit 2-tuple inputs) with uniform PX over C = {00, 11}, both (00, 01) and (11, 01) will be in this set, i.e.,{
(x, y) ∈ X × Y : PX|Y (x|y) = PX|Y (e(y)|y)
}
= {(00, 00), (00, 01), (11, 01), (00, 10), (11, 10), (11, 11)}.
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It is pertinent to note that the maximizers of (21) are given by
γ∗ =
∫
Y
max
x∈X
PX,Y (x, y) dPY (y) = 1− Pe (22)
and
Q∗Y (y) =
maxx∈X PX,Y (x, y)∫
Y maxx∈X PX,Y (x, y) dPY (y)
(23)
=
PY (y)PX|Y (e(y)|y)
1− Pe . (24)
Hence, the determination of the maximizers of the above generalized Verdu´-Han bound is equivalent to
determining the minimum error probability Pe itself.
Similar to the generalized Poor-Verdu´ bound with parameter θ, any QY and γ adopted for the generalized
Verdu´-Han bound yields a lower bound on Pe. However, an interesting difference between the generalized
Poor-Verdu´ bound and the generalized Verdu´-Han bound is that when PX is uniformly distributed over its
support C, the former bound can be transformed into a function of the information density
iXW (x, y) ,
PY |X(y|x)
PY (y)
(25)
of the channel W = PY |X with input X and output Y , while the latter bound cannot. This transformation may
facilitate the interpretation of the error exponent via the information density (or equivalently, the Hamming
distance) for memoryless symmetric channels such as the BSC and the (non-binary) q-ary symmetric channel.
III. EXPONENTIAL TIGHTNESS OF THE ASYMPTOTIC GENERALIZED POOR-VERDU´ BOUND
In this section, we prove that the asymptotic expression of the generalized Poor-Verdu´ bound given in (17) exactly
characterizes the error exponent, E(R), for any rate R ≥ 0, of the BSC with crossover probability 0 < p < 12 . Note
that while E(R) for the BSC at zero-rate as well as at rates above the cutoff rate is already known in terms of a
single-letter expression [8], its determination at low positive rates is still open. In this work, we do not explicitly
calculate E(R). Rather, we demonstrate that the bound in (17) is exponentially tight for arbitrary sequences of rate-
R block codes transmitted over the BSC, hence indirectly achieving E(R) for any R ≥ 0. The precise determination
(in single-letter form) of E(R) at low rates indeed remains an unsolved challenging problem. However, proving the
exponential tightness of the asymptotic generalized Poor-Verdu´ bound provides an alternative approach for studying
E(R) for the BSC (and non-binary symmetric channels as we prove a similar result in Section V), which may also
be beneficial for a larger class of channels.
We show the exponential tightness result as a direct consequence of the following theorem, which is one the
main contributions of the paper.
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Theorem 1: For any sequence of codes {Cn}∞n=1 of blocklength n and size |Cn| = Mn, with Cn ⊆ X n , {0, 1}n,
let
an , Pe(Cn) (26)
denote the minimum probability of decoding error for transmitting Cn over the BSC with crossover probability
0 < p < 1/2, under a uniform distribution PXn over Cn, where Xn is the n-tuple (X1, . . . , Xn). Then
bn ≤ an ≤
(
1 +
(1− p)
p
n
)
bn, (27)
where
bn , PXn,Y n
{
(xn, yn) ∈ X n × Yn : PXn|Y n(xn|yn) < max
un∈Cn
PXn|Y n(un|yn)
}
(28)
denotes the asymptotic generalized Poor-Verdu´ bound (i.e., the RHS of (17) applied to this channel coding context).
Remark 2: Theorem 1 reveals that for any arbitrary sequence of block codes {Cn}n≥1 used over the BSC, the
relative deviation of the minimum probability of decoding error an from the asymptotic generalized Poor-Verdu´
lower bound bn is at most linear in the blocklength n: (an − bn)/bn ≤ cn, where c = (1 − p)/p. Indeed, (27)
directly implies that for the BSC, bn is exponentially tight with an (and hence achieves the BSC reliability function
at any rate); this is summarized in the next corollary.
Corollary 2: (Exponential Tightness of (28) for the BSC): Under the same assumptions as in Theorem 1, the
asymptotic generalized Poor-Verdu´ bound bn achieves the exponent of the minimum decoding error probability an
for all coding rates, i.e.,
lim sup
n→∞
1
n
log
an
bn
= 0. (29)
Remark 3: It is worth emphasizing that Corollary 2 does not hold for the BEC; i.e., the asymptotic generalized
Poor-Verdu´ bound in (28) is not exponentially tight for this channel [24]. Indeed for the BEC, the bound in (4)
(when translated to the channel coding problem) is unchanged for every θ ≥ 1, including when θ → ∞, and is
hence identical to the original Poor-Verdu´ bound. The latter bound was shown in [24] not to achieve the BEC’s
error exponent at low rates; see also [15]. One plausible factor for this difference in tightness of bn between these
two channels, is that the probability of decoder ties is significantly more dominant for the BEC than for the BSC.
Overview of the Proof of Theorem 1: Before providing the full proof of Theorem 1 in Section IV, we outline its
steps and elucidate the underlying concepts behind it.
Unlike our earlier result in the companion conference paper [1], where we show (29) for zero coding rates by
upper-bounding an via the union bound and by lower-bounding bn via properly designed subsets of its set in (28)
(see (32) below) , the proof of (29) for arbitrary (i.e., zero or positive) coding rates requires us to considerably
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tighten the upper and lower bounds on an and bn, respectively.
We next introduce the necessary notation and highlight how we develop the aforementioned tightened bounds
needed to prove (27). Fix a sequence of codes {Cn}∞n=1 of blocklength n and size Mn, with Cn ⊆ {0, 1}n, and let
the channel input distribution PXn be uniform over Cn. Then the code’s minimal probability of error an is achieved
under maximum likelihood (ML) decoding. For the BSC (with p < 1/2), the ML estimate based on any received
n-tuple yn at the channel output is obtained via the Hamming distances {d(xn, yn)}xn∈Cn . Let E(Cn) denote the
set of input-output n-tuple pairs (xn, yn) that result in an erroneous decision for a non-randomized ML decoder
of code Cn; then
an = Pe(Cn) = PXn,Y n(E(Cn)). (30)
Defining the set of ties with respect to code Cn as
T(Cn) ,
{
(xn, yn) ∈ Cn × Yn : d(xn, yn) = min
un∈Cn\{xn}
d(un, yn)
}
(31)
and the set of no-ties with respect to Cn
N(Cn) ,
{
(xn, yn) ∈ Cn × Yn : d(xn, yn) > min
un∈Cn\{xn}
d(un, yn)
}
, (32)
we have the following set relationships
N(Cn) ⊆ E(Cn) ⊆
(
N(Cn) ∪ T(Cn)), (33)
where the second inclusion occurs when we have decoding errors for (xn, yn) ∈ T(Cn). Finally, examining the
inequality condition in (28), we directly have that
bn = PXn,Y n(N(Cn)). (34)
From (33), (30) and (34), we have that
bn ≤ an ≤ bn + δn ⇐⇒ 1 ≤ an
bn
≤ 1 + δn
bn
, (35)
where2
δn , PXn,Y n(T(Cn)). (36)
To establish (27), we next derive an upper bound on δnbn by upper-bounding δn = PXn,Y n(T(Cn)) and lower-bounding
bn = PXn,Y n(N(Cn)). These two bounds are obtained via judicious choices of covers, partitions, and disjoint subsets
of T(Cn) and N(Cn). The steps, which are illustrated in Fig. 1, are as follows:
1) Indexing the codewords as Cn = {xn(1), xn(2), . . . , xn(Mn)}, we first partition T(Cn) and N(Cn) along the codewords
xn(i) ∈ Cn via
{{xn(i)}×Ti}Mni=1 and {{xn(i)}×Ni}Mni=1, respectively, where Ti ⊂ Yn andNi ⊂ Yn, i = 1, . . . ,Mn.
2Note if δn = 0, then (35) is tight. So without loss of generality, we assume that δn > 0.
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Fig. 1. Illustration of the concepts behind the proof of Theorem 1.
Note that subsets Ti or Ni might be empty for some i. Also, since we assume that δn = PXn,Y n(T(Cn)) > 0,
there exists at least one index i such that Ti 6= ∅.
2) For each Ti, we construct a disjoint covering {Bi,j}Mnj=1,j 6=i for it; i.e., Ti ⊆ ∪Mnj=1,j 6=iBi,j and Bi,j∩Bi,j′ = ∅ for
all j 6= j′ in {1, 2, . . . ,Mn}\{i}. Also, we find a collection of disjoint subsets of Ni, denoted by {Ωi,j}Mnj=1,j 6=i.
3) For each Bi,j , we partition it via {Bi,j(k)}`k=0 for some finite `. We also obtain a size-(` + 1) collection of
disjoint subsets of Ωi,j , denoted by {Ωi,j(k)}`k=0.
4) For each Bi,j(k), we further partition it via {Bi,j(un|k)}, which is indexed by a set of properly chosen
un ∈ Bi,j(k). Likewise, we obtain a collection of disjoint subsets of Ωi,j(k), denoted by {Ωi,j(un|k)}.
5) Then, the desired upper bound on PXn,Y n (T(Cn))PXn,Y n (N(Cn)) is derived by upper-bounding
PY n (Bi,j(un|k))
PY n (Ωi,j(un|k)) via systematic
counting arguments.
We remark that the achievability of E(0) in [1] was proven by adopting only Steps 1 and 2 above and the use of
the union bound. However, in this work, different definitions of the Bi,j and Ωi,j sets are required from the ones
in [1] in order to arrive at a more refined estimate of the associated probabilities when the coding rate is positive.
The additional partitions and collections of disjoint subsets in Steps 3 and 4 then allow the determination of the
probabilities Pr(Bi,j) and Pr(Ωi,j), leading in Step 5 to the desired result (27).
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IV. THE PROOF OF THEOREM 1
In Section IV-A, we give the main body of the proof where Steps 1-3 described above are applied. For better
readability, the verification of a key inequality (see (47) below), where Steps 4 and 5 are minutely carried out, is
separately provided in Section IV-B.
A. Proof
Denote for convenience Cn = {xn(1), xn(2), . . . , xn(Mn)} and define
Ti , {yn ∈ Yn : (xn(i), yn) ∈ T(Cn)}, i = 1, . . . ,Mn. (37)
Then
{{xn(i)} × Ti}Mni=1 forms a partition of T(Cn),3 and we have
δn = PXn,Y n(T(Cn)) =
Mn∑
i=1
PXn(x
n
(i)) Pr
(
Y n ∈ Ti
∣∣∣Xn = xn(i)). (38)
Similarly, we define for i = 1, . . . ,Mn,
Ni , {yn ∈ Yn : (xn(i), yn) ∈ N(Cn)}, (39)
and obtain a partition of N(Cn), denoted by
{{xn(i)} × Ni}Mni=1. We similarly have
bn = PXn,Y n(N(Cn)) =
Mn∑
i=1
PXn(x
n
(i)) Pr
(
Y n ∈ Ni
∣∣∣Xn = xn(i)). (40)
We next define {Bi,j}Mnj=1,j 6=i and {Ωi,j}Mnj=1,j 6=i, where the former is a disjoint covering of Ti and the latter are
disjoint subsets of Ni. For 1 ≤ j ≤Mn and j 6= i, let
Bi,j ,
{
yn ∈ Yn : d(xn(j), yn) = d(xn(i), yn) < min
1≤k<j,k 6=i
d(xn(k), y
n)
}
(41)
and
Ωi,j ,
{
yn ∈ Yn : d(xn(j), yn) + 2 = d(xn(i), yn) ≤ min
1≤k<j,k 6=i
d(xn(k), y
n)
}
, (42)
where we adopt the convention that the minimum of an empty set is infinity, e.g.,
min
1≤k<2,k 6=1
d(xn(k), y
n) =∞. (43)
Note that every yn in Ωi,j is also in Ni due to the constraint d(xn(j), yn) + 2 = d(xn(i), yn).
In what follows, we consider the case of i = 1 first. The cases of 2 ≤ i ≤ Mn can be similarly treated. From
(41) and (42), it readily follows that:
i) B1,j1 ∩ B1,j2 = Ω1,j1 ∩ Ω1,j2 = ∅ for 2 ≤ j1 < j2 ≤Mn;
3In this paper, the definition of the partition of a set is different from the normal one where all subsets of the partition are not empty. In
this work, subsets of a partition are allowed to be empty sets.
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ii) {B1,j}Mnj=2 form a disjoint covering of T1, i.e.,
T1 =
{
yn ∈ Yn : d(xn(1), yn) = min
un∈Cn\{xn(1)}
d(un, yn)
}
⊂
Mn⋃
j=2
B1,j ; (44)
iii) {Ω1,j}Mnj=2 are disjoint subsets of N1 and hence,
Mn⋃
j=2
Ω1,j ⊂ N1 =
{
yn ∈ Yn : d(xn(1), yn) > min
un∈Cn\{xn(1)}
d(un, yn)
}
. (45)
We then claim that either
Pr
(
Y n ∈ B1,j
∣∣∣Xn = xn(1)) = 0 (46)
or
Pr
(
Y n ∈ B1,j
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω1,j
∣∣∣Xn = xn(1)) ≤
(1− p)
p
n, (47)
where the proof of the claim is given in Section IV-B.
Collecting the above results yields
Pr
(
Y n ∈ T1
∣∣∣Xn = xn(1)) ≤ Mn∑
j=2,B1,j 6=∅
Pr
(
Y n ∈ B1,j
∣∣∣Xn = xn(1)) (48)
≤ (1− p)
p
n
Mn∑
j=2,B1,j 6=∅
Pr
(
Y n ∈ Ω1,j
∣∣∣Xn = xn(1)) (49)
=
(1− p)
p
nPr
(
Y n ∈
Mn⋃
j=2,B1,j 6=∅
Ω1,j
∣∣∣∣Xn = xn(1)) (50)
≤ (1− p)
p
nPr
(
Y n ∈ N1
∣∣∣Xn = xn(1)), (51)
where (48) follows from (44), (49) holds because of (46) and (47), (50) holds because {Ω1,j}Mnj=2 are mutually
disjoint, and (51) is a consequence of (45). The same argument can be used to prove that for 2 ≤ i ≤Mn,
Pr
(
Y n ∈ Ti
∣∣∣Xn = xn(i)) ≤ (1− p)p nPr(Y n ∈ Ni∣∣∣Xn = xn(i)). (52)
We conclude from (38), (40), (51), and (52) that
δn
bn
=
∑Mn
i=1 PXn(x
n
(i)) Pr
(
Y n ∈ Ti
∣∣∣Xn = xn(i))∑Mn
i=1 PXn(x
n
(i)) Pr
(
Y n ∈ Ni
∣∣∣Xn = xn(i)) ≤
(1− p)
p
n, (53)
which together with (35) completes the proof of (27).
B. Substantiation of (47)
We next prove inequality (47). Let Sj consist of the indices of the components where xn(j) and xn(1) differ, i.e.,
d(xn(1), x
n
(j)) = |Sj |. By this definition, we immediately have |Sj | ≥ 1 for 2 ≤ j ≤ Mn. Since the situation of
B1,j being empty is covered in (46), and since an odd |Sj | implies that B1,j is empty, it suffices to prove (47) for
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|Sj | = 2`j even. We then separately prove (47) for each of the following four cases: the specific cases of j = 2,
j = 3 and j = 4 and the case for 5 ≤ j ≤Mn.
1) Proof of (47) for j = 2 with |S2| = 2`2: Denote by d(un, yn|S) the Hamming distance between the sub-
portions of un and yn with indices in an index set S. Define for 0 ≤ k ≤ 2`2,
B1,2(k) ,
{
yn ∈ B1,2 : d
(
xn(1), y
n
∣∣S2) = k} . (54)
Then, B1,2 = ∪2`2k=0B1,2(k), and B1,2(k1) and B1,2(k2) are disjoint for k1 6= k2.
In this particular case of j = 2, we actually have B1,2(k) is an empty set for every k 6= `2; hence, we have
B1,2 = B1,2(`2). We proceed to partition B1,2(`2) into 2n−2`2 disjoint subsets, each of which is defined through an
element un in B1,2(`2) as
B1,2(un|`2) ,
{
yn ∈ B1,2(`2) : d
(
un, yn
∣∣Sc2) = 0} . (55)
Note that we can pick 2n−2`2 elements from B1,2(`2) and collect them in a set U such that B1,2(un|`2) and
B1,2(uˆn|`2) are disjoint for distinct un and uˆn in U , and
⋃
un∈U B1,2(un|`2) = B1,2(`2).
On the other hand, we can likewise define for 0 ≤ k ≤ 2`2,
Ω1,2(k) ,
{
yn ∈ Ω1,2 : d
(
xn(1), y
n
∣∣S2) = k + 1} , (56)
and define for un ∈ U ,
Ω1,2(u
n|`2) ,
{
yn ∈ Ω1,2(`2) : d
(
un, yn
∣∣Sc2) = 0} , (57)
where Sc2 denotes the complement of S2. It can be seen from the above definitions that {Ω1,2(k)}2`2k=0 are disjoint
subsets of Ω1,2, and {Ω1,2(un|`2)}un∈U are disjoint subsets of Ω1,2(`2).
We then obtain that for each un ∈ U ,
|B1,2(un|`2)| =
(
2`2
`2
)
and |Ω1,2(un|`2)| =
(
2`2
`2 + 1
)
, (58)
which implies
Pr
(
Y n ∈ B1,2(un|`2)
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω1,2(un|`2)
∣∣∣Xn = xn(1)) =
(1− p)
p
(
2`2
`2
)(
2`2
`2+1
) (59)
=
(1− p)
p
(`2 + 1)
`2
(60)
≤ (1− p)
p
2 (61)
≤ (1− p)
p
n, (62)
where we upper-bound 2 by n in the last inequality in order to be consistent with what is later shown in (81), (85)
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and (99). As a result,
Pr
(
Y n ∈ B1,2
∣∣∣Xn = xn(1)) = Pr(Y n ∈ B1,2(`2) ∣∣∣Xn = xn(1)) (63)
=
∑
un∈U
Pr
(
Y n ∈ B1,2(un|`2)
∣∣∣Xn = xn(1)) (64)
≤ (1− p)
p
n
∑
un∈U
Pr
(
Y n ∈ Ω1,2(un|`2)
∣∣∣Xn = xn(1)) (65)
=
(1− p)
p
nPr
(
Y n ∈
⋃
un∈U
Ω1,2(u
n|`2)
∣∣∣∣Xn = xn(1)) (66)
≤ (1− p)
p
nPr
(
Y n ∈ Ω1,2
∣∣∣Xn = xn(1)) , (67)
where (66) follows from (62), and (66) and (67) hold because {Ω1,2(un|`2)}un∈U are disjoint subsets of Ω1,2. This
completes the proof of (47) for j = 2 with |S2| = 2`2.
2) Proof of (47) for j = 3 with |S3| = 2`3: The proof for j = 3 is more involved than that for j = 2. We divide
S3 into two disjoint sets:
S(1)3 , S2 ∩ S3 and S(2)3 , Sc2 ∩ S3. (68)
Here, the former set consists of those indices in S3 that have been included in S2, while the latter set contains the
remaining indices. Let `(1)3 , |S(1)3 | and `(2)3 , |S(2)3 |. Note that S3 = S(1)3 ∪S(2)3 and |S3| = `(1)3 + `(2)3 = 2`3 ≥ 2.
Define for 0 ≤ k ≤ `(1)3 ,
B(1)1,3(k) ,
{
yn ∈ B1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = k} , (69)
and for 0 ≤ k ≤ `(2)3 ,
B(2)1,3(k) ,
{
yn ∈ B1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = `(1)3 and d(xn(1), yn∣∣S(2)3 ) = k} . (70)
Since yn ∈ B1,3 must satisfy d(xn(1), yn|S3) = d(xn(3), yn|S3) = `3 < 2`3 = |S3| = `
(1)
3 + `
(2)
3 , we immediately have
B(2)1,3(`(2)3 ) = ∅. (71)
Then, we have from the definitions above that4
i) B(1)1,3(`(1)3 ) =
⋃`(2)3 −1
k=0 B(2)1,3(k);
ii) B1,3 =
⋃`(1)3
k(1)=0
B(1)1,3(k(1)) =
(⋃`(1)3 −1
k(1)=0
B(1)1,3(k(1))
)⋃(⋃`(2)3 −1
k(2)=0
B(2)1,3(k(2))
)
;
iii) {B(1)1,3(k)}`
(1)
3 −1
k=0 and {B(2)1,3(k)}`
(2)
3 −1
k=0 are mutually disjoint.
For 0 ≤ k < `(1)3 , we further partition B(1)1,3(k) into disjoint subsets, each of which is indexed by a specifically
4 By convention, we set
⋃−1
k=0Ak = ∅.
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chosen un ∈ B(1)1,3(k) and is defined by
B(1)1,3(un|k) ,
{
yn ∈ B(1)1,3(k) : d
(
un, yn
∣∣∣(S(1)3 )c) = 0} . (72)
Collect those representative un in U (1)3 (k) such that B(1)1,3(k) =
⋃
un∈U(1)3 (k) B
(1)
1,3(u
n|k). We can similarly partition
B(2)1,3(k) into disjoint {B(2)1,3(un|k)}un∈U(2)3 (k) with
B(2)1,3(un|k) ,
{
yn ∈ B(2)1,3(k) : d
(
un, yn
∣∣∣(S(2)3 )c) = 0} , (73)
and obtain B(2)1,3(k) =
⋃
un∈U(2)3 (k) B
(2)
1,3(u
n|k).
On the other hand, we can likewise define for 0 ≤ k < `(1)3 ,
Ω
(1)
1,3(k) ,
{
yn ∈ Ω1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = k + 1} , (74)
and for 0 ≤ k < `(2)3 ,
Ω
(2)
1,3(k) ,
{
yn ∈ Ω1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = `(1)3 and d(xn(1), yn∣∣S(2)3 ) = k + 1} , (75)
and for 0 ≤ k < `(1)3 and un ∈ U (1)3 (k),
Ω
(1)
1,3(u
n|k) ,
{
yn ∈ Ω(1)1,3(k) : d
(
un, yn
∣∣∣(S(1)3 )c) = 0} , (76)
and for 0 ≤ k < `(2)3 and un ∈ U (2)3 (k),
Ω
(2)
1,3(u
n|k) ,
{
yn ∈ Ω(2)1,3(k) : d
(
un, yn
∣∣∣(S(2)3 )c) = 0} . (77)
Thus, {Ω(1)1,3(un|k)}0≤k<`(1)3 , un∈U(1)3 (k) and {Ω
(2)
1,3(u
n|k)}0≤k<`(2)3 , un∈U(2)3 (k) are all mutually disjoint.
With the above notation, we are ready to derive the desired result (47). For 0 ≤ k < `(1)3 and un ∈ U (1)3 (k), we
establish |B(1)1,3(un|k)| =
(`(1)3
k
)
and |Ω(1)1,3(un|k)| =
( `(1)3
k+1
)
, and
Pr
(
Y n ∈ B(1)1,3(un|k)
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω(1)1,3(un|k)
∣∣∣Xn = xn(1)) =
(1− p)
p
(`(1)3
k
)( `(1)3
k+1
) (78)
=
(1− p)
p
(k + 1)
(`
(1)
3 − k)
(79)
≤ (1− p)
p
`
(1)
3 (80)
≤ (1− p)
p
n, (81)
where the inequality in (80) follows from `(1)3 −k ≥ 1 and k+1 ≤ `(1)3 . Similarly, for 0 ≤ k < `(2)3 and un ∈ U (2)3 (k),
we can establish that |B(2)1,3(un|k)| =
(`(2)3
k
)
and |Ω(2)1,3(un|k)| =
( `(2)3
k+1
)
, and
Pr
(
Y n ∈ B(2)1,3(un|k)
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω(2)1,3(un|k)
∣∣∣Xn = xn(1)) =
(1− p)
p
(`(2)3
k
)( `(2)3
k+1
) (82)
=
(1− p)
p
(k + 1)
(`
(2)
3 − k)
(83)
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≤ (1− p)
p
`
(2)
3 (84)
≤ (1− p)
p
n, (85)
where (84) holds since from `(2)3 − k ≥ 1 and k + 1 ≤ `(2)3 . We conclude that
Pr
(
Y n ∈ B1,3
∣∣∣Xn = xn(1)) = `
(1)
3 −1∑
k(1)=0
∑
un∈U(1)3 (k(1))
Pr
(
Y n ∈ B(1)1,3(un|k(1))
∣∣∣Xn = xn(1))
+
`
(2)
3 −1∑
k(2)=0
∑
un∈U(2)3 (k(2))
Pr
(
Y n ∈ B(2)1,3(un|k(2))
∣∣∣Xn = xn(1)) (86)
≤ (1− p)
p
n
[
`
(1)
3 −1∑
k(1)=0
∑
un∈U(1)3 (k(1))
Pr
(
Y n ∈ Ω(1)1,3(un|k(1))
∣∣∣Xn = xn(1))
+
`
(2)
3 −1∑
k(2)=0
∑
un∈U(2)3 (k(2))
Pr
(
Y n ∈ Ω(2)1,3(un|k(2))
∣∣∣Xn = xn(1))
]
(87)
≤ (1− p)
p
nPr
(
Y n ∈ Ω1,3
∣∣∣Xn = xn(1)) , (88)
where (87) follows from (81) and (85), and (88) holds because
{Ω(1)1,3(un|k)}0≤k<`(1)3 , un∈U(1)3 (k) and {Ω
(2)
1,3(u
n|k)}0≤k<`(2)3 , un∈U(2)3 (k) (89)
are mutually disjoint subsets of Ω1,3. This completes the proof of (47) for j = 3 with |S3| = 2`3.
3) Proof of (47) for j = 4 with |S4| = 2`4: We partition S4 into four (disjoint) sets:
S(1)4 , S2 ∩ S3 ∩ S4, S(2)4 , S2 ∩ Sc3 ∩ S4, S(3)4 , Sc2 ∩ S3 ∩ S4 and S(4)4 , Sc2 ∩ Sc3 ∩ S4. (90)
Letting `(m)4 , |S(m)4 | for 1 ≤ m ≤ 4, we have S4 =
⋃4
m=1 S(m)4 with |S4| =
∑4
m=1 `
(m)
4 = 2`4 ≥ 2.
We define for 0 ≤ k ≤ `(m)4 and 1 ≤ m ≤ 4,
B(m)1,4 (k) ,
{
yn ∈ B1,4 : (∀ 1 ≤ i < m) d
(
xn(1), y
n
∣∣S(i)4 ) = `(i)4 and d(xn(1), yn∣∣S(m)4 ) = k} . (91)
Since yn ∈ B1,4 must satisfy d(xn(1), yn|S4) = d(xn(4), yn|S4) = `4 < 2`4 = |S4| =
∑4
m=1 `
(m)
4 , we immediately
have
B(4)1,4(`(4)4 ) = ∅. (92)
The definitions above imply that
i) B1,4 =
⋃4
m=1
⋃`(m)4 −1
k=0 B(m)1,4 (k);
ii) {B(m)1,4 (k)}1≤m≤4, 0≤k<`(m)4 are mutually disjoint.
For 1 ≤ m ≤ 4 and 0 ≤ k < `(m)4 , we further partition B(m)1,4 (k) into disjoint subsets, each of which is indexed
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by a specifically chosen un ∈ B(m)1,4 (k) and is defined by
B(m)1,4 (un|k) ,
{
yn ∈ B(m)1,4 (k) : d
(
un, yn
∣∣∣(S(m)4 )c) = 0} . (93)
We collect those representative un into U (m)4 (k) such that B(m)1,4 (k) =
⋃
un∈U(m)4 (k) B
(m)
1,4 (u
n|k).
On the other hand, we can likewise define for 0 ≤ k < `(m)4 and 1 ≤ m ≤ 4,
Ω
(m)
1,4 (k) ,
{
yn ∈ Ω1,4 : (∀ 1 ≤ i < m) d
(
xn(1), y
n
∣∣S(i)4 ) = `(i)4 and d(xn(1), yn∣∣S(m)4 ) = k + 1} , (94)
and for 1 ≤ m ≤ 4, 0 ≤ k < `(m)4 and un ∈ U (m)4 (k),
Ω
(m)
1,4 (u
n|k) ,
{
yn ∈ Ω(m)1,4 (k) : d
(
un, yn
∣∣(S(m)4 )c) = 0} . (95)
We therefore have {Ω(m)1,4 (un|k)}1≤m≤4, 0≤k<`(m)4 , un∈U(m)4 (k) are all mutually disjoint.
With the above notation, we can now prove (47). For 1 ≤ m ≤ 4, 0 ≤ k < `(m)4 and un ∈ U (m)4 (k), we establish
|B(m)1,4 (un|k)| =
(`(m)4
k
)
and |Ω(m)1,4 (un|k)| =
(`(m)4
k+1
)
, and
Pr
(
Y n ∈ B(m)1,4 (un|k)
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω(m)1,4 (un|k)
∣∣∣Xn = xn(1)) =
(1− p)
p
(`(m)4
k
)(`(m)4
k+1
) (96)
=
(1− p)
p
(k + 1)
(`
(m)
4 − k)
(97)
≤ (1− p)
p
`
(m)
4 (98)
≤ (1− p)
p
n, (99)
where the first inequality in (99) follows from `(m)4 − k ≥ 1 and k + 1 ≤ `(m)4 . Consequently, the same argument
as for (88) can be used to prove that
Pr
(
Y n ∈ B1,4
∣∣∣Xn = xn(1)) ≤ (1− p)p nPr(Y n ∈ Ω1,4 ∣∣∣Xn = xn(1)) . (100)
This completes the proof of (47) for j = 4 with |S4| = 2`4.
4) Proof of (47) for 5 ≤ j ≤Mn with |Sj | = 2`j: The examination of Sj for 5 ≤ j ≤Mn to show that
Pr
(
Y n ∈ B1,j
∣∣∣Xn = xn(1)) ≤ (1− p)p nPr(Y n ∈ Ω1,j ∣∣∣Xn = xn(1)) (101)
can be similarly done as in the case for j = 4. More specifically, for each 5 ≤ j ≤ Mn, the set Sj is partitioned
into 2j−2 (disjoint) subsets as follows.
Let Ij , {2, 3, · · · , j−1} and let P(Ij) denote its power set, containing 2j−2 subsets I(m)j of Ij , 1 ≤ m ≤ 2j−2.
For example, for j = 5, I5 = {2, 3, 4} and
P(I5) =
{I(1)j , . . . , I(8)j } = {∅, {2}, {3}, {4}, {2, 3}, {2, 4}, {3, 4}, {2, 3, 4}}. (102)
Now Sj is partitioned into the subsets S(m)j , m = 1, 2, . . . , 2j−2, with each S(m)j generated by I(m)j ∈ P(Ij) as
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follows:
S(m)j =
( ⋂
i∈I(m)j
Sci
)⋂( ⋂
i∈Ij\I(m)j
Si
)⋂
Sj . (103)
Then via the same arguments5 as detailed for the case of j = 4, the “atomic” collections {B(m)1,j (un|k)} and
{Ω(m)1,j (un|k)} can be constructed to deduce inequality (101) for 5 ≤ j ≤Mn.
The substantiation of (47) is hence completed. 
V. EXTENSION TO THE MEMORYLESS q-ARY SYMMETRIC CHANNEL
Theorem 1 can be extended to the memoryless (non-binary) q-ary symmetric channel with transition probability
PY |X(y|x) =

1− (q − 1)p, y = x
p, y 6= x
(104)
where p < 1q .
Theorem 2: For any sequence of non-binary codes {Cn}∞n=1 of blocklength n and code size |Cn| = Mn, with
Cn ⊆ {0, 1, · · · , q − 1}n and q > 2, let an denote the minimum probability of decoding error for transmitting Cn
over the memoryless q-ary symmetric channel given in (104) under a uniform distribution PXn over Cn. Then
bn ≤ an ≤
(
1 +
(1− (q − 1)p)
p
(q − 2)(n+ 1)
)
bn (105)
where bn is the asymptotic generalized Poor-Verdu´ bound given in (28).
Theorem 2 directly implies that the asymptotic generalized Poor-Verdu´ bound achieves the channel reliability
function of the q-ary symmetric channel, as summarized in the next corollary.
Corollary 3: (Exponential Tightness of (105) for the Non-Binary Symmetric Channel): Under the same assump-
tions as in Theorem 2, the asymptotic generalized Poor-Verdu´ bound bn achieves the error exponent of an for all
coding rates, i.e.,
lim sup
n→∞
1
n
log
an
bn
= 0. (106)
The proof of Theorem 2 follows the same procedure as in Section IV-A except that the key step in (47) needs to
be replaced with
Pr
(
Y n ∈ Bi,j
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ωi,j
∣∣∣Xn = xn(1)) ≤
(1− (q − 1)p)
p
(q − 2)(n+ 1) for q > 2. (107)
To see this, we consider q = 3 first in the following, where X = Y = {0, 1, 2}, and take i = 1 for simplicity.
5Indeed, the proof steps for 5 ≤ j ≤ Mn are identical to the ones starting from right after (90) and ending at (99) after replacing `(m)4
by `(m)j with m ranging from 1 to 2
j−2 (instead of 4), and replacing the sets S4, S(m)4 , B(m)1,4 (k), U (m)4 (k) and Ω(m)1,4 (k) by Sj , S(m)j ,
B(m)1,j (k), U (m)j (k) and Ω(m)1,j (k), respectively.
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1) Examination of (107) for j = 2 with B1,j non-empty: We define for 0 ≤ k ≤ |S2|,
B1,2(k) ,
{
yn ∈ B1,2 : d
(
xn(1), y
n
∣∣S2) = k} , (108)
and
Ω1,2(k) ,
{
yn ∈ Ω1,2 : d
(
xn(1), y
n
∣∣S2) = k + 1} . (109)
We then observe that i) B1,2 = ∪|S2|k=0B1,2(k), and {B1,2(k)}|S2|k=0 are mutually disjoint, and ii) {Ω1,2(k)}|S2|k=0 are
disjoint subsets of Ω1,2.
As for (55), we further divide the non-empty B1,2(k) sets into disjoint subsets indexed via selective elements,
based on which a set of corresponding disjoint subsets of Ω1,2(k) can be obtained. Note that different from
q = 2, B1,2 can be non-empty even if |S2| is odd. We then note by definition of B1,2(k) that for yn ∈ B1,2(k),
d
(
xn(1), y
n
∣∣S2) = d(xn(2), yn∣∣S2) = k and hence unlike (54), where k < |S2| = 2`2 must hold under the BSC, it is
possible that d
(
xn(1), y
n
∣∣S2)+ d(xn(2), yn∣∣S2) = 2k = 2|S2| when the ternary symmetric channel is considered. We
thus have to distinguish between two cases:
• 0 ≤ k < |S2|: Define for some un ∈ B1,2(k),
B1,2(un|k) ,
{
yn ∈ B1,2(k) : d
(
un, yn
∣∣Sc2) = 0 and d(xn(2), yn∣∣S2) = d(xn(2), un∣∣S2)} . (110)
We note that i) B1,2(un|k) contains
( |S2|
2k−|S2|
)(|S2|−(2k−|S2|)
|S2|−k
)
elements, and ii) B1,2(k) can be decomposed into
disjoint subsets indexed by |X |n−|S2| specifically chosen representative un. Collecting these representatives in
U2(k), we have B1,2(k) =
⋃
un∈U2(k) B1,2(un|k). For example, suppose xn(1) = 0000 and xn(2) = 2220 with
n = 4. Then, |S2| = 3. For un = 2100 ∈ B1,2(2), we have
B1,2(un = 2100|k = 2) = {2100, 2010, 1200, 1020, 0120, 0210}. (111)
It can be verified that B1,2(2) can be partitioned by using 2100, 2101 and 2102 as representatives in (110).
On the other hand, define for all un ∈ U2(k),
Ω1,2(u
n|k) ,
{
yn ∈ Ω1,2(k) : d
(
un, yn
∣∣Sc2) = 0 and d(xn(2), yn∣∣S2) = d(xn(2), un∣∣S2)− 1 = k − 1} . (112)
Turning back to the previous example, we can see that
Ω1,2(u
n = 2100|k = 2) = {2120, 2210, 1220}. (113)
We note that i) |Ω1,2(un|k)| =
( |S2|
2k−|S2|
)(|S2|−(2k−|S2|)
|S2|−k+1
)
, and ii) {Ω1,2(un|k)}un∈U2(k) are disjoint subsets of
Ω1,2(k). As a result,
Pr
(
Y n ∈ B1,2(un|k)
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω1,2(un|k)
∣∣∣Xn = xn(1)) ≤
(1− (q − 1)p)
p
( |S2|
2k−|S2|
)(|S2|−(2k−|S2|)
|S2−k|
)( |S2|
2k−|S2|
)(|S2|−(2k−|S2|)
|S2−k+1|
) (114)
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=
(1− (q − 1)p)
p
(|S2| − k + 1)
(|S2| − k) (115)
=
(1− (q − 1)p)
p
2 (116)
≤ (1− (q − 1)p)
p
(n+ 1), (117)
where we upper-bound 2 by n+ 1 in the last inequality in order to be consistent with what is shown in (139)
and (145).
• k = |S2|: Define B1,2(un
∣∣k = |S2|) by the same manner as in (110). In this case, it contains only (|S2|0 ) = 1
element. We can still decompose B1,2(k = |S2|) into disjoint subsets indexed by |X |n−|S2| representative
elements un. Collecting these representatives in U2(k = |S2|), we have
B1,2(k = |S2|) =
⋃
un∈U2(k=|S2|)
B1,2(un
∣∣k = |S2|). (118)
On the other hand, for any element un ∈ U2(k = |S2|), we have
(|S2|
1
)
elements of yn satisfying
d
(
un, yn
∣∣Sc2) = 0 and d(xn(2), yn∣∣S2) = d(xn(1), yn∣∣S2)− 1 = |S2| − 1, (119)
where we particularly note that the conditions in (119) are different from those in (112) and thus the set of
these yn satisfying (119) is denoted differently as Ω˜1,2(un
∣∣k = |S2|). By definition, we have Ω˜1,2(un∣∣k =
|S2|) ⊆ Ω1,2(|S2| − 1). This can be demonstrated via the previous example. We obtain
B1,2(un = 1110
∣∣k = |S2| = 3) = {1110}, (120)
and
Ω˜1,2(u
n = 1110
∣∣k = |S2| = 3) = {1120, 1210, 2110} ⊂ Ω1,2(2). (121)
We thus have that
Pr
(
Y n ∈ B1,2(un|k)
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω˜1,2(un|k)
∣∣∣Xn = xn(1)) ≤
(1− (q − 1)p)
p
1(|S2|
1
) (122)
=
(1− (q − 1)p)
p
1
|S2| (123)
≤ (1− (q − 1)p)
p
(n+ 1), (124)
where we again upper-bound 1|S2| by n+ 1 in the last inequality in order to be consistent with what is derived
in (139) and (145).
2) Examination of (107) for j = 3 with B1,j non-empty: We partition S3 into two (disjoint) sets:
S(1)3 , S2 ∩ S3 and S(2)3 , Sc2 ∩ S3. (125)
Let `(1)3 , |S(1)3 | and `(2)3 , |S(2)3 |.
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Define for 0 ≤ k(1) ≤ `(1)3 ,
B(1)1,3(k(1)) ,
{
yn ∈ B1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = k(1)} , (126)
and for 0 ≤ k(2) ≤ `(2)3 ,
B(2)1,3(k(2)) ,
{
yn ∈ B1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = `(1)3 and d(xn(1), yn∣∣S(2)3 ) = k(2)} . (127)
Then, the definitions above yield that
i) B(1)1,3(`(1)3 ) =
⋃`(2)3
k(1)=0
B(2)1,3(k(1));
ii) B1,3 =
⋃`(1)3
k(1)=0
B(1)1,3(k(1)) =
(⋃`(1)3 −1
k(1)=0
B(1)1,3(k(1))
)⋃(⋃`(2)3
k(2)=0
B(2)1,3(k(2))
)
;
iii) {B(1)1,3(k(1))}`
(1)
3 −1
k(1)=0
and {B(2)1,3(k(2))}`
(2)
3
k(2)=0
are mutually disjoint.
For 0 ≤ k(1) < `(1)3 , we further partition B(1)1,3(k(1)) into disjoint subsets, each of which is indexed by a specifically
chosen un ∈ B(1)1,3(k(1)) and is defined by
B(1)1,3(un|k(1)) ,
{
yn ∈ B(1)1,3(k(1)) : d
(
un, yn
∣∣∣(S(1)3 )c) = 0 and d(xn(3), yn∣∣S(1)3 ) = d(xn(3), un∣∣S(1)3 )} . (128)
Denote the set of these representative un by U (1)3 (k(1)). Hence,
B(1)1,3(k(1)) =
⋃
un∈U(1)3 (k(1))
B(1)1,3(un|k(1)).
We can similarly partition B(2)1,3(k(2)) into disjoint {B(2)1,3(un|k(2))}un∈U(2)3 (k(2)) with
B(2)1,3(un|k(2)) ,
{
yn ∈ B(2)1,3(k(2)) : d
(
un, yn
∣∣∣(S(2)3 )c) = 0 and d(xn(3), yn∣∣S(2)3 ) = d(xn(3), un∣∣S(2)3 )} , (129)
which implies B(2)1,3(k(2)) =
⋃
un∈U(2)3 (k(2)) B
(2)
1,3(u
n|k(2)).
On the other hand, we can likewise define for 0 ≤ k(1) < `(1)3 ,
Ω
(1)
1,3(k
(1)) ,
{
yn ∈ Ω1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = k(1) + 1} , (130)
and for 0 ≤ k(2)≤`(2)3 ,
Ω
(2)
1,3(k
(2)) ,
{
yn ∈ Ω1,3 : d
(
xn(1), y
n
∣∣S(1)3 ) = `(1)3 and d(xn(1), yn∣∣S(2)3 ) = k(2) + 1} , (131)
and for 0 ≤ k(1) < `(1)3 and un ∈ U (1)3 (k(1)),
Ω
(1)
1,3(u
n|k(1)) ,
{
yn ∈ Ω(1)1,3(k(1)) : d
(
un, yn
∣∣(S(1)3 )c) = 0 and d(xn(3), yn∣∣S(1)3 ) = k(1) − 1} , (132)
and for 0 ≤ k(2)≤`(2)3 and un ∈ U (2)3 (k(2)),
Ω
(2)
1,3(u
n|k(2)) ,
{
yn ∈ Ω(2)1,3(k(2)) : d
(
un, yn
∣∣(S(2)3 )c) = 0 and d(xn(3), yn∣∣S(2)3 ) = k(2) − 1} . (133)
By the definitions above, we have {Ω(1)1,3(un|k(1))}0≤k(1)<`(1)3 , un∈U(1)3 (k(1)) and {Ω
(2)
1,3(u
n|k(2))}0≤k(2)<`(2)3 , un∈U(2)3 (k(2))
are all mutually disjoint.
With the above notation, we are ready to give the derivation of the desired result. For 0 ≤ k(1) < `(1)3 and
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un ∈ U (1)3 (k(1)) with d(xn(3), un|S
(1)
3 ) = m, we establish that
|B(1)1,3(un|k(1))| =
( `(1)3
k(1)+m−`(1)3
)(2`(1)3 −k(1)−m
`
(1)
3 −m
)
, (134)
|Ω(1)1,3(un|k(1))| =
( `(1)3
k(1)+m−`(1)3
)(2`(1)3 −k(1)−m
`
(1)
3 −m+1
)
, (135)
and,
Pr
(
Y n ∈ B(1)1,3(un|k(1))
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω(1)1,3(un|k(1))
∣∣∣Xn = xn(1)) =
(1− (q − 1)p)
p
(2`(1)3 −k(1)−m
`
(1)
3 −m
)
(2`(1)3 −k(1)−m
`
(1)
3 −m+1
) (136)
=
(1− (q − 1)p)
p
(`
(1)
3 −m+ 1)
(`
(1)
3 − k(1))
(137)
≤ (1− (q − 1)p)
p
(
`
(1)
3 + 1
)
(138)
≤ (1− (q − 1)p)
p
(n+ 1), (139)
where (138) follows from `(1)3 − k(1) ≥ 1 and m ≥ 0.
We proceed to take care of k(2) by considering separately the following two cases.
• 0 ≤ k(2) < `(2)3 : Similarly, we establish that for un ∈ U (2)3 (k(2)) with d(xn(3), un|S
(2)
3 ) = m,
|B(2)1,3(un|k(2))| =
( `(2)3
k(2)+m−`(2)3
)(2`(2)3 −k(2)−m
`
(2)
3 −m
)
, (140)
|Ω(2)1,3(un|k(2))| =
( `(2)3
k(2)+m−`(2)3
)(2`(2)3 −k(2)−m
`
(2)
3 −m+1
)
, (141)
and
Pr
(
Y n ∈ B(2)1,3(un|k(2))
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω(2)1,3(un|k(2))
∣∣∣Xn = xn(1)) =
(1− (q − 1)p)
p
(2`(2)3 −k(2)−m
`
(2)
3 −m
)
(2`(2)3 −k(2)−m
`
(2)
3 −m+1
) (142)
=
(1− (q − 1)p)
p
(`
(2)
3 −m+ 1)
(`
(2)
3 − k(2))
(143)
≤ (1− (q − 1)p)
p
(
`
(2)
3 + 1
)
(144)
≤ (1− (q − 1)p)
p
(n+ 1), (145)
where (144) follows from `(2)3 − k(2) ≥ 1 and m ≥ 0.
• k(2) = `(2)3 : Let u
n ∈ B(2)1,3(`(2)3 ). Then d(xn(1), un|S3) = d(xn(3), un|S3) = `
(1)
3 + `
(2)
3 = |S3|. We note that
|B(2)1,3(un|`(2)3 )| =
(|S3|
0
)
= 1, (146)
and B(2)1,3(`(2)3 ) can be decomposed into distinct subsets B(2)1,3(un|`(2)3 ) indexed by specifically chosen |X |n−|S3|
representative un.
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On the other hand, for un ∈ U (2)3 (k(2)), the number of yn satisfying
d(un, yn|Sc3) = 0 and d(xn(3), yn|S3) = d(xn(1), yn|S3)− 1 = |S3| − 1 (147)
is
(|S3|
1
)
. Collect the elements satisfying (147) in Ω˜(2)1,2(u
n|`(2)3 ). Note that Ω˜(2)1,2(un|`(2)3 ) ⊂ Ω(2)1,2(`(2)3 − 1), and
Pr
(
Y n ∈ B(2)1,3(un|`(2)3 )
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω˜(2)1,3(un|`(2)3 )
∣∣∣Xn = xn(1)) ≤
(1− (q − 1)p)
p
1(|S3|
1
) (148)
=
(1− (q − 1)p)
p
1
|S3| (149)
≤ (1− (q − 1)p)
p
(n+ 1). (150)
A similar derivation can be applied for j = 4, · · · ,Mn. The proof for q = 3 is thus completed.
The proof for q > 3 is analogous to the derivation of q = 3. Some exceptions are listed below:
1) In the case of j = 2:
• The number of elements in B1,2(un|k), as defined in (110), is
(q − 2)2k−|S2|
( |S2|
2k − |S2|
)(|S2| − (2k − |S2|)
|S2| − k
)
(151)
instead of
( |S2|
2k−|S2|
)(|S2|−(2k−|S2|)
|S2|−k
)
.6
• The number of elements in Ω1,2(un
∣∣k), as defined in (112), is
(q − 2)2k−|S2|
(|S2| − (2k − |S2|)
|S2 − k + 1|
)
(152)
instead of
( |S2|
2k−|S2|
)(|S2|−(2k−|S2|)
|S2−k+1|
)
.
• The number of elements in B1,2(un
∣∣k = |S2|), as defined in (110), is (q − 2)|S2| instead of 1.7
• The number of elements in Ω˜1,2(un
∣∣k = |S2|), which satisfies (119), is (q− 2)|S2|−1(|S2|1 ) instead of (|S2|1 ).
• The upper bound in (122) is instead
Pr
(
Y n ∈ B1,2(un|k)
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω˜1,2(un|k)
∣∣∣Xn = xn(1)) ≤
(1− (q − 1)p)
p
(q − 2)|S2|
(q − 2)|S2|−1(|S2|1 ) (153)
≤ (1− (q − 1)p)
p
(q − 2)(n+ 1). (154)
2) In the case of j = 3:
• The number of elements in B1,2(un|k), as defined in (134), is
(q − 2)k(1)+m−`(1)3 ( `(1)3
k(1)+m−`(1)3
)(2`(1)3 −k(1)−m
`
(1)
3 −m
)
(155)
instead of
( `(1)3
k(1)+m−`(1)3
)(2`(1)3 −k(1)−m
`
(1)
3 −m
)
.
6Note that for the BSC, where q = 2, we only consider k = `2 and |S2| = 2`2, for which the formula (q− 2)2k−|S2| is underdetermined
and cannot be applied. Thus, B1,2(un|k) and Ω1,2(un|k) when q = 2 are treated separately.
7For the BSC, where q = 2, B1,2(un
∣∣k = |S2|) is an empty set. Thus, it is unnecessary to define or consider Ω˜1,2(un∣∣k = |S2|) when
q = 2.
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• The number of elements in Ω1,2(un|k), as defined in (135), is
(q − 2)k(1)+m−`(1)3 ( `(1)3
k(1)+m−`(1)3
)(2`(1)3 −k(1)−m
`
(1)
3 −m+1
)
(156)
instead of
( `(1)3
k(1)+m−`(1)3
)(2`(1)3 −k(1)−m
`
(1)
3 −m+1
)
.
• The number of elements in B(2)1,3(un
∣∣`(2)3 ), as defined in (146), is (q − 2)|S3| instead of 1.
• The number of elements in Ω˜(2)1,3(u
n
∣∣`(2)3 ), which satisfies (147), is (q − 2)|S3|−1(|S3|1 ) instead of (|S3|1 ).
• The upper bound in (148) is instead
Pr
(
Y n ∈ B(2)1,3(un|`(2))
∣∣∣Xn = xn(1))
Pr
(
Y n ∈ Ω˜(2)1,3(un|`(2))
∣∣∣Xn = xn(1)) ≤
(1− (q − 1)p)
p
(q − 2)|S3|
(q − 2)|S3|−1(|S3|1 ) (157)
≤ (1− (q − 1)p)
p
(q − 2)(n+ 1). (158)

VI. CONCLUSION
We derived a closed-form formula for the asymptotic generalized Poor-Verdu´ error bound to the multihypothesis
testing error probability and proved that, unlike the case for the BEC [24], it achieves the error exponent of the BSC
and the non-binary symmetric channel for arbitrary sequences of codes. This indicates that we can characterize
the channel reliability function at any rate, without having to explicitly calculate it, via the asymptotic generalized
Poor-Verdu´ bound. We established the exponent tightness results as a direct consequence of a key inequality,
showing that for any block code used over these channels, the relative deviation of the code’s minimum probability
of error from the asymptotic generalized lower bound grows at most linearly in blocklength. Even though the
exact determination of the reliability function of the BSC (and the non-binary symmetric channel) at low rates
remains a daunting open problem, our results offer a new perspective or tool for investigating it via the asymptotic
generalized Poor-Verdu´ bound. Future work includes studying the relationship between the generalized bound and
the meta-converse channel coding bound [15], [27] and the further examination of tight bounds for codes with
small-to-moderate blocklength (e.g., see [26]–[28]) used over channels with and without memory.
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