Abstract. We characterize the essential spectra of Toeplitz operators T a on weighted Bergman spaces with matrix-valued symbols; in particular we deal with two classes of symbols, the Douglas algebra C + H ∞ and the Zhu class
Introduction
Fredholm theory of Toeplitz operators T a on the Bergman space A 2 with continuous matrix-valued symbols and scalar-valued C +H ∞ symbols was developed by Coburn [4] , McDonald [9] , and Venugopalkrishna [14] in the 1970s. Part of the theory has been generalized to the reflexive Bergman spaces A p for symbols in C + H ∞ of the unit ball-see [3] and [15] , of which the former characterizes the essential spectrum of T a : A p → A p when a ∈ C + H ∞ . However, a formula for the Fredholm index appears in the literature only in the Hilbert space case and only for continuous symbols.
In this note we consider similar questions in a more general setting when the underlying space is a weighted reflexive Bergman space A p α and a is a matrix-valued symbol in C + H ∞ . In particular, we characterize the essential spectrum of T a , and in the scalar-valued case we also derive the usual index formula (analogous to the Hardy space case). Regarding the index of T a on the Hardy space H p with a ∈ (C +H ∞ ) N ×N , recall that T f and T g commute modulo finite rank operators when acting on Hardy spaces H p provided that f, g are trigonometric polynomials, from which the matrix-valued case can be easily obtained (see, e.g., [2] ); however, when considering Toeplitz operators on Bergman spaces, we cannot proceed in a similar fashion since there are no nonconstant trace class Hankel operators. The other way of dealing with matrix-valued symbols in Hardy spaces is known as factorization (see, e.g., [8] 
Recall
where M a stands for the multiplication operator; the function a is referred to as the symbol of the given operator. It is clear that, for
Spaces of bounded mean (and vanishing) oscillation play an important role in connection with the general theory of Toeplitz and Hankel operators on Bergman spaces. However, when symbols are restricted to be continuous, one can develop Fredholm theory without reference to these spaces. Despite this, we include a brief look at them in the following as this allows us to easily refer to results on compactness of Hankel operators. The Bergman ball D(z, r) with center z and radius r is defined by D(z, r) = {w ∈ B n : β(z, w) < r}, where β(z, w) is the Bergman metric. For a locally integrable function f : B n → C, the averaging functionf r is defined bŷ
where |D(z, r)| is the volume of D(z, r). 
Compact Toeplitz operators
where ·, · is the integral pairing and K
. In [10] , it was recently observed that T is compact on A p if and only if T ∈ τ (A p ) and B(T )(z) = 0 for all z ∈ ∂B n . There seems to be no reason why this result would fail in the more general case of weighted Bergman spaces A p α . However, we only need such a characterization for Toeplitz operators with continuous symbols, which can be easily obtained by following Coburn's original approach valid for p = 2 and α = 0 (see [4] ).
We finish this section with a remark on commutator ideals. Denote by τ the Toeplitz algebra generated by T a with a ∈ C(D). As in the Hilbert space case, the commutator ideal I of τ coincides with the space of all compact operators on A p α . Indeed, we have I ⊂ K according to the formula
which holds even for symbols in L ∞ (B n , dA t ); note that the Hankel operator H b is compact-see Section 1. It remains to note that all rank one operators are contained in I.
Fredholm properties
A bounded linear operator A on a Banach space X is said to be Fredholm if both its kernel and cokernel are finite-dimensional; the index of a Fredholm operator is defined to be
The winding number of a nonvanishing continuous function a is denoted by ind a. The essential spectrum σ ess (A) of A consists of all λ ∈ C for which T a − λI is not Fredholm, that is,
where π is the natural map.
It is well known that, for an n × n matrix-valued symbol a with entries in C(B n ), the Toeplitz operator T a : A 2 n → A 2 n is Fredholm if and only if det a(z) = 0 for any z ∈ ∂B n (see [4] ). This can also be easily generalized to the weighted Hilbert space case. In what follows we deal with weighted Bergman spaces that are reflexive, that is, we consider the case 1 < p < ∞. For n = 1, the index formula can be proved similarly to the corresponding result in [11] . When n > 1, we can proceed as in the proof of [14, Theorem 1.4] .
When n = 1, necessity can be proved as in the Hardy space case using the index formula. In the general case, we can apply the approach used in [4, 15] .
where f r (t) = f (rt) (t ∈ T) with δ < r < 1. Note that Ind T f is independent of the choice of r since the index is constant on connected components. 
if in addition n = 1, we have the following index formula
where a r (t) = a(rt) with δ < r < 1.
Proof. For α = 0, the proof of the Fredholm criterion can be found in [3] ; the general case can be dealt with similarly. Let us consider the index formula when n = 1. Since polynomials (in z andz) are dense in C(D), it suffices to prove the formula when a = p+g for some polynomial p and g ∈ H 
provided that r is sufficiently close to 1.
Next we consider the symbol class
by K. Zhu, who studied the properties of Toeplitz operators with these symbols in the Hilbert space context-see [16] . In what follows we study the Fredholm properties of Toeplitz operators T a acting on the weighted Bergman spaces A p α when a ∈ Q.
Remark 4. We have
Then for a fixed r > 0 and 1 ≤ p < ∞ we have
by the above remark aboutf . [12] .
It is also worth noting that there are symbols both in (L
(since this set is a C * -algebra). But then the Hankel operator H a is compact, which implies that a ⊂ B 0 . So H ∞ ⊂ B 0 , which is a contradiction. Proof. The index formula and sufficiency both follow from [12, Theorem 2.8] when α = 0. For the weighted case, results in [17] and [16, Theorem 7] imply that a −ã is in Q and has vanishing Berezin symbol. Now [10, Theorem 9.5] implies that T a−ã = T a − Tã is compact. But this means that T a is Fredholm if and only if Tã is Fredholm. Moreover, if they are Fredholm, they have the same index. Finally, the index of Tã can be computed using [16, Remark on p. 640].
Matrix-valued symbols
In this section we generalize Theorem 2 and part of Theorems 3 and 5 to the case of matrix-valued symbols using standard Banach algebra techniques. Let X be a Banach space and set X N = {(f 1 , . . . , f N ) : f k ∈ X}, which is also a Banach space when equipped with the norm
(or with any equivalent norm). Note that each operator A ∈ L(X N ) can be expressed as an operator matrix (
Recall the following results from matrix analysis; see, e.g., [7] . We can now give a necessary and sufficient condition for Fredholmness of Toeplitz operators with matrix-valued symbols.
Theorem 7. Let 1 < p < ∞, let N ≥ 2 be an integer, and suppose (
is Fredholm if and only if B(det a) is bounded away from zero near the boundary.
Proof. We reduce the proof to the scalar case via the preceding theorem using the representation T a = (T a ij ) The index formula for continous symbols follows from the usual perturbation argument used in the scalar case and Theorem 6.
The other two statements can also be reduced to the scalar-valued case via Theorem 6.
We would also like to say something about the index formula for the cases (b) and (c) in the previous theorem. (
Proof. This is a direct consequence of the above theorem and theorems 7.4 and 7.6 in [6] .
Let us consider the index of T a on the Hilbert space A 
Here H p 2 is trace class only if p 2 is constant (see [1] ), and so we cannot make use of the properties of Hankel operators the same way as in the Hardy space case where Hankel operators are finite rank (and hence trace class) for polynomial symbols. Also, if we could show that P M a ∈ S q for any q, then we could conclude that T a and T b commute modulo trace class operators since H p 2 ∈ S p for p > 1.
On the other hand, note that we can write . Note first that neither of the spaces A and D is contained in the other. Indeed, the Riemann mapping theorem implies that there is an analytic function f that takes the unit disk to a simply connected, unbounded domain with finite area. Since the Dirichlet integral of an analytic function is the area of the image of the function (see, e.g., [20, Exercise 12 of Section 5.5]), it follows that f is in the Dirichlet space; however, since f is unbounded, it is not in the disk algebra. Consider now a function g defined by g(z) = ∞ n=0 a n z n , where a n = n While it seems to be widely assumed (or even considered well known!) that the index of T a on A p N has a similar formula as in the H p N case, it is quite surprising that this has not been verified even in the Hilbert space case as far as we are aware. Because of Theorem 3, we still conjecture that the formulas for the index in Bergman and Hardy spaces are analogous.
