1. Introduction and definitions. The present paper deals with an algebraical generalization of the Pascal triangle. In this sense it differs from most frequently studied various arithmetical generalizations; see e.g. Bondarenko's book [1] with many of more than 400 items in its bibliography. The classification is neither exclusive nor sharp; Pascal triangles modulo n belong both to arithmetical generalizations and the algebraical generalization presented here. The immediate motivation for introducing the latter was the study of structure of real-time systolic trellis automata (see [4] , [5] , later also [7] , [8] , [9] ). However, the algebraic generalization presented is also suitable for describing computations of one-dimensional cellular automata.
The previous overview was [13] , where [10] and [11] were summarized. The present paper mainly summarizes [16] and [17] . [14] deals directly with a kind of systolic trellis automata. In [15] it is shown that Pascal triangle modulo n is modular or strictly modular if and only if n is a prime power or a prime, respectively. Modularity and strict modularity of trellises were introduced in [2] and [3] .
Let N denote the set of nonnegative integers and for every n ∈ N let D n = {(x, y) ∈ N × N : x + y ≥ n − 1} .
The operators DIV, MOD will denote the quotient and the remainder by the integer division (like in the programming language PASCAL). If A is an alphabet (i.e., a finite nonempty set) then A + will denote the set of all nonempty words in the alphabet A. The length of a word w will be denoted MOD n is always written into the unit square x, y . We can express these GPT in the form GPT(N n , 1), where N n = ({0, 1, . . . , n−1}; +, 0) and + denotes the addition modulo n. Definition 1.2. Let A = (A; * , o) be an algebra, w ∈ A + and t ∈ N. a) The t-th row of G = GPT(A, w), notation: R(A, w; t), will be the word consisting of
b) The substantial part SP(A, w; t) of the tth row of G = GPT(A, w) will be the empty word if G(x, t − x) = o for all x ∈ Z; otherwise SP(A, w; t) will be the word consisting of
where u is the least and v is the greatest integer such that G(u, t+|w|−u−1) = o and G(v, t + |w| − v − 1) = o. c) lmarg(A, w; t) and rmarg(A, w; t) will denote the number of (occurrences of) o in R(A, w; t) before and after SP(A, w; t), respectively; if SP(A, w; t) is empty then lmarg(A, w; t) = |w| + t and rmarg(A, w; t) = 0.
In other words, SP(A, w; t) is the least (connected) subword of the tth row of GPT(A, w) which contains all its symbols distinct from o. Further, always R(A, w; t) = o lmarg(A,w;t) SP(A, w; t)o rmarg(A,w;t) .
R e m a r k 1.3. Originally (for example, in [11] or [13] ), generalized Pascal triangles were associated with the algebras of signature (0, 1, 1, 2) (but the approach introduced above was also mentioned). The algebra corresponding now to the original algebra B = (B; K, l, r, .) can be A = (A; * , o), where A = B ∪ {o}, o ∈ B and
for all x, y ∈ B. The constant K (which was used to define GPT(B)= GPT(B, K)) has no analogy here; therefore GPT(A) is not defined now. Notice also that sometimes it is more suitable to choose o ∈ B; e.g. if we consider the Pascal triangle modulo a positive integer n, the choice o = 0 is suitable. There are also further small technical modifications, but none of them is substantial.
Nilpotent and semilinear GPT
Definition 2.1. A GPT G will be called nilpotent if G(x, y) = o for all but finitely many pairs (x, y) ∈ D. An algebra A = (A; * , o) will be called nilpotent if for every w ∈ A + , GPT(A, w) is nilpotent.
To avoid possible misunderstanding, notice that all configurations are usually considered in the definition of nilpotent cellular automata; the above definition deals with finite configurations (i.e., those with finite supports).
A language L will be called a simple linear language of degree at most k if there are words
A language L will be called a simple semilinear language (abbreviated: SSL language) of degree at most k if L is a disjoint union of finitely many simple linear languages of degree at most k.
L will be called an SSL language of degree k if L is an SSL language of degree at most k but it is not an SSL language of degree at most k − 1. L will be called an SSL language if it is an SSL language of degree at most k for some k ∈ N.
A GPT G will be called an SSL GPT (of degree [at most] k) if the set of its rows is an SSL language (of degree [at most] k).
An algebra A = (A; * , o) will be called an SSL algebra (of degree at most k) if for very w ∈ A + , GPT(A, w) is SSL (of degree at most k). It will be called an SSL algebra of degree k if it is of degree at most k but it is not of degree at most k − 1.
Notice that an SSL algebra need not be SSL of a (finite) degree because the degrees of its GPT can be arbitrarily large. Every nilpotent algebra is an SSL algebra of degree 1 but the converse does not hold.
Some of the above defined properties can be characterized as follows. G = GPT(A, w) is an SSL GPT if and only if for every c ∈ A the set G −1 {c} is 128 I. KOREC definable in Presburger arithmetic. G is an SSL GPT of degree at most 2 if and only if the set of its rows is a context-free language.
3. Simple semilinear GPT and the 3x + 1 problem. For every y ∈ N define
Further, write T 0 (y) = y and T n+1 (y) = T (T n (y)) for every n, y ∈ N. The sequence (T 0 (y), T 1 (y), T 2 (y), . . .) will be called the T -trajectory of y. There are several unsolved hypotheses connected with the iterations of T ; for example: 3x+1 conjecture. For every positive integer y there is n such that T n (y)=1.
Divergent trajectory conjecture (on N). There is no y ∈ N such that lim n→∞ T n (y) = ∞.
Finite cycles conjecture (on N). There are only finitely many y ∈ N such that there is n > 0 such that T n (y) = y.
Of course, the first hypothesis (called also the Syracuse problem, CollatzKakutani problem, etc.) implies the second and the third ones. All three hypotheses seem to be very hard. For references and history see [18] (where, however, the second and the third hypotheses are formulated for the set Z of all integers instead of N).
Here some algebras (consisting of 7 or 8 elements) will be constructed and some structural questions about their GPT will be shown equivalent to the above hypotheses. So we can conclude that these questions about GPT are also hard. On the other hand, GPT can help us to visualize some results concerning the 3x + 1 problem.
, where A 1 = {o, 0, 1, 2, 3, 4, 5} and the operation * is defined by
, 2, 4}, y = o. The algebra A 1 and one of its GPT are displayed in Figure 1 . Assume that the substantial part of a row of a GPT(A 1 , w) does not contain any o. (This assumption is not satisfied in Figure 1 ; however, any maximal segment of a row not containing any o can be considered as well.) If we understand o as a blank then the way how a row of a GPT(A 1 , w) is formed from the previous row resembles multiplying by 3 in the number system with base 6. The difference is at the right end, where:
either 4 arises instead of 3 (so 3u + 1 is obtained instead of 3u), or the rightmost zero is lost (so 3u is divided by 6 and For every w ∈ (A 1 − {o}) + denote by val 6 (w) the integer represented by w in the number system with base 6 (leading zeros are allowed).
Lemma 3.2. Let w ∈ (A − {o})
+ , w(0) = 0 and q = lim inf n→∞ T n (val 6 (w)). Then (ii) log 6 2 − 0.072/q < w < log 6 2 if 1 < q < ∞; (iii) w = log 6 2 if q = ∞. The algebra A 1 is an SSL algebra if and only if the divergent trajectory conjecture (on N) holds.
The algebra A 1 is an SSL algebra of a finite degree if and only if both the divergent trajectory conjecture (on N) and the finite cycles conjecture (on N) hold.
R e m a r k 3.5. Since the 3x + 1 conjecture was verified up to 2 40 , Lemma 3.2 leaves only an interval of length less than 10 −13 for possible values of w distinct from The nilpotency of GPT is a simpler and more transparent property than their simple semilinearity. Therefore it would be nice to replace the SSL algebra in Theorem 3.4 by a nilpotent algebra. We shall do it for the first part of Theorem 3.4, but the cardinality of the algebra will increase to 8. The algebra A 2 and one of its GPT are displayed in Figure 2 . If we compare this with Figure 1 , the main difference is that periodic "tails" (consisting of 4, 2, 1) have been cut off.
Lemma 3.7. For every w ∈ (A 1 − {o}) + , GPT(A 2 , w) is nilpotent if and only if there is n such that T n (val 6 (w)) = 1.
Theorem 3.8. The algebra A 2 is nilpotent if and only if the 3x + 1 conjecture holds.
Just as 1 was split into two elements 1, I in the above construction of A 2 , also the other elements of the periodic tails can be used. We shall formulate the result for the element 4. 4. Speeds of configuration growth in GPT -Definition. Generalized Pascal triangles can be considered as computations of one-dimensional cellular automata from finite initial configurations. (The quieting state will be o or an n-tuple consisting of o, where n is determined by the type of neighbourhood.) Cellular automata are often used to simulate some physical processes. Imagine for example waves spreading on a water surface (in a narrow and very long reservoir for the one-dimensional case). If we throw several stones into water the waves will spread on the water surface. The size and the form of the waves will depend on the number of stones thrown, their weights etc., but the speed of the wave head will usually be independent of these circumstances. Hence it is natural to require that a cellular automaton used to simulate these waves has the following property:
In every computation with finite nonempty initial configuration, the length of the support is (asymptotically) a linear function of time, and the speed of its growth does not depend on the initial configuration.
These considerations motivate the following definition: (ii) We shall write SpGr 1 (A) = α if for every w ∈ A + − {o} + there is a constant c such that (4.1.1) holds.
If SpGr(A) is defined then SpGr 1 (A) is also defined and SpGr 1 (A) = SpGr(A). The converse is not true: it may happen that SpGr 1 (A) is defined and SpGr(A) does not exist. Analogously, it may happen that lim t→∞ |SP(A, w; t)| t exists for every w ∈ A + − {o} + and does not depend on w, and, despite this, SpGr 1 (A) does not exist. Hence the condition (i) in Definition 4.1 is rather strong. It requires that the configuration growth is "as linear as possible" and simultaneously "as uniform as possible". This makes existence results about SpGr also rather strong, e.g. stronger than those about SpGr 1 . In the next section it is shown how to meet this condition in a nontrivial way.
5. Irrational speeds of configuration growth. It is very easy to find an algebra A such that SpGr(A) = 1; also lower rational speeds can easily be obtained. On the other hand, by the simulation of a suitable Turing machine also irrational speeds can be obtained; however, in this case the speed of growth usually depends on the initial configuration (and it does not necessarily exist for all initial configurations). So the conditions of Definition 4.1 need not be satisfied.
We shall present a method to obtain irrational speeds based on a numbertheoretical idea. For this purpose, we shall generalize the notion of positional number system and introduce an auxiliary set K. where A is an alphabet (of digits), val is a mapping of A into the set of nonnegative reals and the real b > 1 is the basis.
(ii) The function val is extended to the set A + by the formula
for every n ∈ N and all u n , u n−1 , . . . , u 1 , u 0 ∈ A.
Generally speaking, the above definition gives neither the existence nor the uniqueness of representations of nonnegative reals; we do not investigate any details not concerning our main goal. . . .
The parameters in the main theorem of this section (Theorem 5.4) will run over K. Therefore the following theorem is presented which shows how rich (items a, b, c) and how poor (items d, e) the set K is: d) The set K contains no negative real and no real x such that 0 < x < 1. e) All elements of K are algebraic integers.
Theorem 5.4. If α, β ∈ K, b ∈ N and 0 < α.β < b then there is a finite algebra A = (A; * , o) such that SpGr(A) = log α log b − log β . Substantial parts of rows of GPT(A, w) are understood as numbers written in a positional number system with the base δ = b/β, and forming a new row will correspond to multiplication by α. This adds log δ α to the length of the substantial part on the average. The positional number system must be chosen so that multiplying by α is possible without "long carries". (They occur in the usual decimal system e.g. for α = 3 but do not occur for α = 2, 5.) Moreover, o = 0 in the constructed algebra, and we must arrange that no new zeros arise at the ends of substantial parts.
