Influenza viral fitness can be probed using in vivo co-infection experiments. We use a within-host model of such experiments to quantify relative fitness. Different assumptions for the biological cause of fitness difference are explored. Certain neuraminidase mutations enhance the fitness of drug-resistant influenza. Our findings are consistent regardless of the assumed cause of fitness difference. Through accumulation of genetic mutations in the neuraminidase gene, the influenza virus can become resistant to antiviral drugs such as oseltamivir. Quantifying the fitness of emergent drug-resistant influenza viruses, relative to contemporary circulating viruses, provides valuable information to complement existing efforts in the surveillance of drug-resistance. We have previously developed a co-infection based method for the assessment of the relative in vivo fitness of two competing viruses. We have also introduced a model of within-host co-infection dynamics that enables relative within-host fitness to be quantified in these competitive-mixtures experiments. The model assumed that fitness differences between co-infecting strains were mediated by strain-dependent viral production rates from infected epithelial cells. Here we extend the model to enable a more complete exploration of biological processes that may differ between virus pairs and hence generate fitness differences. We use the extended model to re-analyse data from competitive-mixtures experiments that investigated the fitness of oseltamivir-resistant (OR) H1N1 pandemic 2009 ("H1N1pdm09") viruses that emerged during a community outbreak in Australia in 2011. Results are consistent with those of our previous analysis, suggesting that the within-host replication fitness of these OR viruses is not compromised relative to that of related oseltamivir-susceptible (OS) strains, and that potentially permissive mutations in the neuraminidase gene (V241I and N369K) significantly enhance the fitness of H1N1pdm09 OR viruses. These results are consistent regardless of the hypothesised biological cause of fitness difference.
option for influenza may be severely compromised if resistance becomes prevalent (Kelso and Hurt, 2012) . During the Northern Hemisphere's 2007/08 influenza season, surveillance studies identified a rise in the proportion of A(H1N1) viruses carrying the resistance-conferring H275Y mutation in the NA gene (Sheu et al., 2008 ; Centers for Disease Control and Prevention (CDC), 2008; Hauge et al., 2009; Meijer et al., 2009 ). These resistant viruses spread globally and replaced wild-type H1N1 during 2008 (Centers for Disease Control and Prevention (CDC), 2009; Dharan et al., 2009; Hurt et al., 2009; Moscona, 2009) , largely independently of the use of oseltamivir (Dharan et al., 2009; Hauge et al., 2009; Hurt et al., 2009; Meijer et al., 2009) . This event highlighted a need to be able to accurately assess the relative fitness of emergent drug-resistant influenza strains compared to contemporary circulating drug-susceptible wild-type strains.
Previous studies have quantified the relative replication fitness of different pathogens using mathematical models (Marée et al., 2000; Wu et al., 2006; Hurt et al., 2010; Pinilla et al., 2012; Butler et al., 2014) . A method introduced by Marée et al. (2000) quantified relative in vitro fitness via the ratio of the infected cell replication rates of each competing strain. Marée et al. discussed alternatives to their assumption that the replication rate is the only parameter that differs by strain (e.g. the infected cell death rate could instead be assumed to be the source of strain difference), however other possible biological sources of strain difference were not considered, such as strain-dependence in the latent phase duration. Wu et al. (2006) quantified relative in vitro fitness using the overall growth rate for each strain. This method is difficult to compare across different experiments because the growth rate incorporates the number of target cells, and so changes depending on experimental conditions. Wu et al. also did not consider alternative scenarios regarding the source of strain difference. In earlier work (Hurt et al., 2010) , we quantified relative in vivo fitness via the difference of the infected cell replication rates of each strain. However, we neglected other possible causes of strain difference, such as strain-dependence in the duration of either the latent or productive phase of infected cells. and Pinilla et al. (2012) quantified relative in vitro fitness by estimating several fundamental biological properties of each strain, gaining direct insight into the underlying cause of strain-dependent infection dynamics and fitness differences. Quantifying relative fitness in this way is preferable to estimating experiment-specific properties that change depending upon modifications to the infection system (e.g. Wu et al., 2006) , and depending on the biological properties of the pathogens being studied, may also be preferable to assuming that the infected cell replication rate or death rate are the only parameters that differ by strain (e.g. Marée et al., 2000) .
In a recent experimental study involving the co-infection of animals with competing pairs of A(H1N1) pandemic 2009 ("H1N1pdm09") strains (Butler et al., 2014) , we used a withinhost model of the co-infection system to quantify relative replication fitness. The model assumed that fitness differences were caused by strain-dependence in the production rate of infectious virus by infected cells, and relative within-host fitness was quantified via the ratio of the production rates. Results indicated that (1) H275Y drug-resistant influenza viruses that emerged in 2011 in the Hunter New England (HNE) region of New South Wales, Australia, did not have compromised in vivo fitness compared with related drug-sensitive viruses, and (2) the unusually robust fitness of these drug-resistant viruses may have been due to the presence of two permissive NA mutations -V241I and N369K -which have since become established in virtually all circulating H1N1pdm09 viruses. Here we first revisit the model introduced in Butler et al. (2014) , and then extend it to allow investigation of several different biologically plausible hypotheses regarding the cause of fitness difference. Of note, our focus throughout the analysis is to obtain accurate and precise estimates for the relative fitness, rather than individual model parameters.
Experimental data
We analyse data from a competitive-mixtures experimental study involving co-infection of ferrets with pairs of competing influenza viruses (Butler et al., 2014) . In these experiments, immunologically naive ferrets were inoculated with various mixtures of two different influenza strains ("A" and "B"). Each ferret was assigned either to one of three "mixed-infection groups" (80A:20B, 50A:50B, and 20A:80B), or to one of two "pure-infection groups" (100A:0B and 0A:100B). Each inoculum was prepared at the required proportion by combining known concentrations of each virus.
Nasal wash samples were taken daily from each ferret. The infectious viral load of each sample was measured using 50% tissue culture infectious dose (TCID 50 ) assays, and total (infectious þ non-infectious) viral load was measured using real-time reverse transcription-polymerase chain reaction (rRT-PCR) assays of the matrix gene. The proportion of each co-infecting virus was also measured using pyrosequencing assays of the NA gene of each coinfecting strain. Dynamics in this vRNA proportion over the course of infection provide insight into relative replication fitness within the mixed-infection groups. Differences in viral load dynamics between the two pure-infection groups also provide insight into relative replication fitness. Pyrosequencing and rRT-PCR measurements were taken for each inoculum.
Reverse genetics techniques were used to generate drugresistant viruses with or without certain potentially permissive NA mutations -V241I and N369K -that were hypothesised to have counteracted the fitness cost of the H275Y mutation. The different virus pairs investigated in each competitive-mixtures experiment are shown in Table 1 , and full details of the experimental procedures have previously been presented (Butler et al., 2014) .
Within-host co-infection model
Epithelial cells infected with influenza produce both infectious and non-infectious virus. In order to model competitive-mixtures experiments, we extended our previous model of infectious and non-infectious influenza viral dynamics (Petrie et al., 2013) to incorporate two different co-infecting strains (Butler et al., 2014) . This "co-infection" model ( ) infectious virions; i.e. each strain competes for the same target cell resources (Butler et al., 2014) :
For each strain, infected target cells progress through a latent phase (L) before becoming infectious (I) as described by the following equations (Butler et al., 2014) :
Details of all state variables and parameters in this model are shown in Table 2 , together with fixed parameter values and the biologically realistic bounds used to constrain fitted parameters. In order to produce more biologically accurate distributions for the latent and infected cell lifespans, the L and I compartments are each split into 20 stages, for both strain A and strain B (Petrie et al., 2013) . The model is similar to that used by Pinilla et al. (2012) to model competition between co-infecting strains in cell culture.
Fitting the model to data
When fitting model outputs to experimental data, three different assay types are used: TCID 50 data were obtained using several separate runs of the assays in Butler et al. (2014) (due to the limited number of samples able to be tested with any single assay), and inter-assay variability was controlled for by including, in each assay, 1-2 samples from stocks of control virus. We use these control samples to calibrate all TCID 50 data. Each measurement in a given assay is scaled up by adding, in log-space, the difference between that assay's average calibration value and the largest average calibration value obtained across all TCID 50 assays in all experiments.
Initial conditions for T, L, I, and V TCID comb are identical to those used in our previous within-host modelling study of ferret infection (Petrie et al., 2013) 
The initial proportion of total virus comprised of strain B (V
RNA B ð0Þ=V
RNA comb ð0Þ) is fitted to inoculum pyrosequencing data. For pure-infection group ferrets, the strain omitted from each group's inoculum is assumed to be absent throughout the entire course of infection. Those data are fitted with only a single strain present in the model. This assumption is supported by an inspection of the raw data (Butler et al., 2014) , which suggest that the compartments (green/black) are matched to the colours of the corresponding viral load curves in Fig. 2 . Adapted from the Supplementary Text of Butler et al. (2014) . (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) Table 1 Virus pairs analysed in Butler et al. (2014) . Each row shows the virus pair ("A" vs. "B") analysed in a given competitive-mixtures experiment, together with a description of each virus. One experiment involved naturally isolated viruses (row 1) while the other experiments involved viruses generated using reverse genetics (rg) techniques (rows 2-5). All oseltamivir-resistant (OR) viruses contained the H275Y NA mutation (tyrosine (Y) at position 275), whereas the oseltamivir-susceptible (OS) virus did not contain that mutation (histidine (H) at position 275). probability of spontaneous mutation from one strain to the other is low throughout the course of a pure infection. Data from mixedinfection group ferrets are fitted with the full two-strain version of the model.
Measurements that are outside detection thresholds are fitted as previously explained (Petrie et al., 2013) . Pyrosequencing measurements are considered to be outside the threshold of detectability when they are outside the range ½0:02; 0:98, as the Initial T value cells 7 Â 10 7 -This estimate was calculated in our previous within-host modelling study of ferret infection (Petrie et al., 2013) .
Concentration of free infectious virions measured via TCID 50 infectivity assay 
Previous in vivo and in vitro modelling estimates of p (Möhler et al., 2005; Baccam et al., 2006; Handel et al., 2007; Beauchemin et al., 2008; Schulze-Horsel et al., 2009; Miao et al., 2010; Saenz et al., 2010; Pawelek et al., 2012) . β Infectivity/mixing rate governing infection of target cells by infectious virions
; 10 À 1 Previous in vivo and in vitro modelling estimates of β (Möhler et al., 2005; Baccam et al., 2006; Handel et al., 2007; Beauchemin et al., 2008; Schulze-Horsel et al., 2009; Miao et al., 2010; Saenz et al., 2010; Pawelek et al., 2012) . k Transition rate from latent to productive infection
This range corresponds to average latently infected cell lifetimes (i.e. τ L ¼ 1=k) from 1 h to 24 h, consistent with previous estimates obtained when fitting models (with normal or log-normal delay distributions for L and I) to in vitro data Pinilla et al., 2012 ). δ Death rate of productively infected cells d
This range corresponds to average productively infected cell lifetimes (i.e. τ I ¼ 1=δ) from 3 h to 100 h, consistent with previous in vitro observations (Arndt et al., 2002; Zhirnov and Klenk, 2003; Möhler et al., 2005) as well as both in vivo and in vitro model-fitting estimates (Möhler et al., 2005; Baccam et al., 2006; Handel et al., 2007; Beauchemin et al., 2008; Schulze-Horsel et al., 2009; Miao et al., 2010; Pinilla et al., 2012) . c h Host-driven clearance rate (assumed to be the same for both infectious and noninfectious virus)
Previous in vivo estimates for the clearance rate of infectious virions obtained from target cell-limited models (where infection progress is limited by the availability of susceptible cells, rather than by immune response dynamics) (Baccam et al., 2006; Handel et al., 2007; Miao et al., 2010; b d inf Degradation rate of infectious virus to noninfectious virus
3.12 -Consistent with the rate of loss of infectivity determined in vitro for two H1N1pdm09 strains (Pinilla et al., 2012) . This value is also consistent with other in vitro measurements (Horsfall, 1954; Paucker and Henle, 1955; Gaush and Smith, 1968; Orthel, 1972; Beauchemin et al., 2008; Schulze-Horsel et al., 2009; . Based on the variability of ρð0Þ across different inocula given to donor ferrets in Butler et al. (2014) .
pyrosequencing error for each experiment was generally around 2%. Model parameters are estimated by minimising the sum of squared residuals (SSR) between model outputs and data, using a similar method to previous within-host modelling studies (Saenz et al., 2010; Petrie et al., 2013) . For a single set of model parameters (θ) the SSR is
where N TCID , N PCR , N ρð0Þ , and N pyro are the number of TCID 50 , rRT-PCR,ρð0Þ (i.e. rRT-PCR/TCID 50 ), and pyrosequencing data points being fitted, respectively; t i is the time that the ith data point was MATLAB 2011b's genetic algorithm (GA) is used to ensure that a good candidate for the global minimum of the SSR is obtained and to generate likelihood confidence regions (LCRs) and confidence intervals (CIs) for parameter estimates, as detailed previously (Petrie et al., 2013; Schwaab et al., 2008; Donaldson and Schnabel, 1987) . The rate of degradation of infectious to noninfectious virus is fixed to d inf ¼ 3:12 d À 1 ; a value estimated previously in vitro for two H1N1pdm09 viruses (Pinilla et al., 2012) . This value is also consistent with other in vitro measurements (Horsfall, 1954; Paucker and Henle, 1955; Gaush and Smith, 1968; Orthel, 1972; Beauchemin et al., 2008; Schulze-Horsel et al., 2009; . For all fitted parameters in the coinfection model, a range of biologically plausible values are specified (Table 2 ) which restrict the parameter space searchable by the GA. Different hypothesised models are compared statistically using the Akaike information criterion (AIC) in the case of least squares estimation with normally distributed errors (Burnham and Anderson, 2004) . The AIC corrected for datasets with few data points (AIC c ) is used.
Quantifying relative fitness using ratios of strain-dependent model parameters
Once model parameters have been estimated for each competing strain, relative replication fitness is quantified via the ratio of each pair of strain-dependent parameters. As the underlying biological cause of experimentally observed strain-dependence in infection dynamics is unknown and may differ depending on which two strains are being compared, we investigate several different hypotheses regarding the biological processes that may differ (Section 6). To avoid parameter identifiability issues, each hypothesis is investigated separately by allowing one biological parameter to be strain-dependent at a time, while all other biological parameters are assumed to be equivalent for both strains. Note that ρð0Þ is also assumed to be strain-dependent (see Section 4), however that parameter is simply an initial condition of the infection system which is affected by each virus' storage conditions leading up to a given experiment, rather than a fundamental biological property of each virus.
For each hypothesis, strain-dependence in the associated biological parameter generates a fitness difference between strains. Relative fitness is quantified via the ratio of these two straindependent parameters. An estimated value of one for the ratio indicates equivalent fitness between the two strains; values on either side of one indicate greater or lesser fitness, driven by differences in the parameter under study.
Hypothesised explanations for a fitness difference between strains that have distinct NA genes
In the competitive-mixtures experiments analysed here (Table 1) co-infecting viruses differ (primarily or solely) via mutations in the NA gene. Hence the hypothesised causes for a fitness difference that we choose to investigate are informed by previous in vitro experiments that examined functions of influenza NA ( (Colman, 1994; Gubareva et al., 2000; Wagner et al., 2002; Nayak et al., 2004; Gong et al., 2007; Rossman and Lamb, 2011; Yondola et al., 2011; Lai et al., 2010; Ushirogawa and Ohuchi, 2011; Matrosovich et al., 2004; de Vries et al., 2012; Gerlach et al., 2012; Nishikawa et al., 2012; Wong et al., 2012; Hattrup and Gendler, 2008; Thornton et al., 2008; Suzuki et al., 2005; Su et al., 2009; Zhu et al., 2012; Morris et al., 1999; Gaur et al., 2012; Huang et al., 2008) ; summarised in Appendix A).
The p-diff model
Previous in vitro work has indicated the importance of NA in the production of free virions, and in regulating the balance of infectious and non-infectious virions during production from infected cells (see Appendix A). One hypothesis we investigate is that the production rate of infectious virus (p) differs between strains while all other rate parameters are identical for both strains; hence relative fitness ¼ p B =p A . This assumption was made in our previous analysis of these experiments (Butler et al., 2014) . We refer to the resulting model as the "p-diff" model. Under the pdiff model, a larger estimated value for p indicates greater replication fitness, as a greater rate of production of infectious virus leads to a greater exponential growth rate for infectious virus and infected cells (assuming that target cells are available for infection once progeny virus production begins).
The β-diff model
Previous experimental results have indicated that NA is important for virus entry into susceptible cells (see Appendix A). Other in vitro work has also indicated that NA is important in counteracting the effects of decoy receptors in mucins that (1) restrict the spatial spread of free virus throughout the site of infection, and (2) clear free virus (see Appendix A).
To account for the first of these mucin-counteracting functions of NA, as well as the possibility that NA may affect the infectivity of each infectious virion, we investigate a hypothesis that only the infectivity/mixing rate (β) differs between strains (the "β-diff" model), where relative fitness ¼ β B =β A . This hypothesis embodies a scenario in which NA counteracts the inhibition of the spatial spread of free virus, and/or alters the infectivity of infectious virions, in a strain-dependent manner. Under the β-diff model, a larger estimated value for β indicates greater replication fitness, as faster spatial spread of infectious virus and/or greater infectivity per virion leads to a greater exponential growth rate for numbers of infected cells.
The τ V -diff model
To account for the second of the previously mentioned mucincounteracting functions of NA, we also investigate a hypothesis in which only host-driven clearance (c h ) is strain-dependent. This embodies a scenario in which NA counteracts the host-driven clearance of free virus in a strain-dependent manner. Under this hypothesis, a larger estimated c h rate indicates that virions are cleared more quickly from the site of infection, leading to a relatively decreased exponential growth rate in numbers of infected cells and a more rapid exponential decay rate for free virus. Larger c h values are associated with decreased within-host fitness. To aid in presentation we therefore use an alternative parameterisation of host-driven clearance: strain-dependence in the expected lifetime of infectious virions (τ Vinf ¼ 1=½c h þ d inf , with d inf fixed); hence relative fitness ¼ τ Vinf ;B =τ Vinf ;A . This hypothesised model is referred to as the "τ V -diff" model. τ V -diff model, to aid presentation relative fitness is quantified using the infected cell productive phase duration (τ I ) rather than death rate (δ); hence relative fitness ¼ τ I;B =τ I;A .
The k-diff model
As mentioned above in the context of the τ I -diff hypothesis, NA may be important in determining the lifetime of infected cells. Another way to account for this possible function of NA is to investigate a hypothesis in which only the transition rate from latent to productive infection (k) differs between strains (the "kdiff" model), where relative fitness ¼ k B =k A . Under this hypothesis, a larger estimated k value indicates that the average latent phase duration is shorter so infected cells initiate production of infectious virus more quickly, leading to an increased rate of exponential growth for both infected cells (if there are still target cells available for infection once progeny virus production begins) and infectious virus. Larger k values are associated with increased within-host fitness. This hypothesis is also supported by experimental results indicating that NA is important in the release of progeny virions from the surface of infected cells (see Appendix A).
7. The relative within-host replication fitness of an OR strain isolated during the HNE outbreak
Here we quantify the relative replication fitness of the New17 OR and New163 OS viruses isolated from the HNE outbreak (see Table 1 , row 1). We refer to this competitive-mixtures experiment as the natural isolate experiment.
Fits to data using the p-diff hypothesis
Given that virus particle release from infected cells is often considered to be the primary function of NA, we first present our analyses of the p-diff model, in which strain-dependence in the production rate of infectious virus is hypothesised to be the underlying cause of fitness difference. All analyses performed using the p-diff model are identical to those presented in Butler et al. (2014) . Fig. 2 shows fits of the p-diff model to TCID 50 , rRT-PCR, and pyrosequencing data from hosts in the natural isolate experiment (Butler et al., 2014) . Fits of the other four hypothesised models to the natural isolate experiment are shown in Supplementary Figs. S2-S5.
Note that the pyrosequencing proportion data in the inocula of the natural isolate experiment are systematically lower than the proportions that were prepared according to TCID 50 mix (Fig. 2 , centre column, blue squares at t¼ 0). Also the rRT-PCR:TCID 50 ratio measured in the inocula (right column, black dots at t¼ 0) increases systematically across the different infection groups with increasing New163 OS inoculum proportions, suggesting that the New163 OS isolate had a larger ratio of total vRNA:infectious virus compared with the New17 OR isolate. The co-infection model is able to reproduce each of these systematic effects by assuming that the initial total vRNA:infectious virus ratio in the inoculum (ρð0Þ) differs by strain, as discussed further in Section 9.
TCID 50 and rRT-PCR viral load generally decrease over time in the natural isolate experiment, with TCID 50 reaching undetectable levels by t % 6-7 : d (post-infection; p.i.) (Fig. 2, left column) . Comparing the two pure-infection groups, there are no substantial differences in TCID 50 or rRT-PCR viral load dynamics between each group.
In the three mixed-infection groups, there is a general trend for the New17 OR pyrosequencing proportion (Fig. 2, centre column) to increase relative to its value in the inoculum (at t¼ 0); i.e. the New17 OR virus tends to outgrow the New163 OS virus within hosts. The slope of this increase also appears to become steeper with greater amounts of New163 OS virus in the inoculum. This trend is reproduced by the best-fit of the p-diff model (Fig. 2 , solid blue line) but not by most other fits that lie within the 95% confidence level of the LCR (Fig. 2 , faded dotted blue lines), which rapidly increase and then plateau prior to 24 h (p.i.). Note that this bimodality (i.e. two mechanistically distinct solutions that are each capable of reproducing observed infection dynamics) is a limitation of the p-diff model fitted to the natural isolate experiment, but does not typically occur for the other model-experiment combinations analysed in this work.
Fits to data using the four alternative hypotheses
Having analysed the natural isolate experiment using the p-diff model, we now analyse fits of the four other hypothesised models to that experiment: β-diff (infectivity/mixing rate differs by strain), τ V -diff (lifetime of infectious virions differs by strain), τ I -diff (infected cell productive phase duration differs by strain), k-diff (transition rate from latent to productive infection differs by strain).
Fits to infectious viral load, total viral load, and ρð0Þ inoculum measurements are similar for all four models (Figs. S2-S5 , left and right columns). However, fits to pyrosequencing data (Figs. S2-S5 , Fig. 2 . Fits of the p-diff model to data from the natural isolate experiment. Each row shows viral load data for a given infection group. The 50:50 mixture was inoculated into two different ferrets in order to provide more data on infections that begin on equal footing; therefore data points may overlap in that group. . Note that only the initial condition, ρð0Þ, is fitted to data. The total:infectious ratio of the New163 OS (dot-dashed red line; red dot indicates initial value) and New17 OR (dot-dashed blue line; blue dot indicates initial value) strains are also shown. In all plots, non-filled arrows indicate that the measured concentration or proportion was outside of the range of detectability for the corresponding assay, with arrow direction indicating the direction of the actual, unknown quantity. In addition to the best fit lines, 5000 randomly sampled fits with SSR values that lie within the 95% confidence level of the LCR are also shown (faded dotted lines). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) centre column) exhibit different behaviours for different models, as does the predicted coupling between infectious and total A:B ratios. The infectious A:B ratio under the τ I -diff hypothesis (Fig. S4, dashed black line) decouples from the total vRNA A:B ratio (solid blue line) after t % 2-3 d ðp:i:Þ. This decoupling is also present in some of the fits of the τ V -and k-diff hypotheses (as well as the pdiff hypothesis; Fig. 2 ), but does not occur under the β-diff hypothesis. The fact that predicted infectious proportion dynamics decouple from total vRNA proportion dynamics is crucial, because pyrosequencing assays measure the total vRNA proportion, yet infectious proportion dynamics provide a more direct insight into relative fitness. This highlights the importance of considering both infectious and total virus dynamics in competitive-mixtures experiments.
Differences in the ability of the five hypothesised models to reproduce observed infection dynamics
All models are able to generate some form of increase in the New17 OR vRNA proportion over time, yet certain models reproduce particular aspects of the pyrosequencing data better than others. The β-diff model is unable to generate the continual increase present in the pyrosequencing data from t ¼ 0 dðp:i:Þ to t % 6 dðp:i:Þ (Fig. S2, centre column) . Instead, the New17 OR vRNA proportion rapidly increases and then plateaus within the first 24 h (p.i.), similar to most of the fits generated using the p-diff model (Fig. 2, centre column) . Both the p-and τ V -diff models are able to generate fits that reproduce the increase in vRNA proportion between t ¼ 0 dðp:i:Þ and t % 6 dðp:i:Þ (Figs. 2 and S3 ,centre column). However, the vRNA proportion continues to increase beyond t % 6 dðp:i:Þ in those fits, whereas the pyrosequencing data appear to plateau beyond t % 6 dðp:i:Þ and perhaps even decrease following t % 8 dðp:i:Þ. The pyrosequencing dynamics in this final stage are, however, difficult to discern due to a relative lack of data following t % 8 dðp:i:Þ.
The τ I -and k-diff models are the most capable of reproducing all of the aforementioned features in the pyrosequencing data (Figs. S4 and S5, centre column), and are the best-fitting models overall for the natural isolate experiment. Each model's AIC c value correlates well with its capacity to reproduce pyrosequencing data (Table 3 ), simply because model fits differ most prominently when fitting pyrosequencing data. However, these differences in the ability of each hypothesised model to fit data are minor; our results do not provide strong evidence that any particular hypothesised model is more biologically plausible than the others. Table 4 , row 1, provides a qualitative comparison of the performance of different models when fitting data from the natural isolate experiment.
Strain-dependent parameters are highly correlated
Estimates of strain-dependent parameters -e.g. p WT for the OS wild-type strain and p MUT for the OR mutant strain in the p-diff model -have a large degree of uncertainty and overlap. For example, this is evident in estimates of p WT and p MUT obtained when fitting the p-diff model to the natural isolate dataset (see Table 3 and Fig. S1 for all p-diff model parameter estimates and LCR projections, respectively).
Despite this uncertainty and overlap, which is present to some degree in all model-fits analysed in this work, each pair of straindependent parameters is generally highly correlated to the extent that their ratio is well estimated. This is evident in the LCR projection in Fig. 3 , which shows the correlation of the two strain-dependent parameters in the p-diff model. Table 3 AIC c values and estimates of fitted parameters and relative replication fitness, for the natural isolate experiment. Best-fit estimates of relative within-host replication fitness are shown (row 1; 95% CIs in parentheses) together with AIC c values (row 2) and parameter estimates (rows 3-10), for each model fitted to the natural isolate dataset. Parameters that have separate values for the WT and MUT viruses are shown with the MUT estimate (e.g. ρ MUT ð0Þ) below the WT estimate (e.g. ρ WT ð0Þ).
Measure
Hypothesised model 
Dataset
Hypothesised model Under each of the p-, β-, τ V -, and τ I -diff hypotheses, estimates of relative within-host fitness (Table 3) indicate that the New17 OR virus has significantly greater within-host fitness than the New163 OS virus, although in each case the lower bound of the 95% CI is close to one (equivalent fitness). Under the k-diff hypothesis, although the model fits the data relatively well (comparable AIC c ), large uncertainty in the relative fitness estimate leads to a lack of evidence for a fitness difference. These results suggest that the H275Y mutation does not compromise the within-host replication fitness of the New17 OR virus; indeed the New17 OR virus likely has enhanced replication fitness compared with related OS strains.
8. The effects of the V241I and N369K neuraminidase mutations upon the replication fitness of H275Y OR strains
As discussed in Section 2, Butler et al. (2014) analysed reverse genetics (rg)-derived virus pairs in four additional competitivemixtures experiments (see Table 1 , rows 2-5) to investigate the effect of the V241I and N369K mutations upon the intrinsic fitness of H275Y OR strains.
Fits to data
When fitting each alternative model to the rgNew17 OR vs. rgNew17 I241V OR (Figs. S6-S10 ), rgNew17 OR vs. rgNew17 K369N OR (Figs. S11-S15), rgNew17 OR vs. rgNew17 I241V, K369N OR (Figs. S16-S20), and rgPerth261 V241I, N369K OR vs. rgPerth261 OR (Figs.  S21-S25 ) experiments, fits of infectious viral load, total viral load, and ρð0Þ inoculum measurements are reproduced similarly well for all five hypothesised models (Figs. S6-S25 , left and right columns). For a given hypothesised model, total vRNA A:B ratio dynamics are generally similar for all four reverse genetics experiments (Figs. S6-S25 , centre column, solid blue lines) and also for the natural isolate experiment (Figs. 2 and S2-S5 , centre column, solid blue lines). A notable exception to this consistency is evident in fits of the τ I -diff model, where the increase in total A:B ratio begins at different times for different experiments. This increase occurs latest when fitting the rgNew17 OR vs. rgNew17 I241V OR dataset (Fig. S9) , such that the fitted total A:B ratio is substantially lower than pyrosequencing data in each of the mixed-infection ferrets during t≲4 dðp:i:Þ. This strong systematic failure indicates that the τ I -diff model produces a biologically implausible fit to the rgNew17 OR vs. rgNew17 I241V OR dataset. We do not interpret relative fitness estimates obtained from that particular experiment-model combination. Table 5 also shows the AIC c values for the five alternative hypothesised models fitted to each of the four reverse genetics experiments. For all four reverse genetics experiments the p-, β-, and k-diff models reproduce infection dynamics most accurately (lowest AIC c values of the five models; note that AIC c values are only compared within an experiment (row)). The τ V -and τ I -diff models produce relatively poor fits to data. Table 4 , rows 2-5, provide a qualitative comparison of model performance when fitting the reverse genetics datasets. The varying ability of each model to reproduce infection dynamics across the different experiments is discussed further in Section 9.
Differences in the ability of the five hypothesised models to reproduce observed infection dynamics
8.3. The V241I and N369K substitutions improve the in vivo replication fitness of H1N1pdm09 H275Y OR viruses, regardless of the hypothesised cause of fitness difference Table 5 shows estimates of relative within-host replication fitness for each of the five different hypothesised models fitted to the four rg experiments. For each of the three experiments that involve the rgNew17 OR virus, removing either one or both of the V241I and N369K substitutions results in a statistically significant reduction in within-host replication fitness. Conversely, adding the two substitutions to an early H1N1pdm09 virus improves its . Correlation between strain-dependent parameters. The best-fit (black dot) and 2-dimensional projections of the 68% LCR (dark blue contour) and 95% LCR (light blue contour) are shown for the two strain-dependent parameters in the p-diff model, when fitted to the natural isolate dataset. The dashed line shows the line of equivalent fitness. The estimated relative fitness (p MUT =p WT ) lies above the line (see Table 3 ). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.) Table 5 Relative replication fitness and AIC c for the reverse genetics experiments. Best-fit estimates of relative within-host replication fitness are shown (95% CIs in parentheses) together with AIC c values, for each model fitted to each of the reverse genetics experiments.
Dataset
Hypothesised model within-host replication fitness. These results are consistent regardless of the hypothesised biological cause of fitness difference. These relative fitness estimates suggest that the V241I and N369K mutations improve the in vivo replication fitness of H1N1pdm09 H275Y OR viruses.
Discussion
Results from four of the five hypothesised models indicated that the New17 OR virus has significantly improved replication fitness relative to the New163 OS virus, while there was no evidence for a fitness difference under the k-diff hypothesis. If the New17 OR and New163 OS isolates are representative of other viruses from the HNE outbreak, then these results suggest that the H275Y mutation did not compromise the within-host fitness of HNE OR viruses. We come to this conclusion regardless of the hypothesised cause of fitness difference, reinforcing the conclusion presented in our earlier study (Butler et al., 2014) in which we used the p-diff hypothesis.
Our modelling analyses of the rg experiments demonstrates that the V241I and N369K mutations significantly increase the in vivo replication fitness of H1N1pdm09 H275Y OR strains. As the V241I and N369K mutations were present in the HNE viruses, this ability to compensate for the fitness cost of the H275Y mutation may have played an important role in enabling those OR viruses to spread amongst the community of the HNE region. Pinilla et al. (2012) previously quantified relative fitness in vitro by allowing many model parameters to be strain-dependent and directly comparing estimates obtained for each strain. That same technique would not have been suitable for our purposes, as the in vivo experiments analysed here involved relatively sparse data and a more complex infection system compared with the in vitro experiments analysed by Pinilla et al. Instead, we investigated several different hypothesised causes of fitness differences separately, each involving a model with a single strain-dependent biological parameter. The fitting method employed here, while unable to identify some parameters (e.g. V TCID ð0Þ and k, which often have large uncertainties; Figs. S1 and S26-S49), was able to consistently generate precise estimates of relative fitness. These robust estimates were possible, despite a large degree of uncertainty and overlap in the strain-dependent parameter estimates, because each parameter pair was found to be highly correlated such that their ratio was well-estimated (e.g. Fig. 3 ), providing a viable method for quantifying relative fitness in competitivemixtures experiments. These ratios involve comparatively little uncertainty primarily because each model is fitted to pyrosequencing data which, from the inoculum to the end of infection, show one strain consistently outgrowing the other across the different mixed-infection groups (Figs. 2 and S2-S25, centre column). Such consistent outgrowth in an experiment can only be reproduced if one strain-dependent parameter is larger than the other; hence their ratio is well-estimated regardless of uncertainty in the actual estimates of each parameter. Fitting this strong trend of outgrowth also tends to generate a consistent picture of which virus is fitter in a given experiment, regardless of the hypothesised biological cause of strain difference.
In the mixed-infection groups, each inoculum was prepared at the desired mixture (i.e. 20:80, 50:50, or 80:20) by measuring the infectivity titre of each virus, and then combining an appropriate amount of each virus together to generate the required proportion (Butler et al., 2014) . However, for the natural isolate experiment, pyrosequencing measurements of the inocula were systematically lower than the intended proportions (Fig. 2) . This systematic variation was also present (with a maximum discrepancy of almost 40%) in the rgNew17 OR vs. rgNew17 K369N OR (Fig. S11 ) and rgPerth261 V241I, N369K OR vs. rgPerth261 OR (Fig. S21) experiments. Additionally, measurements of the rRT-PCR:TCID 50 ratio in the inocula varied systematically across the five different infection groups in each of these three experiments, suggesting that the two competing strains in each experiment had different ratios of infectious and total virus. Under the assumption that the initial total vRNA:infectious virus ratio (ρð0Þ) is strain-dependent, the coinfection model is capable of generating not only the systematic variation in rRT-PCR:TCID 50 ratio but also the systematic discrepancy between intended and measured inoculum proportions.
Estimates of ρð0Þ were consistent with observed trends in inocula data, in that ρð0Þ was significantly different between strains in each of the three experiments where systematic variations were present, whereas no evidence of a significant difference was found in the other two experiments (data not shown). These results reinforce the importance of considering both infectious and total virus when analysing data from competitive-mixtures experiments.
Another possible explanation for the systematic discrepancy between intended and measured inoculum proportions is that the infectivity titres of each virus, taken prior to mixing, were simply inaccurate (e.g. if an A virus infectivity titre measurement had been inaccurate by just 0:1 : TCID 50 =ml, then an intended inoculum ratio of 50:50 would actually have led to a 56:44 ratio). This would lead to inoculum proportions that systematically differ from the intended proportions, however it would not explain the systematic change in rRT-PCR:TCID 50 ratio across different infection groups. Such a hypothesis is not as well supported by the data as the aforementioned hypothesis involving strain-dependence in ρð0Þ. Nevertheless in future competitive-mixtures experiments it may be useful to more accurately measure the infectious concentration of each virus prior to mixing, e.g. by taking a greater number of replicates of infectivity measurements of each virus in order to reduce uncertainty (E 3-5 measurements were performed in the experiments analysed in this work). Such a reduction in uncertainty would allow further scrutiny of the plausibility of the assumption that the initial infectious proportion in each ferret is identical to the intended proportion in the corresponding inoculum.
Previous ferret competitive-mixtures experiments performed by Pinilla et al. (2012) indicated that an early H1N1pdm09 H275Y OR virus, in which the V241I and N369K mutations were absent, had reduced in vivo replication fitness relative to a related OS virus (each of these viruses were generated from the A/Québec/144147/ 09 isolate using reverse genetics techniques). Our results from the natural isolate competitive-mixtures experiment generally indicated an in vivo replication fitness advantage for the OR isolate from the HNE outbreak. If the isolates analysed in Pinilla et al. (2012) and here are representative of similar contemporaneously circulating viruses, then these contrasting results suggest an improvement in the fitness of late H1N1pdm09 OR viruses relative to early H1N1pdm09 OR viruses. This is consistent with the hypothesis that the V241I and N369K mutations enhance the fitness of H1N1pdm09 OR strains.
The p-, β-, and k-diff hypotheses (in which the infectious virus production rate, infectivity/mixing rate, and latent phase duration differ by strain, respectively) are supported not only by experimental results (Section 6) but also by results from previous in vitro modelling studies that compared the infection kinetics of H275Y MUT and related WT strains Pinilla et al., 2012) . Pinilla et al. (2012) found that the production rate of total vRNA from infected cells was statistically significantly different between WT and MUT strains in the H1N1pdm09 background, and that the average duration of the latent phase differed between WT and MUT strains in both the seasonal H1N1 and H1N1pdm09 backgrounds. The infecting time was also found to be different between strains in the seasonal H1N1 background, consistent with the results of who performed a different analysis on the same dataset. Note that the infecting time (τ infect ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2=½pβTð0Þ p ) is dependent upon both p and β in the coinfection model; thus one or both of the equivalent parameters within the model used by Pinilla et al. may have been straindependent. The standard deviation in the distribution of latent phase durations (σ L ) was also found by both Pinilla et al. (2012) and to be strain-dependent within the seasonal H1N1 background. Although we did not explicitly estimate σ L , the estimates by Pinilla et al. (2012) and were roughly correlated with average latent phase duration (τ L ) in both the H1N1pdm09 (Pinilla et al., 2012) and seasonal H1N1 Pinilla et al., 2012) backgrounds -the longer the average latent phase, the larger the standard deviation. This behaviour was replicated within the co-infection model, as splitting the L compartment into n L stages generates an Erlang distribution for latent phase lifetimes with a standard deviation dependent upon the average latent phase duration via
For the natural isolate experiment, the k-diff model (i.e. latent phase duration differs by strain) and τ I -diff model (i.e. productive phase duration differs by strain) provided the best fits to data (Figs. S4 and S5, and Table 4 ). For the rg experiments, relatively poor fits were obtained when fitting the τ V -diff (viral clearance differs by strain) and τ I -diff models to the rgPerth261 V241I, N369K OR vs. rgPerth261 OR dataset, the τ V -diff model to the rgNew17 OR vs. rgNew17 I241V, K369N OR dataset, and the τ I -diff model to both the rgNew17 OR vs. rgNew17 I241V OR and rgNew17 OR vs. rgNew17 K369N OR datasets (Tables 4 and 5 ). It is interesting that the τ I -diff model produced the best fit to the natural isolate experiment, yet repeatedly produced poor fits to the rg experiments. Indeed biological differences between strains in the natural isolate experiment may be distinct from those in the rg experiments, as all virus pairs used in the rg experiments differ only via NA substitutions, whereas the viruses used in the natural isolate experiment differ via substitutions in both the NA gene and other genes. We have previously noted that none of the extra amino acid differences between the natural isolates have been linked to any functional process (Butler et al., 2014) . Nonetheless it is possible that one or more of those substitutions have some yet to be established functional effect. This analysis highlights the potential to examine which hypothesised causes of fitness differences are the most plausible given observed competitive-mixtures data. Yet it is crucial to caution against overinterpretation of our results, as the co-infection model (1) involves relatively simple dynamics when compared with the complexities of the influenza infection system (Beauchemin and Handel, 2011; Dobrovolny et al., 2013) ; and (2) is fitted to data that give only partial insight into those complex dynamics. More realistic withinhost models coupled with more comprehensive datasets will be required to improve confidence in model selection.
Previous in vitro modelling of H275Y OR and related OS strains in the H1N1pdm09 background indicated that the ratio of total vRNA:infectious virus produced by infected cells significantly differed by strain (Pinilla et al., 2012) . A hypothesis in which the ratio of total vRNA:infectious virus produced by infected cells (ξ) is assumed to differ by strain could potentially generate straindependent viral load dynamics without an associated fitness difference, because only non-infectious virus production would differ by strain. We did not investigate such a model in this work because, in each competitive-mixtures experiment, observed outgrowth in pyrosequencing data across serial host-to-host transmission lines suggested that the fitness of each virus pair was indeed different (Butler et al., 2014) . For future competitivemixtures studies in which outgrowth is not evident in mixture data, or in which multiple different hypotheses regarding functional differences between strains are investigated simultaneously, this alternative hypothesis may be a relevant biologically plausible scenario to investigate.
It is possible for predicted infectious A:B ratio dynamics to decouple from total vRNA ratio dynamics (e.g. Fig. S4 , centre column). As infectious ratio dynamics provide more direct insight into relative fitness compared with total vRNA ratio dynamics, future development of an assay capable of measuring the infectious ratio would likely improve the capacity of competitivemixtures experiments to assess relative fitness.
Furthermore, predicted infectious ratio dynamics sometimes differ substantially between different hypothesised models (e.g. compare the dashed black lines in the centre column of Fig. S2 to those of Fig. S4 ). These markedly different infectious ratios could lead to very different predictions regarding the proportion of each strain that is transmitted during any given transmission event. Such model-dependent behaviour can be explored in greater detail if transmission dynamics are incorporated into the co-infection model, and such an extended model is currently under development.
We have detailed a method for quantifying the relative withinhost replication fitness of two competing influenza strains in competitive-mixtures experiments. Our results have relevance for drug-resistant influenza surveillance, and were consistent regardless of which underlying mechanism was assumed to generate a fitness difference between strains. The method may also have relevance for acute infections other than influenza, particularly those where drug-resistant or highly pathogenic strains have the potential to out-compete established strains. Ushirogawa and Ohuchi, 2011; Yondola et al., 2011) , and that the presence of NA alone within cells can lead to the release of noninfectious viral particles (Lai et al., 2010) . Taken together, these known functions of NA indicate that it is important in the process of virion production, and in regulating the balance between the production of infectious and non-infectious virions.
Previous results have indicated that NA may be important in reducing the inhibiting effects of decoy receptors in mucins (Gubareva et al., 2000; Matrosovich et al., 2004; de Vries et al., 2012; Gerlach et al., 2012; Nishikawa et al., 2012; Wong et al., 2012) , thus counteracting the effect of mucins in restricting the spatial spread of free virions throughout the site of infection. This function of NA may also inhibit host-driven clearance of virions from the site of infection, as decoy receptors in mucins, upon binding to free virions, also promote the clearance of those virions (Hattrup and Gendler, 2008; Thornton et al., 2008) .
Some studies have indicated that NA is important for influenza virus entry into susceptible cells (Suzuki et al., 2005; Su et al., 2009; Zhu et al., 2012) . NA may also be important in determining the lifetime of infected cells (Morris et al., 1999; Gaur et al., 2012) .
The results of Huang et al. (2008) suggest that NA also plays a role in inhibiting super-infection (i.e. the infection of a host cell by multiple influenza virions). However, we do not investigate straindependence in this process as a possible biological hypothesis for the source of fitness difference in this work, because a core assumption of the co-infection model was that susceptible cells are infected by a single infectious virion.
