We analyze a model for non-isothermal superconductivity, derived independently by G. Maugin, and K. Miya and S. A. Zhou. The model is described by a parabolic system based on the time dependent GinzburgLandau (TDGL) equation, the Maxwell equations, and an energy equation such that the Clausius-Duhem inequality holds. The principal unknown fields are the complex valued Ginzburg-Landau order parameter ψ, the magnetic vector potential A, and the temperature T . A significant feature for this model is that it accounts for the interchange of thermal and electro-magnetic energies through Joule heating.
Introduction
Superconductors are able to carry equilibrium currents without resistance. Due to this property, superconducting materials are ideal for making powerful, stable magnets. Time-varying currents and magnetic fields in superconductors, however, generate thermal energy, degrading their ability to conduct supercurrents. Because of this many of the traditional engineering applications of superconductivity have been limited to the static case. More recent applications of superconductors however, such as for power transmission, sensing devices, and motors are designed to be driven by alternating currents (see [13] ). These devices have attributes, such as their size, sensitivity, and capacity that can overshadow the complications brought on by non-equilibrium energy losses. In this paper we investigate a model for non-isothermal, non-equilibrium superconductivity exhibiting electro-magnetic energy losses, and examine how these losses lead to the suppression of superconductivity.
Our problem is described by a dimensionless system of partial differential equations based on the time-dependent Ginzburg-Landau (TDGL) equation ψ(x, 0) = ψ 0 (x), A(x, 0) = A 0 (x), T(x, 0) = T 0 (x) on Ω, (1.5) where n is the outward unit normal to ∂Ω. The principal unknown fields are the complex valued Ginzburg-Landau order parameter ψ, the magnetic vector potential A, and the temperature T . Here κ is the Ginzburg-Landau constant and φ is the electric potential. The right-hand side of (1.2) represents the electric current density given as the sum of normal and superconducting densities respectively. Here |ψ| 2 represents the density of superconducting electron pairs such that |ψ| 2 > 0 in a superconducting state and |ψ| 2 = 0 in the normal state. For temperatures below the critical temperature (normalized to equal 1 here) the coefficient g(T − 1) in (1.1) is negative, and a consequence of this is that a superconducting phase can persist. Time variations in ψ and A however may contribute through (1.3) to raising T and thereby suppressing superconductivity. The system is a particular case of the equations for thermo-elastic superconductors given by S. A. Zhou and K. Miya [26] , and by G. Maugin [21] . A significant feature of the model is that it accounts for the interchange of thermal and electro-magnetic energies through Joule heating. We give a derivation of the model in the next subsection. The system above is a generalization of the isothermal TDGL model introduced by L. P. Gorḱov and E. M. Eliashberg [14] consisting of equations (1.1)-(1.2) for (ψ, A) with T given as a prescribed constant.
In this paper, we consider a body that is both thermally and electrically insulated. We assume that Ω is a bounded, simply connected domain in R 2 with a sufficiently smooth boundary (at least in C 3+α for some α ∈ (0, 1)), representing the cross-section of a superconductor in the shape of an infinite cylinder subject to a constant magnetic field H = he 3 directed parallel to the cylinder's axis. Temperature and electro-magnetic fields for our problem will be the same in each cross section. As a result, the evolution problem (1.1)-(1.5), that we investigate is defined on Ω. The initial condition, (ψ 0 , A 0 , T 0 ), is assumed to be sufficiently smooth (at least in C 2+α (Ω) × C 2+α (Ω) × C 2+α (Ω) ) with the compatibility conditions ∇ψ 0 · n = 0, ∆A 0 · n = A 0 · n = 0, curl A 0 = H, ∇T 0 · n = 0 on ∂Ω, such that |ψ 0 (x)| ≤ 1, and T 0 (x) > 0 for x ∈ Ω. The function g(s) is a C The constants σ, λ, c 1 , c 2 , κ are assumed to be positive, and b 1 is taken to be a constant as well. The coefficient c 1 is assumed to be sufficiently small so that there exists a positive constant θ for which 0 < θ < (1 − c 1 g (T − 1)T |ψ| 2 ) < θ −1 < ∞ (1. 7) for all |ψ| ≤ 1 and 0 ≤ T . The system (1.1)-(1.3) is parabolic under this assumption.
At time t, the position x ∈ Ω is said to be in a superconducting state if ψ(x, t) = 0, and in a normal conducting state if ψ(x, t) = 0. Here the quantity |ψ| 2 represents the density of superconducting electron pairs. The expressions J s = Re ψ * (− i κ ∇ψ − ψA) and J n = σ(E − b 1 ∇T ) represent the non-dimensional super and normal current densities respectively, and their sum J = J s + J n represents the total current density. Here J n is given by an Ohm's law where σ is the electric conductivity and b 1 is a thermo-electric coupling coefficient. The electric potential is given by φ and E = −A t − ∇φ is the electric field. The evolution problem (1.1)-(1.5) describes the stabilization of electro-magnetic and temperature fields given at t = 0, in a thermally and electrically insulated body. This provides a simple setting to investigate energy losses for nonisothermal superconductivity.
In section 2, we establish a conservation of energy law (Theorem 2.1) that follows from the energy balance law (1.9) implying that the total energy for an insulated superconducting body (thermal and electro-magnetic) is conserved. We prove for any solution to (1.1)-(1.5), that the expression
is independent of t. As a consequence E 0 is determined by evaluating the integral with the initial data (1.5). Using the energy identity, we prove global existence and uniqueness of classical solutions under the "φ = −
Theorem (Existence and Uniqueness) Consider the evolution problem (2.6)-(2.10). There is a positive constant M = M (E 0 , H), so that if |b 1 | ≤ M then a unique solution exists such that for any t 0 ≥ 0
In order to prove this we establish that the temperature T does not blow up in finite time. We in fact show that T can be controlled a priori, provided b 1 is bounded by a (small) constant depending on the system's total energy, E 0 , which is given in terms of the initial data and and the applied magnetic field, but is independent of t. Note that for the case where we have a classical Ohm's law (i.e. b 1 = 0) we prove global existence of solutions for all initial data as described above. We then compare the isothermal TDGL theory, modeled by (1.27) − (1.29), and the non-equilibrium theory considered here, showing that the former can be viewed as a particular case of the latter.
In section 3 we investigate the case of b 1 = 0 further. In this instance we prove that T is uniformly bounded by a constant independent of time (Lemma 3.1) and we analyze the large time behaviour of the solution (Theorem 3.1). We prove that the ω-limit set as t → ∞, consists of equilibrium solutions {(ψ ∞ (x), A ∞ (x), T ∞ ), where T ∞ is constant} satisfying the problem (3.15)- (3.17) . Two important features of equilibrium solutions are proved in Proposition 3.1. First we have the identity (3.18) which reads
This identity motivates the structure for g given in (1.6). Indeed, if T ∞ is equal to or above the critical temperature, T ∞ ≥ 1, then g(T ∞ − 1) ≥ 0 and from the identity above we must have ψ ∞ ≡ 0. Thus if T ∞ ≥ 1 then the only equilibrium solution is normal. Second, it is shown that the electro-magnetic energies of equilibria are uniformly bounded,
where C is independent of the equilibrium solution and T ∞ . Using these two features we prove that the non-isothermal model considered here accounts for the interchange of thermal and electro-magnetic energies through the conservation law from section 2.
Theorem (Large Time Behaviour) Let b 1 = 0 and (ψ, A, T ) be a solution to (3.1)-(3.5). Then the ω-limit set as t → ∞, consists of equilibrium solutions. Furthermore there is a constant To see that energy transfer occurs, note that any element of the ω-limit set, (ψ ∞ , A ∞ , T ∞ ), has the same total energy, E 0 , as the initial value. When the total energy is evaluated at an equilibrium however all of the integrals that form its sum are a priori bounded, except for Ω
For N sufficiently large then it follows that T ∞ ≥ 1, and thus ψ ∞ ≡ 0.
Our solutions can be compared to those for the isothermal model, (1.27) − (1.29), for which non-steady current patterns are influenced only by electromagnetic interactions, and produce quite different evolutions. Figure 1 in section 4 illustrates these differences. In these simulations we take κ = 10 and initially have the material in a pure superconducting state with respect to zero applied magnetic field. For t > 0 the applied field is raised so that |H| = 5. In both cases the magnetic field gradually seeps into the body. For the nonisothermal model this causes the body to heat up, first forming hot spots near the boundary, resulting in ψ → 0 as t increases. This is an illustration of Theorem 3.2. The simulation for the isothermal model however, evolves to an equilibrium superconducting state with respect to |H| = 5, having a current pattern trapping four vortices. In practice one sees that vortex motion in current patterns generate thermal energy, producing hot spots. This is illustrated in Figure 2 . Here a current pattern with four vortices is subjected to zero applied field. As t increases the vortices migrate out of the body with the body heating up along their paths.
Earlier analytic work for a non-isothermal model based on Ginzburg-Landau theory was done by Z. Chen and K. H. Hoffmann [3] . There they introduce a different thermodynamic model, derived from a rescaled Gibbs free energy density (see (2. 3)) and a balance law for internal energy, and prove existence and uniqueness results.
We will use the following notation. For a domain Ω in R 2 and for t 0 > 0, Q t0 is the space Ω × (0, t 0 ) ⊂ R 
Note that with this definition, curl (curl A) = −∆A + grad (div A). Also, if B is a Banach space of real scalar functions, we will use B for the corresponding space of vector-valued functions and B for the corresponding space of complex-valued functions. For a complex number z, z * will indicate its complex conjugate. We have included an appendix that contains a number of results that are used through out the paper.
The non-isothermal model
In this section we give a derivation of the model adapted from the papers by S. A. Zhou and K. Miya [26] , [27] and by G. Maugin [21] . We consider a nonmagnetic, isotropic superconductor placed in a vacuum and assume that the displacement current ( ∂D ∂t ) is small in comparison with the supercurrent inside the superconducting solid and that ( ∂ρe ∂t ) is also small for a charge density ρ e so that they can be ignored in Maxwell's equations. Then Maxwell's equations are
where B = curl A is the magnetic induction field and A is the magnetic vector potential, E = −A t −∇φ is the electric field where φ is the electric potential, 1 µ B is the magnetic intensity field where, since the superconductor is non-magnetic, µ is the permeability of free space. Here J = J n + J s is the total current density where J n is the normal current density, given by a constitutive Ohm's law, and J s is the supercurrent density. This model has the form of the magnetoquasi-static approximation, used in studying low-frequency (less that 100M Hz) electro-magnetic phenomena of normal conductors [27] .
Let Ω be the conducting body. The principle of energy balance is given by
where U is the internal energy, Q is the heat flux, J · E is the rate of Joule heating, and V is a sub-body of Ω. The second law of thermodynamics asserts that
where, with the possible existence of an extra flux of entropy K (introduced by Maugin [21] ), S = Q T + K is the entropy flux and η is the total specific entropy. Since (1.10) is valid for any part of a continuous body, we obtain the local production of entropy as
The expression (1.11) characterizing the second law of thermodynamics is called the local Clausius-Duhem inequality. By multiplying T to (1.11), we obtain an equivalent form,
We shall use the free energy density for superconductivity from the GinzburgLandau theory,
Here ψ is the complex-valued order parameter, 
A gauge invariant gradient flow for this energy, the time dependent GinzburgLandau equation was proposed by Gor'kov and Eliashberg [14] , and is given by
where γ R (> 0) is a transport coefficient. We note that
From this, (1.9), (1.13), and (1.15), we see that (1.14) becomes
We assume that
Since (1.16) must be satisfied for all independent processes, we must have
From (1.15) and (1.18) we obtain that
Using this, (1.17), and (1.18) in (1.16) gives
Here we will assume the generalized Fourier and Ohm's laws accounting for a temperature gradient,
where χ is the thermal conductivity of the material, σ n is the normal electrical conductivity of the material, and Π 0 is a thermoelectric coupling coefficient. Inserting these in to (1.20) we find
In particular, we see with γ R , σ n , χ positive that the local Clausius-Duhem inequality (1.11) is valid. We determine a heat conduction equation from (1.20) and (1.21) , and this results in the following set of equations for our model,
in Ω for t > 0, with the natural boundary conditions
on ∂Ω for t > 0. To obtain a non-dimensional form, let σ 0 be a typical value of σ n . We choose a typical length l = 1 e * m * β µα to be the penetration depth for the magnetic field at absolute zero temperature, and a typical value for the applied magnetic field H e = √ 2 α 2 µβ to be √ 2 times a critical field at absolute zero temperature. Let
Then the non-dimensional form of the equations are the following:
The following dimensionless coefficients then arise:
Here κ is the Ginzburg-Landau constant, φ is the electric potential, A is a vector field which represents a magnetic potential, σ is the conductivity from the normal state, E = −A t − ∇φ is the electric field, J s = Re{ψ * (− i κ ∇ψ − ψA)} is the superconducting current and ψ is a complex-valued order parameter such that |ψ| 2 is the density of superconducting electron pairs with |ψ| 2 > 0 for a superconducting state and |ψ| 2 = 0 for the normal state. Also, the normal current J n = σ(E − b 1 ∇T ) includes the term −b 1 ∇T , a current due to thermoelectric interaction where b 1 is the thermo-electric coupling coefficient.
The non-dimensional form of Ginzburg-Landau energy (see (1.13)) for superconductors is written as
where the critical temperature
, and g is such that g(T − 1) < 0 for T < 1 and g(T − 1) > 0 for T > 1 . If the temperature is given as a prescribed constant T , then the non-dimensional isothermal TDGL model in two dimensions is described by the following nonlinear parabolic system
in Q t0 = Ω × (0, t 0 ) for each time t 0 > 0, with the natural boundary condition
The isothermal system has been studied by many people. A proof for the existence of the solutions to isothermal, steady state systems was given by Q. Du, M. Gunzburger and J. Peterson [4] . Investigations for the existence, uniqueness of solutions and numerical analyses for the isothermal time-dependent systems can be found in the papers by Q. Du [5] , [6] and by Z. Chen, K. H. Hoffmann and J. Liang [1] , [2] . Different continuum theories for the thermodynamics of superconductors can be found in the papers by M. Fabrizio [15] and M. Gurtin [7] .
2 Conservation of energy and existence and uniqueness of a solution
Conservation of energy
In this section, we assume that
. We begin with two preparatory estimates. Using the maximum principle we establish an upper bound on the order parameter and a lower bound on the temperature.
for all x and t in Q t0 .
Proof. Let w = (|ψ| − 1) + f where f = ψ |ψ| . Now, multiply w * to (1.1), integrate the product over Q t = Ω × (0, t) and take the real part. Then
It follows from (1.6) that g ≥ −1. Thus we see that the integrand is nonnegative. It follows that |ψ(x, t)| ≤ 1.
Proof. This can be proved by applying the maximum principle to equation (1.3).
Our model problem is thermally and electrically insulated. As a result the system's total energy is conserved.
Theorem 2.1 (Conservation of Energy
where E 0 is a constant independent of time and choice of gauge, depending only on initial data and H.
Proof. Let (ψ , A , T , φ ) be a solution to the original system, (1.22)-(1.25) defined on Ω × (0, t 0 ). Then from section 1.2, the energy balance law (1.9) and the Clausius-Duhem inequality (1.11),
are valid. We have
Indeed, from (1.23) and (1.25) we see that ∇T · n = J s · n = J n · n = 0 on ∂Ω . It follows from (1.17) that K · n = 0, and from (1.21) that S · n = 0 on ∂Ω . Thus we have that Q · n = 0 on ∂Ω . Next using E = −A t − ∇φ , and
From (1.13) we have U = F + ηT and it follows that
Let (ψ, A, T, φ) be the corresponding non-dimensional solution to (1.1)-(1.5). Then (2.1) is the corresponding non-dimensional version of the integral to (2.2).
Corollary 2.1.
where C is a constant depending only on the initial data, |H|, and the coefficients, and is independent of time.
Proof. Using Proposition 2.1 and (1.6) we see that the term
is uniformly bounded. The result follows from (2.1).
where the free energy F is defined in (1.26) 
i.e., total energy is preserved.
The functional G is the Gibbs free energy. This is the thermodynamically correct energy to minimize for finding non-dimensional steady state solutions, given constant temperature and applied magnetic fields. The Ginzburg-Landau evolution, equations (1.27), (1.28), and (1.29) with T constant, is a gradient flow for G. The free energy F (1.26), is the non-dimensional version of the energy used to develop the non-isothermal thermodynamics used for the model considered here. Since these two theories use different free energies (one including the energy stored in the magnetic field) it is worth describing how the models are related. We can do this by generalizing (1.1)-(1.5) to include external heating and cooling, so as to allow for isothermal evolution. This is done by adding a prescribed heat source term r(x, t), to the right side of (1.5). The dissipation law corresponding to (2.4) then becomes
Let (ψ, A, T , φ) be a solution to the isothermal problem, i.e., (1.1), (1.2), and (1.3) with T constant. This will solve the full system as well, provided r(x, t) is chosen so that the new energy equation (corresponding to (1.3)) is satisfied, that is
In this case (2.5) becomes
This is just the statement for the rate of dissipation to the isothermal gradient flow for G. Thus we see that the isothermal model is a particular case of the theory from [26] and [21] , used for the non-isothermal model studied here. If b 1 = 0, we can prove global existence and uniqueness of a solution when r(x, t) is included. This case is proved in the same manner as is done here for the insulated model. Without additional assumptions though, T may not stay positive. The temperature will remain positive however by assuming a singular specific heat near T = 0. Specifically, if T η T = −T f n (T ) for 0 < T < 1 2 is such that
we can prove ( as in Proposition 2.2) that T (x, t) ≥ T > 0 for the system, given any bounded prescribed r(x, t), where T is a constant depending on t 0 , r, H, and the initial data.
Existence and uniqueness of a solution
We choose a gauge such that "φ = − 1 σ div A − b 1 T "; i.e. for each time t > 0, let χ be a solution to
Let ψ = ψe iκχ , A = A+∇χ and φ = φ−χ t . Then in the new gauge, suppressing the tilde, we have
in Q t0 = Ω×(0, t 0 ) for each time t 0 > 0, with the boundary and initial conditions
Recall that ψ 0 , A 0 and T 0 are smooth functions in Ω (at least in
We will prove the existence of a solution provided the coefficient b 1 is bounded by a constant depending on E 0 where
See Theorem 2.1.
There is a positive constant M = M (E 0 , H), so that if |b 1 | ≤ M then a unique solution to (3.6)-(3.10) exists for any t 0 ≥ 0 such that
The proof of Theorem 2.2 is done by establishing several propositions and then applying the Leray-Schauder fixed point theorem (See p189 of [9] ).
Note that (2.6) − (2.8) can be written as follows,
We begin by proving the uniqueness of a solution to equations (2.6)-(2.10).
Proposition 2.3 (Uniqueness)
. There exists at most one solution (ψ, A, T ) to equations (2.6)-(2.10) in the space
Proof. Let (ψ 1 , A 1 , T 1 ) and (ψ 2 , A 2 , T 2 ) be solutions and set
Note that |ψ i | ≤ 1 for i = 1, 2. Multiplying (2.6) by ψ * d and taking the real part we find,
By multiplying (2.7) by A d we find,
Choose ε > 0 small enough so that
Thus, from Lemma A.5,
. Using this estimate and (2.13) then, for any S ∈ L 2 (0,
2 (Qt) + T d L2(Qt) ) Inserting S = T d,t in the equation above, and using (1.7) we find
Thus, by choosing ε > 0 small,
Then by applying Gronwall's inequality we get,
In order to apply the Leray-Schauder fixed point theorem we need to establish the following a priori estimate. Here, M = M (E 0 , H) and C depends on the W 2 10 (Ω) norm of (ψ 0
Below C denotes a constant depending on E 0 , H, and independent of n. Let ψ n (x, t) = ψ(x, n + t)e iκχn(x,t) , A n (x, t) = A(x, n + t) + ∇χ n (x, t) and T n (x, t) = T (x, n + t). Then (ψ n , A n , T n ) satisfies (2.6)-(2.10) in Q (−1,1) . Note that for any B ∈ W 1 2 (Ω) with B · n = 0 on ∂Ω, (see p45 of [11] ) since Ω is simply connected, that there exists a constant C depending on Ω such that
). From this, since div A n (·, −1) = 0 and A n (·, −1) · n = 0, we have
By multiplying (2.7) by A n,t , integrating the product over Ω × (−1, 1), and using Corollary 2.1 we have
A n W 1 2 (Ω) ≤ C for 1 ≤ p < ∞. Let B n = (1 + t)A n and ψ n = (1 + t)ψ n . Then ( ψ n , B n ) satisfies the following equations: 1) , with the boundary condition ∇ ψ n · n = 0, B n · n = 0, curl B n = (1 + t)H on ∂Ω × (−1, 1), and the zero initial condition ψ n (x, −1) = 0, B n (x, −1) = 0 in Ω.
From Corollary 2.1, we have
Then by Lemma A.5,
L∞(Ω) .
Since | ψ n | ≤ 2, this implies that
. Now set r = 2 and let δ be such that 0 < δ < 1. Then
By applying L p parabolic estimates we obtain 1,1) ) ). The same estimates give
Thus using Lemma A.5 we have 1,1) ) ). Next we set r = 4, let 0 < δ < 1, and estimate
In the same fashion as above we have
Thus, we have
We use this to estimate the right side of (2.13).
L1(Ω) .
where the second inequality follows from Lemma A.6 and Corollary 2.1.
Multiply (2.13) by −(1−c 1 g (T n −1)T n |ψ n | 2 ) −1 ∆T n and integrate the product over Q (0,t) . Using (1.7) and the boundary condition ∇T n · n = 0, we have
Thus using (2.15) we get
for n ≥ 1. Similarly, we can show that (Ω) norm of (ψ 0 , A 0 , T 0 ) and H. Now let t 0 be any positive real number and let n 0 be an integer such that t 0 ∈ [n 0 , n 0 + 1). Then summing on n for 0 ≤ n ≤ n 0 we find that
and thus
where C is a constant depending on the W 2 4 (Ω) norm of (ψ 0 , A 0 , T 0 ) and t 0 . Hence, from Lemma A.6 and Corollary 2.1, we have
dτ ≤ C . In the same manner as before, using the above inequality, we can show that
(Ω) norm of (ψ 0 , A 0 , T 0 ) and t 0 . It then follows using the same interpolation techniques that for any 2 ≤ p < ∞,
where C depends on the W 2 p (Ω) norm of (ψ 0 , A 0 , T 0 ) and t 0 . Note that (2.13) can be written as
We set p = 6 and apply (2.16) to get f 3 L3(Qt 0 ) ≤ C . By applying Proposition A.1 to T − T 0 , where we use Qt 0 T dxdτ ≤ C from Corollary 2.1, we obtain a constant C such that sup
Now to find a Hölder estimate. Apply Proposition A.2 to T − T 0 . Using the upper bound for T , we have
It follows from the L p -theory for parabolic equations that T W We next solve a preliminary fixed point problem.
Proposition 2.5. For any given T ∈ C α,α/2 (Q t0 ), there exists a unique solution (ψ, A) in C 2+α,1+α/2 (Q t0 ) × C 2+α,1+α/2 (Q t0 ) to the problem
in Q t0 with the boundary and initial conditions
Moreover |ψ(x, t)| ≤ 1.
Proof. We first prove the existence of a solution using the Leray-Schauder fixed point theorem (see [9] ). To do this, let
and for any ( ψ, A) ∈ B, A) is a solution to
We can invoke the Leray-Schauder theorem for existence once we verify the following six properties.
we have f 1 ∈ L 5 (Q t0 ) and f 2 ∈ L 5 (Q t0 ) from Hölder's inequality. Now, from the theory of parabolic equations and Lemma A.5, there exists a unique solution ψ ∈ W 2,1
Here, C only depends on the initial and boundary data, t 0 , ( ψ, A) B , and T C α,α/2 (Q t 0 ) . The assertion follows from Lemma A.4.
It follows directly, using Hölder's inequality that as (iii) For any bounded set X of B, Π γ ( T )(X) is uniformly continuous in γ. 
(Ω) norm for (ψ 0 , A 0 ), and is independent of γ for 0 ≤ γ ≤ 1.
(vi) There is a unique solution (ψ = 0, A = 0) corresponding to γ = 0. To see this, we again multiply the equation for ψ by ψ * and integrate. We find
Since ψ = 0 at t = 0 it follows that ψ = 0 on Q t0 . From this, the equation for A, and the homogeneous initial and boundary conditions for A we see that A = 0 as well. Hence from the fixed point theorem, for any given T ∈ C α,α/2 (Q t0 ), there
where C is independent of γ and can be taken uniform in T for T in bounded subsets of C α,α/2 (Q t0 ).
Uniqueness of the solution for each fixed T ∈ C α,α/2 (Q t0 ) can be proved using a method similar to that in Proposition 2.3.
We next prove the existence of a solution for the system (3.6) − (3.10).
Proof for Theorem 2.2. (Existence). For each
is the fixed point corresponding to T from Proposition 2.5 and T is a solution to the following parabolic equation.
Note that from the assumption, 0 < θ < h(ψ, T ) < θ −1 < ∞ we have the following.
(i) The mapping Γ γ ( T ) is well-defined. Since T ∈ C α,α/2 (Q t0 ) and ψ ∈ C 2+α,1+α/2 (Q t0 ) it follows that h(ψ, T ) is Hölder continuous. From (2.17) we have
From the theory of parabolic equations, there exists a unique solution T in the space C 2+α,1+α/2 (Q t0 ) and
is uniformly continuous in γ. To prove (ii) and (iii) we view Γ γ as the mapping
Then Γ γ is uniformly continuous on sets of the form [0, 1] × X where X is a bounded subset of C α,α/2 (Q t0 ). Indeed if this is not so, there exist { T n } ⊆ X,
γ n → γ 0 as n → ∞ and such that the corresponding
). Given γ and T let (ψ, A) = Υ γ ( T ) be the unique fixed point from Proposition 2.5. Using (2.17) and parabolic estimates it follows that Υ γn ( T n ) converges to a fixed point for γ = γ 0 and T = T 0 , which is uniquely determined. Thus
Then, arguing in the same fashion, using (2.18) and parabolic estimates it follows that
) is a compact mapping. This follows from (2.18).
(v) There exists a constant C > 0 such that for every 0 ≤ γ ≤ 1 and every fixed point T , T C α,α/2 (Q t 0 ) ≤ C. Note that the parameter γ appears only in the initial and boundary conditions of the defining equations for the fixed point. It follows that Proposition 2.4 can be applied, with the same M and C , for all 0 ≤ γ ≤ 1. We have
follows from this and parabolic estimates that these solutions satisfy
(vi) There is a unique solution (T = 1) corresponding to γ = 0. Indeed, from (v) a solution is classical and it follows from Proposition 2.3 that a classical solution is unique.
It follows from the Leray-Schauder fixed point theorem that a solution in the space B × C α,α/2 (Q t0 ) exists. Furthermore we have shown that such a solution is in fact classical. That |ψ(x, t)| ≤ 1 follows as in Proposition 2.1.
(Ω) for some positive integer k and α ∈ (0, 1). Assume the boundary and initial data are sufficiently compatible at t = 0, and ∂Ω is of class
3 Long-time behaviour of solutions for b 1 = 0
In this section, we investigate the long time behaviour of solutions for the case with zero thermoelectric coefficient (i.e. b 1 = 0). In this case, from Theorem 2.2, we have that solutions exist, globally in t, for all smooth initial data. Our system is
in Q t0 = Ω×(0, t 0 ) for each time t 0 > 0 with the boundary and initial conditions
Here the thermal and electro-magnetic energies are interchanged indirectly by way of Joule heating. In this case however, we are able to find an upper bound for the temperature, T , uniformly in t.
Lemma 3.1. There exists a constant C that depends on the initial and boundary conditions, and Ω satisfying sup
Let ψ n (x, t) = ψ(x, n + t)e iκ χn(x,t) , A n (x, t) = A(x, n + t) + ∇ χ n (x, t), and 1) with the boundary condition (3.9) and the initial condition
Note that from (3.6) − −(3.7)
As in the proof of Proposition 2.3, we can show that
where C is a constant independent of n. Write (3.8) as
is the righthand side of (3.8) . From (3.11) we have
and from Corollary 2.1,
Using these two estimates we apply Proposition A.1. We find that there is a constant C (independent of n, depending on Ω) such that sup Ω× [n,n+1] T ≤ C.
Theorem 3.1. Let t n → ∞ as n → ∞. There exists a subsequence {n k }, a constant T ∞ , and a steady state solution (ψ ∞ (x), A ∞ (x)) corresponding to the constant temperature
Proof. We first multiply 1 T to (3.3) and integrate the product. Then for any time t,
Since T is bounded, it follows that
We next take the divergence of (3.2) and let ζ = div A. Then using (1.12) we have
In addition we have the boundary condition ∇ζ ·n = 0 and the integral condition Ω ζ(x, t) dx = 0 from (3.2) and (3.4) . Multiplying ζ to (3.13), and using the Poincáre inequality we get
Using (3.12) we conclude that
Let ψ n (x, t) = ψ(x, t n + t), A n (x, t) = A(x, t n + t) and T n (x, t) = T (x, t n + t) for each nonnegative integer n and (x, t) ∈ Q (−1,0) = Ω × (−1, 0). Then as in the previous lemma, using (3.14) , we can show that
From this and parabolic estimates there exists a subsequence {n k } and 5,0) ). Using this, (3.12), and (3.14) we see that ∇T n k , div A n k , ψ n k ,t , and A n k ,t converge uniformly to 0 on Q (−.5,0) as n k → ∞. It follows that ∇T ∞ , div A ∞ , ψ ∞,t and A ∞,t vanish on Q (−.5,0) . Since (ψ ∞ , A ∞ , T ∞ ) satisfies (3.3) we must have T ∞,t = 0 as well. Thus we see that (ψ ∞ , A ∞ ) = (ψ ∞ (x), A ∞ (x)) and T ∞ is constant. Finally since the limit satisfies (3.1)-(3.2) it follows that (ψ ∞ (x), A ∞ (x)) is a steady state solution for the Ginzburg-Landau equation corresponding to the constant temperature T = T ∞ (i.e. g(T − 1) = g(T ∞ − 1)) with div A ∞ = 0,
We now show that if the electro-magnetic energy is sufficiently large initially, then part of it is transformed into thermal energy, raising the temperature above the critical temperature and suppressing superconductivity.
Proposition 3.1. Fix H and let (ψ ∞ , A ∞ , T ∞ ) be in the ω-limit set for the solution. Then
where C depends only on |Ω|.
Proof. Note that (ψ ∞ , A ∞ , T ∞ ) satisfy (3.15) − (3.17). Then as in the proof of Proposition 2.1, |ψ ∞ | ≤ 1. We multiply equation (3.15) by ψ * ∞ and integrate the product over Ω,
for a fixed constant C. We multiply equation (3.16) by A ∞ , use the boundary condition (3.4), and integrate the product over Ω. We find
Using the boundary condition (3.14) and div A ∞ = 0 it follows that A ∞ L2(Ω) ≤ C curl A ∞ L2(Ω) . Thus, we have
Theorem 3.2. Fix H and let (ψ, A, T ) be a solution to (3.1)-(3.5). If E 0 from (2.1) is sufficiently large, then T converges to a constant T ∞ > 1 = T c and ψ converges to ψ ∞ ≡ 0 as t → ∞, i.e. a normal state.
Proof. From Theorem 2.1, , and integrating the product over Ω we see that Ω η(x, t) dx is nondecreasing in t, and it follows from (2.1) that the integral is bounded. Thus lim t→∞ T (x, t) exists and is constant.
Numerical Results
Numerical simulations are obtained using piecewise biquadratic polynomials on a uniform spatial mesh (n=20) under the gauge φ = 0 . A Newton linearization is used for the nonlinear algebraic equations and the resulting linear system is solved by conjugate gradient method following [5] . The simulations shown in Figures 1 and 2 The first column shows the surface plot of |ψ| for the isothermal case on a unit square. The second (|ψ|) and the third columns (T) illustrate the non-isothermal case. In both simulations, the initial conditions for (ψ 0 , A 0 ) are given by ψ 0 = 0.8 + i0.6, A 0 = (0, 0). The initial condition for T in the non-isothermal case is T 0 ≡ 0.01, as is the fixed temperature T for the isothermal case. The applied field has magnitude h = 5 for t > 0. The isothermal simulation evolves to a superconducting steady state with four vortices. The non-isothermal simulation is an illustration to the scenario from Theorem 3.2. During the evolution hot spots form at the boundary, spreading to the interior. The temperature rises to a constant T ∞ ≈ 1.8 as t increases, making g(T ∞ − 1) > 0, resulting in |ψ| → 0. We set ψ 0 to be ψ(·, 20) from the isothermal case (Figure 1 ), A 0 = (0, 0), T 0 = 0.01, and h = 0. As t increases the vortices migrate out of the square, and hot spots form along their paths.
Conclusions
We have analyzed a model for non-isothermal superconductivity, proving existence, uniqueness, and the large-time stabilization of solutions to the PDE system describing it. With these solutions we were able to illustrate the exchange of thermal and electro-magnetic energies through Joule heating. This was done by first establishing conservation of total energy along the evolution, and second by proving that steady state solutions have a priori bounded electromagnetic energies. If the total energy for a solution is sufficiently large, these properties allowed us to prove that the thermal energy in a superconductor must increase over time, suppressing the superconducting phase. More specific features of solutions, such as the formation of hot spots, and the comparison of these solutions with solutions for the isothermal TDGL model were illustrated numerically. It would be interesting to further investigate these solutions and their features analytically.
A Appendix
In this section we collect a number of lemmas that are needed in previous sections.
Lemma A.1. (See [8] , [22] and [23] ). Let
Here, C depends only on Ω, r, q, m, j.
Lemma A.2. (Jacque-Simon's lemma: See [24] ). Let X ⊂ B ⊂ Y be Banach spaces where X is compactly imbedded into B and B is continuously imbedded into Y . Also for any u ∈ X, assume that
Let 1 < q 1 , q 2 ≤ ∞. Then each bounded set in both L q1 (0, t 0 ; X) and W (Ω)). Also, because µ → ∞ as λ ↑ 2 for d = 2, for any 1 < p < ∞, we can find λ ∈ (1, 2) such that where C depends only on p, Ω and t 0 .
Let k be a nonnegative integer and ν ∈ (0, 1). Assume further that ∂Ω is of class C 2k+3+ν , f ∈ C 2k+ν,k+ν/2 (Q t0 ), F ∈ C 2k+1+ν,k+1+ν/2 (Q t0 ), A 0 ∈ C 2k+2+ν (Ω) are such that A 0 and F are sufficiently compatible for t = 0 at ∂Ω. Then the solution A ∈ C 2k+2+ν,k+1+ ν 2 (Q t0 ) and A C 2k+2+ν,k+1+ν/2 (Q t 0 ) (A.3) ≤ C( A 0 C 2k+2+ν (Ω) + f C 2k+ν,k+ν/2 (Q t 0 ) + F C 2k+1+ν,k+1+ν/2 (Q t 0 ) ), where C depends only on k, ν, Ω and t 0 .
Existence and uniqueness for the problem (A.1) with p = 2, higher regularity, and the estimates (A.2) and (A.3) are proved in [1] and [19] . Existence for the cases 1 < p < 2 follow by approximating with solutions having regular data and using (A.2). Uniqueness for 1 < p < 2 is proved by using duality. Lemma A.6. (See [12] ). Let Ω ⊂ R d be a bounded domain with ∂Ω of class C 2 , and let u ∈ W 2 2 (Ω) with the boundary condition ∇u · n = 0 on ∂Ω. Then there exists a constant C such that u W 2 2 (Ω) ≤ C( ∆u L2(Ω) + u L1(Ω) ). Lemma A.7. (See [18] and [25] ). Set Q = B R (0) × (0, t 0 ) with B R (0) ⊂ R 2 . Let u ∈ W We can use this lemma to get estimates near the boundary in the case of homogeneous Neumann boundary conditions by flattening the boundary and reflecting the solution.
Proposition A.1. Let Ω be a bounded domain in R 2 with ∂Ω of class C 3 and Q t0 = Ω × (0, t 0 ). Assume that u ∈ W If u(x, 0) ≤ 0 in Ω then this holds for σ = 0 as well.
For any z 1 = (x 1 , t 1 ), z 2 = (x 2 , t 2 ) ∈ R 2 × R, define |z 1 − z 2 | = |x 1 − x 2 | + |t 1 − t 2 | 1 2 . A local Hölder estimate for solutions to Lu = f is proved in Theorem 4.3 of [16] . This can be extended to an estimate near the boundary as above. If u(x, 0) = 0 in Ω then this holds for σ = 0 as well.
