The coupled lot-sizing and cutting-stock problem has been a challenging and significant problem for industry, and has therefore received sustained research attention. The quality of the solution is a major determinant of cost performance in related production and inventory management systems, and therefore there is intense pressure to develop effective practical solutions. In the literature, a number of heuristics have been proposed for solving the problem. However, the heuristics are limited in obtaining high solution qualities. This paper proposes a new progressive selection algorithm that hybridizes heuristic search and extended reformulation into a single framework. The method has the advantage of generating a strong bound using the extended reformulation, which can provide good guidelines on partitioning and sampling in the heuristic search procedure so as to ensure an efficient solution process. We also analyze per-item and per-period Dantzig-Wolfe decompositions of the problem and present theoretical comparisons. The master problem of the per-period DantzigWolfe decomposition is often degenerate, which results in a tailing-off effect for column generation.
Introduction
Lot-sizing and cutting-stock are two fundamental problems that often arise in the production processes of many industries including furniture, paper, packaging, aluminum window frame, fiber glass, and steel manufacturing. The lot-sizing problem determines production quantities for a number of items over a finite horizon, taking into account the fundamental trade-off between setup and inventory-holding costs. On the other hand, the cutting-stock problem determines patterns of cutting raw materials in stock to produce final products or sub-assemblies for assembling final products, where trim loss costs are often associated with these decisions. In the literature, these two problems are often addressed independently. However, in the current global manufacturing environment, manufacturers are under intense pressure to meet customers' demand in time with the lowest costs and hence integrating such problems for more "globally optimal" solutions gives a company a competitive edge. As such, optimizing production and cutting decisions simultaneously in a coupled lot-sizing and cutting-stock problem offers significant savings potential by capturing trade-offs among trim loss, inventory-holding, and setup costs.
Since the 1970's, researchers and practitioners experimented with integrating lot-sizing decisions into the cutting-stock problems by considering setup costs for pattern changes in the cutting process.
The work of [29] proposed a heuristic procedure for scheduling cutting operations with an objective to minimize the total costs of setups and trim loss in the paper industry, and [30] presented a mathematical formulation for a one-dimensional cutting-stock problem with setup costs incurred for pattern changes. The heuristic procedure of [29] was further developed by [14] , and [31] proposed some approaches for solving the one-dimensional roll trim problem with setup costs. The Linear Programming (LP)-based approach of [12] considered a two-stage cutting-stock problem involving a number of setups, and [35] evaluated four different approaches for solving the cutting-stock problem with setup costs for pattern changes. The generalized cutting-stock problem with setup costs for pattern changes was also more recently investigated by [20] , and the minimization of the number of different patterns has also been used as an objective by [46] .
The coupled cutting-stock and production planning problem has also been studied in the literature. [42] studied the process of importing tree trunks and cutting them into assortments and boards for various markets, and [34] proposed a two-step procedure for a coupled lot-sizing and cutting-stock problem in the paper industry. The coupled problem has been studied with different approaches in various industry settings, such as in the copper manufacturing industry (see, e.g., [32] ), cutting of steel plates (see, e.g., [38] ), off-road truck companies (see, e.g., [39] ) and production of gear belts (see, e.g., [8] ). Further work in this area can also be found in [37, 41, 44] and [45] . Finally, we note [10] and [22] as general references on heuristics and meta-heuristics for the interested reader, since these methods provide the backbone of many of the approaches discussed, as well as part of the approach we propose in this paper.
2
Early research (e.g., [8] , [39] , and [41] ) is valuable for understanding underlying structures of the coupled problem. However, these studies were limited on a number of aspects, such as disregarding capacity constraints, inventory-holding costs, and the assembly process of final items in formulating these problems, and using a two-phase procedure in solving them. Some of these concerns have been partly addressed in the more recent literature. [26] analyzed the trade-off among trim loss, inventory-holding and setup costs that arises when solving the cutting-stock problem by taking into account production planning for various periods. The authors formulated a mathematical model and a solution approach for the coupled lot-sizing and cutting-stock problem.
[27] proposed a Lagrangian relaxation-based heuristic for the coupled lot-sizing and cutting-stock problem. However, the difficulty faced by this heuristic is that the resulting subproblems are N Phard capacitated lot-sizing problems. [28] relax setups for the problem but include the storage of parts in order to solve the problem more effectively. We also note the very recent work of [4] proposing robust models for coupled lot-sizing and cutting-stock in the furniture industry.
The problem studied in this paper, the coupled Lot-Sizing and Cutting-Stock (LS-CS) problem, is similar to the one analyzed by [27] . Its goal is to plan the production of a number of items over a horizon of finite periods, while these items are produced by cutting rectangular sheets into standard items with different sizes. These items are assembled to make a number of different final products with external demand to be met on time. The objective of the problem is to find a minimum cost production plan without violating capacity limitations, where the total cost includes setup cost, inventory-holding cost, cutting cost, and raw material cost. The effective solution of this problem is an important determinant of cost performance in related production and inventory control systems, which include the well-known material requirements planning systems prevalent in manufacturing practice. Research on finding effective models and solution methods thus has the potential to provide tangible benefits in the form of lower total production-related costs for problems in this class.
This paper proposes a progressive selection (PS) method which combines extended reformulation with heuristics in order to leverage the strengths of both methods. The proposed PS approach is designed to first generate an initial population of bounding solutions using extended reformulation and heuristics. Then, the approach utilizes domain knowledge derived from these solutions to iteratively generate and evaluate subproblems through a progressive selection strategy. These subproblems have a number of integer variables fixed and therefore can be efficiently solved. The goal of the PS approach is that, by solving these subproblems, objective values of the original problem can be iteratively improved and eventually converge to a solution of good quality. The 3 application of the PS method to the LS-CS problem shows that the method is able to obtain competitive results while being computationally tractable. In addition, this paper proposes per-item and per-period Dantzig-Wolfe decompositions to improve lower bounds for the LS-CS problem and presents theoretical comparisons. The master problem of the per-period Dantzig-Wolfe decomposition is often degenerate, which results in a tailing-off effect for column generation. A hybridization of Lagrangian relaxation and stabilization techniques is applied to improve the convergence.
The remainder of this paper is organized as follows. In Section 2, we present several mathematical formulations for the LS-CS problem. In Section 3, we discuss Dantzig-Wolfe decomposition and column generation for the LS-CS problem. In Sections 4 and 5, we describe in detail the PS method. Section 6 presents statistical analyses of the PS method for its application to the LS-CS problem. Section 7 presents extensive computational test results and comparisons with other approaches from the literature. Finally, we conclude with future directions in Section 8.
Alternative formulations for the LS-CS problem
This paper considers a problem that is similar to the one discussed in [27] , with the additional complexity of integrality constraints enforced on the number of plates. Another difference is the capacity constraints: this paper refers to time availability whereas [27] refer to the amount of material area that can be cut by a saw machine. These two factors are convertible if we know the cutting speed for the saw machine. However, we decided to use time capacity due to the benefit of allowing setup times in the capacity constraints as is the practice in the area. Furthermore, we assume that setup time and costs are not dependent on the sequence, all initial inventories are zero, all production costs are linear, all holding costs are time-invariant, lead times are zero, and demands need to be satisfied on time (i.e., no backlogging allowed). The cutting pattern is assumed to be rectangular, and no inventory of sub-assemblies or plates is considered. Before presenting different formulations, we define our notation:
Sets:
T Number of periods in the planning horizon, indexed by q, t, f and ℓ. I Number of items (final products), indexed by i. J Number of sub-items (sub-assemblies), indexed by j. P Number of possible cutting patterns, indexed by p. Assembly capacity for producing final items in period t. BM it A big number for each product i and period t.
Parameters:

Decision variables:
x it Number of units of item i produced in period t. s it Inventory of item i at the end of period t. z pt Number of plates used with cutting pattern p in period t. y it Setup decision variables:
We first present the most basic and intuitive problem formulation, i.e., the Lot-Sizing and
Cutting-Stock formulation (LSCS), as follows:
LSCS:
Subject to:
The objective function (1) minimizes the total cost over the planning horizon. Constraints (2) ensure on-time demand satisfaction for all items (i.e., final products). Constraints (3) enforce that the total number of sub-items (i.e., sub-assemblies) obtained by cutting are sufficient to satisfy the production of final products constrained by the bill-of-material (BOM) relations. Constraints (4) enforce big-bucket capacity restrictions for final products (i.e., multiple items sharing the same resource, each item taking up both variable processing time and setup time) and constraints (5) ensure 5 that no production occurs for item i in period t unless a set up takes place (i.e., y it = 1), in which case the amount of production is limited by a large value
Constraints (6) enforce the integrality and non-negativity requirements for various variables. Note that in the paper by [27] , where this model was introduced, the z variables were defined as continuous. We keep the same definition of the problem. However, in our computational experiments in Section 6, we also consider the version of this problem imposing integrality constraints on these z variables.
The time required for proving the optimality of a given solution is often prohibitive for this model, because it provides only a weak LP relaxation, causing a large integrality gap and also poor guidance in the search for good feasible solutions in the branch-and-bound method. Therefore, we propose a new formulation that is able to provide better lower bounds. This formulation is similar to those proposed for the lot-sizing problems by [19] and [47] , which provide integer solutions for the uncapacitated single-item problem, and hence we use the same terminology. This formulation is called the Shortest Path and Cutting-Stock formulation (SPCS). We introduce a new set of variables, w itq , which represent the percentage of production of item i in period t used to satisfy the accumulated demand for item i from period t to period q. In SPCS, the relationships among variables w itq , x it and s it are established as follows:
Using these relationships, we can substitute x and s with w into constraints (1)- (6) . The resulting SPCS formulation is given as follows:
SPCS:
6 Subject to:
In this formulation, constraints (8) and (9) ensure demand satisfaction for all items over the entire horizon and correspond to the flow conservation for each node in the network. Constraints (10) ensure that the total number of sub-assemblies are sufficient to satisfy the production of final products. Constraints (11) enforce capacity limits and constraints (12) are setup forcing constraints.
Constraints (13) enforce the integrality and non-negativity requirements for various variables.
Dantzig-Wolfe decomposition and column generation
In the coupled lot-sizing and cutting-stock literature, we are only aware that [39] proposed a column generation approach for the coupled problem. However, the problem presented is different from the one studied in this paper, since it does not consider capacity constraints. Moreover, their framework uses a two-phase solution procedure and it does not solve the coupled lot-sizing and cutting-stock problem considering in conjunction capacity constraints, setup, storage and production costs. Due to these differences, the column generation approach of [39] is not directly applicable for the LS-CS problem studied in this paper, and this is our main motivation to propose two new Dantzig-Wolfe decomposition and column generation approaches, i.e., per-item and per-period decompositions.
For the per-item decomposition, the problem is decomposed into single-item uncapacitated lotsizing subproblems containing the demand (2), setup forcing (5) and integrality (6) constraints for the specific item, while the BOM (3) and capacity (4) constraints are the linking constraints in the master problem. For the per-period decomposition, the problem is decomposed into single-period subproblems containing the BOM (3), capacity (4), setup forcing (5) and integrality (6) constraints for the specific period, while the demand constraints (2) are the linking constraints in the master
problem. An overview of lower bounds yielded by these decompositions is given in k ∈ K t , we define the following parameters: y k it is the setup indicator for item i in period t; w k itq is the percentage of production of item i in period t used to satisfy the accumulated demand for item i from period t to period q; and z k pt is the number of plates that are cut with pattern p in period t. In addition, π tk is the new variable and is defined as the fraction of production made using setup schedule k in period t; γ it is the dual variable related with the demand-satisfaction constraints; and δ t is the dual variable for the convexity constraints. The SPCS formulation can be separated into a master problem (MP-D SP CS2 ) and T pricing problems (SP-D SP CS2 ) as follows:
To achieve lower bounds, we suggest the use of column generation, which stems from the idea that when a problem has significantly more variables (i.e., columns) than constraints (i.e., rows), since the number of basic variables will be not more than the number of its constraints and hence the majority of variables will end up being non-basic, one can identify these useful columns of the basic solution, rather than including all columns in the problem. Column generation with the Dantzig-Wolfe decomposition has been widely used for problems with complicating linking constraints and also proven to be useful for the lot-sizing problem (see, e.g., [33] and [15] ).
This approach consists of a restricted master problem, which represents the linking constraints of the original problem and additional convexity constraints and contains a limited number of variables that are selected so far. When the restricted master problem is solved, it provides dual multiplier values to a pricing problem, which is a problem that decides whether there are any other useful columns remaining or not. When the pricing problem returns a column, this new variable is added to the master problem and that is resolved and the procedure terminates when no columns price out, i.e., when t∈{1,...,T } min(ζ t , 0) = 0. Note that a valid lower bound on the objective value of the original problem is available throughout column generation ( [15] and [21] ). IfD ǫ RM P is the optimal objective value of the restricted master problem at iteration ǫ, then a valid lower bound iŝ
As noted in the literature, the primal solutions of the restricted master problem are usually degenerate ( [18] and [36] ). When the dual restricted master problem has multiple optimal solutions and therefore the dual optimal solution at hand might not be an accurate representation of the optimal dual space, this may result in the pricing problems pricing out some bad-quality columns, 9 which are not used in the optimal solution of the subsequent restricted master problem(s). In this case, column generation takes a degenerate step. This phenomenon has a severe impact on the algorithmic performance, and it is usually magnified as the final optimal solution is approached, thereby called the tailing-off effect ( [17] and [21] ).
We notice that the per-period Dantzig-Wolfe decomposition of SPCS is degenerate and influenced by the tailing-off effect. To deal with this issue, we restrict the dual space of the restricted master program by introducing artificial variables on the primal space, i.e., the stabilization technique described in [18] . This method reduces the number of degenerate iterations via reducing the feasible dual space. In addition, during early iterations, we employ a hybrid column generation and Lagrangian relaxation scheme to enhance the algorithmic performance, similar to those described in [16] , [15] and [21] . We present the Lagrangian relaxation problem in the Online Supplement.
In the Lagrangian problem, the demand satisfaction constraints (8) and (9) are dualized into the objective function (7) with non-negative dual multipliers η i and µ it .
There is a strong relationship between Dantzig-Wolfe decomposition and Lagrangian relaxation ( [23] ). Because both methods have the same subproblem, we can use both to generate columns. In addition, the optimal dual variables (γ it ) for the linking constraints in the Dantzig-Wolfe master correspond to the optimal multipliers (η i and µ it ) for the complicating constraint in the Lagrangian objective function. Therefore, we can pass the dual values of the restricted master problem to the Lagrangian relaxation problem and generate a new set of dual values via subgradient optimization given in the Online Supplement. This updating process is deemed to lead to better quality dual prices, and it has the additional benefit that we can add several new columns to the restricted master problem through solving the Lagrangian problem without solving the restricted master problem. We call this procedure whenever column generation takes a degenerate step, i.e., when the optimal master objective does not improve in two consecutive iterations.
We now discuss some theoretical relationships between the bounds.
Theorem 3.1R LSCS
Proof. The first inequality is established by the fact that applying a Dantzig-Wolfe decomposition to a minimization problem cannot reduce the lower bound yielded by the LP relaxation (R LSCS ). The next equality follows from the fact that both per-item Dantzig-Wolfe decompositions describe the convex hull of the single-item uncapacitated lot-sizing problems, see, e.g., [3] . If we let (x it ,s it ,ȳ it ,z pt ) be a feasible solution of the decomposition model of the LSCS formulation, it means that a) the solution point is contained in the convex hull defined by constraints (2)- (3) and (5)- (6) and b) it satisfies constraints (4). We can prove that this solution must correspond to a feasible solution point (w itq ,ȳ it ,z pt ) contained in the convex hull defined by constraints (8)- (10) and (12)- (13) and satisfy constraints (11) for the per-item decomposition of the SPCS formulation.
The above logic follows reversely. Finally, the last equality is trivial due to the fact that the convex hulls of these relaxations have all integral extreme points. 2
In other words, since the subproblem for the per-item decomposition of the SPCS formulation is the shortest path reformulation of the single-item uncapacitated lot-sizing problem (containing constraints (8)- (10) and (12)- (13)), these subproblems have the integrality property. Consequently, the decomposition boundD SPCS1 is equal to the original LP relaxation boundR SPCS .
Proof. Using the fact that the SPCS formulation contains constraints (8)- (9) and (11)- (13) that are the same as the constraints of the shortest path reformulation of the classical multi-item capacitated lot-sizing problem and the solution space of these constraints is not affected by constraints (10); and using the fact that the shortest path reformulation of the classical multi-item capacitated lot-sizing problem defines the convex hull of the single-item uncapacitated lot-sizing problem (e.g., [40] ), we have that the SPCS formulation also defines the convex hull of the single-item uncapacitated lot-sizing problem. Applying the per-item decomposition to the SPCS reformulation therefore cannot improve the lower bound yielded by the LP relaxation. However, applying the per-period decomposition to the shortest path formulation can lead to at least equivalent or better lower bounds, as the pricing problems do not have the integrality property. The numerical examples showing that for some instances this inequality is satisfied strictly as inequality are provided in the Online Supplement, where we also show that the per-period decomposition improves lower bounds for almost all tested instances. 2
Theorem 3.3D LSCS2 ≤D SPCS2
Proof. See the Online Supplement. 
The progressive selection method for the LS-CS problem
For the simplicity of the description, we use the following binary mixed integer programming (BMIP) formulation to represent the mathematical formulation of the LS-CS problem. y The solution point of y that leads to an upper bound of problem (P). We let the upper bound be ∞ ifȳ is an infeasible solution point. y The relaxation solution point of y that leads to a lower bound of problem (P). G y The population of the corresponding solution pointsȳ in the population of solutions.
We can write G y in a matrix form as follows:
The index of the solution point of G y that leads to the smallest upper bound of problem (P). yĝ The solution point of G y that leads to the smallest upper bound of problem (P). For simplicity, we also defineȳĝ asŷ.
Given G y and y, the motivation behind the PS method is to find an efficient way to fix a subset of binary variables y h , h ∈ {1, . . . , m}, that leads to a restricted version of problem (P) and hence is easier to solve. To define the restricted problem (called subproblem), we introduce three nonoverlapping subsets of the index set {1, . . . , m}: F V , SV and M V . F V defines an index set of binary variables that have been fixed based on results of the previous iteration(s); SV indicates an index set of binary variables that are individually selected and fixed to the corresponding values of ŷ for a specific subproblem; and M V defines the remaining index set of binary variables. With the above definitions, the subproblem (P S ) can be defined as follows:
The PS method tries to find a solution for problem (P) by iteratively solving subproblem (P S ) using different subsets F V , SV and M V . At the beginning of each iteration, the subproblem is determined only by subsets F V and M V , since SV is empty. However, a number of different selections for SV creates a number of different subproblems. We name these subproblems potential subproblems, which are solved by using some upper bounding technique. At the current iteration, the subproblem that leads to the smallest objective value is considered the most interesting potential subproblem, where a subset of indices of its associated SV is inserted to F V . When the method moves to the next iteration, SV is reset to be empty. With the evolution of the method, the size of F V grows and hence the size of subproblems becomes smaller. Since fixing variables in F V might cause the method to converge locally, the method also generates a number of random subproblems in order to have a global perspective.
We next describe all six steps of the PS method in detail, from initialization to stop-criterion check. In the description, emphasis will be given on how subproblems are created, i.e., how the subsets F V , SV and M V are selected and evolved in the method. Before the description, we define some necessary notation as follows:
ν The current number of iterations.
Number of potential subproblems created at the ν-th iteration.
Number of random subproblems created at the ν-th iteration. ψ ν Index for subproblems at the ν-th iteration,
Number of binary variables selected to be fixed in the ψ ν -th subproblem,
The current best upper bound of problem (P). y νŷ at the ν-th iteration.
T s
Computational time limit for solving subproblem (P S ).
T lim
Computational time limit for the whole method.
• Step I: Initialization. Set ν = 1, U B = ∞, F V = ∅, SV = ∅ and M V = {1, . . . , m}. Solve problem (P) using an upper bounding technique (e.g., using different parameter settings) to obtain G y with G solutions andŷ, and solve problem (P) using the LP relaxation of the SPCS formulation to obtain y, which will be used in
Step II for the progressive selection procedure.
Go to Step II.
•
Step II: Progressive selection. The main idea of progressive selection is to use a domainknowledge-guided selection procedure to determine index subsets SV and M V that are used for building the subproblems. The details of the progressive selection procedure are described in Section 5.1. Go to Step III.
Step III: Subproblem creation. With the selection of SV ψν and M V ψν , the ψ ν -th poten-
can be easily created by fixing the variables in SV ψν to their corresponding values ofŷ. Besides potential subproblems, N 2 ν random subproblems are also created using a random sampling scheme, where the size of the set of fixed variables is defined as |F V | + n ψν . Different from the strategy of fixing variables toŷ for potential subproblems, the binary values, which the selected variables are fixed to, are randomly sampled with a constant probability of being 0 or 1. The constant probability can be varied dependent on the problem's properties to enhance the solution quality of random subproblems, e.g., according to the proportion observed in the best solution. Go to Step IV.
• Step IV: Subproblem evaluation. A total number of N 1 ν + N 2 ν subproblems are created in Step III. These subproblems are solved by the upper bounding technique to derive an upper bound, potentially improving the current best upper bound U B. To provide better guidance for subsequent iterations, U B andŷ are therefore updated whenever a better objective value is found; population G y is also updated with the solution points of y of the G current best subproblems. Go to Step V.
• Step V: Subset update. The subproblem with the smallest upper bound is selected as the best subproblem at the current iteration. If the best subproblem is one of the potential subproblems, we select for the best subproblem the variable with index h from the set SV that has the highest value for ω h (defined in Section 5.1), i.e., h = arg max h ′ ∈SV (ω h ′ ). Next we insert the index h into F V . In case there is more than one variable in SV having the maximum value of ω h , we randomly select one of them to insert into F V . We set M V = M V − F V and SV = ∅. Otherwise, we update F V = ∅, M V = {1, 2, . . . , m} and SV = ∅. Go to Step VI.
• Step VI: Stop-criterion check. We define two stop-criteria. The method stops either when the computational time limit (T lim ) is met or when F V = {1, 2, . . . , m}. Otherwise, the method sets ν = ν + 1 and goes to Step II.
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The PS method has a potential to be applied to other BMIP problems, in addition to the LS-CS problem investigated in this paper. However, we acknowledge that the effectiveness of the PS method for general BMIP problems should be verified by an extensive computational analysis, comparing with effective algorithms from the literature. However, such an extensive computational comparison is outside of the scope of this paper, since we focus on the application that combines lot-sizing and cutting-stock. Furthermore, when this method is applied to a specific BMIP problem, some extra effort in selecting upper bounding and lower bounding techniques is needed to enhance the method performance.
Further discussion of the PS method for the LS-CS problem
In this section, we will discuss the progressive selection procedure in detail, and present the upper bounding technique we select for the PS method.
Progressive selection
The details of progressive selection are given in Algorithm 1 that determines index subsets SV and M V . To describe the selection procedure, we define, for each h ∈ M V , ϕ h as the distance between y h and y h (that is, ϕ h = |ŷ h − y h |), and we define ω h as the number ofȳ g h (∀ g ∈ {1, ..., G}\ĝ) that take the same value asŷ h . We have
An example showing how to calculate ϕ h and ω h is given in Table 2 . With these definitions, in Algorithm 1, the probability (P rob h ) of selecting variable y h to be fixed in a potential subproblem is defined as follows:
Here, parameters ρ 1 and ρ 2 (ρ 1 ≥ 1 and ρ 2 ≥ 1) are used to adjust sampling weights. A larger value of ρ 1 and/or ρ 2 leads to a higher likelihood of selecting a variable that has high similarities with solution values of population G y .
Select an index from M V ψν using the likelihood function defined by (14) ; Remove the index out of M V ψν ; Insert the index to SV ψν ;
One can select the index of a binary variable directly using a uniform distribution, i.e., all h ∈ M V have an equal probability to be picked. However, defining individual probabilities based on similarities among solution points in population G y leads to better subproblems. Our computational experience reveals that the more similar other valuesȳ g h (∀ g ∈ {1, ..., G}\ĝ, h ∈ {1, 2, ..., m}) witĥ y h , the higher the probability thatŷ h is the same as the corresponding optimal value of y h of problem (P). The analysis of its statistical significance will be given in Section 6. Meanwhile, our computational tests also show that the smaller the 1-norm distance between the variable's valueŝ y h and y h , the higher the probability that the variable's valueŷ h is the same as its corresponding optimal value of y h of problem (P). The analysis of its statistical significance on the two PS applications will be also discussed in Section 6. We therefore define the selection probability function (14) for selecting SV ψν that favors the variables that haveŷ h most similar with otherȳ g h in population G y and the variables that have smaller 1-norm distances between variable's valuesŷ h and y h . To illustrate these concepts with a numerical example, we present Table 2 where the size of population G y is 3 andĝ is 2. For the sake of simplicity of probability calculations, let the set M V consist of only the variables presented in the table. If three variables were to be chosen, the variables y 1 , y 5 and y h+1 would have a higher likelihood to be the choices. We also note that if the initialization step turned only one feasible solution, i.e., G = 1, then the selection of the variables is only based on the 1-norm distance.
The upper bounding technique
For the upper bounding technique of the PS approach, we have considered a number of candidate methods such as various heuristics. From our experience (in particular in the area of lot-sizing) as well as from some preliminary testing on the coupled problem, we have observed that relax-and-fix works well as a general upper bounding technique. Relax-and-fix has been applied successfully to 
Statistical analyses of the PS method for the LS − CS problem
In Section 5, we gave three observations without verification:
• Observation 1: Potential subproblems yield better upper bounds than random subproblems.
• Observation 2: The more similar other valuesȳ g h (∀ g ∈ {1, ..., G}\ĝ, h ∈ {1, ..., m}) withŷ h (∀ h ∈ {1, ..., m}), the higher the probability thatŷ h is the same as the corresponding optimal value of problem (P).
• Observation 3: The smaller the distance betweenŷ h and y h (∀ h ∈ {1, ..., m}), the higher the probability thatŷ h is the same as the corresponding optimal value of problem (P).
In this section, we will perform statistical analyses to show that the three observations are statistically significant for the application of the PS method to the LS-CS problem. We generated two groups of test instances (SetA and SetB) using different parameter settings in order to perform statistical analyses. The settings of these test instances are described in Section 7.
To test Observation 1, we considered all generated potential and random subproblems for each test instance and performed statistical analyses using different statistical techniques, such as boxplot, Welch's test and finite mixture model. The computational results showed that all potential subproblems are feasible but only about 52%, on average, random subproblems are feasible. Finally, the test results for Observations 2 and 3 are shown in Figures 2 and 3 , respectively. In Figure 2 , boxplots and linear regression results of three groups of test instances are presented to test Observation 2, where the population group is built using the result at the end of the algorithm.
To ensure the optimal solution be found for all test instances, we generated the instances with the same parameter settings described in Section 7 but with smaller sizes. In addition, we generated 4 repeats for each parameter setting such that there are a total number of 320 test instances within each group. The top two sub-figures show results for the group with 5 final products, 5 types of sub-assemblies and 16 periods; the middle two sub-figures are for the one with 10 final products, 5 types of sub-assemblies and 16 periods; and the bottom two sub-figures are for the one with 10 final products, 10 types of sub-assemblies and 16 periods. In the figure, MG represents, for each setup decision variable y it (∀ i ∈ {1, ..., I}, t ∈ {1, ..., T }), the number of solution valuesȳ g it (∀ g ∈ {1, ..., 6}\ĝ) that are the same asŷ it . The range of MG is between 0 and 5, as the population size was set to 6 in the experimental tests. MR denotes the probability of the valueŷ it to be the same as the corresponding optimal solution value for each test instance, which is calculated for each MG and distance bin, e.g., if there are 100 variables and 80 of them coincide with the optimal solution, then M R = 0.8. MR-AVG indicates the MR on average for all 320 test instances within each group. From the experimental results, we can see that both statistical methods show a strong statistical relationship between MR and MG. That is, the more similar other valuesȳ g it (∀ g ∈ {1, ..., 6}\ĝ, i ∈ {1, ..., I}, t ∈ {1, ..., T }) withŷ it (∀ i ∈ {1, ..., I}, t ∈ {1, ..., T }), the higher the probability thatŷ it is the same as the corresponding optimal value of the LS-CS problem. Figure 3 , similar to the previous figure, shows boxplots of the same three groups of test instances to test Observation 3. MR has a similar interpretation as in the previous analysis. For each setup decision variable y it (∀ i ∈ {1, ..., I}, t ∈ {1, ..., T }), the distance is calculated as |ŷ it − y it |. The distance value is separated into two different bins in order to perform statistical comparisons shown by the boxplots. From the experimental results, we can see that this statistical analysis shows a strong statistical relationship between MR and distance. That is, the smaller the distance between y it and y it (∀ i ∈ {1, ..., I}, t ∈ {1, ..., T }), the higher the probability thatŷ it is the same as the corresponding optimal value of the LS-CS problem.
To further analyze the Observations 2 and 3, we also performed Welch's test, as presented in Table 3 . We note that since the variances across groups are not equal, the common ANOVA F test is not valid in this setting. In Table 3 F means the probability of obtaining, by chance alone, an F value larger than the one calculated if in reality the means are equal across all levels. We considered three groups of problems, where the name of each group follows the syntax "number of periods-number of final products-number of sub-assemblies" as indicated on the top row of the 
Computational tests
We generated six groups of test instances (SetA, SetB, SetC, SetD, SetE, and SetF) using different parameter settings in order to test the relative performance of the PS method. The PS method was implemented using the SPCS formulation in GAMS v24.3, a high-level algebraic modeling language, where IBM Ilog CPLEX 12.6 is set as the LP/IP solver. All computations were run on a PC with Intel(R) Core(TM) 2.8 GHz processor and 16.0 GB RAM. The parameter settings for the PS method was given as follows: Parameter T s was set to 5 seconds.
Parameters (α, β) were respectively set to (4, 2), (3, 2), (2, 1), (3, 1) , (4, 3) and (4, 1) to derive the initial population G y and to solve subproblems. The size of G y was set to 6. Parameters ρ 1 and ρ 2 are set to (2, 2) . The number of potential and random subproblems at each iteration were set to 4 and 1, and the size of subset SV was set to 0.30 · |M V |. We note that we used the column generation algorithm proposed by [24] and [25] to generate cutting patterns a jp , mainly because this was sufficient for test problems with a small number of patterns. We acknowledge that this procedure of generating cutting patterns can be improved by implementing more efficient column generation algorithms ( [6] ). The relative computational effectiveness of the lower bound techniques was tested on SetA and SetB. The detailed results are summarized in Tables 4 and 5 From the results, it can be seen that the LP relaxation of SPCS and Dantzig-Wolfe decompositions improve lower bounds over the LP relaxation of LSCS. We note that the per-period decomposition of LSCS and SPCS consumes a larger amount of computational time. To have a good balance between computational time and lower bound quality, we select the LP relaxation of SPCS as the lower bound technique for the PS method. However, if the computational time is not of concern, the per-period decomposition of SPCS is recommended in order to derive the best lower bounds.
Lower bounds
We note that the calculations of the linear relaxation (R LSCS ) and all the per-item decompositions (D LSCS1 andD SPCS1 ) remain the same when integrality on z variables is enforced, since in the per-item decomposition, the BOM constraint (which is the only one containing the z variables)
will be in the master problem, in which the variables are relaxed (including the z variables). On the other hand, for the per-period decompositions, we tested the problems with integer z variables, where the sub-problems became very difficult to solve and made it impractical to use these 23 decompositions.
Preliminary tests for parameter settings
The relative performance of the PS method was tested under different settings of parameters, including G (the size of population G y ), ρ 1 , ρ 2 , the size of subset SV , and the numbers of potential and random subproblems (N 1 ν and N 2 ν ). For their default setting, we let G y be 6; both ρ 1 and ρ 2 be 2; the size of subset SV be 0.30 · |M V |; and N 1 ν and N 2 ν be 4 and 1. The number of cases for these parameters is given as follows:
• G: there are 3 cases including 2, 4, and 6.
• The size of subset SV : there are 7 cases including 0.05, 0.15, 0.30, 0.45, 0.60, 0.75, and 0.90 of |M V |.
• ρ 1 and ρ 2 : there are 4 cases including (1, 1), (2, 2), (3, 3) , and (4, 4).
• N 1 ν and N 2 ν : there are 3 cases including (2, 1), (4, 1), and (5, 3).
When testing each of the above parameters, the other parameters are set to the default values. Figure 4 compares the performance of the parameter settings by the number of the best solutions and Table 6 shows their average optimality gaps for the 64 test instances in SetA. From the figure and table, we see that the PS method performs the best when each parameter is set to the default values and the performance of the PS method changes but is relatively stable under different parameter settings.
4 2
The size of subset SV and
The numbers of potential and random subproblems The PS method performs better when parameter G is set to 6 compared to 2 and 4. This means that increasing the variety of the population of G y may enhance the performance of the PS method. In addition, the PS method performs better when the size of subset SV is set to 0.3 ·|M V |. Increasing (decreasing) the size makes the subproblems P S more similar to the current best The lower bounds yielded by the LP relaxation of the SPCS formulation are applied to calculate the PS optimality gaps.
subproblems (to the original problem), which reduces the variety of subproblems and negatively impacts the performance of the PS method. Furthermore, the PS method performs better when ρ 1 and ρ 2 are set to 2. The selection procedure of SV is too little (much) focused on the variables that have high similarities on the solution values of population G y when ρ 1 and ρ 2 are set to be too small (high), which negatively impacts the performance of the PS method. Based on our computational experience, the performance of the PS method is not sensitive to the numbers of potential and random subproblems. However, we recommend setting these numbers not too big, in order to avoid slowing down the process of updating subset MV.
Comparison with other methods for SetA and SetB
We compared the PS approach with the Lagrangian relaxation-based heuristic (denoted as LRH)
proposed by [27] and IBM Ilog CPLEX 12.6 (denoted as CPLEX). The PS and CPLEX approaches were implemented in GAMS v24.3 using the SPCS formulation. Detailed parameter settings for the PS approach were described above. For the CPLEX method, IBM Ilog CPLEX 12.6 was set as an IP solver using the default setting. For the LRH approach, using GAMS v24.3, we applied the same formulation (LSCS) to implement the algorithm described in Section 4 of [27] . As shown in the algorithm, a sub-gradient method is employed to update multipliers for the Lagrangian relaxation problems that are then solved to optimality. If the optimal solution of the Lagrangian relaxation problem is not feasible to the original problem, a smoothing heuristic is applied to obtain a feasible solution. The incumbent solution is continuously updated to the current best solution until a stopping criterion is satisfied. We note that there is a slight difference in the LSCS formulation compared to the one proposed in [27] , i.e., the LSCS formulation additionally considers setup times in the capacity constraints. It creates a small difference in the objective of the Lagrangian relaxation problems. However, it does not influence the core implementation of the algorithm.
The total computational time of 60 seconds was allocated for each test instance. We note that for every instance and every solution method used, we have imposed this maximum time in each 25 computation. solutions is quite minimal for the number of plates used, but it seems to vary significantly more with respect to the number of setups and inventory-holding costs. The PS approach has an obvious advantage of reducing inventory-holding costs and number of setups compared to the LRH method, while the PS approach has a close performance compared to CPLEX.
Next, we present details on upper bounds as well as optimality gaps in Tables 9 and 10 The standard deviations of the optimality gaps SPCS and SPCS2 for the PS method are 0.02% and 0.02% on average, respectively.
From the results, we observe that the PS approach offers solutions superior to the LRH method across various parameter settings with respect to the upper bounds. We also note that the PS method showed, in general, a stable performance over the four runs for each instance as indicated by small standard deviations. In addition, when comparing the PS approach with the LRH method, there are big differences in the total inventory-holding costs and the total number of setups but smaller differences in the upper bounds. This is impacted by the other components in the problem objective: the production and plate costs, for which the PS approach has a relative smaller improvement over the LRH method. In order to know whether the difference in the upper bounds would be more highlighted if the parameters of production and plate costs (pc it and uc) are smaller, and keeps all other parameters unchanged; and the second test further reduces uc by 80%. The differences in upper bounds between LRH and PS for these two tests are respectively 1.3% and 1.7%, relative to 0.5% for the original test.
We performed additional tests for SetA by setting the computational time to 1,600 seconds.
The optimality gaps based on the LP relaxation of SPCS, on average, drops from 0.17% to 0.15%.
With additional computational time allowed, the optimality gaps will be reduced further but the reduction rate is deteriorating. However, the lower bound has a gap relative to the optimal objective.
As such, we will not achieve an optimality gap of zero even when the PS method finds the optimal solution. Furthermore, the PS method is a heuristic that cannot guarantee an optimal solution.
It improves the solution quality faster in the early iterations, and then it slows down when the incumbent upper bound is getting closer to the optimal objective. At this point, it is difficult to find a better solution because most points in the neighborhood have a worse solution compared to the incumbent.
When comparing the PS method with the CPLEX method, there are small differences in the upper bounds, the total inventory-holding costs, and the total number of setups. However, the CPLEX method achieves slightly better upper bounds that are reflected by a smaller number of setups. The CPLEX method thoroughly searches all possible solutions using a branch-and-bound technique and aims to find an optimal solution, and it may have advantages over heuristics for problems that are not complicated to solve. However, when the problems become complicated or the problem sizes become large, the CPLEX method may be limited on finding a good solution under a reasonable amount of computational time. In the next subsection, we will test four other sets that contain more complicated test problems, for which the PS method can achieve better solutions than the CPLEX method. Table 11 shows the results of the deterministic version of the PS method (Det), and the results of the PS method when solving the problem with integer z variables (Int), where the same computational time limits were used as in previous tests. In the deterministic version, we generated subproblems by selecting the variables with the highest P q values. Iteratively, when some variables in F V are fixed, we also just fix the variables with the highest P q . The main differences of the deterministic version compared to the original PS algorithm are: i) SV is selected deterministically using the highest P q , and ii) variables with the highest P q in F V are fixed, instead of randomly picking variable to fix according to P q values. On the other hand, for the PS method considering integer z variables, we have explicitly incorporated the integrality on the z variables within the heuristic, where the calculation of upper bounds becomes more difficult compared to the relaxed case. More specifically, as described in Section 5.2, the relax-and-fix heuristic partitions the set of all periods t ∈ {1, ..., T } into three subsets of setup decision variables y it in order to create restricted subproblems, and then solves the subproblems iteratively. To incorporate the integral z variables, the heuristic still partitions the set of all periods t ∈ {1, ..., T } into the same three subsets but both for setup decision variables y it and for plate number z pt to create subproblems, and then solves the subproblems iteratively. In the heuristic, y it and z pt are treated similarly in terms of their index t 29 being used for the partitioning into three subsets.
As the results indicate, the deterministic version of the PS method results in only slightly worse solutions on average, where the difference is minimal. On the other hand, enforcing integrality on z variables results in higher duality gaps as expected. However, the average gaps remain reasonably low.
Comparison with other methods for harder problems
We additionally tested the relative computational effectiveness of the LRH, CPLEX, and PS methods on SetC, SetD, SetE, and SetF and summarized the detailed results in Tables 12 and 13 . In the tables, the columns associated with CPLEX and PS give respective upper bounds and optimality gaps achieved by the CPLEX and PS methods, and the optimality gaps were calculated using the lower bounds obtained by the LP relaxation of the SPCS formulation. We omitted the results of LRH because they are consistently worse than the results of CPLEX and PS. We allocated a total computational time of 60 seconds for each test instance in SetC and SetD and 600 seconds for instances in SetE and SetF (because of the complexity). Similar to the previous tables, the figures for PS indicate both average and standard deviation for four runs accomplished for each instance. The standard deviations of the optimality gap for the PS method are 0.19% and 0.17% on average for SetC and SetD, respectively.
From the results, we observe that the PS approach offers upper bounds and optimality gaps superior to the CPLEX method across various parameter settings. We also note that the PS method showed, in general, a stable performance over the four runs for instances as indicated by relatively small standard deviations. Additionally, as indicated by the optimization gaps, the instances in SetC and SetD are more complicated to solve than the instances in SetA and SetB. 2.68% * CPLEX2 indicates the optimality gaps achieved by the CPLEX method when the time limit is set to 3,600 seconds. The standard deviations of the optimality gap for the PS method are 0.34% and 0.28% on average for SetE and SetF, respectively.
Even more challenging problems are the instances in SetE and SetF, which have more planning periods, more types of sub-assemblies, and more cutting patterns. We observe that the instances in SetE and SetF have 182 and 137 cutting patterns on average, respectively. The PS method has more advantages over the CPLEX method for the larger instances in SetE and SetF. We note that the PS method still achieved better solutions even when the CPLEX method is allowed 3,600 seconds on the computational time limits.
Regarding the solutions of the total inventory-holding costs and the total number of setups and plates, the PS method can reduce the number of setups but make a less noticeable improvement on the inventory-holding costs and the total number of plates for instances in SetC and SetD when compared to the CPLEX method. However, the PS method can both reduce the number of setups from 142 to 133 and inventory-holding costs from 2,216,181 to 2,183,260 on average for instances in SetE and SetF, although the improvement on the total number of plates is still very small for these instances.
Conclusions and future research
This paper proposes a progressive selection method and a number of new Dantzig-Wolfe decomposition and column generation methods for the LS-CS problem. All of these Dantzig-Wolfe decomposition methods are capable of deriving better lower bounds than the LP relaxation of the original formulation. This paper theoretically and computationally evaluates their relative effectiveness such that the one with the best performance is selected and combined into the PS approach. Extensive computational tests show that the PS approach can achieve better solutions than the Lagrangian relaxation-based heuristic proposed by [27] and perform better for complicated problems when compared to the CPLEX method. The current per-period Dantzig-Wolfe decomposition consumes relatively long computational time. It is interesting to explore if replacing the exact pricing with dual-feasible functions ( [13] ) can reduce computational time while preserving the bound quality.
It is also interesting to apply the two-period convex hull closures ( [1] ) and the similar horizon decomposition approach ( [21] ) to improve lower bounds for the LS-CS problem.
The performance of the PS approach is extensively analyzed by statistical methodologies, such as boxplots, Welch's test, linear regression and finite mixture models. The statistical analyses show that solution values of the combined exact methods and heuristics can provide statistically significant domain knowledge on the optimal solution value. Meanwhile, the statistical analyses show that the domain-knowledge-guided subproblems can derive much better solution qualities than those subproblems generated without using the domain knowledge. Besides its applications on the PS approach, we believe that such domain knowledge has the potential to be applied to other heuristics, such as simulated annealing, tabu search, neighborhood search and genetic algorithm, to guide their search procedure. This will be an interesting area for future research.
Besides the application to the LS-CS problem, the PS method is a generic framework that has the potential to solve various classes of BMIP problems. The framework possesses flexibility in selecting the combined exact methods and heuristics and does not force any restrictions on insidetechnologies of these methods. One generic application of this framework is that any existing exact methods and heuristics, that have been applied to a BMIP problem, can be adapted into the framework. The potential benefit is that, unlike some methods applied to the complete large problem consuming a large amount of computational time and still possibly achieving an undesired solution quality, in our framework, different methods are combined to solve smaller subproblems that consume a much smaller amount of computational time and potentially improve the solution quality when each subproblem is solved.
Future work along this line of research should focus on implementing the method to other MIP problems, and exploring theoretical results on how lower and upper bounds can be used to define intelligent partitioning approaches that improve the efficiency of the PS method. In addition, the LS-CS problem can be integrated with cut-and-scheduling problems, similar to the research in [7] , [9] , and [11] . There are other LS-CS problems in furniture and other practical settings that involve relevant setup time and costs in the cutting and drilling processes, which are different from the one studied in this paper. More details on some of these problems can be found in [5] . These problems are also very difficult to solve and could be interesting topics for future research, for instance, by 32 appropriately modifying and applying the present proposed approach.
