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This work introduces the new adaptable method for on-line video searching in real-
time based on visual codebook. The new method addresses the high computational
efficiency and retrieval performance when used on on-line data.
The method originates in procedures utilized by static visual codebook tech-
niques. These standard procedures are modified to be able to adapt to changing
data. The procedures, that improve the new method adaptability, are dynamic in-
verse document frequency, adaptable visual codebook and flowing inverted index.
The developed adaptable method was evaluated and the presented results show how
the adaptable method outperforms the static approaches when evaluating on the
video searching tasks.
The new adaptable method is based on introduced flowing window concept that
defines the ways of selection of data, both for system adaptation and for processing.
Together with the concept, the mathematical background is defined to find the best
configuration when applying the concept to some new method.
The practical application of the adaptable method is particularly in the video
processing systems where significant changes of the data domain, unknown in ad-
vance, is expected. The method is applicable in embedded systems monitoring and
analyzing the broadcasted TV on-line signals in real-time.
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Vı́tězslav Beran: On-line Data Analysis Based on Visual Codebooks, Doctoral thesis,
Brno, Brno University of Technology, Faculty of Information Technology, 2010

Declaration
I declare that this dissertation thesis is my original work and that I have written it
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Digital video recording, handheld video cameras, digital video editing, and other
means and tools for digital video are becoming part of our everyday life. This fact
is surprising especially given the fact that digital video processing is technologically
possible only for about two decades. Today, the digital video and computer tech-
nologies advanced so much that processing not only the video records but also their
contents is becoming reality and yet more is to come in the future.
This work focuses on processing of video sequences, extraction of features de-
scribing the content of the video sequences, and search in the video sequences based
on the features describing the content using visual codebooks. The visual codebook
can be seen as the set of image patterns, often accompanied also by the pattern
weight representing its entropy. The image then can be described as the list of such
image patterns appearing in the image. This presentation is convenient for many
computer vision tasks - image retrieval, image classification, image matching, etc.
The image processing pipeline based on visual codebooks are mainly composed
from several components (Fig. 1.1). The local visual features are extracted from
the images and described using high-dimensional descriptors. Given a pre-trained
visual codebook, the high-dimensional descriptors are translated to several most
appropriate visual words. The images are then represented as the distribution of
these visual words. Such representation is called image signature or bag-of-words.
The visual systems dealing with on-line data, for example monitoring the broad-
casted TV signals, are specific in the matter of accessing the data from the time
point of view. Such systems process endless data stream and in a particular present
time, the character of upcoming data is not known. Taking into account the data
variability, utilization of static visual codebook might be deficient.
The goal of this work is - design and evaluation of the adaptable method
for on-line video searching in real-time based on visual codebooks. The
general state-of-the-art visual codebook techniques are discussed, analyzed and op-
timized for real-time processing. The modifications of these methods are introduced
addressing the high performance on on-line data.
The partial goals of the work are:
acquiring datasets - find appropriate data collections (images, videos, etc.), ob-







































Figure 1.1: Components of image processing pipeline based on visual codebooks.
acquiring the partial methods for image description and clustering - se-
lect state-of-the art image feature extraction methods and clustering ap-
proaches and prepare them for experiments;
analysis of existing methods - study the methods focusing on their potentials
of utilizing them in real-time approach;
evaluation framework for the state-of-the art methods - design and realiza-
tion of the framework, run experiments with different image feature extractors
and descriptors, experiment with various configurations of clustering methods
and weighting schemes;
research and realization of novel adaptable method - modification of the
static approach based on visual codebooks addressing the adaptability of the
method;
experimental evaluation of the novel method - run experiments with various
video data transformations to reveal the ability of the novel method and to
compare it with the static approach;
definitions of metrics - introduction of metrics for evaluation of image retrieval
tasks and metric evaluating the video search task.
The document is organized as follows. An overview of state-of-the-art methods
for image feature extraction and techniques for translation of extracted features into
image signatures is given in the first part of the document. Sec. 2 discuss the selection
of methods for local image feature extraction appropriate for applications working
in real time. Sec. 3 is devoted to the techniques for building the visual codebook,
approaches for feature projections onto codebooks and various strategies improving
the translation performance using visual words weighting. Sec. 4 describes the novel
method realizing the ability to adapt to processed data. The method is based on the
introduced concept that defines the ways of selection of data either for adaptation
3
or for processing. The results of experiments with novel adaptable method together
with image feature extraction methods and codebook approaches are in Sec. 5. The
novel dynamic approach is demonstrated on the example application (Sec. 6) where
the adaptable method is used to detect the time offset between two delayed video
signals. Final conclusions of achieved results and possibilities of the future work are




The images are mostly represented as an array of pixels having the information
about the pixel color at particular place. Such representation is sufficient for many
image operations but many other approaches need more robust representation.
In many scientific fields (computer vision, image analysis, machine learning, con-
trol robotics, artificial inteligence, etc.), the image content must be described in
more robust way. The notion of position, orientation and scale is essential to de-
signing methods for deriving information from images. To be able to extract any
information from image data, some image operator needs to be used to analyze the
image data. The type of information that can be obtained is largely determined by
the relationship between the size of the actual image structures and the size of the
operators. Some of the very fundamental problems in computer vision and image
processing concern what operators to use, where to apply them and how large they
should be. The methods extracting the more robust information from image usually
analyze every image pixel and decide whether the pixel contains some characteris-
tic feature. The image feature detectors then result in isolated points, continuous
curves or connected regions. The feature detection is a low-level image processing
operation and is usually performed as the first operation on an image. The example
of local image feature extraction is in Fig. 2.1).
Usually, extracted image features are corners, blobs, edges, and ridges. Even if
the corner structure is defined as a point on an edge with high curvature, corners
also represent the isolated points so the terms corners and points of interest are
used interchangeably because they both refer to point-like two-dimensional struc-
ture. The blobs represent the connected regions. Due to the fact that under some
transformations, such as rescaling or shrinking, the blob can become a point, the
blobs are sometimes referred to as points of interest also. The edges are set of image
points with high gradient magnitude and the ridge features can be seen as medial
axis of symmetrical structures in the image.
Since features are used as the starting point and main primitives for subsequent
algorithms, the overall system will often only be as good as its feature detector.
The quality of a feature detector is often judged based on its geometrical stability;
detecting the same feature in multiple images of given scene taken under varying
viewing conditions (different lighting, translation, rotation, and other transforms).
Except of repeatability measure, also localization accuracy and information con-
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Figure 2.1: Image local feature detection and description.
tent are important aspects. Note, that repeatability and localization are conflicting
criteria, because smoothing improves repeatability but degrades localization.
In some applications, the requirement for the features is that they should corre-
spond to the same pre-image for different viewpoints, i.e., their shape is not fixed
but automatically adapts. In particular, consider images from two viewpoints and
the geometric transformation between the images induced by the viewpoint change.
Regions detected after the viewpoint change should be the same as the transformed
versions of the regions detected in the original image. As such, even though they
have often been called invariant regions, in principle they should be called covariant
regions since they change covariantly with the transformation [52].
The chapter makes an overview of the state-of-the-art methods for detection
of the local image features. The enumeration of the methods is not exhaustive.
Even if the choice of addressed methods is focused on usability for real-time video-
processing, some exceptions are made. The methods based on Harris corner detector
[50] and Hessian matrix [52] proposed by Mikolajczyk and Schmid (Sec. 2.2) are
included as they well introduce some principles and some of advanced detectors are
derived from them. Other exception is the SIFT detector proposed by Lowe [41]
that is included for its usage by wide community and in this work it is used as
the reference method (Sec. 2.3). Sec. 2.4 describes the acceleration of the Hessian-
based approach known as SURF detector designed by Bay et al. [7]. The approach
introduced by Rosten and Drummond known as FAST corners [64] employs machine
learning to construct corner detector that outperforms all know approaches in the
speed point of view.
Several other scale-invariant interest point detectors have been proposed. Ex-
amples are the salient region detector proposed by Kadir and Brady [32], which
maximises the entropy within the region. From the subset of methods based on
edges and edge regions the edge-based region detector proposed by Jurie et al. [30]
or detector by Tuytelaars and Van Gool [72] have the interesting performance. They
seem less amenable to acceleration though. The last detector that is not included
in this work but is worth to mention for its promising performance is the region-
based detector developed by Matas et al. called Maximally Stable Extremal Regions
[46]. It detects image regions that all pixels inside the region have either higher or
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lower pixel intensity than all the pixels on its outer boundary. The method can be
efficiently implemented and attains good robustness and repeatability.
The local image features extraction and description can be defined as the op-
eration that for given image returns the set of vectors from descriptor space of
dimensionality dim (Eq. 2.1)
I → P : P = {p1,p2, . . .pS}; pi = (x1, x2, . . . , xdim) ∈ Rdim (2.1)
where S is the number of extracted and described local image features. The spatial
information are not included as this work concentrates to approaches based solely
on feature descriptors.
2.1 Scale-space
Many feature detection methods use the idea of scale-space image representation
[37]. This is necessary for dealing with the size variations that may occur in image
data, because real-world objects may be of different sizes and in addition the distance
between the object and the camera may be unknown and may vary depending on
the circumstances (see example in Fig. 2.2).
Figure 2.2: Example of scale-space representations computed from the original image
(top-left) at scale levels t = 1, 8 and 64 (in pixel units). [38]
Pyramid representation is a predecessor to scale-space representation [14]. It is
constructed by simultaneously smoothing and subsampling a given signal. Among
the various proposed smoothing kernels for generating the pyramid, the binomial
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kernels and Gaussian kernel widely used. In this way, computationally highly effi-
cient algorithms can be obtained. A problem with pyramid representations, however,
is that it is algorithmically harder to relate structures at different scales, due to the
discrete nature of the scale levels. In a scale-space representation, the existence of a
continuous scale parameter makes it conceptually much easier to express this deep
structure [38].
For a given image I(x, y), its linear Gaussian scale-space representation is a
family of derived images L(x, y; t) defined by the convolution of I(x, y) with the
Gaussian kernel:






L(x, y; t) = g(x, y; t)⊗ I(x, y) (2.3)
where the semicolon in the argument of L implies that the convolution is performed
only over the variables x, y, while the scale parameter t = σ2 after the semicolon
just indicates which scale level is being defined.
2.2 Harris-Affine and Hessian-Affine Detectors
The Harris-Affine and Hessian-Affine detectors follow the more or less similar pro-
cedure of detection of affine invariant regions. The procedure is improving the
invariance of the detector to:
translation by detection of corner-like (Harris) or blob-like (Hessian) structures in
scale-space,
scale by automatic selection of characteristic uniform scale, and
affinity by shape adaptation process of detected region.
2.2.1 Multi-scale Harris-corner detection
Several interest point detectors are based on a matrix related to the auto-correlation
function. This matrix averages derivatives of the signal in a window round a point
[54].
Harris and Stephens [27] improves the approach of Moravec [54] by using the
auto-correlation matrix. The main drawback of the Moravec’s detector, the use of
discrete directions and shifts, are thus avoided. Instead of using a simple sum, a
Gaussian function is used to weight the derivatives inside the window. Extending
the introduced approach by the idea of Gaussian scale-space representation result
in scale-invariant detector [50]. After including derivatives averaging in the neigh-
borhood of the point by smoothing with a Gaussian window with σI (integration
scale) and using Gaussian kernel with σD (differentiation scale) for the local image
derivatives, the matrix describing the gradient distribution in a local neighborhood
of a point is:
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where Lx and Ly are image derivatives computed in x, resp. y direction.
Let λ1 and λ2 be the eigenvalues of matrix M. The eigenvalues form a rotationally
invariant description and represent two principal signal changes in a neighborhood of
the point. This property enables the extraction of points, for which both curvatures
are significant, that is the signal change is significant in orthogonal directions. Such
points are stable in arbitrary lighting conditions and are representative of an image.
Three cases are to be considered, when λ1 and λ2 are:
• small (≈ 0), the local auto-correlation function is flat, the windowed image
region is of approximately constant intensity, no feature of interest is detected,
• one eigenvalue is high and the other low (≈ 0), the local auto-correlation
function is edge shaped, then only local shifts in one direction (along the
edge) cause little change and significant change in the orthogonal direction,
the edge is detected,
• high, the local auto-correlation function is sharply peaked, then shifts in any
direction will result in a significant increase, this indicates a corner.
Harris and Stephens note that exact computation of the eigenvalues is computa-
tionally expensive, since it requires the computation of a square root, and instead
suggest the following function R, where κ is a tuneable sensitivity parameter:
R = λ1λ2 − κ(λ1 + λ2)2 = det M− κ trace2(M) (2.5)
The value of κ has to be determined empirically, and in the literature values in
the range 0.04− 0.15 have been reported as feasible.
2.2.2 Blob detection based on Hessian matrix
The Hessian-Affine detector [49] algorithm is almost identical to that of the Harris-
Affine detector, but uses Hessian matrix to detect positions of blob-like features in
scale-space. Hessian matrix extended by the scale-space idea is defined as follows:




Lxx(x, y;σD) Lxy(x, y;σD)
Lxy(x, y;σD) Lyy(x, y;σD)
]
(2.6)
The second derivatives, which are used in this matrix give strong responses on
blobs. The regions are similar to those detected by a Laplacian operator but a func-
tion based on the determinant of the Hessian matrix penalizes very long structures
for which the second derivative in one particular orientation is very small. A local
maximum of the determinant indicates the presence of a blob structure.
2.2.3 Characteristic scale detection
The real-world objects may have different size or the distance between the object
and the camera can vary, so it is necessary to select locally appropriate scales for
further analysis.
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Having the feature detected in the scale-space, an iterative algorithm (based on
Lindeberg’s algorithm [37]) both refines the spatial location of the feature and selects
its characteristic scale. For each detected point, the algorithm iteratively finds the
local extremum over scale of the LoG (Laplacian-of-Gaussian, Eq. 2.7) for the point
and refine the point location using feature scoring function (R measure with new
characteristic scale σI for Harris corners (Eq. 2.5) and determinant of H (Eq. 2.6)
for Hessian blobs).
det(LoG(x, y;σ)) = σ2 det(Lxx(x, y;σ) + Lyy(x, y;σ)) (2.7)
The example in Fig. 2.3 shows the responses of normalized LoG function over
scales (bottom row) on the same image structure taken with different focal length
(top row). The ratio of scales corresponds to the scale factor (2.5) between the
Figure 2.3: Automatic detection of characteristic scale.[50]
two images. The radius of displayed regions in the top row is equal to 3 times the
characteristic scale.
2.2.4 Affine shape adaptation
Still, the detected features are invariant to translation, rotation, and uniform rescal-
ings in spatial domain. Affine invariance can be accomplished from measurements of
the same multi-scale windowed second moment matrix M with extension of the reg-
ular scale-space concept obtained by convolution with rotationally symmetric Gaus-









where x = (x, y)T and Σ is a positive definite 2× 2 matrix.
A local window is centered at interest point and transformed by the matrix U
(Eq. 2.9) in each step (k) of the iterative algorithm (intermediate results are shown
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Figure 2.4: Several steps of iterative shape-adaptation procedure.[50]
in Fig. 2.4). A new M matrix is computed at each iteration and the U matrix is the
concatenation of square roots of the second moment matrices. To ensure that the
original image is correctly sampled, the larger eigenvalue λmax(U) is set to 1, which







The iterative process known as affine-shape-adaptation ([6, 39, 50]) is initialized
by setting the U to the identity matrix and then:
• normalize the local window centered on position x(k−1) of interesting point,
• select the integration and differentiation scales and compute a new position
x(k),
• estimate the new second-moment matrix M(k) in the image domain,
• update and normalize U,
• repeating this operation until the difference between two successive second-
moment matrices is sufficiently small.
For any given point, the integration and the differentiation scale determine the
second moment matrix M. These scale parameters are automatically selected in
each iteration. Thus, the resulting M matrix is independent of the initial scale and
the resolution of the image.
2.3 Scale-Invariant Feature Transform
The Scale-Invariant Feature Transform (SIFT) [41] is a method for extracting dis-
tinctive invariant blob-like features from images. The features are invariant to image
scale and rotation, and are shown to provide robust matching across a substantial
range of affine distortion. The method transforms image data into scale-invariant
coordinates relative to local features. Lowe in his work also introduces the feature
descriptor.
The detection of the features location in scale-space is efficiently implemented
by using difference-of-Gaussian function (DoG). Potential features are detected as
extremas in the scale-space built using DoG convolved with the image (Eq. 2.10).
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The scale-space is illustrated in Fig. 2.5. This can be computed from the difference
of two nearby scales separated by a constant multiplicative factor k (Eq. 2.11).
D(x, y;σ) = (g(x, y; kσ)− g(x, y;σ))⊗ I(x, y) (2.10)
= L(x, y; kσ)− L(x, y;σ) (2.11)
Figure 2.5: DoG image pyramid.[41]
The DoG function is a close approximation to the scale-normalize LoG [36] and
is particularly efficient function to compute. In order to detect the local maxima
and minima of D(x, y;σ), each sample point is compared to its eight neighbors in
the current image and nine neighbors in the scale above and below. The accuracy
of feature localization is refined by method developed by Brown and Lowe [13]. The
method uses Taylor expansion of the scale-space function (Eq. 2.12) to fit the 3D
quadratic function to the local sample points and to determined the interpolated
location of the maximum:










where D and its derivatives are evaluated at the sample point and x = (x, y, σ)T
is the offset from this point. Setting the derivative to zero gives the location of
the extremum x̂ (Eq. 2.13). Computing the precise function value at the extremum
D(x̂) (Eq. 2.14) is useful for rejecting unstable extrema with low contrast; when the
value is smaller than some value (experimentally evaluated as 0.03) the potential














The SIFT method eliminates the edge responses by analyzing a Hessian matrix of
D and using similar to Harris and Stephens [27] approach (Eq. 2.15) to avoid the







The quantity (r+1)2/r is at a minimum when the two eigenvalues of Hessian matrix
are equal and it increases with r.
The orientation invariance is achieved by detection of characteristic orientation
based on weighted histogram of gradients. The gradient magnitude and orientation
is computed for each pixel in the region around the point and each sample added
to the histogram is weighted by its gradient magnitude and by a Gaussian circular
window with a σ that is 1.5 times that of the scale of the point. Significant peaks in
the histogram represent the characteristics orientations. The precision of detected
orientations is improved by fitting parabola to the 3 histogram values closest to
each peak to interpolate the peak position. All next operations are performed on
image data that has been transformed relative to the assigned orientation, scale, and
location for each feature, thereby providing invariance to these transformations.
Figure 2.6: SIFT descriptor building schema.[41]
The next step is to compute a descriptor for the local image region that is
highly distinctive and yet is as invariant as possible to remaining variations. The
local image gradients are measured at the selected scale in the region around each
feature. The region is divided into 4 × 4 subregions (Fig. 2.6). For each subregion
the weighted histogram of gradients with 8 bins is computed. To eliminate sudden
changes in the descriptor with small changes in the position of the window, the
gradient magnitudes are weighted by Gaussian function with σ equal to one half
the width of the descriptor window. Trilinear interpolation is used to distribute
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the value of each gradient sample into adjacent histogram bins. Finally, the feature
vector is normalized to unit length. To avoid the non-linear illumination changes,
the values of the normalized feature vector must be up to 0.2. After the cut-off
step, the feature vector is normalized again to unit length. The SIFT results in 128
element feature vector.
2.4 Speeded Up Robust Features
The Speeded Up Robust Features (SURF) idea is driven by conclusions that Hessian-
based detectors are more stable and repeatable than their Harris-based counterparts
and approximations like the Difference-of-Gaussian used in SIFT can bring speed at
a low cost in terms of lost accuracy. Using the determinant of the Hessian matrix
rather than its trace (the Laplacian) seems advantageous, as it fires less on elon-
gated, ill-localised structures. The method relies on integral images to reduce the
computation time.
The integral images concept, as defined by Viola and Jones [76], allows the fast
implementation of box type convolution filters. The entry of an integral image I∑ at
a location (x, y) represents the sum of all pixels in the input image I of a rectangular







With I∑ calculated, it only takes four additions to calculate the sum of the intensities
over any upright, rectangular area, independent of its size.
As Gaussian filters are non-ideal in any case (Fiq. 2.7 (left)), and given Lowe’s
success with LoG approximations [41], the approximation can be pushed even further
with box filters. The 9 × 9 box filters in Fig. 2.7 (right) are approximations for
Figure 2.7: Gaussian second order partial derivatives (left) and its box-filters ap-
proximation (right). [7]
Gaussian second order derivatives with σ0 = 1.2 and represent the lowest scale of
the method (i.e. highest spatial resolution). The approximations are denoted by
Dxx, Dyy, and Dxy. The filter responses are normalized with respect to the mask
size. The location and scale is then selected using approximated Hessian function
(Eq. 2.17).
detHapprox = DxxDyy − (0.9Dxy)2 (2.17)
The coefficient 0.9 comes from Frobenius norm for more acurate normalization.
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Due to the use of box filters and integral images, the method does not iteratively
apply the same filter to the output of a previously filtered layer, but instead applies
such filters of any size at exactly the same speed directly on the original image. The
scale space is analyzed by up-scaling the filter size rather than iteratively reducing
the image size. The used filter sizes are 9 × 9, 15 × 15, 21 × 21, 27 × 27, etc. and
as the Frobenius norm remains constant for our filters, the filter sizes correspond to
feature scales according to Eq. 2.18.




The s0 = 9 is the size of the filter at the lowest scale of the method. In order to
localize interest points in the image and over scales, a nonmaximum suppression in
a 3 × 3 × 3 neighborhood is applied. The maxima of the determinant of the Hes-
sian matrix are then interpolated in scale and image space again using the method
proposed by Brown et al. [13].
The orientation assignment is based on analyzes of spatial derivatives dx and dy in
x, respective y direction. The computation of derivatives is again based on box-filters
and integral image. Once the responses are calculated and weighted with a Gaussian
centered at the interest point, the responses are represented as vectors in a space
with the horizontal response strength along the abscissa and the vertical response
strength along the ordinate. The dominant orientation is estimated by calculating
the sum of all responses within a sliding orientation window. The horizontal and
vertical responses within the window are summed. The two summed responses then
yield a new vector. The longest such vector lends its orientation to the interest
point.
Figure 2.8: Illustration of SURF descriptors. [7]
The feature descriptor is computed as follows. The region is split up regularly
into smaller 4× 4 square sub-regions. For each sub-region, a dx, dy, |dx| and |dy| at
5 × 5 regularly spaced sample points is computed. The responses are summed up









The descriptor values are illustrated in Fig. 2.8. This 64 length descriptor vector
can be enlarged to 128 by computing the sums of dx and |dx| separately for dy < 0
and dy ≥ 0 and similarly for dy and |dy|. The 128 descriptor is more distinctive and
not much slower to compute, but slower to match due to its higher dimensionality.
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2.5 Features from Accelerated Segment Test
The approach known as FAST corners (Features from Accelerated Segment Test)
designed by Rosten and Drummond [64] employs machine learning to construct
corner detector that outperforms all know approaches in the speed point of view.
The detector comes from class of corner detectors that work by examining a small
patch of an image to see if it looks like a corner. The idea is to look at the proportion
of pixels inside a disc whose intensity is within some threshold of the center (nucleus)
value [26]. Pixels closer in value to the nucleus receive a higher weighting. This
measure is known as the USAN (the Univalue Segment Assimilating Nucleus) and
was introduced by Smith an Brady [70]. A low value for the USAN indicates a
corner since the center pixel is very different from most of its surroundings. A set
of rules is used to suppress qualitatively bad features, and then local minima of the,
SUSANs, (Smallest USAN) are selected from the remaining candidates. Similar idea
was used in work of Trajkovic and Hedley [71]. Loy and Zelinsky introduced a fast
radial symmetry transform [42] to detect points. Points have a high score when the
gradient is both radially symmetric, strong, and of a uniform sign along the radius.
Figure 2.9: Segment test corner detection. [64]
An alternative method of examining a small patch of an image to see if it looks
like a corner is to use machine learning to classify patches of the image as corners or
non-corners. The examples used in the training set determine the type of features
detected. The idea was developed by Dias at al. [21] using a three layer neural
network.
The FAST operates by considering a circle of sixteen pixels around the corner
candidate p. The detector classifies p as a corner if there exists a set of n contiguous
pixels in the circle which are all brighter than the intensity of the candidate pixel Ip
plus a threshold t, or all darker than Ip − t, as illustrated in Fig. 2.9.
The segment test is then realized using a decision tree which can correctly clas-
sify all corners seen in the training set and therefore (to a close approximation)
correctly embodies the rules of the chosen FAST corner detector. The decision tree
construction is based on an algorithm used in ID3 [63] that, when classifying the
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candidate pixel, selects the pixels from the circle which yield the most information
about whether the candidate pixel is a corner or not. Since the segment test does not
compute a corner response function, non-maximal suppression can not be applied
directly to the resulting features. Consequently, a score function must be computed
for each detected corner, and non-maximal suppression applied to this. The score
function sums the absolute differences between the pixels in the contiguous arc and
the corner pixel value.
The FAST itself is neither invariant to scale nor to shear. The invariance to
scale can be obtained by detecting the FAST corners on several difference scales in
scale-space and refined using Characteristic scale detection (Sec. 2.2.3). Full affine
invariance is achievable using Shape adaptation (Sec. 2.2.4) technique on particular
scale.
2.6 Descriptors based on Gradient Distribution
One group of local image feature descriptors is based on measuring and coding the
distribution of the local image gradients. The approaches mostly use a 3D histogram
(see Fig. 2.10 (left)) to code the locations and orientations of the gradients. Locations
are quantized into bins of a cartesian or log-polar grid (Fig. 2.10 (right)).
The SIFT approach (described in Sec. 2.3) is one of such descriptors based on
gradient distribution using cartesian grid for spatial quantization. Very similar to
the SIFT idea are geometric histogram [3] and shape context [9] descriptors, that
are based on edges. Edges are extracted by the Canny [15] detector. Edge pixels’
locations are quantized into bins of a log-polar coordinate system and orientations
quantized into four bins (horizontal, vertical, and two diagonals). The gradient
distribution approaches often weights a point contribution to the histogram with
the gradient magnitude. This has been shown to give better results than using the
same weight for all edge points, as proposed in [9].
The next widely used approach is called Histogram of Gradients (HOG) [19, 20].
The method divides the image into blocks and each block into cells. This creates
the uniform grid on which the histogram of gradients are separately computed. The
combination of these cell histograms then represents the block descriptor. These
blocks typically overlap, meaning that each cell contributes more than once to the
final descriptor. The authors define two types of block geometry: rectangular blocks
and circular blocks (with and without division of the central cell, see Fig. 2.10
(right)). The optimal parameters were found to be 3x3 cell blocks of 6x6 pixel cells
with 9 histogram channels. The accuracy is improved by overlapping local contrast
normalization. The contrast normalization is achieved by calculating a measure of
the intensity across a block and then using this value to normalize all cells within
the block. This normalization results in better invariance to changes in illumination
or shadowing.
Gradient location-orientation histogram (GLOH) [51] is an extension of the SIFT
descriptor designed to increase its robustness and distinctiveness. The authors of
GLOH computes the SIFT descriptor for a log-polar location grid with three bins in
radial direction and 8 in angular direction. Note that the central bin is not divided
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Figure 2.10: Gradient distribution dimensions (left) and cartesian and the log-polar
location grids (right).
in angular directions. The gradient orientations are quantized in 16 bins.
The size of long descriptors are often reduced with PCA [73, 57, 47, 35, 33].
The covariance matrix for PCA [61] is estimated on image patches collected from
training dataset.
2.7 Spatial Sampling Approaches
All previously introduced local image feature detection techniques can be charac-
terized as sparse features from the sampling point of view. The attributes of these
feature detectors, such as repeatability, is necessary only for part of tasks in com-
puter vision field; e.g. image matching, structure from motion.
In many previous works, it has been shown [31, 77, 79] that sampling patches
on a regular dense grid outperforms the use of interest points or interest regions
for tasks such as image classification. The regularity of the dense sampling allows
optimization and reduction of computation time [73].
Figure 2.11: Random sampling for image local feature extraciton. [45]
Nowak et al. [56] or Maree et al. [45] went even further and found that randomly
sampled patches (example is in Fig. 2.11) are often more discriminant than keypoint
based ones, especially when many patches are sampled to get accurate classification
results. The authors experimentally showed that for a representative selection of
commonly used test databases and for moderate to large numbers of samples, random
sampling gives equal or better classifiers than the sophisticated multi-scale interest
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operators that are in common use. Although interest operators work well for small
numbers of samples, the single most important factor governing performance is the
number of patches sampled from the test image and ultimately interest operators
can not provide enough patches to compete.
The selection of image local feature detectors and descriptors, especially the
sampling strategy, highly depends on the area of use. In image classification, the
dense sampling has been proven to give better results. Using the dense sampling
restricts the usage of extracted features and some of the higher computer vision
techniques are then unusable (e.g. image matching). The sparse sampling strategy
gives little worse image classification precision, but the extracted features are usable
for other tasks, such as image or object retrieval. To make the results of this work
usable for wide range of application, the sparse sampling strategy is used, even if
the spatial information is not further used.
Four local image feature extraction and description methods will be experimen-
tally analyzed. The SIFT method will be used as the reference method for its wide
usage and well known performance. The SURF method is the second one that should
have the comparable precision and stability to the SIFT but outperforms the SIFT
from the computational cost point of view. The last two selected approaches are
combination of the FAST feature detector and HOG and GLOH feature descriptors.
I suppose, that FAST+HOG and FAST+GLOH outperforms the SIFT and SURF
in processing speed but their precision and stability will be poor, especially for im-
age retrieval as the FAST+HOG is not invariant to rotation. In video tasks, the
FAST+HOG and FAST+GLOH might work with satisfactory performance.
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Chapter 3
Codebooks
A comparison between two images is fundamental operation in many computer vision
applications. When images are represented as the sets of descriptors, the time
complexity of the comparison of two images is not insignificant as each descriptor
from one image must be compared to all descriptors from the other image. In tasks
based on image comparison, e.g. image retrieval, such time complexity is unbearable.
Representation of descriptors as single terms defined by some codebook may rapidly
change the computational cost of the comparison operation.
The idea of visual codebook introduces the techniques from natural language
processing and information retrieval area into computer vision. The approach is
based on the Vector Space Model [25, 44, 78] that computes a measure of similarity
by defining a vector representing each document. The model is based on the idea
that the meaning of a document is conveyed by the used words (Eq. 3.1, where K
is the number of all words).
d = (w1, w2, ..., wK) (3.1)
Each dimension corresponds to a separate word. If a word occurs in the document,
its value in the vector is non-zero. Several different ways of computing these values,
also known as word weights, have been developed and are discussed in Sec. 3.3.
In computer vision, the words, resp. visual words might be obtained from the
feature vectors by a quantization process quantizing the entire feature vector by a
single value. The objective is to apply vector quantization on the descriptors and
subdivide them into clusters whose labels then represent the visual words. Firstly,
the codebook defining the visual words must be created. The techniques dealing
with codebook training and other relevant operations on codebooks are discussed in
section 3.2. The document, resp. image is then represented as a unordered collection
of words known as image-signature (or bag-of-words) model. The procedure of image
signature composition is described in Sec. 3.1.
Let C be the visual codebook defined as the vector of visual words vk represented
by the points in the descriptor space of dimensionality dim (Eq.3.2).
C = (v1,v2, . . . ,vK); v = (x1, x2, . . . , xdim) ∈ Rdim (3.2)
Let then C(p) be the function returning the argument of the nearest visual word to
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the given point p from the visual codebook C (Eq. 3.3)
C(p) = arg min
k∈{1...K}
d(p,vk) (3.3)
where d is the distance function defined in descriptor space according to used metric.
The techniques utilized to create the visual codebooks or to translate the de-
scriptors might quite differ for different computer vision domains. In object or
image retrieval tasks, the unsupervised approaches are mostly used as opposed to
image classification tasks where the categories of image classes supports the training.
This work is focused on unsupervised approaches.
The visual word represents the cluster of visual features in descriptor space.
When the visual feature is identified just by single visual word, the closest one, it
provides a very coarse approximation to the actual distance between two features
- zero if assigned to the same visual word and infinite otherwise. Such approach is
called hard assignment. The techniques improving the approximation are called the
soft-assignment or soft-weighting techniques. An overview of existing techniques is
in Sec. 3.5.
3.1 Image Signature
The image signature, also known as bag-of-words, is a collection of weighted visual
words that appeared in the image representing the image content. The image sig-
nature can be seen as a vector with the length K similar to size of the codebook.
The value of a vector element wi represents the occurrence of the visual word iden-
tified by i in the image. Two types of image signatures exists: set-of-words and
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Figure 3.1: Simple example of visual codebook and image signatures types.
When the image signature contains only information about word’s existence, the
image signature is a binary vector (set-of-words) as defined in Eq. 3.4.
dset = (w1, w2, ..., wK);w ∈ {0, 1} (3.4)
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The image signature can also contain the number of occurrences of each particular
visual word in the image. This number is usually normalized by the number of all
visual words in the image. The image signature is then vector of real numbers as
defined in Eq. 3.5.
d = (w1, w2, ..., wK);w ∈ R (3.5)
Using Eq. 3.2 and Eq. 3.3 and given the S local image feature descriptors P




bC(ps) = ic (3.6)
where bxc returns 1 when the expression x is true and 0 otherwise.
Given the codebook and some statistics for visual word weighting, the procedure
translating the set of visual features extracted from the image to image signature,
is following:
1. extract descriptors from the image (Eq. 2.1): I → P
2. initialize the image signature: wi = 0; i ∈ {1 . . . K}
3. for each descriptor ps; s ∈ {1, . . . S}
(a) find closest representative visual word from the vocabulary
i = C[ps]
(b) update the value of visual word in the image signature:
wi = wi + 1
4. normalize the image signature according to used weighted schema.
In practice, instead of image signature normalization, the normalization factor
may be computed and stored aside and used only when image signatures comparison
takes place. Fig. 3.2 shows the process of describing the image content by an image
signature.
The improvements for image classification task was achieved by including a spa-
tial information into the image signature model [34]. The spatial pyramid divides
the image into sub-regions. For every region, the features extracted from that region
are vector-quantized. In effect, every image region is an image in itself. These im-
ages are then combined using a weighting scheme which depends on the level in the
spatial pyramid. The results show that the first division into four image quarters is
most significant with respect to performance.
In the image or object retrieval tasks, an interesting performance improvement
was achieved by incorporating the spatial information of local image features when
the image signature is computed [16]. Chum et al. introduces method called ge-
ometric min-Hashing, that is based on min-Hash indexing algorithm [12]. That
combination of visual appearance and geometric interaction of local image features









































Figure 3.2: Image signature extraction procedure.
3.2 Feature Space Quantization
The introduction of visual codebooks has allowed significant advances in image clas-
sification and retrieval, especially when combined with image signature models in-
spired by text analysis [18, 22, 68, 77, 79]. The usual way to handle the resulting
set of descriptor vectors is to quantize them to produce visual words using visual
codebook.
Various methods for creating visual codebooks exist. K-means clustering is
currently the most common [18, 68] clustering approach to built visual codebook.
Several tree-based algorithms have been proposed to speed up the projection step
[48, 53, 55, 58] allowing for a logarithmic rather than a linear projection time in the
number of visual words.
Visual codebook is built during the training stage. A part of the data (training
data) is used to divide the descriptor space into clusters where each cluster has its
own identification number. The codebook is then represented as the list of cluster
centers and identifiers, resp. tree.
One of the quality parameter of the quantization approach might be the quan-
tization error. The quantization error (Eq. 3.7) is computed as a sum of distances







where N is the number of training samples and K is the amount of clusters.
3.2.1 K-means
The k-mean clustering is a method from statistics or machine learning domain at-
tempting to find the centers of natural clusters in the data. When the size of the
resulting codebook is reasonably small (K < 104), the unsupervised k-means al-
gorithm gives reasonable performance [43, 74, 79]. The k-mean algorithm is well
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known for its simplicity. The k-means algorithm assigns each sample to the cluster
whose center is nearest. The center is the average of all the samples in the cluster
that is, its coordinates are the arithmetic mean for each dimension separately over
all the samples in the cluster.
When the number of computed clusters is chosen, the k-mean clustering proce-
dure is as follows:
1. randomly generate k clusters and determine the cluster centers (or directly
generate k random samples as cluster centers),
2. assign each sample to the nearest cluster center,
y
(t)
i = arg min
k∈{1,...,K}
|xi − µk|2 (3.8)









4. repeat the step 2 and 3 until some convergence criterion is met (usually that
the assignment has not changed).
The disadvantage of the k-means method is that it does not yield the same result
with each run, since the resulting clusters depend on the initial random assignments.
Also, it minimizes intra-cluster variance, but does not ensure that the result has a
global minimum of variance. The time complexity of the k-means algorithm is
O(KN).
3.2.2 K-means based on k-d tree
Needs for large, more discriminative codebooks lead the research to find faster pro-
jection methods. Several methods were developed to speed up the training and
searching the codebook. The developed advanced methods allow construction of the
codebook with size about 1M of visual words with reasonable time and computa-
tional cost.
In typical k-means, the vast majority of computation time is spent on calculating
nearest neighbors between the samples and cluster centers. The sequential exact
computation can be replaced by an approximate nearest neighbor method. One of
convenient structures organizing samples in k-dimensional space is a kd-tree [41, 23].
The kd-tree is a binary tree in which every node is a k-dimensional point. Every
non-leaf node can be thought of as implicitly generating a splitting hyperplane that
divides the space into two parts.
Kd-tree [23] belongs to a category of geometric data structures based on hi-
erarchical decomposition of space in multidimensional rectangles. It is frequently
reported in the literature that kd-trees are inefficient for dimensions larger than 10.
As the most powerful descriptors used in computer vision have many more dimen-
sions, one would not consider kd-tree as a possible solution. However, an approach to
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overcome the dimensionality problem is to search for approximate nearest neighbor
[2, 40]. Vision applications have found this solution to be sufficient [41].
The kd-tree construction begins with a complete set of samples, the data space
is split on the dimension in which the data exhibits the highest variance. A cut is
made at the median value of the data along that dimension, so that an equal number
of samples fall to one side or the other. An internal node is created to store splitting
dimension and cutting value, and the process iterates with both halves of the data.
This creates a balanced binary tree with depth d = [log2N ]. The time complexity of
building the kd-tree is O(N log2N) and O(log2N) to query the sample in the tree.
To look up the nearest neighbor to a query sample, a backtracking, branch-
and-bound search is used. First the tree is traversed to find the bin containing
the query sample. This requires only d scalar comparisons, and in general the
recovered sample from the bin is a good approximation to the nearest neighbor. In
the backtracking stage, whole branches of the tree can be pruned if the region of
space they represent is further from the query sample than the distance from query
sample to the closest neighbor yet seen. Search terminates when all unexplored
branches have been pruned.
The approximate nearest neighbor search avoids prolonged search by limiting the
number of leaf nodes we are willing to examine, and setting for the best neighbor
found up to that point.
Other method known as Best Bin First [8] realizes a simple idea for a more
optimal search, than in exhausted or approximated cases, by looking in bins in
order of increasing distance from the query sample. This takes into account the
position of the query sample. Fig. 3.3 shows the example when Best Bin First
method reduces the number of examined leaf nodes since the nearest neighbor is in
the closest adjacent bin in space (directly below the query sample), rather than the
closest bin in the tree structure (to the left of the query sample).
Figure 3.3: Best Bin First illustrative example [8].
The distance to a bin is defined to be the minimum distance between the query
point and any sample on the bin boundary. Such a search can be easily realized
3.2 Feature Space Quantization 27
with a small amount of overhead using a priority queue. During nearest neighbor
lookup, when a decision is made at an internal node to branch in one direction, an
entry is added to the priority queue to hold information about the option not taken.
This includes the current tree position and the distance of the query sample from
the node. After a leaf node has been examined, the top entry in the priority queue
is removed and used to continue the search at the branch containing the next closest
bin.
The decision trees offer logarithmic-time coding, but is questionable that indi-
vidual trees can compete with a good k-means coding because each path through the
tree typically accesses only a few of the feature dimensions, so there is little scope
for producing a consensus over many different dimensions. This drawback might be
partially avoided by the hierarchical k-means or entirely by the forest of random
trees (see Sec. 3.2.4).
3.2.3 Hierarchical k-means
One possible way how to reduce the time complexity is using Hierarchical k-means
[55]. Instead of solving one clustering with a large number of cluster centers, a tree
organized hierarchy of smaller clustering problems is solved.
The vocabulary tree defines a hierarchical quantization that is built by hierar-
chical k-means clustering (Fig. 3.4). A large set of representative descriptor vectors
are used in the unsupervised training of the tree. One of the main parameter of
the method is the branch factor k representing the number of children of each node.
First, an initial k-means process is run on the training data, defining k cluster cen-
ters. The training data is then partitioned into k groups, where each group consists
of the descriptor vectors closest to a particular cluster center.
Figure 3.4: Hierarchical k-mean structure.
The same process is then recursively applied to each group of descriptor vectors,
recursively defining quantization cells by splitting each quantization cell into k new
parts. The tree is determined level by level, up to some maximum number of levels
L, and each division into k parts is only defined by the distribution of the descriptor
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vectors that belong to the parent quantization cell. The process is illustrated in
Fig. 3.5.
Figure 3.5: Codebook construction based on Hierarchical k-mean [55].
In the online phase, each descriptor vector is simply propagated down the tree
by at each level comparing the descriptor vector to the k candidate cluster centers
(represented by k children in the tree) and choosing the closest one. This is a simple
matter of performing k dot products at each level, resulting in a total of kL dot
products, which is very efficient if k is not too large.
The hierarchical k-mean procedure reduces the time complexity of a codebook
training to O(N. logkK). The problem with procedure is that it optimizes the
problem only locally, per tree branch.
3.2.4 K-means based on Random Forest
No single data structure can entirely capture the diversity and richness of high
dimensional descriptors. An ensemble approach may reduce this limitation. The
theoretical and practical performance of ensemble classifiers is well documented [5].
Ensembles of random trees seem particularly suitable for visual codebooks owing
to their simplicity, speed and performance [35]. Sufficiently diverse trees can be con-
structed using randomized data splits or samples [11]. Extremely Randomized Trees
take this further by randomizing both attribute choices and quantization thresholds,
obtaining even better results [24]. Compared to standard approaches such as C4.5
[60], Extremely Randomized Tree construction is rapid, depends only weakly on the
dimensionality and requires relatively little memory.
Using random forest to cluster the high-dimensional descriptor space was driven
by the curse of dimensionality [10], when nearest neighbour assignments can be
somewhat unstable. Philbin et al. designed Approximate k-means [58] for object
retrieval task. They replaced the sequential exact computation of descriptor pro-
jection by a forest of 8 extremely randomized k-d trees [1]. The random forest of
extremely randomized trees is built over the cluster centers at the beginning of each
iteration to increase speed.
When building a extremely randomized random k-d tree, the splitting dimension
is chosen at random from among a set of the dimensions with highest variance
and the split value is randomly chosen using a sample close to the median. This is
different from basic k-d tree, where the splitting dimension is the one with the highest
variance and and the value to split is the median value along that dimension. The
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conjunction of these trees creates an overlapping partition of the feature space and
helps to mitigate quantization effects, where features which fall close to a partition
boundary are assigned to an incorrect nearest neighbor. This robustness is especially
important in high-dimensions, where samples will be more likely to lie close to a
boundary.
The projection result depends on the assignment strategy. A new data sample
can be assigned to one or more approximately closest clusters from union of all trees
[58] or to one approximately closest cluster from each particular tree [53, 35]. The
search of approximately closest cluster is again based on the idea of Best Bin First
method.
In the first strategy, each tree is descended to a leaf and the distances to the
discriminating boundaries are recorded in a single priority queue for all trees [2]
instead of having the priority queue for each tree. Then, the most promising branch
from all trees is iteratively chosen and the unseen nodes are added into priority
queue. When a fixed number of tree paths have been explored, the procedure stops.
The algorithmic complexity is reduced to O(N. logK). The tests have shown
[58] that at least for moderate values of K, the percentage of samples assigned to
different cluster centers differs from the exact k-mean version by less than 1%.
3.3 Visual Words Frequencies
Having the visual codebook and the dataset, each visual word appears in different
amount of images and also different times in each particular image. Some of the
visual words are quite rare in contrary to visual words that appears quite often. Such
information may be used in the form of weights of visual words. Studies on value of
a dataset weight [62] concluded that relevance rankings improved when dataset-wide
weights are included.
Usually, standard weighting used in text retrieval is employed that is known
as ’term frequency - inverse document frequency’ - tf-idf [44]. The term frequency
reflects the entropy of a word with respect to each document unlike inverse document
frequency down-weights words that appear often in the database and vice versa.
The inverse document frequency (idfi) for the i
th visual word is defined in Eq. 3.10
where |D| is the total number of documents in dataset and |D(vi)| is the number of





The term frequency (tfij) is then defined as in Eq. 3.11 where |dj(vi)| is the
number of occurrences of the visual word vi in document dj and |dj| is the total





The weighting factor for a visual word in a document is defined as combination
of term frequency, and inverse document frequency. To compute the weight wij of
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visual word i in document j, the Eq. 3.12 is used.






A single matching visual word with a high term frequency can skew the effect
of remaining matches between a query and a given document. To avoid this, the
(log(tf) + 1) is used to reduce the range of term frequencies [65]. The resulting
weight function is defined in Eq. 3.13.
wij =
(log(tfij) + 1)× idfi∑K
i=1[(log(tfij) + 1)× idfi]2
(3.13)
3.3.1 Stop List
Stop list is the list of visual words, that are filtered out from the processing. It is
the analogy to stop words in processing of natural language data. In text domain,
the stop words are the very common words such as the, that, a, an, etc. For visual
words, the stop lists can be used for eliminating the most frequent visual words
that occur in almost all images. Using frequency analysis of visual words, the stop
list boundaries can be determined to reduce the number of mismatches and size of
the inverted file. Sivic et al. [67] used the stop list with empirically determined
boundaries removing 5% of the most frequent and 10% of the least frequent visual
words.
3.4 Similarity Metrics
Several different means of comparing a query vector with a document vector have
been implemented [78, 44]. A simple similarity metric is defined by the dot product
of two vectors (Eq. 3.14). Since a query vector q is similar in length to a document
vector dj, this same measure is often use to compute the similarity between two
documents.





One of the frequently used similarity metric in text retrieval is normalized scalar
product, also known as cosine distance, between the query vector and a document
vector. The cosine similarity can be seen as a method of normalizing document
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where || is the vector magnitude. Without the normalization factor, longer docu-
ments are more likely to be found relevant simply because they have more visual
words which increases the likelihood of a match. The cosine similarity of two image
signatures will range from 0 - meaning independent images to 1 - meaning exactly
the same images, since the word weights cannot be negative.
The previous statement about normalization of the document length is not abso-
lutely correct for very long documents. It has been shown [66] that more documents
judged to be relevant actually were found in longer documents. The reason for this
might be that a longer documents simply has more opportunity to have some com-
ponents that are indeed relevant to a given query. As far as the images has up to
5k visual features, it can be assumed that cosine distance normalize the document
length correctly.
Some image retrieval systems [55] use the normalized difference as a similarity
measure (Eq. 3.16). The normalization can be in any desired norm and is again used
to achieve fairness between database images with few and many descriptor vectors.






The experiments found [55] that, using simdiff , the L1-norm gives better results
than the more standard L2-norm.
3.5 Visual Words Assignment
Given a visual codebook, for each local feature descriptor from the image, the k
visual words (nearest clusters) can be found. Using only the one best visual word
when building the image signature is called hard-assignment. Each feature vector is
represented just by one visual word.
In the later works, several authors [29, 59, 75] reflected the fact that the quan-
tization provides a very coarse approximation to the actual distance between two
features - zero if assigned to the same visual word and infinite otherwise. The soft-
assignment, or soft-weighting techniques assign a single descriptor to several visual
words nearby in the descriptor space.
Let z be a vector of distances of the sample to the k nearest visual words. The
basic weighting function used in soft-assignment (Eq 3.17) is computed as the ratio
between the distance of the descriptor point to its k nearest visual words.




where min(z) returns the minimal value in the vector z and zl is the distance to the
lth closest visual word.
Jiang et al. [29] use the sorted list of k nearest visual words and design the
weighting functions (Eq. 3.18) based on the rank of the visual word in this list.





where function rank(z, l) returns the the rank of the visual word l in the vector z.
The list is ordered by the distances.
Philbin et al. [59] use the idea, that is usual in soft-assignment (for example in
estimating Gaussian Mixture Models), that the weight assigned to a visual word is
an exponential function of the distance to the cluster center (Eq. 3.19).




The σ should be chosen so that a substantial weight is only assigned to a small
number of visual words. The authors [59] experimentally evaluated and suggest
σ2 = 6.125 for standard 128 long SIFT descriptors. Notice, that the σ value are
highly dependent not only on used feature description method but also on data
domain.
The tf−idf weighting scheme is generally applied only to integer counts of visual-
words in images. It requires some modification to handle a descriptor represented
by a weight vector. For each visual word, the result weight vector of length k is
normalized and the experiments found [59] that the L1-norm gives the best results.
The tf is then computed simply using normalized weight value for each visual
word. Let Wij is the set of weights computed from all samples in the document j





The idf counts an occurrence of a visual word in the document as one, no matter
how small its weight.
In the example bellow, the randomly generated set of 2D feature vectors rep-
resents the visual words in the codebook (cross signs with visual word identifiers).
The samples A, B and C represent the extracted features of some image. The dis-
tribution of visual words and image features is shown in Fig. 3.6. Fig. 3.7 shows the

























Figure 3.6: Visual Words Assignment - example samples in feature space.
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clusters A B C
0.07 0.75 0.48 0.16 1 0.09 set rank ratio exp set rank ratio exp set rank ratio exp hard rank ratio exp hard rank
1 0.23 0.5 0.3 0.42 0.87 0 0.25 0.654 0.012 0 0.031 0.144 1E-04 0 0.008 0.151 3E-17 0.289 0.949 0.012
2 0.87 0.07 1.05 0.4 0.13 0 0.002 0.185 1E-24 0 0.063 0.152 3E-04 1 1 1 0.421 1 1.064 1.337 0.421
3 0.49 0.1 0.77 0.06 0.51 0 0.008 0.251 1E-13 1 1 1 0.831 0 0.5 0.258 2E-06 1 1.508 1.509 0.831
4 0.26 0.79 0.19 0.67 1.02 1 1 1 0.152 0 0.004 0.091 2E-10 0 0.004 0.129 3E-23 1 1.008 1.22 0.152
5 0.88 0.68 0.81 0.66 0.6 0 0.004 0.239 4E-15 0 0.008 0.093 5E-10 0 0.125 0.218 1E-08 0 0.137 0.55 1E-08
6 0.28 0.04 0.74 0.23 0.72 0 0.016 0.262 1E-12 0 0.25 0.261 0.066 0 0.063 0.182 5E-12 0 0.328 0.705 0.066
7 0.43 0.22 0.64 0.08 0.58 0 0.031 0.303 1E-09 0 0.5 0.779 0.737 0 0.25 0.225 4E-08 0 0.781 1.307 0.737
8 0.01 0.51 0.25 0.59 1.08 0 0.5 0.785 0.047 0 0.016 0.104 3E-08 0 0.002 0.122 8E-26 0 0.518 1.011 0.047
9 0.58 0.82 0.51 0.67 0.84 0 0.063 0.377 2E-06 0 0.002 0.091 2E-10 0 0.016 0.156 4E-16 0 0.08 0.624 2E-06
10 0.3 0.35 0.46 0.26 0.75 0 0.125 0.421 2E-05 0 0.125 0.232 0.033 0 0.031 0.176 8E-13 0 0.281 0.829 0.033
sigma 0.1 L1 1 1.998 4.477 0.211 1 1.998 2.947 1.667 1 1.998 2.618 0.421
L2 1 2.308 4.767 0.264 1 2.308 3.239 2.005 1 2.308 2.857 0.595
0 0.125 0.146 0.058 0 0.016 0.049 8E-05 0 0.004 0.058 7E-17 0 0.145 0.253 0.058 0 0.108 0.137 0.046 0 0.014 0.044 7E-05 0 0.003 0.053 5E-17 0 0.125
0 1E-03 0.041 5E-24 0 0.031 0.052 2E-04 1 0.5 0.382 1 1 0.533 0.475 1 0 8E-04 0.039 4E-24 0 0.027 0.047 2E-04 1 0.433 0.35 0.707 1 0.461
0 0.004 0.056 5E-13 1 0.5 0.339 0.499 0 0.25 0.098 5E-06 1 0.755 0.494 0.499 0 0.003 0.053 4E-13 1 0.433 0.309 0.415 0 0.217 0.09 4E-06 1 0.653
1 0.5 0.223 0.72 0 0.002 0.031 1E-10 0 0.002 0.049 7E-23 1 0.504 0.304 0.72 1 0.433 0.21 0.574 0 0.002 0.028 1E-10 0 0.002 0.045 5E-23 1 0.437
0 0.002 0.053 2E-14 0 0.004 0.031 3E-10 0 0.063 0.083 3E-08 0 0.068 0.168 3E-08 0 0.002 0.05 2E-14 0 0.003 0.029 2E-10 0 0.054 0.076 2E-08 0 0.059
0 0.008 0.059 6E-12 0 0.125 0.088 0.04 0 0.031 0.07 1E-11 0 0.164 0.217 0.04 0 0.007 0.055 5E-12 0 0.108 0.081 0.033 0 0.027 0.064 8E-12 0 0.142
0 0.016 0.068 6E-09 0 0.25 0.264 0.442 0 0.125 0.086 9E-08 0 0.391 0.418 0.442 0 0.014 0.064 5E-09 0 0.217 0.24 0.368 0 0.108 0.079 6E-08 0 0.339
0 0.25 0.175 0.222 0 0.008 0.035 2E-08 0 1E-03 0.047 2E-25 0 0.259 0.257 0.222 0 0.217 0.165 0.177 0 0.007 0.032 2E-08 0 8E-04 0.043 1E-25 0 0.224
0 0.031 0.084 8E-06 0 1E-03 0.031 1E-10 0 0.008 0.06 9E-16 0 0.04 0.175 8E-06 0 0.027 0.079 7E-06 0 8E-04 0.028 1E-10 0 0.007 0.055 7E-16 0 0.035
0 0.063 0.094 1E-04 0 0.063 0.079 0.02 0 0.016 0.067 2E-12 0 0.141 0.24 0.02 0 0.054 0.088 9E-05 0 0.054 0.072 0.016 0 0.014 0.062 1E-12 0 0.122
L2


































































Figure 3.7: Hard- and Soft- assignment results using different weighting functions.
In Fiq. 3.7, the hard assignment is shown in black, the results of the soft-
assignment of the ratio function in blue, the rank function in orange and the expo-
nential function in green. The weights for the three samples are in the three top
rows. The last graph shows how the image features A, B, C are represented in the
image signature.
The image signature is one of the possible image representation containing the
information about amount of predefined visual patterns int the described image.
This representation is efficient for some computer vision tasks such as image or
object retrieval. The visual patterns are defined in the codebook as visual words.
The method which is the simplest, slowest, and with the best precision, is the
method based on the k-means clustering with sequential search. This method is
used in this work as the reference method and will be compared to the version with
the kd-tree search. The kd-tree structure realizes the approximated nearest neighbor
search with low computation cost and seems to be convenient for real-time methods.
The different weighting schemes in soft-assignment will be experimentally analyzed
particularly addressing the influence of the amount of the nearest neighbors used in




Adaptable Method for On-line
Data Analysis
The on-line processing of data stream is specific in the matter of accessing the data
from the time point of view. In a particular present time, the processing system in
service is aware only of data in the past and has no clue about the upcoming data.
Surely, working in particular domain, it is possible to make a guess about the data
characteristics, but this eventuality is not general.
Usually, the higher level computer vision methods work with models that are
pre-trained on some training data of the application domain. In the off-line video
processing, the parameters of the models or processing methods can be evaluated
from the processed video data. Working with on-line data, when one does not see
the upcoming data, the solution must be able to use only already seen data and be
adaptable to the new upcoming ones.
A simple example of different off-line and on-line approach might be given on
the task of synchronization of two shifted video signals in time domain. In off-line
approach, the video record is known from the beginning to the end. The entire
video data can be processed and statistically analyzed, models can be trained and
exhaustive similarity search can be applied to find the best overlapping video parts.
The result is then the best optimum over the whole video. In some application
domains, for example video broadcasting, the video signals have no begin and no
end and there is no meaningful video part to be processed. The on-line approach
needs to use some part of the latest data for processing and adapting the models
and the searching is applied to restricted video part.
This section theoretically describes my main contribution of this work. I design
a novel adaptable method for on-line video searching in real-time based on visual
codebooks. I modify the static approach to improve its ability to better reflect the
changes in the character of processing data. The pipeline of the system is slightly
modified so its able to adapt the visual codebook to actual data characteristics.
The schema of designed pipeline adaptable to processing data is in Fig. 4.1. In the
adaptable system, the off-line stage pre-training the static structures can be omitted.
This section introduces a flowing window concept (Fiq. 4.2) that I design to
solve the on-line approach limitations by processing only a part of a data stream.
The concept defines two types of data blocks, one used for preprocessing and one
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Figure 4.1: Components of adaptable system for image processing based on visual
codebooks.
for processing. The concept works in two stages - training stage and processing
stage. The general concept might be realized in many ways; I define three types of
realization and their computational costs. This provides mathematical tool for cost
analysis of image processing or computer vision techniques when realized by these
schemas.
As far as this work deals with methods based on visual codebooks, the flowing
window concept is discussed and used from this point of view. The concept is
applicable to other approaches as well, but this would be out of the scope of this
work and it is not discussed here. My new method utilizes the flowing window
concept for computation of visual words distribution (Sec. 4.2), for dynamic inverse
document frequency (Sec. 4.3), inverted document file index (Sec. 4.4), and for
adaptable visual codebook (Sec. 4.5).
4.1 Flowing Window Concept
The models or optimization methods used in image processing or computer vision
techniques are usually trained or initialized on some training data. For example, the
optimization methods are often based on some statistical analyzes of data and the
performance and the precision of the final solution is highly dependent on structure
(size, distribution, etc.) of such data. In some cases, it is possible to compute
statistics or train models on a large collection of data from different domain and
then use a small collection of data from application domain to tune or retrain the
pre-trained structures.
The flowing window concept is composed from two main blocks - reference and
query block. The reference block contains part of data used for preparation stage
- training of models, statistical analysis for optimization, and also as a database
corpus (e.g. for video self-similarity analysis or video searching). The query block
refers to part of data that are being processed. The concept does not define, whether
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the blocks refer to the same data source, so each block can be taken from different
sources.
Let D be the set of all already seen frames in the video stream at time t and DB
be the subset of last N seen frames of D. Then DB is defined as follows:
D = {dj}; j ∈ {0, . . . , t} (4.1)

























Figure 4.2: Flowing window concept for on-line data processing.
The window flowing concept works in two stages - training and processing stage.
The training stage works with the reference block, with the query block or both
(depending on the application and data accessability) and does all the training
computation. The processing stage then use the trained models and other structures
and process the data within the query block.
I suggest three types of realization of the flowing window concept - simple flow,
large-step flow and block-based flow. The three schemas differ in the realization of
training and processing stages as various image processing or computer vision tech-
niques differs in adaptation ability and data accessability demands. The variability
of the image processing or computer vision techniques makes impossible to generally
decide which schema is best. To be able to evaluate the convenience of the schema
for particular techniques, I define the computational cost for each particular schema.
As the concept defines two stages - training and processing stage - each stage has
different cost function for each of all three schemas. The functions fT (Eq. 4.3), resp.
fP (Eq. 4.4) represent the time complexity of the training stage, resp. processing
stage. Two main parameters of the functions areNT - number of the training samples
and NP - number of the query samples. The parameter c∗ represents the general
cost of elementary operation. As the c∗ is a unit-less value, it can be omitted in
some mathematical evaluations. The training and processing costs are normalized
to represent the cost of processing one frame.
Training cost: fT (NT , NP ) (4.3)
Processing cost: fP (NT , NP ) (4.4)
Although the flowing window concept is a general concept, this work assumes the
forward flowing of the window on the video signal.
4.1.1 Simple Flow
The simple flow approach executes the training stage for each query sample sepa-
rately. For each new query sample, the reference block is actualized - shifted by one
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sample - and all data in the block are used for training. The cost of processing of
NQ query samples is NQ times cost of training stage (Eq. 4.5) and NQ times cost of
processing stage (Eq. 4.6).
Training cost: fT (NR, 1).cT (4.5)

























Figure 4.3: Simple flow realization of flowing window concept.
The simple flow does not introduce any optimization of the processing at all.
Usually, it is convenient for techniques that are adaptable by one sample.
4.1.2 Large-step flow
The large-step flow schema improves the processing costs by enlarging the reference
block by the NQ samples. Enlarging the reference block of data enables to execute
the training stage just ones for NQ query samples. The training stage is computed
on (NQ +NR) data samples (Eq. 4.7) and the trained structures are used to process




fT (NQ +NR, NQ).cT (4.7)

























Figure 4.4: Large-step flow realization of flowing window concept.
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4.1.3 Block-based flow
The block-based schema also uses the idea to compute the training stage in the
way that it could be used to process all NQ query samples without repetitive re-
computation of training stage. The difference is that the reference block is divided
into k sub-blocks of the length NQ: k =
NR
NQ
+1. The training stage is then computed
only for each sub-block separately. Two possible cases exist, how to use the trained
sub-blocks.
A - it is possible and beneficial to concatenate the trained sub-blocks and then do




(fT (NQ, NQ).cT + k.c
con
T ) (4.9)
Processing cost: fP (k.NQ, NQ).cP (4.10)
where the cconT is the computational cost of the sub-block concatenation oper-
ation.
B - the concatenation is no beneficial or possible, so the processing is executed on




fT (NQ, NQ).cT (4.11)
Processing cost: (k.fP (NQ, NQ).cP + c
con
P ) (4.12)


























Figure 4.5: Block-based realization of flowing window concept.
In comparison with previous schemas, in simple flow, each reference sample was
used NQ times for training, in large-step flow, k times and in block-based flow just
ones.
4.2 Visual Words Statistics
The knowledge of the distribution of present visual words in the reference block
and in the query block is a fundamental basement for other optimization steps.
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Analysis of the distribution can be used for computing the boundaries in the stop
list, dimensionality reduction, etc.
4.2.1 Visual Words Weighted Distribution
The video sequence block of data that is actually processed by flowing window does
not necessarily contain all existing visual words from the codebook. The amount
of used visual words in the particular data block depends on many configuration
attributes and also on the image content variability. The ratio of used visual words
to the total amount of words in vocabulary can then vary from 0.1% to 100% de-
pending on the codebook size, the extractor of local image features, soft-assignment
parameters, etc.
Computation of presence of the visual words in the block is based on visual
word weight computed as tf (Eq. 3.11) or tf soft (Eq. 3.20). Let H be the vector
representing the sum of visual word weights over in the set of frames DB.






wi; d ∈ DB (4.14)
The visual word distribution can be adapted on-the-fly, adding the words occur-
rences with an incoming new frame and removing the occurrences of old block-leaving
frame. Due to the fact that the realization of the distribution computation introduce
add and remove operations adapting the distribution by just one single sample, the
cost functions can be defined as follow.
fT (NT , NP ) =
{





fP (NT , NP ) = 1 (4.16)
The evaluating of the best flow realization schema can be based on following
analysis.
csimple = 2cT + cP (4.17)
clarge =
{










+ cT + cP
≈ k + 1
NQ
cT + cP ; if cT ∼= cconT (4.19)
cBblock = cT + k.cP + c
con
P (4.20)
For the usual configuration when NQ < NR, the simple flow (Eq. 4.17) and large
flow (Eq. 4.18) have the same computational cost. Besides the extremum case when
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NQ = NR = 1, the block-based flow (A) (Eq. 4.19) has the lowest computational
cost, as the expression k+1
NQ
is < 1.
The block-based flow (A) is the beneficial realization for approaches that intro-
duce add and remove updating operations and where the error introduced by the
increased amount of training samples is insignificant.
4.2.2 Data Dimensionality Reduction
In the presented adaptable method, the data dimensionality reduction can be applied
for two data structures - for the local feature descriptors and for the visual codebook.
A dimensionality of the feature descriptors is often reduced using Principal Com-
ponent Analysis (PCA) transformation [61]. The PCA is mathematically defined as
an orthogonal linear transformation that transforms the data to a new coordinate
system such that the greatest variance by any projection of the data comes to lie on
the first coordinate (called the first principal component), the second greatest vari-
ance on the second coordinate, and so on. PCA is theoretically the optimum trans-
form for given data in least square error terms [28]. Successful application of PCA
for descriptor space reduction is presented in many works, e.g. [33, 35, 47, 57, 73].
In the flowing context, transforming the descriptor space using different PCA
transformation would cause the changes in the visual codebook itself. The visual
words would change their positions in the descriptor space and all images already
translated by the codebook would become incomparable to newly translated ones.
The only solution is to re-build the visual codebook and to translate all images again
using present PCA transformation. Such solution is not too beneficial for real-time
system, as the time complexity of the codebook construction and consequent image
translation is too high.
Applying the PCA based reduction to visual words in the codebook does not seem
to introduce any improvement neither in computational cost nor in performance.
Using visual words distribution, reducing the unused visual words effectively with
almost no added computational cost, together with the effective representation of
image signatures as sparse vectors yield reasonable performance.
4.3 Dynamic Inverse Document Frequency
The Inverse Document Frequency technique (see Sec. 3.3 for more details) computes
and assigns for each visual word a weight according to its entropy over the dataset.
The IDF weights computed by weighting function idf (Eq. 3.12) emphasizes the rare
visual words and down-weights the frequent ones. Usually, the visual word weights
are computed during the codebook training and keep the same when codebook is
used to translate features from data of any application domain. When the codebook
is trained on big enough dataset containing data from many application domains,
variability of the weights of visual words decreases as each application domain intro-
duces data with different image contents. Having the codebook trained on data from
one application domain and using it on data from different application domain, the
codebook performance should be improved by recomputing the visual word weights
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on data from particular application domain.
The same idea can serve to improve the codebook performance working with
on-line data. Not only that is highly probable that each video will contain data
from different application domain (news, documentary, sports, movies, music clips,
cartoons, etc.), but also one video can contain sub-sequences of different types. The
adaptable IDF weights computation could reflect the diversity and changes in data
types.
Based on flowing window concept, I introduce the procedure for dynamic actual-
ization of IDF weights. The standard idfi of a word vi is computed as a logarithm
of ratio of number of documents containing the word |D(vi)| and number of all doc-
uments |D|. The dynamic IDF is computed the same way but only on DB subset.





Standard construction of the image signature uses the IDF weights directly.
When using dynamic IDF, the standard concept must be slightly changed. Dur-
ing construction of the image signature, only term-frequencies tf (Eq. 3.11) or tf soft
(Eq. 3.20) are used. The IDF weights will be used in next operations separately. The
reason for separating the IDF weights from the image signature is, that the dynamic
IDF can be updated in each frame. When the IDF weights would be encoded in the
image signatures, the reconstruction of original non-weighted visual words from im-
age signatures would be unavoidable as the process of image signature construction
has a considerable expense.
The realization of the dynamic IDF is similar to the computation of the visual
word distribution. The results of the cost analysis of the visual word distribution
(Eq. 4.17–4.20) can be applied also to the dynamic IDF. The block-based flow (A)
is again convenient for the dynamic IDF realization.
4.4 Flowing Inverted File Index
Some of the computer vision applications deals with image retrieval. In the video
processing applications, such tasks can be for example detection of self-similar video
parts, frame searching or searching for the frame position it the video sequence.
Image retrieval solutions based on image signature usually use the Inverted File
Index [61].
An inverted index stores word occurrences which maps individual words to the
documents in which they occur. From the two variant of inverted indexes, one
called full inverted index contains also the positions of the words in a document and
second one called inverted file index stores only references to the documents [4], the
computer vision approaches utilize the latter.
For the dynamically changing content, I propose adaptable version of the inverted
file index to fit in the flowing window concept. The index is a list of visual words
addressed by their identifier. The visual word identifiers are usually the integer
values, so they can be used to address the list of documents itself without any
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additional hashing structure. An example structure of the inverted file index is on
Fig. 4.6.





















Figure 4.6: Flowing inverted file index structure.
For each visual word, the index contains the ordered list of images where the
visual word occurs. The images are sorted by the time they appeared in the video.
Such structure can be quickly updated; to add or remove the image signature to,
resp. from the index, the image is added, resp. removed from the list for each visual
word in image signature. Keeping the list of images for each visual word ordered
significantly increase the speed of the updating operation.
As the adapting operations for the flowing inverted file index are realized in
constant time, the analysis for the best realization of the flowing window concept
would result similar to the visual word distribution or dynamic IDF (Eq. 4.17–4.20).
4.5 Adaptable Visual Codebook
The design of adaptable visual codebook is driven by restrictions already mentioned
in previous sections. The adaptable visual codebook structure should meet the two
main following requirements:
• reflect the characteristics of the present data, and
• the changes in the codebook structure must ensure usability of the previously
translated data.
The first requirement is fulfilled by adding new visual words into the vocabulary
when no similar visual word exists in the codebook. The similarity threshold is the
main parameter of the method. This parameter I call the visual word size (VWS)
parameter as it defines the occupied space around the visual word in the descriptor
space. The visual word positions in the descriptor space are stable, the adaptability
is realized only by adding the new words into the codebook. No changes of the
visual word positions are allowed. The stability of the visual words fulfill the second
demand to keep the previous translations valid.
The validity constraint is true when hard-assignment approach is used for descrip-
tors’ translations. Using the soft-assignment approach, slight discrepancies between
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image signatures of similar images can occur. This is true due to the fact, that some
visual word were added after the older image had been translated, so these new
added words could not be reflected in the old image signature. This discrepancy
may be reduced by choosing convenient type of the soft-assignment function and its
parameters.
The adaptable visual codebook is realized by the kd-tree structure. Avoiding the
construction of the kd-tree for each new visual word, the temporary buffer is used
to manage the new visual words before there are incorporated into the kd-tree itself
(see Fig. 4.7). Using the flowing window concept, the total cost functions are defined
for the adaptation and the search steps for the large-step flow and the block-based
flow approach.
The method does not introduce the operations for samples removal from the
structure (only invalidation of particular visual words can be realized). Using the
simple flow approach would cause the unlimitedly increasing size of the visual code-
book so the visual codebook cannot be trained on-the-fly and need to be constructed
before each processing. Due to this fact, the large-step flow approach is always less
expensive than the simple flow so the simple flow approach analysis is omitted.





















Figure 4.7: Structure of the adaptable visual codebook.
The cost function of the kd-tree construction is N log2(N) and adding to the
temporary buffer is constant. During the processing step, the used cost functions
are log2(N) for kd-tree search and
N
2
for buffer search. For the clarity reason, the
costs of elementary operations will be in the analytical analysis omitted.
For the large-step flow approach, the total cost clarge is defined in Eq. 4.22 as
the kd-tree construction over NR samples and sequential buffer adaptation for NQ
samples. The computational cost of the searching in the buffer reflects its increasing
















The location of the extremum is determined by taking the derivative of the function












Only positive case of the solution for NQ in Eq. 4.23 is usable expressing the relation
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Figure 4.8: Adaptable codebook cost for large-step flow realization.
For the block-based flow (B) approach, the total cost cblock is defined in Eq. 4.24,
where kd-tree is constructed for each sub-block with the NQ samples. The searching
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The extremum of the function cblock.B is again determined by taking the derivative






(NQ +NR −NR log2(NQ)) = 0 (4.25)
This model example suppose that the particular training costs are more or less
similar to processing costs. In this case, the solution in Eq. 4.25 has no applicable
solution as the NQ is noticeably higher than NR in all cases. Fig. 4.9 shows the
relation between NQ and NR as the cblock.B cost function. When the costs of the
training and of the processing stages are going to be considerably different, the in
Eq. 4.25 might change.2
nq/nr 1 2 4 8 16 32 64 128 256 512 1024 2048 4096 8192 16384 32768
1 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5
2 4 4.5 5.5 7.5 11.5 19.5 35.5 67.5 131.5 259.5 515.5 1027.5 2051.5 4099.5 8195.5 16387.5
4 5 5.5 6.5 8.5 12.5 20.5 36.5 68.5 132.5 260.5 516.5 1028.5 2052.5 4100.5 8196.5 16388.5
8 5.875 6.25 7 8.5 11.5 17.5 29.5 53.5 101.5 197.5 389.5 773.5 1541.5 3077.5 6149.5 12293.5
16 6.75 7 7.5 8.5 10.5 14.5 22.5 38.5 70.5 134.5 262.5 518.5 1030.5 2054.5 4102.5 8198.5
32 7.65625 7.8125 8.125 8.75 10 12.5 17.5 27.5 47.5 87.5 167.5 327.5 647.5 1287.5 2567.5 5127.5
64 8.59375 8.6875 8.875 9.25 10 11.5 14.5 20.5 32.5 56.5 104.5 200.5 392.5 776.5 1544.5 3080.5
128 9.55469 9.60938 9.71875 9.9375 10.375 11.25 13 16.5 23.5 37.5 65.5 121.5 233.5 457.5 905.5 1801.5
256 10.5313 10.5625 10.625 10.75 11 11.5 12.5 14.5 18.5 26.5 42.5 74.5 138.5 266.5 522.5 1034.5
512 11.5176 11.5352 11.5703 11.6406 11.7813 12.0625 12.625 13.75 16 20.5 29.5 47.5 83.5 155.5 299.5 587.5
1024 12.5098 12.5195 12.5391 12.5781 12.6563 12.8125 13.125 13.75 15 17.5 22.5 32.5 52.5 92.5 172.5 332.5
2048 13.5054 13.5107 13.5215 13.543 13.5859 13.6719 13.8438 14.1875 14.875 16.25 19 24.5 35.5 57.5 101.5 189.5
4096 14.5029 14.5059 14.5117 14.5234 14.5469 14.5938 14.6875 14.875 15.25 16 17.5 20.5 26.5 38.5 62.5 110.5
8192 15.5016 15.5032 15.5063 15.5127 15.5254 15.5508 15.6016 15.7031 15.9063 16.3125 17.125 18.75 22 28.5 41.5 67.5
16384 16.5009 16.5017 16.5034 16.5068 16.5137 16.5273 16.5547 16.6094 16.7188 16.9375 17.375 18.25 20 23.5 30.5 44.5
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Figure 4.9: Adaptable codebook cost for block-based flow realization
The block-based flow (A) approach is not analyzed in detail as the merging of
the tree structures in the sub-blocks would be hardly realizable in acceptable cost.
To deal with the on-line data, the flowing window concept was introduced to-
gether with the three types of its realization. Each realization, simple flow, large-step
flow and block-based flow also contains the definitions of their computational costs.
These costs functions serve as the metric and when some method is realized using
flowing window concept, the metric helps to evaluate the computational costs for
each realization type and its best configuration.
The novel adaptable method modifies the static method based on visual code-
book to be able to adapt to actually processed data. The adaptability is realized on
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most of the method’s components, i.e. dynamic inverse document frequency, adapt-
able visual codebook or flowing inverted file index. The performance improvement
and computational demands of each particular component is experimentally ana-
lyzed in the following section. The influence of the visual codebook configuration as
well as the used image feature extractors and descriptors to the adaptable method
performance is also addressed by the experiments.
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Chapter 5
Experiments
The experimental evaluation of the novel adaptable method and the selected state-
of-the-art techniques is my contribution in this work. The experiments described in
this section are evaluated on the image retrieval task using two types of data types:
image collection and video collection. The data collections are described in detail in
Sec. 5.1.
The selected state-of-the-art methods discussed in Sec. 2 and Sec. 3 are exper-
imentally evaluated addressing their performance for real-time tasks. The exper-
iments run on the implemented framework that is designed for an image retrieval
task and address different image feature extractors and descriptors, experiment with
various configurations of clustering methods and weighting schemes.
The experimental evaluation of the novel method introduced in Sec. 4 is realized
on the other implemented framework working with video collections. The experi-
ments are focused on the comparison of the novel adaptable method with the static
approach and also on the performance improvement of its each component itself.
Two metrics are used for evaluation of the experiments: mean Average Preci-
sion for image retrieval performance and Image Retrieval Ratio for video processing
performance. Both metrics are discussed in detail in Sec. 5.2.
5.1 Data Collections
The selection of utilized data for experiments reflects the needs of the two types
of experiments - the image collections with manual annotations for image retrieval
tasks and video collections for on-line processing where no content annotation is
needed.
5.1.1 Kentucky Image Collections
The Kentucky image collection is designed for image or object retrieval evaluation
tasks. The dataset is provided with the manual annotation, so the nature or a class
of the image is known.
The Kentucky dataset was created by Nister and Stewenius [55] as a recognition
benchmark at Kentucky University. The set consists of 2550 groups of 4 images
each, that is 10200 images in total. The objects images are taken from different
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angles and rotations. The size of the images is approximately 640x480 pixels. The
dataset contains also images of CD covers, that are rather easier visual concepts
then for example natural objects as flowers. The images also differ in sharpness;
many of the indoor images are somewhat blurry. The examples of image samples is
are on Fig. 5.1. More details about the extracted local features is in Tab. 5.1.
Figure 5.1: Examples from Kentucky image collection. [55]
Table 5.1: The number of images and features in Kentucky dataset.
dataset images SIFT SURF FAST HOG FAST OGH
Kentucky 10200 13.161.824 6.541.246 2.664.175 5.013.715
The Kentucky dataset is mainly used to evaluate the performance and the com-
putational costs of the selected state-of-the-art techniques for feature extraction and
visual codebook costruction. The codebooks constructed on the Kentucky dataset
are also used to explore the influence of the different data domain to the overall
method’s performance.
5.1.2 TRECVID Video Collections
The TRECVID is on-going series of workshops focusing on a list of different infor-
mation retrieval (IR) research areas in content based retrieval of video. The goal of
the workshop is to encourage research in information retrieval by providing a large
test collection, uniform scoring procedures, and a forum for organizations interested
in comparing their results.
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TRECVID video are coded according to MPEG1 with 25 fps and bitrate
1152Kbps and the frame size is 352x288 pixels. Most of the videos have dura-
tions approximately 30 minutes. The example frames from the video collection are
on Fig. 5.2 and Fig. 5.3. As the tv.bbc data is not annotated, no key-frames are
defined.
Table 5.2: The number of images and features in TRECVID video datasets.
collection name hours files key-frames used-frames
tv7.sv.devel 50 110 18.012 4.791.166
tv7.sv.test 50 109 18.142 4.572.925
tv8.sv.test 100 219 35.766 9.360.806
tv9.sv.test 180 400 61.384 16.708.689
tv.bbc.devel 35 91 137.169
The tv.sv dataset is the union of all tv*.sv datasets. Both datasets, the tv.bbc
and the tv.sv are used for the experimental analysis of the adaptable method and its
evaluation. The tv.bbc datasets is also used for construction of couple of experimental
static visual codebooks.
5.1.2.1 Dataset TV.SV
The dataset tv*.sv is the TRECVID Sound and Vision data and it is the collection
of videos used over the years in TRECVID. The dataset tv*.sv is provided by The
Netherlands Institute for Sound and Vision. The collection contains news maga-
zine, science news, news reports, documentaries or educational programming. The
overview of hours of video in collections is given in Tab. 5.2.
Figure 5.2: Example frames from TRECVID Sound and Vision video collection. [69]
5.1.2.2 Dataset TV.BBC
The dataset tv.bbc is a collection of videos provided by The BBC Archive containing
unedited video material - rushes. Rushes are the raw material used to produce a
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final video. 20 to 40 times as much material may be shot as actually becomes part
of the finished product. Rushes contain many frames or sequences of frames that
are highly repetitive, e.g., many takes of the same scene redone due to errors, long
segments in which the camera is fixed on a given scene or barely moving, etc. A
significant part of the material might qualify as stock footage - reusable shots of
people, objects, events, locations, etc.
Many of the videos begin with initialization shot (cca 40-60 seconds) with color
initialization stripes. Video sequences also contain junk frames - frames with color
stripes, clapperboards, etc.
Figure 5.3: Example junk frames from TRECVID BBC video collection. [69]
5.1.3 Transformed Collections
The evaluation of the experiments dealing with video processing are mostly based
on comparison of the approach performances on the original and transformed data.
The transformed video data are created artificially from the originals.
In the experiments presented in this work, the following video transformations
and distortions are addressed. The transformation parameters used in the experi-
ments usually vary in the following ranges:
• uniform scale transformation (80%, 60%, 40%, and 20%),
• partial occlusion of the visual content by static banner (occluding 10%, 30%,
and 50% of the image),
• blur (Gaussian blur with σ = 1, 3, and9 is used), and
• white noise (amount of noise - 10%, 25%, and 40%).
The examples of the simulated transformations and distortions in Fig. 5.4 show
the overlapping by the banner covering 30% of the image height (top-left), uniform
scale change to 90% (top-right), added 25% of the white noise (bottom-left) and
blur by Gaussian smoothing with σ = 3.0 (bottom-right).
The experiments based on the video processing uses each 25th frame in the video
sequences, i.e. the length of the reference block 600 refers to the 10 minutes of
video content. The further details and configurations about used transformation are
described in particular experiments.
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Figure 5.4: Examples of video transformations and distortions.
5.2 Evaluation metrics
The image retrieval system evaluation is often based on the mean Average Precision
computation [17, 58, 73]. The authors of the Kentucky dataset [55] used the Average
Top metric. Designed for their dataset containing four image of one group, perfect
result is to return, given a query, the other three images from that querys group
before images from other groups. Average Top expresses an average over the number
of the top four correctly returned, taken over all possible query images. As the
Average Top measure is used only in the work of Nister and Stewenius and all other
works mostly use the mean Average Precision, results in this work use also the mean
Average Precision.
5.2.1 Mean Average Precision
Most of the evaluations of vocabulary characteristics were based on image retrieval
performance. The result of the query of the image retrieval system is a ranked list
of images. It is desirable to consider the order in which the returned images are
presented. Average Precision (AP) represents the area under Precision-Recall curve









An ideal Precision-Recall curve has precision 1 over all recall levels and this
corresponds to an average precision of 1. The AP can be also computed from the
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The n is the number of retrieved images, m is the number of relevant images, xi is the
i-th image in the ranked list of retrieved images X = {x1, . . . , xn} and relevant(xi)
returns the number of relevant images in the first i images, only if the xi is relevant
image itself, and 0 otherwise. This measure gives a number in range (0, 1] where a
higher number corresponds to a better performance.
5.2.2 Image Retrieval Ratio
Experiments based on unknown (unannotated) video data are facing the problem,
when it is quite difficult to decide whether two video frames are similar or not. Even
when the data is annotated, the similar video content does not really mean that the
video frames are similar. Video similarity search task is often performed on slightly
distorted videos.
To solve this problem, this work introduces a metric that is based on selection of
the smallest subset of frames that contains the query frame with a given probability.
The Image Retrieval Ratio (IRR) is expressed as the ratio of the number of frames
in the smallest subset to the length of the reference block.
It is assumed that the results of a search in the series of frames in applications
is done so that the maximum value of the similarity metric is taken. The maximum
value is multiplied by a constant c < 1 to get a threshold t(c) (Eq. 5.4). All of the
frames with similarity above such threshold are considered for further processing as
they may be similar enough to the query image. The constant c, to multiply the
maximum value with, is calculated based on statistics of video sequences so that
with some pre-defined probability p, the ground truth frames are contained in the
set of selected ones.
Let DR be the set of frames in reference data block (see Eq. 4.2). The probability
p of occurrence of the ground truth frames in the selected set S is defined in Eq. 5.7.
t(c) = c ∗ max
f∈DR
(simcos(q, f)) (5.4)
S(q,DR, c) = {f ∈ DR|simcos(q, f) ≥ t(c)} (5.5)
p = (q ∈ S(q,DR, c)) (5.6)
m = |S(q,DR, c)| (5.7)
where q is the searched frame, S ⊆ DR and c is some constant. Then the size of the
set S can be seen as the metric of success m - the smaller the size of S, the better.
In presented experiments, the value of c is computed as percentile of the best
similarity scores over the all queries in the experiment run. The evaluation procedure
of the most of the experiments working with video collection is following:
1. randomly take one video from the video collection,
2. randomly select the reference block of the given size NR,
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3. randomly select the query block of the given size NQ within the range of the
reference block from the transformed video sample,
4. execute particular methods on the reference and query blocks,
5. pick-up in random order samples form the query block and search the reference
block,
6. track all similarity scores between the query frame and all frame from the
reference block.
Given the similarity score tracks from the procedure together with the ground truth
frame for each track, the m can be computed for several values of c. The result of
































Figure 5.5: Example sub-result when computing Image Retrieval Ratio value.
The c parameter corresponds to the probability that retrieved frames contains
the query sample. The vertical axis then for range of probability p values shows,
how many frames must be retrieved out of the reference data to fulfill the retrieval
requirement. The number of retrieved frames is normalized by the size of the ref-
erence block. The smaller the number of retrieved frames for given probability the
better performance of the method.
The procedure is executed several times with different level of distortion; in
Fig. 5.5 the resize to 20%, 40%, 60% and 80% is used. The results show how the
number of retrieved frames grows with increasing parameter of the distortion. The
IRR measure is than taken as the average of the normalized areas under the each
particular curve. The measurement value for given example is then IRR = 0.7693.
In practice, one IRR value does not say much about the result itself and in the
experiments is used for the comparison of the methods.
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5.3 Image Local Features
Although the SIFT and SURF feature extraction and description methods have been
already evaluated before, e.g. [7, 52], following experiments aims to compare their
performance and computational cost with two non-standard approaches. Following
experiments are focused on evaluation of the image local feature extractors in the
image retrieval pipeline based on visual codebooks. This defines quite different
conditions than usually used for feature extraction method evaluation, i.e. wide-
baseline matching [52], etc. Four methods are evaluated in experiments - SIFT,
SURF, FAST detector combined with HOG descriptor (FHOG) and FAST detector
combined with optimized GLOH descriptor (FOGH). The experiments are based on
Kentucky dataset.
The selection of the feature extractors follows the demand to work in real-time
applications. The SIFT is used only as the reference method for its wide usage in
computer vision community. The SIFT outperforms the most of other approaches
in many applications but its implementation is still quite slow for real-time employ-
ment. The other selected methods are able to run in real-time for the price of the
lower precision and repeatability performance.
Both SIFT and SURF implement scale-invariant and rotation invariant feature
extraction in opposite to FAST detector. To improve the results of FAST to be
scale-invariant, the features are extracted in scale-space. Neither HOG descriptor
nor GLOH implement the rotation invariance, so the modification of GLOH is imple-
mented that GLOH becomes rotation invariant. The HOG descriptor stays without
rotation invariance.
Tab. 5.3 contains the amounts of extracted features from two data collections:
the Kentucky and tv.bbc datasets. These datasets are used in further experiments
for the static visual codebook construction. The amount of features influence the
method’s performance - the more features are extracted from the image the better
relative precision results is achieved, but at the price of relative higher computational
cost. This is true particularly for image retrieval tasks, not generally.
Table 5.3: Number of features extracted from different data collections.
data collection frames SIFT SURF FHOG FOGH
Kentucky 10.200 13.161.824 6.541.246 5.928.818 11.790.001
tv.bbc 137.169 57.968.408 30.628.194 23.163.034 42.125.312
The experiments evaluating the performance of the feature extractors are exe-
cuted using various codebook settings. Fig. 5.6 shows two results of the precision
measurements out of all configurations - normal and the best. The best and the
normal results are achieved using codebook configurations shown in Tab. 5.4 (the
σ factor and knn parameter are discussed in more detail in Sec. 5.4.3). The perfor-
mance is measured and represented using mAP (Eq. 5.3) value.
The lower performance of FOGH and FHOG method seems to be caused by the
coarse precision of the FAST detector computed in scale-space, especially on higher
scales, as far as the optimized GLOH method should give comparable results to
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e.g. SIFT method [51]. In the FHOG case, it is also cased by the HOG rotation
variance as the Kentucky dataset contains also images of rotated objects of the
same group. The results achieved using SIFT method are similar to other published
results [58, 55].
Table 5.4: Visual codebook configurations used for image feature extractors evalu-
ation.
normal best
parameter all SIFT SURF FHOG FOGH
codebook size 104 106 106 103 105
σ factor 1.0 1.0 1.0 1.0 1.0

















Figure 5.6: Comparison of the retrieval performance of the feature extraction meth-
ods using their normal and best codebook configuration.
The computational costs of the translation and image retrieval is shown in
Fig. 5.7. The translation cost consists both, the cost of the feature extraction and
the translation. The translation cost is composed from the feature extraction cost,
the feature description cost and cost of the searching in the codebook. Besides
the influence of the extraction and description method itself, the translation cost
is mainly dependent to the amount of extracted features. The corelation between
the amount of extracted features and the translation costs is seen in Fig. 5.7 and
Tab. 5.5.
The high retrieval cost of the best configuration is caused by the large codebook
size and the number of used nearest neighbors in the soft-assignment. The higher
values of these parameters cause that the image signature has higher variability of
the visual words used for image description. The cost of the similarity computation
between such image signatures is then much higher. The retrieval cost is pursued
















































Figure 5.7: Comparison of the translation and retrieval computational costs with



















































Figure 5.8: The the overall speed-up of the methods relative to the SIFT (left) and
improvement prices between the normal and the best configuration (right) for each
feature type.
The results show the significant speed-up of the methods based on the FAST
feature detector (Fig. 5.8 (left)), but their precision is low (Fig. 5.6). The overall
comparison (Fig. 5.8 (right)) shows the price of the higher retrieval performance
of the best configuration to the normal configuration. The precision shows, how
much is the best solution better than the normal one and the cost shows how much
expensive is this precision improvement. The total price represents the ratio of
the performance and the price, so the value higher than 1 means, that the precision
performance is too expensive and value below 1 means the cheaper performance.
As the focus is put on the methods’ computational costs, SIFT and SURF meth-
ods are not worth to use in the best configuration.
Based on experiments on the Kentucky dataset, the average numbers of extracted
features per one image for each feature type is shown together with the extraction
time in Tab. 5.5. Note, that the computational costs are directly dependent on the
amount of the extracted features.
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The times are measured and averaged on the several machines with different
configuration (Intel/AMD, cca 2.4GHz, up to 1GB of RAM, using just one core in
multicore processors).
Table 5.5: Average number of extracted features per image and extraction times.
SIFT SURF FHOG FOGH
features 1290 641 581 1156
time[s] 1.62 0.23 0.05 0.37
The normal configuration is used as the basic configuration for most of the
experiments with the introduced adaptable method.
5.4 Codebook attributes
Next experiments are focused on analysis of visual codebook performance with var-
ious configurations on image retrieval task keeping focus on the low computational
cost. The purpose of these experiments is to find such configuration, giving the
visual codebook with the performance and speed reasonably balanced. The param-
eters addressed by the experiments are the visual codebook size, projection strategy
and soft-assignment weighting scheme. The codebook experiments are based on
Kentucky image dataset.
5.4.1 Quantization error
The experiments measuring the quantization error in each step of k-means iteration
aim to reveal the influence of the number of iterations to the quantization error
(Eq. 3.7) as the method minimizes the error in each step. As the clustering pro-
cess has high computational cost, the knowledge of the clustering performance for
increasing amount of iterations helps to effectively stop the training.
The presented results in Fig. 5.9 are averaged over different training configura-
tions varying in search strategy (sequential, kd-tree), codebook size (102, 103, 104,
105 and 106) and used features (SIFT, SURF, FHOG, FOGH).
The results in Fig. 5.9 shows the considerable clustering improvements up to 4
iterations in average. This result is always bound to used data domain and can wary
for other data types.
As the k -means clustering is known to be sensitive to initialization of the cluster
centers, the measurement procedure was repeated several times to overcome this
dependance and the sub-results were averaged.
5.4.2 Searching strategy
The previous works dealing with visual codebooks for image retrieval tasks approved



































Figure 5.9: K-mean clustering error improvement over iteration steps.
the simple k-mean clustering uses sequential search, the visual codebook with the
size bigger than 104 is almost impossible to use.
The following experiments aims to evaluate the clustering performance degrada-
tion when approximated search is used instead of the sequential one. The results
of the experiments also study the real performance improvement. The clustering
performance is measured using the quantization error (Eq. 3.7). Both results, the
error and computational cost, are represented relatively to sequential approach.
The results are evaluated on the four sizes of visual codebooks (102, 103, 104,
























































Figure 5.10: Speed (left) and precision (right) performance comparison of the visual
codebooks with different sizes and searching strategies.
The values in Fig. 5.10 represent the ratios of the computational costs (left)
and the quantization errors (right) between the sequential approach and the kd-
tree based structure. The results show that the sequential search strategy slightly
outperforms the approximated nearest neighbor from the precision point of view,
but computational cost is exponentially higher. It makes the use of the kd-tree
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based search strategy very beneficial.
The further experiments utilizes the kd-tree architecture in the visual codebook
realizations for its high improvement in the method’s speed and low precision degra-
dation.
5.4.3 Soft-assignment weighting
The soft-assignment techniques theoretically improves the approximation error that
is introduced by descriptor space quantization. Instead of assigning only one visual
word to each particular descriptor, the soft-assignment assigns a single descriptor to
several visual words nearby in the descriptor space.
The experiment evaluating the performance improvement when increasing the
amount of nearest neighbors k are made for knn 1, 5, and 20. For each particular
image feature type, the performance is evaluated for all codebook sizes (102, 103,
104, 105, and 106) with exponential weighting function (Eq. 3.19). The experiments,





























































Figure 5.11: Soft-assignment functions for various feature types (SIFT, SURF (top
row), FHOG and FOGH (bottom row)) and for different codebook sizes.
The results in Fig. 5.11 show the image retrieval performance improvement,
when using soft-assignment approach. The improvement for SIFT and SURF fea-
tures is in several palaces almost 20%. The performance of the FHOG and FOGH
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features is negatively influenced by the soft-assignment. As the utilization of the
soft-assignment approach costs some computational power, the latter image features
are better translating using hard-assignment. The values in Fig. 5.12 represent the
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Figure 5.12: Computational expenses when using soft-assignment.
The exponential weighting function (Eq. 3.19) has a parameter σ that influence
the significance of k nearest neighbors by their distance to the single descriptor.
To study the influence of the σ for each image feature type, three values of σ are
tested: small, normal and large, where the small means 10% of the normal σ value
and the large means 1000%. The normal σ differs for each particular feature type.
The values were experimentally set to σ2 = 0.1 for SURF, HOG and orientational
invariant GLOH descriptors and σ2 = 6125 for the SIFT descriptor. More details



































Figure 5.13: Soft-assignment improvements for various σ setting.
In Fig. 5.13, the results for FHOG and FOGH features are omitted, as the changes
in σ have no influence on their performance. The results for SIFT and SURF image
features cannot be generalized, as the influence of the σ is highly dependent on
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the processed image data. The experiments usually uses normal σ factor when not
stated otherwise.
5.5 Visual Words Weighted Distribution
Computation of the visual words weighted distribution serves to number of proce-
dures in the new adaptable method. However, couple of experiments are executed to
reveal the possibilities of the data reduction based only on visual word distribution.
Note the difference between computation of the weighted distribution of the visual
words (Eq. 4.14 and Eq. 4.13) and inverse document frequency (Eq. 3.10) where
the number of documents using particular visual words is used instead of the words
weights.
The weighted distribution of visual words can be used for simple reduction it-
self. Knowing the relevance of each word, the non-relevant words can be reduced
according to some threshold. Several variables are measured using training data
to evaluate the relations between levels of the reduction and the error introduced
by the reduction. The relations are measured by changing the threshold value t.
The threshold is the limiting weight value for using the particular visual word. The
measured variables are:
usage - ratio between number of visual words presented in the block and the total






where bxc returns 1 when the expression x is true and zero otherwise and hi
is defined as in Eq. 4.14,







overall reduction - ratio between number of visual word after the reduction and














where dreductioni is the image signature constructed after the codebook reduc-
tion.
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The experiments were evaluated on the videos from tv.bbc video collection using
the static codebook trained on the same video collection. The several sub-sequences
were taken randomly from each video and the variables were measured. The final
values are the average values of all the measurements. The threshold value t is

















































Figure 5.14: Reduction score related to introduced error.
Fig. 5.14 shows the average reduction of words presented in the reference blocks.
As the usage value (Tab. 5.6) represents the fraction of codebook visual words in
some part of the video sequence, it depends on the amount of frames, i.e. size of
the reference block NR, and on the number of k nearest neighbors used in soft-
assignment. In presented experiments, the hard-assignment is used (knn = 1) and
block size is NR = 600 frames. The reduction value represents the reduction score
on the used words, so it has the same dependance. The smaller is the reference
block size the lower are the usage and reduction scores.
Table 5.6: Average usage of visual words from the codebook.
codebook size 1k 100k 1M
usage[%] 99.8 39.7 6.90
Overall reduction level combines both reductions - reduction introduced by
usage of visual words and reduction obtained by thresholding the visual words
distribution. The resulting reductions are shown in Fig. 5.14.
The presented results should be understood only as the rough overview, as the
relation between the overall reduction and the error is highly dependent on the
image data domain, feature extractor type and codebook size.
5.6 Dynamic Inverse Document Frequency
The experimental analysis of the dynamic inverse document frequency procedure is
focused on the improvement of the video searching precision when the adaptable
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method is introduced. The dynamic adaptability is based on the flowing window
concept. The experiments are evaluated using video searching task using the Image
Retrieval Ratio (Eq. 5.7) that measures the retrieval performance on unannotated
video data. Note, that the lower IRR value the better, as the smaller amount
of reference frames are retrieved with the given probability that the retrieve data
contains the query sample.
The experiments with different IDF types (static, dynamic) aim to prove or
reject the assumption, that computing the IDF weights on actual data instead of
using weights from training on different data improve the image retrieval perfor-
mance. The results are represented using the ratio between IRR computed using
dynamically updated weights and IRR computed with static weights - IRR ratio.
The static weights are from the vocabulary training stage and the dynamic weights
are computed for the data from the reference and the query blocks. The smaller the
ratio is the better, as the IRR represents the amount of retrieved data which should
be as small as possible.
The first experiment analyzes the soft-assignment approach utilized together with
dynamic IDF. The SURF feature type is used with the codebook size 104. The length
of the reference block is NR = 600. The experiments run for different configurations
varying in knn (1, 5, 20) and σ factor (small, normal, large). The results in Fig. 5.15
(left) approve the assumption that the improvement of the dynamically adapted IDF
increases when more visual world are taken into account during translation.
The next experiments aims to evaluate the influence of the codebook size to the
dynamic IDF performance. Three codebook sizes are tested - 103, 104, and 105,
using the SURF features and knn = 5 and normal σ factor in soft-assignment. The
results in Fig. 5.15 (right) shows the decreasing improvement of the dynamic IDF
approach over the static one, as the codebook size increases. It may be caused by the
more regular distribution of the used visual words in the reference data. It decreases
the variability of the IDF weights computed from this data block and makes the






























Figure 5.15: Dynamic IDF tested various soft-assignment configurations (left) and



















Figure 5.16: Dynamic IDF tested under various distortion transformations.
The performance of the feature extraction methods for the video searching task
is evaluated on the four types of the video distortion transformations. The results
in Fig. 5.16 are computed using the following transformation settings:
• resize based on uniform re-scaling to 80%, 60%, 40%, and 20%,
• white noise with amount of noise 10%, 20%, 30%, and 40%,
• partial frame occlusion by overlapping mask occluding 10%, 20%, 30%, 40%,
and 50% of the frame content, and
• smooth realized as a Gaussian blur with σ=1,2,4 and 8.
The experiments utilized the codebook size 104 and with knn = 5 and normal σ
factor in soft-assignment.
The results of the experiments approved the assumption, that the introduced
adaptable method has lower overhead of the retrieved samples when using in video
searching task. The usage of the dynamic IDF for SIFT and SURF feature types
decreases the amount of retrieved data by 20% in average. The improvement of the
dynamic approach is not notably beneficial for FHOG and FOGH feature types.
5.7 Flowing Inverted File Index
Experiments analyzing the performance of the flowing inverted file index are focused
on the improvement of the computational cost efficiency.
The knn value directly influence the amount of visual words used by the trans-
lation. The higher knn is the more visual words are used in image signatures. The
limit case is when each image signature contains all the visual words. Visual words
in the index map all documents where they appeared, even if the weight of the visual
word in the particular document is very low. The result is that almost all visual
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words in the index map almost all indexed documents in the dataset. In this case,
no beneficial speed-up of the retrieval is achieved.
The results in Fig. 5.17 (left) show the speed-up when the flowing inverted file
index is used instead of the sequential search. The compared times also include
the time of the index construction and updates. The flowing index is tested with
various soft-assignment settings (knn=1, 5, and 20 and various σ factor) and with
the codebook size 104. The influence of the different codebook sizes to the index
performance is shown in Fig. 5.17 (right) for knn = 5 and normal σ factor. Both













































Figure 5.17: Flowing Inverted File Index
The results generally meet the expectations that increasing knn value decreases
the speed improvement when inverted file index is used. Note, that the results
are not absolute, as the performance improvement is highly dependent also on the
size of the indexed dataset and on the amount of extracted features relative to the
codebook size.
5.8 Adaptable Visual Codebook
The main fundamental parameter of the adaptable method for the visual codebook
construction is the size of the visual word in the descriptor space - the visual word
size or VWS. Again, similar to σ factor in soft-assignment weighting function, the
VWS vary for different feature descriptor types.
The VWS values are experimentally chosen from the measured distributions of
distances between the descriptors and theirs k nearest visual words. The distribu-
tions are measured using Kentucky dataset with knn = 10. Fig. 5.8 shows the
measured distance distributions for all four types of the feature descriptors - SIFT
(top-left), SURF (top-right), FHOG (bottom-left) and FOGH (bottom-right).
Based on the measured distributions, the three visual word sizes are selected for
each feature type. As the values differ for each feature type, the values are labeled as
small, normal and large sizes representing the VWS values as shown in Tab. 5.7.
The next experiments evaluate the influence of the visual word size to the preci-

















































































Figure 5.18: Experimentally measured distance distributions for different feature
types - SIFT (top-left), SURF, FHOG and FOGH.
Table 5.7: Selected visual word sizes with appropriate labels.
VWS type SIFT SURF FHOG FOGH
small 300 0.5 0.5 0.8
normal 350 0.6 0.6 0.9
large 400 0.7 0.7 1.0
configuration and different feature types. The results of the different knn values with
normal σ factor and using SURF feature are shown in Fig. 5.8 (left) and the results
for the different feature types are on the right. The results are represented using
the ratio between IRR computed using adaptable method and IRR computed with
static visual codebook - IRR ratio. Both results in Fig. 5.8 show, that the smaller
visual word size is the better performance (the lower IRR ratio is achieved).
The experiments with the smaller visual word sizes than the small ones result
in visual codebooks with too many visual words usually representing just one single
feature descriptor. Such visual codebook has very low ability to generalize the
similar feature descriptors so the precision of such visual codebook used in retrieval
tasks rapidly decreases. The further experiments are based on the adaptable visual
codebooks with the small VWS.









































Figure 5.19: Results of various soft-assignment settings (left) and different feature
types (right) with different visual word sizes.
The influence of the size of the reference block is evaluated with the following
three NR lengths: 600, 1200, and 1800. As the videos are sampled with 25fps (frames
per second) and each 25th frame is processed in experiments, the NR sizes process
10, 20, and 30 minutes long video parts. The results in Fig. 5.8 (left) show the

































Figure 5.20: Adaptable method performance with various length of the reference
block (left) and improvement tested on different datasets (tv.bbc and tv.sv).
Influence of the data domain to the experimental results is avoided by evaluating
the adaptable method on different dataset. The tv.sv dataset is used and the results
in Fig. 5.8 (right) again prove the assumption that the performance of the retrieval
method based on the visual codebook is improved when the method is able to adapt
to the actually processed data.
The performance of the adaptable visual codebook for different feature types in
the video searching task is evaluated again on four types of the video distortion trans-
formations. The results in Fig. 5.8 are computed using the following transformation
settings:
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• resize based on uniform re-scaling to 80%, 60%, and 40%,
• white noise with amount of noise 10%, 25%, and 40%,
• partial frame occlusion by overlapping mask occluding 10%, 30%, and 50% of
the frame content, and
• smooth realized by Gaussian blur with σ =1,3, and 9.
The experiments utilizes the codebook size 104 and with knn = 5 and normal σ

































Figure 5.22: Adaptable visual codebook improvement in comparison with the static
visual codebook.
The results in Fig. 5.8 and 5.8 show the precision of the adaptable visual code-
book under various distortion transformations. The performance of the method is
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represented using the absolute values of the IRR measurements in Fig. 5.8 and the
IRR ratio (improvement) in Fig. 5.8. All of the tested feature types outperforms
the static approach when applied in adaptable method. This is true for all tested
image distortion transformations. However, the improvement of FHOG and FOGH
is disputable when the precision is very low for both approaches.
Three data collections widely used by the image retrieval community were pre-
pared for the experiments - Kentucky image dataset, TRECVID tv.bbc and tv.sv
video collections. For each data type (image, video) the evaluation metrics are
introduced - mean Average Precision and Image Retrieval Ratio.
The FHOG and FOGH methods do not prove the assumption of a good perfor-
mance on video searching task. The SURF outperforms the other methods by its
almost similar performance to SIFT but with much lower computational cost. It is
convenient to apply the SURF method in real-time applications.
The designed adaptable method was realized and experimentally evaluated. The
experimental results proved that the adaptable method mostly outperforms the
static approach when used in video searching task. The methods were compared
using transformed video data with various levels of distortion.
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Chapter 6
Time-Shift Detection: an Example
Application
An example application of the on-line video processing can be the detection of the
time-shift between two video streams. Having a reference and a query video streams,
the goal is to realize the video synchronization algorithm being able to detect and
validate the time offset between them. The introduced algorithm is designed to
operate on on-line data in real-time using the flowing window concept.
The procedure of detecting the time-shift between two video streams translates
both, the incoming reference frames and query frames into image signatures using the
visual codebook, where the reference block represents the video stream history. The
query frame is then compared to each frame in the reference block. The comparison
results are accumulated and weighted by some weighting function. The best value in
the accumulator is then taken as the preliminary time shift result. These preliminary
results are used to compute the distribution of this time shifts sub-results. The final
decision of the resulting time shift is taken from the distribution with the highest
probability. The scheme of the procedure is in Fig. 6.1.
Let DRt be the the reference block of size NR in time t, di be the frames from
the reference block and qt be the query frame int time t. The similarities between
the query frame qt and the frames from the reference block di in time t can be used
to express the similarity score (Eq. 3.15) of the time-shift i as defined in Eq. 6.1.
s(t, i) = sim(qt,di); i ∈ {1, . . . , NR} (6.1)
The results of the function s(t, i) in time t are similarity scores of time offsets i in
interval 1 to NR based on distances between the t
th query image and all images from
reference block DRt .
Given the similarity score in time t, the decision function D(t) is defined as the
combination of decision functions R(t) (see Eq. 6.2). Both decision functions results
in time offset value.
D(t) = D(R(t), R(t− 1), . . . , R(t−∞)) (6.2)
The R(t) is the window decision function working on time interval {t, . . . , t − N}
and is defined for the similarity score sim(t, i).
R(t) = R(s(t, i)) (6.3)
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Figure 6.1: Time-shift detection algorithm overview.
The R(t) function is designed as the window decision function R(t) that makes
an early fusion of similarity scores in time t and then results with the offset with the
highest fused similarity score. The function O(t, i) represents the fusion as the con-
volution of the similarity score with the weighting function (Eq. 6.4). The weighting
function w combines the similarity scores in the {t, . . . , t−N} time interval.
O(t, i) = w(t)⊗ s(t, i) (6.4)
where ⊗ is the convolution operation and w is the weighting function.
Two weighting functions applied in the system - the averaging function (Eq. 6.5)





wexp(t) = 1− logN t (6.6)
The averaging function computes the similarity scores for the particular time offset
i as the average over the all previous similarity scores. The exponential function
down-weights the older results simulating the forgetting the old reference frames.
The window decision function R(t) is then based on the function shift(t) (Eq. 6.7)
computing the time shift as the highest value of the function O(t, i).
R(t) = shift(t) = arg max
i
O(t, i) (6.7)
The final decision function D(t) is defined as the procedure computing the his-
togram of results of the shift(t) function. The best histogram bin is the final decision
of detected time shift.
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Along with the detected time shift, the confidence level of the decision is com-
puted. The confidence level represents the certainty of given statements about the
detected time offset and is used as the main indicator of quality of the method.






where h is the ordered list of histogram values.
The confidence level is quite necessary indicator as the algorithm results in each
time t with some time shift. When the confidence level is low, the detected time
shift is likely to be wrong.
Results
The time-shift detection algorithm is tested on tv.bbc video collection. This dataset
contains challenging content structure such as still frames, repeated similar, but not
the same sequences, visual disruptions, etc.
The most crucial for the performance, when detecting the time shift between two
similar video streams based on image content analysis, is the content itself. When
the image entropy is low or constant over the time, it is not possible to neither detect
any features and their changes nor synchronize the video streams. The example of
such data are the beginning frames in tv.bbc video collection as they contain only
the configuration color stripes. This initial frame last cca 20-40 seconds.
Each experiment run is done on all video files from tv.bbc video collection and
the confidence levels (Eq. 6.8) from all files are averaged. To obtain comparable
results from all videos, the confidence level is measured not until some data appears
in the video. The experiments utilizes the codebook size 104, with knn = 5 and
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Figure 6.2: Weighting functions comparison for time-shift detection (top - without
distortion, bottom - resize to 90%).
All experiments use the visual codebook built on different dataset than the test-
ing one. It simulates the real situation of on-line video processing, where the system
might work on different data then was trained to. The used visual codebook is built
on the Kentucky dataset.
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The experiment results are presented using graphs where y-axis is a confidence
level of detected time-shift and x-axis is the number of frames from the beginning
of the video sequence. The graph line descriptions use abbreviations such that d25
and d250 mean delays in frames. As the experiments uses all frames in video, the
25, resp. 250 frames represents the 1, resp. 10 seconds of the video content.
The first experiments were focused on the comparison of two weighting functions
(Eq. 6.5 and Eq. 6.6) used in time shift detection. When undistorted data was used
for the test, no significant difference appears. The tests with resized query video to
90% of the original size revealed that in both cases, when query video is delayed by
25 frames and also by 250 frames, the exponential weighting function outperforms
the averaging function. The exponential weighting function is than used in the
following experiments.
The robustness to partial occlusion of the video frames is tested using overlaid
banner. The graph on Fig. 6.3 (left) shows that the precision of the detector is
not much affected by partial occlusion; at least up to 25 frames delay. The zero
confidence level at the beginning of the delayed video by 250 frames means that the
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Figure 6.3: Partial occlusion by a banner (left) and Added noise of different lev-
els(right).
The robustness to the noise was tested with the noise level in between 0%-30%.
The Fig. 6.3 (right) shows how the detector precision decreases with increasing level
of noise. This is probably caused by the image feature description method that
computes distorted descriptors. Such descriptors are wrongly translated and the
constructed image signature cannot be properly matched to fine one.
The experiments with blurring proves the expected properties about the used
feature extractor. The SURF features are sensitive to blobs so their repeatability
decreases very slowly with increasing amount of blur. Because the system properties
directly depend on the robustness of the feature detector, the algorithm performance
is only slightly affected by smooth level (see Fig. 6.4 (left)).
The robustness to the changes in image scale is tested using three down-scaling
transformations - to 90%, 80% and 70% of the original size (see Fig. 6.4 (right)).
The unexpected behavior of the performance when loosing the performance for 90%
and then keeping it almost similar for 80% and 70% re-scale, may be caused by the
introduced blur when artificially down-scaling the images. The blur is introduced
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Figure 6.4: Gaussian blur applied with various σ (left) and uniform rescale trans-
formation (right).
The example application for detection of the time shift between two delayed
video samples was designed and realized using the flowing window concept. The
fundamental operation of the application is the searching for the query frame in
the reference buffer what is particularly the case for what the adaptable method
was designed for. The example application demonstrates the usability of my novel
method in real-time on-line video processing task.
78 6. Time-Shift Detection: an Example Application
Chapter 7
Conclusions
In this work, I introduce the new adaptable method for on-line video searching in
real-time based on visual codebook. The new method addresses the high computa-
tional efficiency and retrieval performance when used on on-line data.
My novel adaptable method is based on the newly introduced flowing window
concept that defines the ways of selection of data, both for system adaptation and
for processing itself (Sec. 4.1). Together with the concept, the computational cost
functions are defined to find the best configuration when applying the concept to
some new method. The analytical analysis of the proposed adaptable procedures
demonstrate the usage of this mathematical background.
The adaptable method originates in procedures utilized by static visual code-
book techniques. These standard procedures are modified to be able to adapt to
changing data. The procedures that improve the new method adaptability are: dy-
namic inverse document frequency (Sec. 4.3), adaptable visual codebook (Sec. 4.5)
and flowing inverted index (Sec. 4.4). The developed adaptable method was ex-
perimentally evaluated and the presented results show how the adaptable method
outperforms the static approaches when evaluating on the video searching tasks
(Sec. 5.8 and Sec. 5.8).
During the realization of the goal of this work, the framework for evaluation
of video processing methods was designed and implemented. The evaluation is
based on the Image Retrieval Ratio metric (Sec. 5.2.2). The video collection used in
the experiments originates form the TRECVID workshop (Sec. 5.1). The method
was evaluated on video collection with various challenging image distortions and
conditions. The preliminary results of the introduced method were successfully used
in recent years in the TRECVID evaluations.
The work studies the selected state-of-the-art methods for image description
and visual codebook construction and their potentials for the real-time approach.
The experimental analysis of the selected methods are realized on the designed
and implemented image retrieval framework. The evaluation is based on the mean
Average Precision metric often used in image retrieval systems. The experiment
were executed and evaluated on annotated image collection from Kentucky university
(Sec. 5.1).
My adaptable method introduces general approaches that can be used also for
other video processing tasks than video searching. Applying the results of this work
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also on other video processing tasks is one the goal of future work. Also some new
promising image feature extraction methods may be experimentally evaluated with
the flowing window concept.
The practical application of the adaptable method is particularly in the video
processing systems where significant changes of the data domain, unknown in ad-
vance, is expected. The method is applicable in embedded systems monitoring and
analyzing the broadcasted TV on-line signals in real-time.
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