L^p-tauberian theorems and L^p-rates for energy decay by Batty, Charles et al.
ar
X
iv
:1
40
3.
60
84
v2
  [
ma
th.
FA
]  
2 F
eb
 20
16
Lp-TAUBERIAN THEOREMS AND Lp-RATES FOR
ENERGY DECAY
CHARLES J.K. BATTY, ALEXANDER BORICHEV, AND YURI TOMILOV
Abstract. We prove Lp-analogues of the classical tauberian theorem
of Ingham and Karamata, and its variations giving rates of decay. These
results are applied to derive Lp-decay of operator families arising in the
study of the decay of energy for damped wave equations and local energy
for wave equations in exterior domains. By constructing some examples
of critical behaviour we show that the Lp-rates of decay obtained in this
way are best possible under our assumptions.
1. Introduction
One of the basic results in tauberian theory is a theorem due to Ingham
[23] and Karamata [24]. It has been used for elementary proofs of the prime
number theorem, it has been a precursor for a number of famous results in
function theory and operator theory such as theorems of Katznelson-Tzafriri
type, and it still provides a link between many different applications of these
theories. The result has found its way into many books and papers and has
become a classic of modern tauberian theory; for a detailed discussion, see
[28].
One version of the theorem of Ingham and Karamata reads as follows [5,
Theorem 4.4.1], [28, Theorem III.7.1].
Theorem 1.1. Let X be a Banach space and let f ∈ L∞(R+,X) be such
that the Laplace transform f̂ admits an analytic extension to each point of
iR. Then the improper integral
∫∞
0 f(s) ds exists and equals f̂(0).
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Theorem 1.1 can be equipped with rates as the next result shows. For a
continuous increasing function M : R+ → [2,∞), define
Mlog(s) :=M(s)[log(1 +M(s)) + log(1 + s)],(1.1)
ΩM :=
{
λ ∈ C : Reλ > − 1
M(| Imλ|)
}
.(1.2)
The function Mlog is continuous, strictly increasing, with lim
s→∞Mlog(s) =∞,
so it has an inverse function M−1log defined on [a,∞) for some a > 0. The
following was established in [9] (see [5, Theorem 4.4.6]).
Theorem 1.2. Let f ∈ L∞(R+,X), and assume that f̂ extends analytically
to ΩM and the extension satisfies
(1.3) ‖f̂(λ)‖ ≤M(| Im λ|), λ ∈ ΩM .
Let Mlog be defined as above, and c ∈ (0, 1). Then there exist positive num-
bers C and t0, depending only on ‖f‖∞, M and c, such that
(1.4)
∥∥∥f̂(0) − ∫ t
0
f(s) ds
∥∥∥ ≤ C
M−1log (ct)
, t ≥ t0.
There are versions of the Ingham–Karamata theorem allowing for a “small”
set of singularities of f̂ on the imaginary axis [4]. The following is the simple
case (for example, see [5, Theorem 4.4.8]).
Theorem 1.3. Let f ∈ L∞(R+,X) be such that f̂ extends analytically to
iR \ {ia}, for some a ∈ R \ {0}. If
sup
t≥0
∥∥∥∫ t
0
e−iasf(s) ds
∥∥∥ <∞,
then
(1.5) lim
t→∞
∫ t
0
f(s) ds = f̂(0).
Tauberian theorems for functions are closely related to the study of asymp-
totics of operator semigroups. In fact, the tauberian theory, especially con-
tour integral methods, laid the ground for various methods in stability theory
of operator semigroups. Recently, the Ingham–Karamata theorem and the
Korevaar–Neumann technique around it gave an impetus to the study of
tauberian theorems with rates and their applications to partial differential
equations (PDEs). They have been applied successfully to obtain rates of
decay of classical solutions of abstract Cauchy problems (1.6). For recent
applications of abstract results to the study of decay of solutions to PDEs,
see, for example, the relevant references in [8]. In particular, energy decay
for damped wave and wave equations was treated by resolvent methods in
[3], [7], [14], [15], [19], [21], [32], [33], and [34].
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To put tauberian theorems into the abstract framework of operator semi-
groups, let us consider the abstract Cauchy problem
(1.6)
{
u˙(t) = Au(t), t ≥ 0,
u(0) = x, x ∈ X,
where A is the generator of a C0-semigroup (T (t))t≥0 on a Banach space X.
Since many PDEs arising from concrete models can be written in this form,
the Cauchy problem (1.6) is a classical subject of functional analysis having
numerous applications to partial differential equations.
Since the resolvent of the generator is often easier to compute than the
semigroup, it is efficient to use the resolvent and its fine behaviour in the
right half-plane to study the asymptotic behaviour of solutions to (1.6) with
particular regard to various kinds of stability in situations which arise from
PDEs. A number of resolvent criteria for asymptotic and exponential sta-
bility are known in this context (see [5, Chapter 5], [17] and [36]).
In particular, starting from [32] such methods have proved to be successful
in dealing with the damped wave equation
utt + a(x)ut −∆u = 0 in R+ ×M,
u = 0 in R+ × ∂M,
u(0, ·) = u0 in M,
ut(0, ·) = u1 in M.
(1.7)
Here M is a smooth, compact, connected Riemannian manifold, ∆ is the
Laplace–Beltrami operator on M, and a ∈ C∞(M), a ≥ 0. The energy
E(u, t) of the solution u to the problem (1.7) is defined by
E(u, t) =
1
2
(
‖∇u(t)‖2L2(M) + ‖ut(t)‖2L2(M)
)
.
If a is strictly positive on an open subset of M, then E(u, t) decays to zero
as t→∞. One of the primary tasks in the study of (1.7) is to quantify the
rate of energy decay, that is to determine r(t) such that
(1.8) E(u, t) ≤ r(t)2E(u, 0)
for all big enough t and for all initial values u0, u1 from appropriate spaces.
Let us assume, for definiteness, that ∂M 6= ∅. Then the wave equation
can be rewritten as a first order Cauchy problem (1.6) in the Hilbert space
X := H10 (M)× L2(M) with A given by
(1.9) A :=
(
O I
∆ −a
)
on the domain
(1.10) D(A) = (H2(M) ∩H10 (M))×H10 (M).
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The operator A is invertible, and it generates a non-analytic contraction
semigroup (T (t))t≥0 such that
c‖T (t)x‖2X ≤ E(u, t) ≤ C‖T (t)x‖2X
where x = (u0, u1) and c, C are positive constants. Thus any estimate of the
rate of decay for the semigroup is an estimate for the decay of the energy
of the system. More specifically, let r : [2,∞) → (0,∞) be a continuous
decreasing function. Then, following (1.8), we will say that the equation
(1.7) is stable at rate r(t) if E(u, t)1/2 ≤ Cr(t)‖A(u0, u1)‖ for all (u0, u1) ∈
D(A), in other words if ‖T (t)A−1‖ ≤ Cr(t).
Moreover, an extensive line of research stemming from classical works
by Lax, Phillips, Melrose, Morawetz, Sjostrand, Strauss and many others
concerns the local energy decay of solutions to wave equations in exterior
domains. This situation arises when a ≡ 0 in (1.7) andM = Rn\K, whereK
is a bounded domain with smooth boundary called an obstacle. In abstract
terms, one is led to the study of the norm decay of operator families
(1.11) UT1,T2(t) := T1U(t)T2,
where T1 and T2 are the operators of multiplication by cut-off functions, and
(U(t))t∈R is the unitary group on X generated by the operator matrix
G :=
(
O I
∆ O
)
with D(G) = D(A). From the enormous number of papers on local energy
decay we just mention the pioneering work [14], and [10] and [19], as samples
where resolvent and Laplace transform techniques led to efficient estimates
for the decay of UT1,T2 . A good historical account of the decay of local energy
can be found in [14] and [19].
To establish one of the links between tauberian and semigroup theories,
note that if (T (t))t≥0 is a bounded C0-semigroup on a Banach space X with
invertible generator A, then setting f(t) = T (t)x for t ≥ 0, we infer that f̂
has a holomorphic extension at 0 and for any regular point µ of A,
T (t)R(µ,A)x = R(µ,A)x+AR(µ,A)
∫ t
0
f(s) ds
= AR(µ,A)
(∫ t
0
f(s) ds− f̂(0)
)
.
Moreover, by the resolvent equation, the rate of decay of T (t)R(µ,A) is in-
dependent of µ up to a multiplicative constant. Thus a tauberian theorem
for functions such as Theorem 1.1 or 1.2 above yields a corresponding state-
ment for the decay of classical solutions (and related operator families) of
the abstract Cauchy problem (1.6). In particular, the following result can
be obtained in this way (see [5, Theorem 4.4.14]).
Theorem 1.4. Let A be the generator of a bounded C0-semigroup (T (t))t≥0
on a Banach space X, and let µ ∈ ρ(A). Then the following are equivalent:
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(i) σ(A) ∩ iR is empty,
(ii) limt→∞ ‖T (t)R(µ,A)‖ = 0.
Moreover, if (i) holds,
M(s) := sup{‖(ir +A)−1‖ : |r| ≤ s}, s ≥ 0,
the function Mlog is defined by (1.1), and M
−1 is any right inverse for M ,
then there exist positive constants C,C ′, c, c′ such that
(1.12)
c′
M−1(C ′t)
≤ ‖T (t)A−1‖ ≤ C
M−1log (ct)
for all sufficiently large t.
A natural and important question is whether the upper bound in (1.12)
can be improved to match the lower bound. This is indeed possible in some
cases, where M and X are particularly tractable, as the following result
from [11] shows.
Theorem 1.5. Let (T (t))t≥0 be a bounded C0-semigroup on a Hilbert space
X, with generator A. Assume that σ(A)∩ iR is empty, and fix α > 0. Then
the following statements are equivalent:
(i) ‖R(is,A)‖ = O(|s|α), |s| → ∞.
(ii) ‖T (t)A−1‖ = O(t−1/α), t→∞.
Theorem 1.5 has been shown to be very useful in a variety of different
contexts. Since our presentation concentrates mainly on the equations of
wave type, we restrict ourselves to mentioning the recent papers [3], [16] and
[31]. More general, and optimal or close to optimal, versions of Theorem 1.5
with the bound |s|α in (i) replaced by a bound of the form |s|αℓ(|s|), where
ℓ is a slowly varying function, (for example, the bounds |s|α(log |s|)±β) were
obtained recently in [8].
However, it was shown in [11] that the estimates in (1.12) are sharp for
polynomial rates on Banach spaces, and the logarithmic gap between Mlog
and M is unavoidable in that case. Moreover, for some M , for example
M(s) = (1+log |s|)α where 0 < α < 1, an estimate of the form ‖T (t)A−1‖ ≤
C/M−1(ct) cannot hold even on Hilbert spaces (see [8, Proposition 5.1]).
The Ingham–Karamata theorem and its variants in the literature, and
their operator counterparts, concern bounded functions and bounded oper-
ator semigroups. The aim of the present paper is to provide similar theorems
in the framework of Lp-spaces, with the case p = ∞ reproducing the ear-
lier results. Such results have not been available in the literature so far.
We show that our theorems are best possible, at least in several important
cases. Apart from the contribution to tauberian theory, the paper gives
several applications of its function-theoretic framework to operator models
of PDEs in general and to damped wave equations in particular. While the
consequences of this approach for asymptotics of operator semigroups are
rather trivial, this nevertheless leads to new results on asymptotic behaviour
6 CHARLES J.K. BATTY, ALEXANDER BORICHEV, AND YURI TOMILOV
of the cut-off operator families defined in (1.11), and thus on decay of local
energy for wave and similar equations. There are many results on decay of
local energy in both abstract and concrete settings. However, our approach
to measuring the size of local energy in the Lp-sense seems to be new, and
we are not aware of any papers in that direction. This approach leads also
to new information on energy decay for the damped wave equation as well,
see Theorem 6.3 and Example 6.4.
In particular, our new point of view provides the following Lp-version of
Theorem 1.2 (see Theorem 4.1).
Theorem 1.6. Let f ∈ Lp(R+,X), where 1 ≤ p ≤ ∞, and assume that f̂
extends analytically to ΩM and satisfies
(1.13) ‖f̂(λ)‖ ≤M(| Im λ|), λ ∈ ΩM .
Then there exists c > 0, depending only on p, such that the function
t 7→M−1log (ct)
(
f̂(0)−
∫ t
0
f(s) ds
)
belongs to Lp(R+,X).
Theorem 1.6 remains true when (1.13) is weakened somewhat (see Theo-
rem 4.1).
The paper is organised as follows. In Section 2 we set up our notation
and terminology and prove several auxiliary estimates for the function Mlog
(given by (1.1)) which will frequently be used in the sequel. The Lp-version
of the Ingham–Karamata tauberian theorem is presented in Section 3. In
Section 4, we prove a weighted Lp-version of the Ingham–Karamata theorem,
Theorem 4.1, with the weight determined in terms of growth bounds on
Laplace transforms in appropriate regions. In Theorem 4.2 we give an Lp-
version of Theorem 1.3 in a quantified form, which is a new feature even
for p =∞. Section 5 provides an auxiliary function-theoretical construction
showing that Theorem 4.1 is sharp, at least for polynomial and logarithmic
rates. In Proposition 5.2, we construct certain complex measures with a
good control of their Laplace transforms and of related functions, while in
Theorem 5.1, we use the Laplace transforms of these measures as building
blocks to give an explicit example illustrating optimality of Theorem 4.1.
Operator-theoretical applications of our Lp tauberian theorems to orbits of
C0-semigroups and cut-off semigroups as in (1.11) are contained in Section 6.
In this section, we prove two abstract theorems 6.1 and 6.3. Moreover,
as a consequence of Theorem 6.3, we obtain a new result, Corollary 6.5,
on the asymptotics of solutions to damped wave equations on manifolds.
Theorems 7.1 and 7.2 given in Section 7 show that our abstract results are
optimal as well.
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2. Preliminaries
Throughout this paper, X will be a complex Banach space, and sometimes
it will be a Hilbert space. We let L(X) denote the space of all bounded linear
operators on Banach space X, and the identity operator will be denoted by
I. If A is an (unbounded) linear operator on X, we denote the domain of
A by D(A), the spectrum of A by σ(A), the resolvent set by ρ(A), and the
resolvent of A by R(λ,A) := (λ−A)−1.
We shall write C+ := {λ ∈ C : Reλ > 0}, C+ := {λ ∈ C : Imλ > 0},
C− := {λ ∈ C : Reλ < 0}, R+ := [0,∞), and R− := (−∞, 0]. The
characteristic function of a set E ⊂ C will be denoted by χE. We shall use
C and c to denote (strictly) positive constants, whose values may change
from place to place.
We shall consider many functions f defined on R+ with values in (0,∞),
C or a Banach space X. The Laplace transform of a measurable Laplace
transformable function f will be denoted by f̂ . Then f̂ is holomorphic on a
right half-plane (usually C+ in this paper). We shall use the same notation f̂
for any holomorphic extension to a larger connected open set. For functions
f, g with values in (0,∞), the notation f ≍ g means that cg ≤ f ≤ Cg for
some positive c, C, while f ∼ g means that limt→∞ f(t)/g(t) = 1.
We shall use certain weighted Lp-spaces on R+. Let w : R+ → (0,∞)
be a measurable function. For a function g : R+ → X, we shall write that
g ∈ Lp(R+, w,X) to mean that g · w ∈ Lp(R+,X). We shall write
‖g‖Lp(R+,w,X) = ‖g · w‖Lp(R+,X).
Our weights w will always be increasing functions, so we may refer to such a
statement as saying that 1/w is an Lp-rate of decay for g. The precise form
of w on any interval [0, a] is unimportant in such statements.
Throughout this paper as in the Introduction, we shall let M be a con-
tinuous increasing function from R+ to [2,∞), and Mlog and ΩM will be
defined by (1.1) and (1.2). Thus Mlog is continuous and strictly increasing
on R+, with an inverse function M
−1
log defined on [Mlog(0),∞). Since we are
interested only in long-time asymptotic behaviour, the values of M on any
interval [0, s0] will be unimportant.
The conclusion of Theorem 1.2 establishes that w is an L∞-rate of decay
for g, where
g(t) = f̂(0)−
∫ t
0
f(s) ds, w(t) =M−1log (ct).
Here the weight w is not defined on an interval of the form [0, t0]. This is
unimportant for the discussion of Lp-rates, but for definiteness we define a
weight wM,log on R+ by
wM,log(t) =
{
M−1log (t) t ≥Mlog(1),
1 0 ≤ t ≤Mlog(1).
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In Theorem 1.2 and in the main results of this paper, the Lp-rates of decay
correspond to weights of the form w(t) = wM,log(kt) where k is a con-
stant depending on certain parameters. For many functions M , one has
wM,log(kt) ≍ wM,log(t), so such rates of decay are independent of k.
Now we establish a few properties of the functions Mlog and wM,log. We
write R(t) = wM,log(t). Then, for t ≥Mlog(1),
t =Mlog(R(t)) =M(R(t))
(
log(1 +R(t)) + log
(
1 +M(R(t))
))
≥M(R(t)) log (1 +M(R(t))).
Since the inverse of s 7→ s log(1 + s) is asymptotically equivalent to t 7→
t(log t)−1 as t→∞, it follows that
(2.1) M(R(t)) ≤ Ct
log t
for all sufficiently large t, and then for all t ≥ 2. If M(s) ≥ κsα for some
κ, α > 0, we also have
t ≤ CM(R(t)) log (1 +M(R(t)))
and then
(2.2) M(R(t)) ≥ ct
log t
for all sufficiently large t, and then for all t ≥ 2.
The estimate (2.2) may fail if M grows slowly, for example if M(s) =
log(2 + s). However there is an alternative estimate. Let α > 0 and take ε
with 0 < ε < min(α, 1). For all sufficiently large t,
R(t)αM(R(t)) ≥ R(t)α−1[R(t)M(R(t)) log (R(t)M(R(t)))]1−ε
≥ cR(t)α−εt1−ε ≥ ct1−ε.
It follows that
(2.3)
∫ ∞
0
R(t)−αM(R(t))−β dt <∞
if α > 0, β > 1.
3. The Ingham–Karamata theorem in the Lp-setting
First we need a very simple auxiliary estimate.
Lemma 3.1. One has
(3.1)
∫ pi/2
−pi/2
e−t cos θ cos θ dθ ≤ C
1 + t2
, t ≥ 0.
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Proof. It suffices to note that∫ pi/2
−pi/2
e−t cos θ cos θ dθ = 2
∫ pi/2
0
e−t sin θ sin θ dθ
≤ 2
∫ pi/2
0
e−2tθ/piθ dθ <
π2
2t2
.

For s ∈ R and y > 0, let Py(s) = ypi(s2+y2) be the Poisson kernel for the
upper half-plane. For f ∈ Lp(R) where 1 ≤ p ≤ ∞, the Poisson integral is
defined by
(Py ∗ f)(x) = 1
π
∫
R
y
s2 + y2
f(x+ s) ds.
Recall that ‖Py ∗ f‖Lp ≤ ‖f‖Lp for every y > 0 [27, Section VI.B].
The following statement is our Lp-version of the Ingham–Karamata The-
orem 1.1.
Theorem 3.2. Let f ∈ Lp(R+,X), where 1 ≤ p ≤ ∞. Assume that f̂
admits an analytic extension to a neighbourhood of 0 in C, and let
g(t) = f̂(0) −
∫ t
0
f(s) ds.
Then g ∈ Lp(R+,X). If p < ∞, then g ∈ C0(R+,X) and g ∈ Lr(R+,X)
whenever p ≤ r ≤ ∞.
Proof. Without loss of generality we can assume that f̂(0) = 0. Otherwise,
we may consider f − χ[0,1]f̂(0) instead of f . By assumption f̂ extends
analytically to a simply connected domain Ω ⊃ C+ ∪ {0}. Take any integer
n ≥ 2, and R > 0 such that [−iR, iR] ⊂ Ω. By the Cauchy integral formula,
we have
(3.2) g(t) =
1
2πi
∫
γ
(
1 +
z2
R2
)n(
f̂(z)−
∫ t
0
e−zsf(s) ds
)
ezt
dz
z
, t ≥ 0,
for any contour γ ⊂ Ω around 0. By deforming the contour to include
a semi-circle of radius R in C+ and then using the fact that the function
z 7→ ∫ t0 e−zsf(s) ds is entire and the function z 7→ f̂(z)/z is analytic on
[−iR, iR], we infer that
(3.3) 2π‖g(t)‖ ≤
∥∥∥∫
γ1
(
1 +
z2
R2
)n(
f̂(z)−
∫ t
0
e−zsf(s) ds
)
ezt
dz
z
∥∥∥
+
∥∥∥∫
γ2
(
1 +
z2
R2
)n(∫ t
0
e−zsf(s) ds
)
ezt
dz
z
∥∥∥+ ∥∥∥∫
I
(
1 +
z2
R2
)n
f̂(z)ezt
dz
z
∥∥∥
=: J1(t) + J2(t) + J3(t),
where γ1 = RT ∩ C+, γ2 = RT ∩ C−, and I = [−iR, iR].
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We estimate each of J1(t), J2(t) and J3(t) separately. To estimate J1(t)
we observe that for z = Reiθ,∣∣∣∣1 + z2R2
∣∣∣∣ = 2| cos θ|.
Hence by (3.1),
J1(t) ≤ C
∫ pi/2
−pi/2
(∫ ∞
0
e−Rs cos θ‖f(s+ t)‖ ds
)
cos θ dθ(3.4)
≤ C
∫ ∞
0
‖f(s+ t)‖
R2s2 + 1
ds
≤ C
R
(
P1/R ∗ h
)
(t),
where
h(s) =
{
‖f(s)‖, s ≥ 0,
0, s < 0.
Thus,
(3.5) ‖J1‖Lp ≤ C
R
‖f‖Lp .
We can estimate J2(t) in a similar way:
J2(t) ≤ C
∫ pi/2
−pi/2
(∫ t
0
e−Rs cos θ‖f(t− s)‖ ds
)
cos θ dθ(3.6)
≤ C
∫ t
0
‖f(t− s)‖
R2s2 + 1
ds
≤ C
R
(
P1/R ∗ h
)
(t),
so that
(3.7) ‖J2‖Lp ≤ C
R
‖f‖Lp .
Finally, integrating by parts twice and using that 1 + z2/R2 vanishes at
−iR and at iR, we obtain that
(3.8) J3(t) =
∥∥∥ 1
t2
∫ R
−R
ϕ′′(s)eist ds
∥∥∥ ≤ CR,f
t2
,
where ϕ(s) = (1 − s2/R2)nf̂(is)/s. Since J3 is bounded on (0, 1), the in-
equalities (3.5), (3.7) and (3.8) imply that g ∈ Lp(R+,X).
If 1 < p < ∞, then g is Ho¨lder continuous of exponent 1 − p−1 and in
particular g is uniformly continuous. Since g ∈ Lp(R+,X), it follows that
g ∈ C0(R+,X). If p = 1, then limt→∞ g(t) exists. Since g ∈ L1(R+,X) it
follows that the value of the limit is 0. In each case g is a bounded function
in Lp(R+,X), so it is also in L
r(R+,X) when p ≤ r ≤ ∞. 
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When p = ∞, we cannot conclude that g ∈ C0(R+,X) in Theorem 3.2
(for example, let f(t) = eit, so f̂(λ) = (λ − i)−1 and g(t) = ieit). In this
case one needs further assumptions to conclude that g ∈ C0(R+,X). See
Theorem 1.3 and [4] for results of this type.
4. Lp-tauberian theorems with rates
In this section we give a quantified version of Theorem 3.2. Under the
assumptions of that result, the value of R in the proof is confined to a small
range. If f̂ extends analytically across the whole of iR, then R can be chosen
to be arbitrarily large and to depend on t. Under additional assumptions on
the domain Ω, where f̂ extends analytically, and on the growth of f̂ in Ω, we
show that g(t) := f̂(0) − ∫ t0 f(s) ds belongs to a certain weighted Lp-space
with a weight w determined in terms of the shape of Ω and the bound for f̂
in Ω.
When p = ∞, the appropriate quantified version of Theorem 3.2 is The-
orem 1.2. The condition (1.3) involves the function M to measure both the
shape of the region ΩM to which f̂ can be extended and as a bound for the
resolvent. However these two factors do not always play an equal role, and
the shape has more effect when M grows slowly. Examination of the proof
of Theorem 1.2 in [9] or [5, Theorem 4.4.6] shows that (1.3) can be replaced
by
‖f̂(λ)‖ ≤ K(1 + | Imλ|)Mlog(| Imλ|), λ ∈ ΩM .
Here K can be any constant, and the constant C in (1.4) may depend on K.
This condition is certainly satisfied if f̂ grows slower than linearly, so the
rate in (1.4) is independent of the rate of growth so long as it is sublinear
and the region is fixed.
Now assume that
‖f̂(λ)‖ ≤M2(| Im λ|), λ ∈ ΩM1 ,
whereM1(s) = K1(1+s)
α for some K1 and α > 0, andM2 is any increasing
continuous function. Then for any ε > 0, there exists Cε > 0 such that
‖f̂(λ)‖ ≤ Cε(M2(1 + | Imλ|))ε(1 + | Imλ|)α, λ ∈ ΩCεM1 .
This is proved in [11, Lemma 3.4] in the case when M2(s) = K2(1+ s)
β and
the general proof is almost the same. Instead of applying Theorem 1.2 with
M(s) = max(M1(s),M2(s)) one can apply it with
M(s) = C ′ε(M2(1 + s))
ε(1 + s)α,
where C ′ε grows polynomially as ε→ 0+. IfM2(s) = K2(1+s)β where β > α
this improves the estimate (1.4) for g(t) := f̂(0) − ∫ t0 f(s) ds from ‖g(t)‖ =
O(t−1/β) to ‖g(t)‖ = o(t−γ) for each γ < 1/α. If M2 grows exponentially, it
improves the estimate from ‖g(t)‖ = O((log t)−1) to ‖g(t)‖ = o((log t)−1).
On the other hand, when f(λ) is the resolvent R(λ,A) of the generator
A of a bounded C0-semigroup, it is rather straightforward that it suffices
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that (1.3) holds for λ ∈ iR. Indeed, if ‖R(is,A)‖ ≤ M(|s|) for s ∈ R,
then the Neumann series expansion shows that, for any a > 1, the region
ΩaM is contained in the resolvent set of A and ‖R(λ,A)‖ ≤ aa−1M(| Im λ|)
for λ ∈ ΩaM . So in this case it is natural to describe the region and the
resolvent growth by the same function M , up to constant multiples. We
shall return to this situation in Section 6.
In general, in Theorems 4.1 and 4.2 below, one can assume that the re-
gion ΩM and the growth of f̂ in ΩM at infinity, or near a singularity, are
determined by two different functions M1 and M2 respectively (taking into
account the interplay between these two mentioned above). The approach
in this paper then estimates the rate of decay by a weight w which is con-
strained by M1 and M2. As indicated by Theorems 1.5 and 5.1, given that
M1 =M a natural weight is w = wM,log. In Theorems 4.1 and 4.2 below, we
give the most general form of M2 known to us that allows the conclusion for
the weight wM,log. In other situations where M2 has much faster or much
slower growth our methods could produce a different weight w. However
our results would become more technical and less transparent and, in this
paper, we do not see any gain in such generality.
Theorem 4.1 below extends Theorem 1.2 to include cases when 1 ≤ p <∞
and by allowing a slightly more general form of (1.3) in which M2 is allowed
to grow as fast as a polynomial function of M1 and s. In Theorem 4.2 we
give a quantified version of Theorem 1.3, which is new even for p = ∞, to
the best of our knowledge. In the next section we shall show that Theorem
4.1 is optimal in a strong sense which will be made precise.
To prove Theorem 4.1, we will need a few very basic facts on Carleson
measures, which can be found in [22], for example. Recall that, if f ∈ Lp(R),
Py ∗f is the Poisson integral of f , and σ is a Carleson measure on the upper
half-plane C+, then by the Carleson embedding theorem (see [22, Theorem
I.5.6]),
(4.1)
∫
C+
|(Py ∗ f)(z)|p dσ(z) ≤ Cp
∫
R
|f(s)|p ds, z = x+ iy.
An example of such a measure is given by σ(B) = l(B∩Γ) for Borel subsets
B of C+, where l is the Lebesgue length measure on a curve Γ = {t+ iγ(t) :
t ∈ [a,∞)}, satisfying
l(Γ(t, ε)) ≤ Cε, t ≥ a, ε > 0,
where Γ(t, ε) = {s+iγ(s) : |s−t| < ε}. Such curves are often called Carleson
curves, see [12]. Note that Γ is a Carleson curve if γ ∈ C1([a,∞)) and
|γ′(t)| ≤ C, t ∈ [a,∞), for some C > 0; or if γ is bounded and monotonic.
The proof will use some of the ingredients of Theorem 3.2, with the param-
eter R := R(t) now being chosen to depend on t. The Carleson embedding
(4.1) will be combined with (3.4) and (3.6) to estimate Lp-norms of J1 and
J2. However, in order to use (3.8) the growth of R(t) has to be slow, and
then the estimates for J1 and J2 become inefficient. Consequently the proof
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requires a more delicate choice of contour, and this follows the same lines as
[9] (see also [5, Theorem 4.4.14]).
Theorem 4.1. Let X be a Banach space, and let f ∈ Lp(R+,X) where
1 ≤ p ≤ ∞. Let M : R+ → [2,∞) be a continuous, increasing function such
that f̂ admits an analytic extension to ΩM and
(4.2) ‖f̂(z)‖ ≤ K(1 + | Im z|)αM(| Im z|)β , z ∈ ΩM ,
for some non-negative K, α and β. Let
g(t) = f̂(0) −
∫ t
0
f(s) ds.
Then
g ∈ Lp(R+, w,X) ∩ C0(R+,X),
where w(t) = wM,log(kt) for some k > 0 depending only on α, β and p.
Moreover there is a number C depending only on p,M,K,α, β, such that
(4.3) ‖g‖Lp(R+,w,X) ≤ C‖f‖p.
Proof. We shall present the proof for the case when p < ∞. The changes
required for p = ∞ are straightforward, and most of the proof in that case
is the same as in [9] and [5, Theorem 4.4.6].
Without loss of generality we assume that f̂ is continuous up to ∂Ω. This
can be arranged by replacing M by aM , where a > 1. For t > 0 we shall
use (3.2) for some n ∈ N to be chosen later, and
R = R(t) = wM,log(kt)
for some (small) positive number k to be chosen later.
Let γ1 = RT ∩ C+, γ2 = RT ∩ C−, γ3 = (±iR + R) ∩ Ω ∩ C−, γ4 = {z ∈
∂Ω : | Im z| < R}. We shall apply (3.2), and also (3.3) in an adjusted form
where the interval I = [−iR, iR] is replaced by γ3 ∪ γ4. Then
2π‖g(t)‖ ≤ J1(t) + J2(t) + I3(t) + I4(t),
where J1(t) and J2(t) are as in the proof of Theorem 3.2, and
Ij(t) =
∥∥∥∫
γj
(
1 +
z2
R2
)n
f̂(z)ezt
dz
z
∥∥∥, j = 3, 4.
Now, by (3.4) and (4.1),
(4.4)
∫ ∞
0
J1(t)
pwM,log(kt)
p dt ≤ c
∫ ∞
0
(P1/R(t) ∗ h)(t)p
R(t)p
wM,log(kt)
p dt
= c
∫ ∞
0
(P1/R(t) ∗ h)(t)p dt ≤ c
∫
R
h(t)p dt = c‖f‖pLp ,
where h = ‖f‖X on R+, h = 0 on R−. Here we have used (4.1) which
depends on Γ := {t + i/R(t) : t ≥ 0} being a Carleson curve, and that
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follows from monotonicity of R. Similarly, (3.6) leads to
(4.5)
∫ ∞
0
J2(t)
pwM,log(kt)
p dt ≤ C‖f‖pLp .
Furthermore,
(4.6) I3(t)
=
∥∥∥∫ 1/M(R(t))
0
(
1 +
(−s± iR(t))2
R(t)2
)n f̂(−s± iR(t))e(−s±iR(t))t
−s± iR(t) ds
∥∥∥
≤ C
∫ 1/M(R(t))
0
R(t)αM(R(t))βsn
R(t)n+1
ds ≤ C
R(t)n+1−αM(R(t))n+1−β
.
If n > α and n > β − 1 + 1/p we obtain from (2.3) that
(4.7)
∫ ∞
0
I3(t)
p wM,log(kt)
p dt
≤ C
∫ ∞
0
dt
M(R(t))(n+1−β)pR(t)(n−α)p
<∞.
Finally, for z ∈ γ4, z = −1/M(|s|) + is where |s| ≤ R(t), |f̂(z)| ≤
KR(t)αM(R(t))β , and∣∣ezt∣∣ = exp (−t/M(|s|)) ≤ exp (−t/M(R(t))) .
Moreover, |1 + z2/R(t)2| and |z−1| are bounded independently of t, and the
length of γ4 is at most 2 + 2R(t) ≤ 4R(t). Hence
(4.8) I4(t) ≤ 4KR(t)α+1M(R(t))β exp (−t/M(R(t))) .
For t ≥ k−1Mlog(1), we have Mlog(R(t)) = kt and
I4(t) ≤ 4KR(t)α+1M(R(t))β exp
(−k−1 log(R(t)M(R(t))))
= 4KR(t)−k
−1+α+1M(R(t))−k
−1+β.
It follows from (2.3) that
(4.9)
∫ ∞
0
I4(t)
p wM,log(kt)
p dt
≤ c+ c
∫ ∞
0
R(t)p
R(t)p(k−1−α−1)M(R(t))p(k−1−β)
dt <∞,
if k < (α+2)−1 and k < (β+1)−1. Given any such k, (4.4), (4.5), (4.7) and
(4.9) show that∫ ∞
0
‖g(t)‖pwM,log(kt)p dt
≤ c
∫ ∞
0
(J1(t) + J2(t) + I3(t) + I4(t))
pwM,log(kt)
p dt ≤ C <∞,
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for some C depending only on p,M,K, k, α, β and ‖f‖Lp . It follows that
g ∈ C0(R+,X) as in the proof of Theorem 3.2. 
Next we want to give a quantified version of Theorem 1.3 in the Lp-
setting. To the best our knowledge, Theorem 4.2 is new even in the case
when p =∞. Martinez [35] has given a quantified result in the L∞-setting,
but she estimates a rate of convergence in a limit which is different from
(1.5).
Let η ∈ R \ {0} and M : [0,∞) → [2,∞) be a continuous, increasing
function. We assume, without loss of generality, that M is constant on
[0, |η| + 1]. Define
M˜η(s) = max
(
M(|s|),M(|s− η|−1)) , s ∈ R, s 6= η,
=
{
M(|s|), |s− η| ≥ 1,
M(|s− η|−1), 0 < |s− η| ≤ 1,
Ω˜M,η =
{
z ∈ C : Im z 6= η,Re z > − 1
M˜η(Im z)
}
∪ {s+ iη : s > 0}.
Theorem 4.2. Let X be a Banach space, and f ∈ Lp(R+,X) where 1 ≤
p ≤ ∞. Let
F (t) =
∫ t
0
e−iηsf(s) ds.
Assume that F ∈ Lp(R+,X) and that f̂ admits an analytic extension to
Ω˜M,η satisfying the following for all z ∈ Ω˜M,η, and for some c and β ≥ 0:
(4.10) ‖f̂(z)‖ ≤
{
cM(| Im z|)β , | Im z − η| ≥ 1,
cM(| Im z − η|−1)β , 0 < | Im z − η| ≤ 1.
Let
g(t) = f̂(0) −
∫ t
0
f(s) ds.
(a) If M(s) ≥ κsα for some α > 1, κ > 0, then there exists k > 0 such that
g ∈ Lp(R+, w,X) where w(t) = wM,log(kt).
(b) If M(s) = max(c1, c2s) for some c1, c2 > 0 and w(t) = t
γ for some
γ ∈ (0, 1), then g ∈ Lp(R+, w,X).
Proof. The proof of this combines ideas from the proof of Theorem 4.1 above
with ideas from [4] (see [5, Theorem 4.4.8]). In place of (3.2), we use a
formula
g(t) =
7∑
j=1
Ij(t),
where
Ij(t) =
η2n
2πi(η2 − ε2)n
∫
γj
(
1 +
z2
R2
)n(
1 +
ε2
(z − iη)2
)n
gj(t)e
zt dz
z
.
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The values of n and k will be the same as in Theorem 4.1, depending only
on p. The positive parameters R and ε will be functions of t with ε = 1/R.
In addition, R(t) will be a continuous, increasing function of t, with R(t) ≥
2max(|η|, |η|−1). We shall specify R later.
Next we shall specify the contours γj and functions gj , for j = 1, . . . , 7
in turn, and in each case we shall either show that Ij · R ∈ Lp(R+,X) or
obtain pointwise estimates for Ij(t). We shall write Jj(t) = ‖Ij(t)‖ and
ft = fχ(0,t), so that f̂t is the entire function given by
f̂t(z) =
∫ t
0
e−zsf(s) ds, z ∈ C.
I1: We take γ1 = RT ∩ C+, and g1 = f̂ − f̂t. Since
(4.11)
∣∣∣∣1 + ε2(z − iη)2
∣∣∣∣ ≤ 2, |z| ≥ R,
J1(t) can be estimated in the same way as in (3.4) and we find that J1 ·R ∈
Lp(R+).
I2: We take γ2 = RT ∩ C−, and g2 = f̂t. Using (4.11), one can estimate
J2(t) as in (3.6) and obtain that J2 ·R ∈ Lp(R+).
I3: We take γ3 to consist of the two line-segments (±iR + R) ∩ Ω˜M,η ∩C−,
and g3 = f̂ . The inequality (4.11) holds on γ3, so one can estimate J3(t) as
in (4.6).
I4: We take γ4 =
{
z ∈ ∂Ω˜M,η : | Im z| < R, | Im z − η| > ε
}
, and g4 = f̂ .
Here ∣∣∣∣1 + ε2(z − iη)2
∣∣∣∣ ≤ 2,
so I4(t) can be estimated in the same way as (4.8).
I5: We take γ5 to consist of the two line-segments (iη± iε+R)∩ Ω˜M,η ∩C−,
and g5 = f̂ . Here z = −s+ i(η ± ε), where 0 < s < 1/M(R), and∣∣∣∣1 + ε2(z − iη)2
∣∣∣∣ = |1± 2iε/s|1 + (ε/s)2 ≤ 2sε = 2sR.
Since M(s) ≥ cs for large s, we obtain
J5(t) ≤ C
∫ 1/M(R)
0
snRnM(R)βe−st ds
≤ CM(R)βRn
∫ ∞
0
sne−st ds
≤ CM(R)
βRn
tn+1
.
Lp-TAUBERIAN THEOREMS AND Lp-RATES 17
I6: We take γ6 = {z ∈ C+ : |z−iη| = ε}, with g6 = f̂−f̂t. Here z = iη+εeiθ,
where −π/2 < θ < π/2, and
ezt(f̂(z) − f̂t(z)) = ezt
∫ ∞
t
e−εe
iθse−iηsf(s) ds
= −eiηtF (t) + ezt
∫ ∞
t
εeiθe−εe
iθsF (s) ds.
Hence ∥∥ezt(f̂(z)− f̂t(z))∥∥ ≤ ‖F (t)‖ + ε∫ ∞
t
e−ε(s−t) cos θ‖F (s)‖ ds.
Moreover, |1 + z2
R2
| ≤ 2 and |1 + ε2
(z−iη)2 | = 2cos θ and |z| ≥ |η|/2. It follows
that
J6(t) ≤ Cε‖F (t)‖ + C
∫ pi/2
−pi/2
cos θ
(
ε
∫ ∞
0
e−εs cos θ‖F (s + t)‖ ds
)
ε dθ
≤ Cε‖F (t)‖ + Cε2
∫ ∞
0
‖F (s + t)‖
1 + ε2s2
ds
≤ Cε‖F (t)‖ + Cε(P1/ε ∗H1)(t),
where H1 = ‖F‖ on R+, H1 = 0 on R−. Since H1 ∈ Lp(R), it follows that
J6/ε = J6 ·R ∈ Lp(R+).
I7: We take γ7 = {z ∈ C− : |z − iη| = ε}, with g7 = f̂t. The estimates are
similar to those for I6. Now we have z = iη + εe
iθ, where π/2 < θ < 3π/2,
and
eztf̂t(z) = e
iηtF (t) + ezt
∫ t
0
εeiθe−εe
iθsF (s) ds,∣∣∣eztf̂t(z)∣∣∣ ≤ ‖F (t)‖+ ε∫ t
0
e−ε(t−s)| cos θ|‖F (s)‖ ds,
J7(t) ≤ Cε‖F (t)‖+ Cε(P1/ε ∗H1)(t).
Again we obtain J7 · R ∈ Lp(R+).
It follows from the estimates above that g ∈ Lp(R+, R,X), provided that
R(t) is chosen in such a way that the following functions of t all belong to
Lp(a,∞) for some a ≥ 0 and some n ≥ 1:
(1) R(t)−(n+1)M(R(t))−(n+1−β),
(2) exp(−t/M(R(t))R(t)2M(R(t))β ,
(3) M(R(t))βR(t)n+1/tn+1.
In particular, let R(t) = max
(
wM,log(kt), 2|η|, 2|η|−1
)
. Then the first two
functions belong to Lp(R+), for all sufficiently large n ≥ 1 and all sufficiently
small k > 0, as seen in the proof of Theorem 4.1, specifically (4.7) and (4.9).
If M(s) ≥ κsα for some α > 1 and κ > 0, then R(t) ≤ Ctγ for some
γ < 1 and for large t. Using also (2.1), we may estimate the third function
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as follows:
M(R(t))βR(t)n+1
tn+1
≤ C
t(n+1)(1−γ)−β
so the third function is in Lp(2,∞) if n > (β + γ)(1− γ)−1. This completes
the proof of statement (a).
For the statement (b), we put R(t) = max
(
(1 + t)γ , 2|η|, 2|η|−1) where
γ ∈ (0, 1). In this case the three functions are easily estimated as follows,
for t sufficiently large:
(1) R(t)−(n+1)M(R(t))−(n+1−β) ≤ Ct−(2(n+1)−β)γ ,
(2) exp(−t/M(R(t)))R(t)2M(R(t))β ≤ C exp(−t1−γ)t(β+2)γ ,
(3) M(R(t))βR(t)n+1/tn+1 ≤ Ctγβ−(n+1)(1−γ).
Each of these functions is in Lp(2,∞) if n is large enough. This completes
the proof of statement (b). 
Remark 4.3. In the formulation of Theorem 4.2, the assumption (4.10) ap-
pears to be formally less general than the corresponding assumption (4.2) in
Theorem 4.1, as terms which are polynomial in Im z are not included. This
corresponds to the case α = 0 in (4.2). However in both cases (a) and (b)
of Theorem 4.2 we consider functions M which grow at least linearly. Then
such terms can be absorbed by changing the value of β, so the more general
case is covered by the theorem.
When the assumptions of Theorem 4.2 hold with M growing sublinearly,
for example M(s) = max(2, sα) for some α ∈ (0, 1), one might hope to
achieve the conclusion of the theorem with a weight w growing faster than
t. However the following example shows that the rate of decay given under
the weaker assumptions of Theorem 4.2(b) is close to optimal even when M
grows sublinearly, at least for p = ∞. However, if the shape of the domain
ΩM and the growth of f̂ in ΩM near iη are determined by different functions
M, then one can obtain a faster decay of rate than in Theorem 4.2; see [9,
Proposition 4.3].
Example 4.4. Let X = c0(N), (βn)n ∈ X with Re βn > 0, and (T (t))t≥0
be the C0-semigroup of contractions on X defined by
T (t)x = (exp(it− βnt)αn)n, x = (αn)n ∈ X.
Let f(t) = T (t)x where x = (βn)n ∈ X. Since the generator has spectrum
{i− βn : n ≥ 1} ∪ {i}, f̂ extends analytically at every point of iR \ {i} and∥∥f̂(is)∥∥ = sup
n≥1
∣∣∣∣ βni− is− βn
∣∣∣∣ .
Moreover, ∫ t
0
e−isf(s) ds = (1− exp(−βnt))n .
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This is bounded in X. On the other hand,
g(t) = f̂(0)−
∫ t
0
f(s) ds =
(
βn
βn − i exp(it− βnt)
)
n
.
Now consider the case when βn > 0. We will consider the conditions of
Theorem 4.2 with η = 1 and p = ∞. For λ = i − reiθ where r > 0 and
−π/2 < θ < π/2, we have∥∥f̂(λ)∥∥ = sup
n≥1
∣∣∣ βn
reiθ − βn
∣∣∣ = sup
n≥1
|1− β−1n reiθ|−1 ≤ | csc θ|.
Take M(s) = max(2, s1/2). When λ ∈ Ω˜M,1∩C−, with 0 < | Im λ−1| ≤ 1/4,
let s = | Imλ− 1|−1. Then | tan θ| > M(s)/s = s−1/2. Hence∥∥f̂(λ)∥∥ ≤ | csc θ| < (1 + s)1/2 ≤ CM(| Imλ− 1|−1).
Since f̂ is bounded elsewhere in Ω˜M,1∩C−, the condition (4.10) of Theorem
4.2 is satisfied for β = 1. Theorem 4.2(b) can be applied to show that
‖g(t)‖ = o(t−γ) as t→∞, for any γ < 1. Even though the conditions of the
theorem are satisfied with M growing sublinearly, ‖g(t)‖ does not decrease
faster than t−1. In fact,
‖g(t)‖ = sup
n≥1
βne
−βnt
|i− βn| ≤
1
et
and
‖g(β−1n )‖ ≥
βn
(1 + β2n)
1/2e
.
So the optimal rate of decay is ‖g(t)‖ = O(t−1), see also [9, Proposition 4.3].
By choosing βn to have arguments tending to π/2, one can construct
variants of this example in which ‖f̂(is)‖ increases arbitrarily rapidly as
s→ 1.
5. Optimality of weights
We begin this section by showing that Theorem 1.2 cannot be essentially
improved in the case of polynomial rates. At the end of the section we state
a result for logarithmic rates.
Theorem 5.1. Given α > 0, p ∈ [1,∞), and a positive function γ ∈
C0(R+), there exists a function f ∈ Lp(R+) such that
(a) f̂ admits an analytic extension to the region
Ω := {z ∈ C : Re z > −1/(1 + | Im z|)α},
with
(5.1) |f̂(z)| ≤ (1 + | Im z|)α/2, z ∈ Ω,
and
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(b) ∫ ∞
0
∣∣∣f̂(0) − ∫ t
0
f(s) ds
∣∣∣p ( t
γ(t) log(t+ 2)
)p/α
dt =∞.
The proof of Theorem 5.1 is based on the following proposition. For a
complex measure µ on C \ Ω and t ≥ 0, we define
Lµ(t) =
∫
C\Ω
etζ dµ(ζ),(5.2)
Gµ(t, z) =
∫
C\Ω
etζ
dµ(ζ)
z − ζ , z ∈ Ω,(5.3)
Nµ(t) =
∫
C\Ω
etζ
dµ(ζ)
ζ
.(5.4)
These functions are related as follows:
(5.5) Gµ(0, z) = L̂µ(z), Nµ(t) =
∫ t
0
Lµ(s) ds− L̂µ(0).
While for the proof of Theorem 5.1 we will need an estimate only for Gµ(0, z),
the proposition below provides a bound for Gµ(t, z) for all t ≥ 0. This more
general bound will be needed for the proofs of Theorems 7.1 and 7.3.
Proposition 5.2. Given α > 0 and β > α/2, there exist arbitrarily large
integers k, complex measures µ = µ(k) with compact support in C \ Ω, and
points w = w(k) ∈ C \ Ω, such that
(5.6) |w| ≍
(
k
log k
)1/α
, k →∞, suppµ ⊂ {z : |z − w| < 1},
and, for some constants C, c > 0 (depending on α and β) and some absolute
constant ρ > 0, we have
|Lµ(t)| ≤ Cχ{t:|t−k|<k/2}e−ρ(t−k)
2/k + e−ρt,(5.7)
|Gµ(t, z)| ≤ Cχ{t:t≤2k}
(| Im z|βχ{z:|z−w|<2} + 1)+ e−ρt,(5.8)
|Nµ(t)| ≥ c
( log k
k
)1/α
if (t− k)2 < k,(5.9)
and
(5.10) |Nµ(t)| ≤ C
( log k
k
)1/α
e−ρ(t−k)
2/kχ{t:|t−k|<k/2} + e−ρt,
for all t ≥ 0 and z ∈ Ω.
Proof. In the course of this proof, we shall use the symbol ρ to denote an
absolute constant, which is strictly positive and is chosen to make certain
inequalities hold. In each case the inequalities are (trivially) also true for
smaller positive values, so that in the end we can take the minimum of the
various values of ρ. We shall consider integers k ≥ 2, and at several stages
we shall assume that k is sufficiently large that certain inequalities hold.
These inequalities involve ρ, but each inequality will hold for all integers k
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which are sufficiently large (depending on ρ). Thus for the final value of ρ,
we establish all the estimates for all sufficiently large k.
Fix γ ∈ (0, β − α/2), and define
A := 2k log k,
τ := Ak−1/
√
k,
q := e2pii/k,
w := iH − 1,(5.11)
where H satisfies k = γHα logH. Note that
|w| ∼ H =
(
k
γ logH
)1/α
∼
(
α
k
γ log k
)1/α
, k →∞,(5.12)
|z − w| ≥ 1−H−α, z ∈ Ω.(5.13)
Indeed if |z − w| < 1, then Im z > H − 1 so Re z > −H−α. We take k
sufficiently large that |w| ≥ 3 and |z − w| ≥ 1/2 for all z ∈ Ω.
Consider the complex measure
µ := τ
∑
1≤s≤k
qs
(
1 +
qs
Aw
)
δw+qs/A,
where δζ is the unit mass at ζ. Then (5.6) holds. To establish the remaining
properties, we use the following elementary facts.
Lemma 5.3. For k ≥ j ≥ 1 and z ∈ C with zk 6= 1,∑
1≤s≤k
qjs
z − qs =
kzj−1
zk − 1 .
Proof. For some polynomial P with degP < k we have∑
1≤s≤k
qjs
z − qs =
P (z)
zk − 1 .
Since P (qz) = qj−1P (z), we obtain that P (z) = czj−1. Expanding for large
real z we get
P (z)
zk − 1 =
∑
m≥0
∑
1≤s≤k
q(m+j)s
zm+1
=
k
zk−j+1
+O
(
z−(2k−j+1)
)
, z →∞,
and, hence, P (z) = kzj−1. 
Lemma 5.4. For n ≥ 1 and |z| ≤ 1,∣∣∣ez − n∑
j=0
zj
j!
∣∣∣ ≤ 2 |z|n+1
(n+ 1)!
.
Proof. This follows easily from the Taylor expansion of the exponential func-
tion. 
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Lemma 5.5. There exist absolute constants C, c, ρ > 0 such that, for all
k ≥ 3,
ek−t(t/k)kmax(
√
t/k, 1) ≤ Ce−ρ(t−k)2/max(t,k), t ≥ 0,(5.14)
ek−t(t/k)k ≥ c, |t− k|2 ≤ 2k,(5.15)
e−ttkmax(
√
t,
√
k)/k! ≤ Ce−ρ(t−k)2/max(t,k), t ≥ 0.(5.16)
Proof. The inequalities (5.14) and (5.16) are equivalent (up to a change of
C), by Stirling’s formula. We shall establish (5.14) and (5.15).
Let t = (1 + s)k, where s > −1. Consider first the case when |s| < 1, so
t < 2k. From the Taylor expansion of log(1+ s), one sees that the following
inequalities hold for some γ, ρ > 0 (more precisely, 0 < ρ ≤ 1− log 2),
−s+ log(1 + s) ≤ −ρs2, |s| < 1,
−s+ log(1 + s) ≥ −γ
k
, s2 ≤ 2
k
, k ≥ 3.
Multiplying by k and exponentiating, one obtains
ek−t(t/k)k ≤ e−ρ(t−k)2/k, 0 ≤ t < 2k,
ek−t(t/k)k ≥ e−γ , |t− k|2 ≤ 2k.
The inequalities (5.14) and (5.15) follow, with C =
√
2 and c = e−γ .
Now consider the case when s ≥ 1, so t ≥ 2k. It is easily verified that,
for sufficiently small ρ > 0 (more precisely, 0 < ρ ≤ (6− 7 log 2)/6), and all
s ≥ 1 and k ≥ 3,
log(1 + s) ≤ 6
7
(1− ρ)s ≤
(
2k
2k + 1
)(
1− ρs
1 + s
)
s.
Hence
−ks+ (k + 12) log(1 + s) ≤ − ρs2k1 + s.
Exponentiating gives (5.14) with C = 1. 
Remark 5.6. It is easy to see that∣∣∣ (k − t)2
max(k, t)
− (k − 1− t)
2
max(k − 1, t)
∣∣∣ ≤ 2, k ≥ 2, t ≥ 0.
Hence the estimates (5.14) and (5.16) remain true if k is replaced by k − 1
or k− 2 on one side of the inequality (with the value of ρ unchanged, but C
may change).
Now we continue the proof of Proposition 5.2. Since |w| ≥ 3 and |z−w| >
1/2 for all z ∈ Ω, it follows easily that
(5.17)
|z|
|w| |z − w| ≤ 4, z ∈ Ω.
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In order to establish (5.7), we use that
(5.18) Lµ(t) =
∫
C\Ω
etζ dµ(ζ) = τ
∑
1≤s≤k
qs
(
1 +
qs
Aw
)
et(w+q
s/A).
Then
Lµ(t) = τetw
∑
n≥0
∑
1≤s≤k
(
qs +
q2s
Aw
)(
qst
A
)n 1
n!
= Ak−1
√
ketw
∑
m≥1
[ tkm−1
Akm−1
· 1
(km− 1)! +
tkm−2
Akm−2
· 1
(km− 2)! ·
1
Aw
]
=
√
ktk−1etw
(k − 1)!
∑
m≥1
( tk
Ak
)m−1 (k − 1)!
(km− 1)!
(
1 +
km− 1
tw
)
.
When 0 ≤ t ≤ A and k ≥ 3, using Lemma 5.5 (5.16) and Remark 5.6 we
obtain
|Lµ(t)| ≤ C
√
ktk−1e−t
(k − 1)!
∑
m≥1
(k − 1)!m
(km− 1)!
(
1 +
k
t
)
≤ C
(
e−t(k − 1)1/2tk−1
(k − 1)! +
e−t(k − 2)1/2tk−2
(k − 2)!
)∑
m≥1
(k − 1)!m
(km− 1)!
≤ Ce−ρ(k−t)2/max(t,k).
In particular,
|Lµ(t)| ≤

Ce−ρt/2 when 0 < t ≤ k/2,
Ce−ρ(k−t)2/2k when k/2 ≤ t ≤ 3k/2,
Ce−ρt/9 when 3k/2 ≤ t ≤ A.
When t ≥ A, we obtain from (5.18) that
|Lµ(t)| ≤ 2τe−tket/A = 2
√
kAk−1e−t(1−1/A) ≤ 2tke−t(1−1/A) < e−ρt,
when ρ ∈ (0, 1) and k is sufficiently large. Thus we establish (5.7) for some
ρ and all sufficiently large k.
Next, to prove (5.8), we consider
Gµ(t, z) =
∫
C\Ω
etζ
dµ(ζ)
z − ζ = τe
tw
∑
1≤s≤k
Aqs + q2s/w
A(z − w)− qs e
tqs/A.
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Take ρ ∈ (0, 1/4), and take k sufficiently large that ρ+1/A ≤ 1/4. If t ≥ A,
then
|Gµ(t, z)| ≤ CA
k−1
√
k
e−t+(t/A)k(5.19)
= C2k−1kk−1/2(log k)k−1e−t+(t/A)
≤ C2k−1kk−1/2(log k)k−1e−3A/4e−ρt
= C2k−1(log k)k−1k−(k+1)/2e−ρt
≤ e−ρt,
for sufficiently large k.
Now, we consider the case when 0 ≤ t ≤ A. By Lemma 5.4 (applied with
z = tqs/A) we have∣∣∣ ∑
1≤s≤k
Aqs + q2s/w
A(z − w)− qs e
tqs/A
∣∣∣
≤
∣∣∣ ∑
1≤s≤k
∑
0≤j<k−1
Aqs + q2s/w
A(z − w)− qs ·
tjqsj
Ajj!
∣∣∣+ Cktk−1
Ak−1(k − 1)! .
By Lemma 5.3,
∑
1≤s≤k
1
A(z − w)− qs
∑
0≤j<k−1
(tjA1−jqs(j+1)
j!
+
tjA−jqs(j+2)
j!w
)
=
k
Ak(z − w)k − 1
∑
0≤j<k−1
(tjA1−j
j!
Aj(z − w)j + t
jA−j
j!w
Aj+1(z − w)j+1
)
=
k
Ak(z − w)k − 1
∑
0≤j<k−1
tjAz
j!w
(z − w)j .
From this we obtain
|Gµ(t, z)|
≤ cA
k−1e−t√
k
( ktk−1
Ak−1(k − 1)! +
k
Ak|z − w|k
∑
0≤j<k−1
tjA|z|
j!|w| |z − w|
j
)
=
ce−ttk−1
√
k
(k − 1)! +
ce−t
√
k
|z −w|k
∑
0≤j<k−1
tj |z|
j!|w| |z − w|
j
=: X + Y.
By Lemma 5.5 (5.16) and Remark 5.6,
(5.20) X ≤ Ce−ρ(t−k)2/max(t,k) ≤
{
Ce−ρt/4 if 2k ≤ t ≤ A,
C if 0 ≤ t ≤ 2k.
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Now we consider the term Y . Assume first that 2k ≤ t ≤ A. By
Lemma 5.5 (5.16) we have
Y ≤ C
√
k|z|
|w|
∑
0≤j<k−1
|z − w|−(k−j)e−ρ(t−j)2/t
≤ Ce−ρt/4
√
k|z|
|w|
∑
0≤j<k−1
|z − w|−(k−j).
By (5.13), we can assume that k is sufficiently large that |z−w| > e−ρ/4 for
all z ∈ Ω. Using (5.17), we have
Y ≤ Ce−ρt/4k3/2 |z||w| |z − w|e
ρk/4 ≤ Ce−ρt/9.
From this and (5.20), we have
(5.21) |Gµ(t, z)| ≤ Ce−ρt/9 when 2k ≤ t ≤ A.
Next assume that |z − w| ≥ 2 and k/4 ≤ t ≤ 2k. By Lemma 5.5 (5.16),
we have e−t
√
ktj/j! ≤ C for 0 ≤ j < k − 1. Using also (5.17), we obtain
(5.22) Y ≤ C|z||w|
∑
0≤j<k−1
|z − w|−(k−j) ≤ C|z||w||z − w| ≤ 4C.
Next, assume that |z − w| ≥ 2 and t < k/4. Let m be the integer part of
k/2. Since e−ttj/j! ≤ 1,
e−t
√
k
|z − w|k
∑
0≤j≤m
tj|z|
j!|w| |z − w|
j ≤
√
k|z|
|w|
∑
0≤j≤m
|z − w|−(k−j)
≤ 2
√
k|z|
|w| |z − w|k/2
≤ 4
√
k
2k/2
|z|
|w| |z − w|
≤ c.
For j > m, by Lemma 5.5 (5.16),
e−ttj
j!
≤ Ce
−ρ(j−t)2/j
√
t
≤ C√
t
e−ρk/8.
Hence
e−t
√
k
|z − w|k
∑
m<j<k−1
tj |z|
j!|w| |z − w|
j ≤ C
√
ke−ρk/8√
t
|z|
|w| |z − w| ≤ C.
Thus we have
Y ≤ C when |z − w| ≥ 2 and t < k/4.
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In combination with (5.20) and (5.22), this gives
(5.23) |Gµ(t, z)| ≤ C when |z − w| ≥ 2 and 0 < t ≤ 2k.
Next assume that |z − w| ≤ 2 and t ≤ 2k. Using (5.13) we have
Y =
e−t
√
k
|z − w|k
∑
0≤j<k−1
tj |z|
j!|w| |z − w|
j
≤
√
k|z|
|w| max
(
|z − w|−1, |z − w|−k
)
≤ C
√
k(1−H−α)−k.
Take γ′ ∈ (γ, β − α/2) and γ′′ ∈ (γ′, β − α/2). By (5.12),
Hα ≥ αk
γ′ log k
for all sufficiently large k. Moreover
e−γ
′′s + γ′s ≤ 1
for all sufficiently small s > 0. Putting s = (log k)/(αk) for sufficiently large
k we have
1− γ
′ log k
αk
≥ k−γ′′/(αk).
Thus, for sufficiently large k,
Y ≤ c
√
k
(
1− γ
′ log k
αk
)−k
≤ Ck1/2+γ′′/α.
Since 1/2 + γ′′/α < β/α, it follows from (5.12) that
| Im z|β ≥ (Imw − 2)β = (H − 2)β > k1/2+γ′′/α
for sufficiently large k. Thus
Y ≤ c| Im z|β
for sufficiently large k. Using also (5.20),
(5.24) |Gµ(t, z)| ≤ C| Im z|β when |z − w| ≤ 2 and t ≤ 2k.
Together, (5.19), (5.21), (5.23), and (5.24) prove (5.8).
Lp-TAUBERIAN THEOREMS AND Lp-RATES 27
Finally, for (5.9) we consider
Nµ(t) =
∫
C\Ω
etζ
dµ(ζ)
ζ
(5.25)
=
τe−t+iHt
w
∑
1≤s≤k
qseq
st/A
=
τe−t+iHt
w
∑
n≥0
∑
1≤s≤k
qs
(
qst
A
)n 1
n!
=
eiHt
w
Ak−1
√
ke−t
∑
m≥1
tkm−1
Akm−1
1
(km− 1)!
=
eiHt
w
√
ke−ttk−1
(k − 1)!
∑
m≥1
( tk
Ak
)m−1 (k − 1)!
(km− 1)! .
When 0 ≤ t ≤ A, we obtain from Stirling’s formula that
cek−t
tk−1
kk−1H
≤ e
−t√ktk−1
|w|(k − 1)! ≤ |Nµ(t)| ≤ C
e−t
√
ktk−1
|w|(k − 1)! ≤ Ce
k−t t
k−1
kk−1H
.
By (5.12), Lemma 5.5 and Remark 5.6,
(5.26) |Nµ(t)|
( k
log k
)1/α ≥ c > 0, |t− k|2 ≤ k,
and
|Nµ(t)| ≤ C
( log k
k
)1/α
e−ρ(t−k)
2/max(t,k), 0 ≤ t ≤ A.
Hence
(5.27) |Nµ(t)| ≤

Ce−ρt/2, 0 ≤ t ≤ k/2,
C
( log k
k
)1/α
e−ρ(k−t)2/2t, k/2 ≤ t ≤ 3k/2,
Ce−ρt/9, 3k/2 ≤ t ≤ A.
Finally, by (5.25) when t ≥ A we have
(5.28) |Nµ(t)| ≤ Cτe
−t
H
ket/A ≤
√
ktk−1e−t(1−1/A) ≤ e−ρt
when ρ ∈ (0, 1) and k is sufficiently large. Now, (5.26)–(5.28) together yield
(5.9) and (5.10). 
Proof of Theorem 5.1. Without loss of generality, we can assume that γ is
non-increasing and γ(t) ≥ t−1 for all t ≥ 1. Choose β with α/2 < β ≤
α/2 + α/(2p). Let {kn} ⊂ N be a sequence of integers as in Proposition 5.2
such that
k1 ≥ 3, kn ≥ 3kn−1 (n ≥ 2), 2nγ
(
kn −
√
kn
)1/α → 0.
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For each n ≥ 1, let µn be the corresponding complex measure with compact
support in C \ Ω, let fn := Lµn, and let wn be the corresponding point in
C \ Ω so that
|wn| ≍
(
kn
log kn
)1/α
, n→∞, suppµn ⊂ {z : |z −wn| < 1}.
Then the following hold:
(i) by (5.5),
f̂n(z) = Gµn(0, z), Nµn(t) =
∫ t
0
fn(s) ds − f̂n(0),
(ii) by (5.7),
(5.29) ‖fn‖Lp(R+)
≤ C
(∫ 3kn/2
kn/2
e−pρ(t−kn)
2/kn dt
)1/p
+
(∫ ∞
0
e−pρt dt
)1/p
≤ Ck1/(2p)n
(∫
R
e−ρpu
2
du
)1/p
+ (pρ)−1/p ≤ Ck1/(2p)n ,
(iii) by (5.8), for z ∈ Ω,
(5.30) |f̂n(z)| ≤ C
(| Im z|βχ{z:|z−wn|≤2} + 1) ≤ C(1 + | Im z|)α/2k1/(2p)n ,
where we have used that | Im z| ≤ |wn|+2 ≤ Ck1/αn if |z −wn| ≤ 2, by
(5.6),
(iv) by (5.9), when (t− kn)2 < kn,∣∣∣f̂n(0)− ∫ t
0
fn(s) ds
∣∣∣ ≥ c1( log kn
kn
)1/α
,
(v) by (5.10),
∣∣∣f̂n(0) − ∫ t
0
fn(s) ds
∣∣∣
≤ C
( log kn
kn
)1/α
e−ρ(t−kn)
2/knχ{t:|t−kn|<kn/2} + c2e
−ρt.
Let
f =
∞∑
n=1
2−nk−1/(2p)n fn.
By (5.29), the series converges in Lp(R+). Property (a) of Theorem 5.1
follows from (5.30).
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For kn −
√
kn ≤ t ≤ kn +
√
kn, we have |t − km| > km/2 for m 6= n and
hence∣∣∣∣f̂(0) − ∫ t
0
f(s) ds
∣∣∣∣ ≥ 2−nk−1/(2p)n |Nµn(t)| − ∑
m6=n
2−mk−1/(2p)m |Nµm(t)|
≥ c12−nk−1/(2p)n
(
log kn
kn
)1/α
− c2e−ρt.
Hence∫ kn+√kn
kn−
√
kn
(∣∣∣∣f̂(0) − ∫ t
0
f(s) ds
∣∣∣∣+ c2e−ρt)p ( tγ(t) log(t+ 2))p/α dt
≥ 2
√
knc
p
12
−pnk−1/2n
(
log kn
kn
)p/α( kn
2γ(kn −
√
kn) log(2kn + 2)
)p/α
→∞.
Since γ(t) ≥ t−1, we have that t 7→ e−ρt
(
t
γ(t) log(t+2)
)1/α
is in Lp(R+), and
property (b) follows. 
Remark 5.7. Given γ > α/2 − α/(2p), one can find f ∈ Lp(R+) satisfying
the properties of Theorem 5.1 with (5.1) replaced by
|f̂(z)| ≤ (1 + | Im z|)γ , z ∈ Ω.
This is achieved by choosing β = γ + α/(2p) in the proof above.
In the rest of this section we briefly discuss optimality of Theorem 3.2
for logarithmic rates. When M(s) = (log(2 + s))α and the assumptions of
Theorem 4.1 are satisfied, (4.3) shows that∫ ∞
0
∣∣∣f̂(0)− ∫ t
0
f(s) ds
∣∣∣p eγt1/(α+1) dt <∞
for some γ > 0. The following analogue of Theorem 5.1 shows that this may
not hold for all γ, and it follows that Theorem 3.2 is optimal in this case,
up to possible changes of k.
Theorem 5.8. Given α > 0 and p ≥ 1, there exist γ > 0 and a function
f ∈ Lp(R+) such that
(a) f̂ admits a bounded analytic extension to the region
Ω :=
{
z ∈ C : Re z > −1/(log(2 + | Im z|))α},
and
(b) ∫ ∞
0
∣∣∣f̂(0)− ∫ t
0
f(s) ds
∣∣∣p eγt1/(α+1) dt =∞.
The proof is based on a modification of Proposition 5.2:
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Proposition 5.9. There exist arbitrarily large integers k, complex measures
µ = µ(k) with compact support in C \Ω, and points w = w(k) ∈ C \Ω, such
that
log |w|
k1/(α+1)
= 1 + o(1), k →∞, suppµ ⊂ {z : |z − w| < 1},
and, for some numbers C, c > 0 depending on α, for some absolute constant
ρ > 0, and for all t ≥ 0 and z ∈ Ω, we have
(i) |Lµ(t)| ≤ Ce−ρt1/(α+1) ,
(ii) |Gµ(t, z)| ≤ Cχ{t:t≤2k} + e−ρt,
(iii) |Nµ(t)| ≥ ce−4k1/(α+1) if (t− k)2 < k, and
(iv) |Nµ(t)| ≤ Ce−ρt if |t− k| > k/2.
The proof is similar to that of Proposition 5.2. Instead of (5.11) we set
w = iH − 1− 2(logH)−α where H = exp (k1/(α+1)).
6. Lp-rates for semigroup orbits
Let (T (t))t≥0 be a C0-semigroup on a Banach space X, with generator
A. In this section, we apply our function-theoretic results to the study of
the Lp-rates of decay for differentiable orbits of (T (t))t≥0 (in other words,
classical solutions of the abstract Cauchy problem (1.6)).
We start with the following simple observations showing certain limita-
tions of such studies. Let x ∈ X be such that
(6.1) T (·)x ∈ Lp(R+,X),
for some p ∈ [1,∞). Since
‖T (t)x‖ =
(∫ t
t−1
‖T (t)x‖p ds
)1/p
≤ K1
(∫ t
t−1
‖T (s)x‖p ds
)1/p
, t ≥ 1,
where K1 = sup0≤s≤1 ‖T (s)‖, it is immediate that T (·)x ∈ C0(R+,X). It
then follows that T (·)R(ω,A)x ∈ Lp(R+,X)∩C0(R+,X), for any ω ∈ ρ(A).
Now assume that (T (t))t≥0 is bounded and R(λ,A) extends analytically
to iR and
(6.2) ‖R(is,A)‖ ≤M(| Im s|), s ∈ R,
for a continuous increasing function M . Then R(λ,A) extends analyti-
cally to Ω2M := {λ ∈ C : Reλ > −(2M(|Imλ|))−1} and ‖R(λ,A)‖ ≤
2M(|Imλ|), λ ∈ Ω2M . By Theorem 1.4, one has
(6.3) sup
t≥0
wM,log(ct)‖T (t)A−1‖ =: N <∞,
for some c > 0. Moreover, Theorem 4.1 yields the following Lp-analogue of
(6.3):
(6.4)
∫ ∞
0
wM,log(kt)
p‖T (t)A−1x‖p dt <∞,
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for some k > 0, if (6.1) holds. However, (6.4) is a trivial consequence of
(6.3) and the semigroup property, for any k ∈ (0, c), in view of∫ ∞
0
wM,log(kt)
p‖T (t)A−1x‖p dt ≤ Np
∫ ∞
0
∥∥T ((1 − k/c)t)x∥∥p dt.
Similarly, for bounded C0-semigroups on Hilbert spaces, the optimal poly-
nomial L∞-rates as in Theorem 1.5 give rise to the corresponding Lp-rates.
Thus, L∞-rates for smooth orbits of bounded operator semigroups yield
Lp-rates for such orbits in a straightforward manner.
However, if we are interested in the asymptotic behaviour of the families
(T1T (t)T2)t≥0 arising in the study of decay of local energy as explained in
the Introduction, then the semigroup property is violated and the problem of
describing Lp-rates for (T1T (t)T2)t≥0 becomes distinct from its L∞-analogue
studied in [9], [11], [14], [19], [21], etc. In the Lp-context, we can formulate
the following corollary of Theorems 3.2 and 4.1. Since we are considering
individual vectors x we could suppress the operator T2, but we retain it
because it is standard practice in the study of decay of local energy to
consider rates which are uniform in some respects.
Let ω0 = ω0(T ) be the exponential growth bound of a C0-semigroup
(T (t))t≥0. The following result is of interest when ω0 ≥ 0, so that R(λ,A)
is defined for Reλ > ω0. In particular, it complements [14, The´ore`me 3]
which has applications to decay of local energy in exterior domains of odd
dimension.
Theorem 6.1. Let (T (t))t≥0 be a C0-semigroup on a Banach space X,
with generator A, let T1 and T2 be bounded operators on X, and let ω >
max(ω0, 0) be fixed. If x ∈ X is such that
(i) T1T (·)T2x ∈ Lp(R+,X) for some p ≥ 1, and
(ii) T1R(·, A)T2x extends to an analytic function G on an open set Ω con-
taining C+,
then
(6.5) T1T (·)R(ω,A)T2x ∈ Lp(R+,X) ∩ C0(R+,X).
If M : R+ → [2,∞) is continuous and increasing, Ω = ΩM as in (1.2), and
for some C,α, β ≥ 0 we have
(6.6) ‖G(λ)‖ ≤ C(1 + | Imλ|)αM(|Imλ|)β , λ ∈ ΩM ,
then
(6.7) T1T (·)R(ω,A)T2x ∈ Lp(R+, w,X),
where w(t) = wM,log(kt) for some k > 0.
Proof. Let us start with the proof of (6.7). Define
F (t) = T1T (t)(ωR(ω,A)− I)T2x = T1T (t)AR(ω,A)T2x, t ≥ 0.
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Observe that by the generalized Minkowski inequality,
‖T1T (·)R(ω,A)T2x‖Lp =
∥∥∥∥∫ ∞
0
e−ωsT1T (s+ ·)T2x ds
∥∥∥∥
Lp
≤
∫ ∞
0
e−ωs‖T1T (s+ ·)T2x‖Lp ds
≤ ω−1‖T1T (·)T2x‖Lp .
Therefore, F ∈ Lp(R+,X). Moreover,
F̂ (λ) = T1(ωR(λ,A)R(ω,A) −R(λ,A))T2x
=
λ
ω − λT1R(λ,A)T2x−
ω
ω − λT1R(ω,A)T2x
=
λ
ω − λG(λ)−
ω
ω − λT1R(ω,A)T2x, Reλ > ω0.
Hence, by assumption, F̂ extends analytically to ΩM and there exists c > 0
such that ‖F̂ (λ)‖ ≤ cM(| Im λ|), λ ∈ ΩM . Now, applying Theorem 4.1 to F ,
we obtain that the function
t 7→ F̂ (0)−
∫ t
0
F (s) ds = −T1R(ω,A)T2x−
∫ t
0
T1T (s)AR(ω,A)T2x ds
= −T1T (t)R(ω,A)T2x, t ≥ 0,
belongs to Lp(R+, wM,log,X), that is, (6.7) holds. The proof of (6.5) is
similar to the above argument (using Theorem 3.2 instead of Theorem 4.1),
and is omitted. 
Choosing T1 = T2 = I, the following corollary of Theorem 6.1 is immedi-
ate.
Corollary 6.2. Let (T (t))t≥0 be a C0-semigroup on a Banach space X, with
generator A, and let ω > max(ω0, 0) be fixed. Let x ∈ X be such that
(i) T (·)x ∈ Lp(R+,X) for some p ≥ 1;
(ii) R(·, A)x extends analytically to ΩM , and its extension G satisfies (6.6).
Then
T (·)R(ω,A)x ∈ Lp(R+, w,X) ∩ C0(R+,X),
where w is as in Theorem 6.1.
Now let (T (t))t≥0 be a C0-semigroup of contractions on a Hilbert space X,
with generator A. Assume that D(A∗) = D(A), and consider the operator
−(A+A∗) with domainD(A). This operator is symmetric and non-negative,
since A is dissipative. Let S be any non-negative, self-adjoint extension of
−(A+A∗) (for example, the Friedrichs extension), and let B = S1/2. Then
D(A) ⊂ D(B) and B is A-bounded, since
(6.8) ‖Bx‖2 = −((A+A∗)x, x) ≤ 2‖Ax‖ ‖x‖
≤ (‖Ax‖+ ‖x‖)2, x ∈ D(A).
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Theorem 6.3. Let (T (t))t≥0 be a C0-semigroup of contractions on a Hilbert
space X, with generator A. Assume that D(A) = D(A∗) and σ(A) ∩ iR is
empty. Let M be a continuous increasing function such that (6.2) holds,
and let B be as above. Then
BT (·)A−1x ∈ L2(R+, w,X) ∩C0(R+,X), x ∈ X,
where w is as in Theorem 6.1.
Proof. Since B is A-bounded, BA−1T (·) is strongly continuous and uni-
formly bounded. By Theorem 1.4, limt→∞ ‖T (t)x‖ = 0 for all x ∈ X, so
BA−1T (·)x ∈ C0(R+,X) for all x ∈ X.
Now, take x ∈ D(A) with ‖x‖ = 1. Let F (t) = BT (t)x. Then
‖F (t)‖2 = −(AT (t)x, T (t)x) − (A∗T (t)x, T (t)x) = − d
dt
‖T (t)x‖2.
Hence F ∈ L2(R+,X). In fact,∫ ∞
0
‖F (t)‖2 dt = 1,
since limt→∞ ‖T (t)x‖ = 0.
Since B is A-bounded, it is easy to see that
F̂ (λ) = BR(λ,A)x, λ ∈ C+.
Thus F̂ extends analytically by the same formula to ρ(A) and, by (6.8),
‖F̂ (λ)‖ ≤ ‖AR(λ,A)x‖ + ‖R(λ,A)x‖
= ‖λR(λ,A)x − x‖+ ‖R(λ,A)x‖
≤ C(1 + | Imλ|)M(| Im λ|), λ ∈ Ω2M .
Moreover
F̂ (0)−
∫ t
0
F (s) ds = −BT (t)A−1x,
so Theorem 4.1 shows that BT (·)A−1x ∈ L2(R+, w,X) ∩ C0(R+,X) and
(6.9) ‖BT (·)A−1x‖L2(R+,w,X) ≤ C,
where the constant C is independent of x when x ∈ D(A) and ‖x‖ = 1.
For y ∈ X with ‖y‖ = 1, we may take a sequence (xn) in D(A) converging
to y with ‖xn‖ = 1. Using (6.9) for x = xn, the boundedness of the operator
BT (t)A−1, and Fatou’s Lemma, we infer that (6.9) is also true for x = y. 
Example 6.4. Let B be a self-adjoint, positive-definite operator on a Hilbert
space H, and let X be the Hilbert space D(B1/2)×H with the inner product(
(x1, x2), (y1, y2)
)
X
= (B1/2x1,B1/2y1)H + (x2, y2)H.
Let A be an operator such that D(B1/2) ⊂ D(A), D(B1/2) ⊂ D(A∗), and
A and A∗ are both bounded in the graph norm on D(B1/2). Let A be the
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operator on X defined by
(6.10) D(A) = D(B)×D(B1/2), A =
(
0 I
−B −A
)
.
Then a short calculation [40, Lemma 1, p.74] shows that
D(A∗) = D(B)×D(B1/2), A∗ =
(
0 −I
B −A∗
)
.
So
−(A+A∗) =
(
0 0
0 A+A∗
)
.
Consider the damped wave equation (1.7) on M with non-empty bound-
ary. Let H = L2(M), and B = −∆ with D(B1/2) = H10 (M) and D(B) =
H2(M) ∩H10 (M), and A be the bounded operator of multiplication by a.
These choices fit both Theorem 6.3 and Example 6.4 and the operators A
defined in (1.10)–(1.9) and (6.10) coincide.
A similar illustration of Theorem 6.3 and Example 6.4 arises whenM has
no boundary, for example when M is a torus. Then the boundary condition
is omitted from (1.7), and A, defined by (1.9) on
D(A) = H2(M)×H1(M),
generates a C0-semigroup of contractions on X := H
1(M) × L2(M). In
this case A is not invertible and 0 is an isolated eigenvalue corresponding to
constant solutions of (1.7), see [32] and [3]. Let P0 be the spectral (Riesz)
projection corresponding to 0, and let X0 := (I − P0)X be equipped with
the inner product
〈u, v〉0 = 〈(−∆)u0, v0〉+ 〈u1, v1〉, u = (u0, u1), v = (v0, v1) ∈ X,
which is equivalent to the original inner product 〈·, ·〉 on X. Then A0 :=
(I−P0)A generates a C0-semigroup of contractions (TP0(t))t≥0 on the Hilbert
space X0. Furthermore,
E(u, t) ∼ ‖TP0(t)(I − P0)u‖20, u ∈ X,
A0 is invertible in X0 and satisfies the same resolvent estimate on iR as A.
Moreover, A0 is given by the matrix (1.9) restricted to X0, where −∆ is
now positive definite. See [3] for the above properties, in particular [3, Part
II.4]. Thus, the study of energy asymptotics of (1.7) in resolvent terms is
reduced in this case to that for M with boundary considered above. Both
cases are studied thoroughly in [32] and [3, Parts I.2, II], for example.
The following corollary provides a concrete application of Theorem 6.3
and reveals new asymptotic properties of classical solutions to damped wave
equations. Recall that u is said to be a classical solution of (1.7) onM with
the boundary ∂M 6= ∅ if
u ∈ C(R+,H2(M) ∩H10 (M)) ∩C1(R+,H10 (M)),
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and u satisfies (1.7). When ∂M = ∅ this has to be modified in an obvious
way.
Corollary 6.5. Assume that the damped wave equation (1.7) (where ∂M
can be empty) is stable at rate r(t). Then, for each classical solution u of
(1.7), one has
(6.11)
∫ ∞
0
∣∣∣∣ ddtE(u, t)
∣∣∣∣ w(t)2 dt <∞
where M(s) = r−1(c/s) for some c > 0 and w(t) = wM,log(kt) for some
k > 0.
Proof. Assume that ∂M 6= ∅. LetX = H10 (M)×L2(M), and let an operator
A on X be defined by (1.10) and (1.9). Then, as we mentioned in the
introduction, A generates a C0-semigroup of contractions in X, and iR ⊂
ρ(A). By our assumption and Theorem 1.4 or by [5, Theorem 4.4.14], there
exist positive constants c, C such that ‖R(is,A)‖ ≤ Cr−1(c/s). Now we can
apply Theorem 6.3, with
B =
(
0 0
0 (2a)1/2
)
, x = A(u0, u1),
to obtain that ∫ ∞
0
w(t)2
∫
M
a(x)|ut(t;x)|2 dx dt <∞.
It remains to note that
d
dt
E(u, t) = −
∫
M
a|ut(t, x)|2 dx ≤ 0, t ≥ 0.
If ∂M = ∅, then the same argument applied to A0 gives (6.11). 
If the set of damping (where a > 0) has non-empty interior in M, then
(1.7) is stable at rate r(t) = 1/ log t by [32] and [14], and then w(t) ∼ log t.
If the set of damping satisfies the so-called geometric control condition then
(1.7) is stable at rate r(t) = e−βt (see [38] and [6]), and then w(t) ∼ eγ
√
t for
some γ > 0. Note that, according to [39], if the geometric control condition
fails, then the energy decay can be at an exponential rate for sufficiently
smooth initial data (u0, u1). In many cases where the geometric control
condition is not satisfied, (1.7) is stable at rate r(t) = t−β for some β > 0
(see e.g. [3]). Then w(t) ∼ (t/ log t)β. In other cases (see [18],[20]), the
stability occurs at rate r(t) = e−β
√
t and this gives rise to w(t) ∼ eγt1/3 for
a fixed γ > 0.
See also [3] for a recent discussion of these cases and a pertinent study of
polynomial rates when M is the torus.
We note that the operator approach to the study of energy decay in
similar settings has a long history, and there is a vast literature on subject.
A comprehensive account would take too much space here, so we just refer
to the recent survey [1] and the papers cited therein. Among the papers
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going back to the early days of abstract theory, one could mention [29], [30]
and [37].
Remark 6.6. It is plausible that our results can be applied also to the study
of local energy for damped wave equations on exterior domains. See, for
example, [2], [25] and [13] where the operator-theoretic approach played a
role. However, this setting seems to require essential extra work in order to
put it into our framework, and we do not consider it in this paper.
7. Optimality for semigroups
First we show that while Lp-rates for C0-semigroups as in (6.4) are straight-
forward consequences of their L∞-counterparts, nevertheless the estimate
(6.4) is sharp in the case of polynomial rates.
Theorem 7.1. Given α > 0, p ≥ 1, and a positive function γ ∈ C0(R+),
there exist a Banach space Xα, a bounded C0-semigroup
(T (t))t≥0 on Xα with generator A, and a vector f ∈ Xα, such that
(a) σ(A) ∩ iR is empty and ‖R(is,A)‖L(Xα) = O(|s|α), |s| → ∞,
(b)
∫ ∞
0
‖T (t)f‖pXαdt <∞,
(c)
∫ ∞
0
‖T (t)A−1f‖pXα
( t
γ(t) log(t+ 2)
)p/α
dt =∞.
Proof. We use the Banach space Xα, and the semigroup (T (t))t≥0 con-
structed in [11, Theorem 4.1]. To make our proof self-contained, we give
the construction here.
Let (S(t))t≥0 be the left shift semigroup on the space BUC(R+) of bound-
ed, uniformly continuous, functions on R+, and let
Ω := {λ ∈ C : Reλ > −(1 + | Imλ|)−α},
Ω0 := Ω ∩ {λ ∈ C : |Reλ| < 1}.
Furthermore, let Xα be the space of functions f ∈ BUC(R+) such that the
Laplace transform f̂ extends to an analytic function in Ω0 (also denoted by
f̂), and
(7.1) |f̂(λ)|(1 + | Imλ|)−α → 0, |λ| → ∞, λ ∈ Ω0.
Then Xα equipped with the norm
‖f‖Xα := ‖f‖∞ + ‖f‖α := ‖f‖∞ + sup
λ∈Ω0
|f̂(λ)|
(1 + | Imλ|)α ,
is a Banach space. Let (T (t))t≥0 be the restriction of (S(t))t≥0 to Xα. This
is a bounded C0-semigroup on Xα. To prove this assertion we start by fixing
t > 0. For λ ∈ C+,
(7.2) T̂ (t)f(λ) =
∫ ∞
t
e−λ(s−t)f(s) ds = eλtf̂(λ)− eλt
∫ t
0
e−λsf(s) ds.
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Then T̂ (t)f can be extended to Ω0 by the same formula. For λ ∈ Ω0, we
have
|T̂ (t)f(λ)| ≤ etReλ|f̂(λ)|+
∫ t
0
e(t−s) Reλ|f(s)| ds.
This and (7.1) tell us that
|T̂ (t)f(λ)|(1 + | Imλ|)−α → 0, |λ| → ∞, λ ∈ Ω0,
so T (t)f ∈ Xα. Furthermore, for λ ∈ C+ we have
|T̂ (t)f(λ)| Reλ ≤ ‖f‖∞.
We obtain from this, together with (7.2) for λ ∈ Ω0 ∩ C−, that
|T̂ (t)f(λ)| ≤ C‖f‖Xα
[|Reλ|−1 + (1 + | Imλ|)α], λ ∈ Ω0 \ iR,
for some C which is independent of t. Applying Levinson’s log-log theorem
(see, for example, [26, Section VII.D7]) or, rather, its polynomial growth
version [5, Lemma 4.6.6], to T̂ (t)f in the squares
{λ : |Reλ| < (s+ 2)−α, |s− Imλ| < (s+ 2)−α},
we conclude that
(7.3) sup
λ∈Ω0
|T̂ (t)f(λ)|(1 + | Imλ|)−α ≤ C‖f‖Xα ,
for some C which is independent of t. Thus, (T (t))t≥0 is a bounded semi-
group on Xα. Furthermore, by the definition of Xα and (7.2),
‖T (t)f − f‖α → 0, t→ 0+,
and then
‖T (t)f − f‖Xα → 0, t→ 0 + .
So (T (t))t≥0 is a bounded C0-semigroup on Xα. We define A to be its
generator.
To establish the property (a), we have to show that the resolvent R(λ,A)
satisfies the estimate
(7.4) ‖R(λ,A)f‖Xα ≤ C
(
1 + | Imλ|)α‖f‖Xα , 0 < Reλ < 1, f ∈ Xα.
Fix λ with Reλ ∈ (0, 1). For t ≥ 0, we have(
R(λ,A)f
)
(t) = T̂ (t)f(λ).
By (7.3) we conclude that
(7.5)
∥∥R(λ,A)f∥∥∞ ≤ C(1 + | Imλ|)α(‖f‖∞ + ‖f‖α), 0 < Reλ < 1.
A simple calculation shows that
̂(R(λ,A)f)(µ) = − f̂(λ)− f̂(µ)
λ− µ , Reµ > 1.
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Therefore, ̂R(λ,A)f extends analytically to Ω0, and
̂(R(λ,A)f)(µ) =
{
− f̂(λ)−f̂(µ)λ−µ , λ 6= µ, µ ∈ Ω0,
−f̂ ′(µ), λ = µ.
To estimate ‖R(λ,A)f‖α, take µ ∈ Ω0. If |λ− µ| ≥ 1, then
| ̂(R(λ,A)f)(µ)| ≤ |f̂(λ)| + |f̂(µ)| ≤ C(1 + | Imµ|)α(1 + | Imλ|)α‖f‖α.
Otherwise 1 + | Imλ|α and 1 + | Imµ|α are comparable. If
1 > |λ− µ| ≥ 1
2(1 + | Imλ|)α , µ ∈ Ω0,
then we have
| ̂(R(λ,A)f)(µ)| ≤ 2(1 + | Imλ|)α(|f̂(λ)|+ |f̂(µ)|)
≤ c(1 + | Im λ|)α(1 + | Imµ|)α‖f‖α.
Finally, if
|λ− µ| ≤ 1
2(1 + | Imλ|)α ,
then, applying Cauchy’s formula on the circle {z ∈ C : |z − λ| = 23(1 +
| Imλ|)−α}, we obtain that
| ̂(R(λ,A)f)(µ)| ≤ C(1 + | Imµ|)α(1 + | Imλ|)α‖f‖α.
Thus,
(7.6)
∥∥R(λ,A)f∥∥
α
≤ C(1 + |λ|)α‖f‖α, 0 < Reλ < 1.
The estimates (7.5) and (7.6) together give us (7.4), and it follows that
(a) holds. Moreover, Theorem 1.4 shows that
(7.7) A−1f = lim
t→∞
(
A−1f − T (t)A−1f) = − ∫ ∞
0
T (t)f dt,
for every f ∈ Xα, where the integral may be improper.
To construct f ∈ Xα satisfying (b) and (c), we can assume that γ is
increasing and that γ(t) ≥ t−1 for all t ≥ 1. We shall use Proposition 5.2.
For a complex measure µ on C \ Ω with compact support, let Lµ, Gµ and
Nµ be defined by (5.2)–(5.4). For f = Lµ, the integral in (7.7) is absolutely
convergent and simple calculations show that
T̂ (t)Lµ(z) = Gµ(t, z), (A−1Lµ)(t) = Nµ(t).
By Proposition 5.2, there exist {kn : n ∈ N} ⊂ N, and complex measures
µn with compact support in C \ Ω such that kn → ∞ as n → ∞, and, for
each n ≥ 1,
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(i) by (5.7) and (5.8), fn := Lµn ∈ Xα, and
‖T (t)fn‖Xα = ‖T (t)Lµn‖∞ + ‖ ̂T (t)Lµn‖α
= ‖T (t)Lµn‖∞ + ‖Gµn(t, ·)‖α
≤ cχ{t:t≤2kn} + ce−ρt,
so
‖T (·)fn‖pLp(R+,Xα) =
∫ ∞
0
‖T (t)fn‖pXα dt ≤ ckn;
(ii) by (5.9), for 0 ≤ t ≤ kn,
‖T (t)A−1fn‖∞ ≥ |(T (t)A−1fn)(kn − t)|
= |(A−1fn)(kn)| = |Nµn(kn)| ≥ c1
( log kn
kn
)1/α
,
(iii) by (5.10),
‖T (t)A−1fn‖∞ ≤ c2χ{t:t≤2kn}
( log kn
kn
)1/α
+ c2e
−ρt.
Passing to a subsequence and relabelling, we may assume that
k1 ≥ 3, kn ≥ max
(
3,
(
2c2
c1
)p)
kn−1 (n ≥ 2), 2nγ(2kn/3)1/α → 0.
Let
f =
∞∑
n=1
2−nk−1/pn fn.
Then
‖T (·)f‖Lp(R+,Xα) ≤
∞∑
n=0
2−nk−1/pn ‖T (·)fn‖Lp(R+,Xα) <∞.
Thus (b) holds.
For 2kn/3 ≤ t ≤ kn, we have
‖T (t)A−1f‖∞
≥ 2−nk−1/pn ‖T (t)A−1fn‖∞ −
∑
m6=n
2−mk−1/pm ‖T (t)A−1fm‖∞
≥ c12−nk−1/pn
(
log kn
kn
)1/α
− c2
∞∑
m=n+1
2−mk−1/pm
(
log km
km
)1/α
− c2
n−1∑
m=1
2−mk−1/pm e
−ρt
≥ c12−nk−1/pn
(
log kn
kn
)1/α
− c22−nk−1/pn+1
(
log kn
kn
)1/α
− c2e−ρt
≥ c12−(n+1)k−1/pn
(
log kn
kn
)1/α
− c2e−ρt.
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Hence∫ kn
2kn/3
(‖T (t)A−1f‖Xα + c2e−ρt)p ( tγ(t) log(t+ 2))p/α dt
≥ kn
3
cp12
−p(n+1)k−1n
(
log kn
kn
)p/α( 2kn/3
γ(2kn/3) log(kn + 2)
)p/α
→∞.
Since γ(t) ≥ t−1 for t ≥ 1, we have that t 7→ e−ρt
(
t
γ(t) log(t+2)
)p/α
is in
Lp(R+), and (c) follows. 
Analogously, for logarithmic rates, using Proposition 5.9 we obtain:
Theorem 7.2. Given α > 0 and p ≥ 1, there exist γ > 0 and a Banach
space Xα, a bounded C0-semigroup (T (t))t≥0 on Xα with generator A, and
a vector f ∈ Xα, such that
(a) ‖R(is,A)‖L(Xα) = O
(
(log |s|)α), |s| → ∞,
(b)
∫ ∞
0
‖T (t)f‖pXαdt <∞,
(c)
∫ ∞
0
‖T (t)A−1f‖pXαeγt
1/(α+1)
dt =∞.
Next, we show that Corollary 6.2 and hence Theorem 6.1 are optimal
even on Hilbert spaces. Consider the left shift C0-semigroup (S(t))t≥0 on
the Hilbert space L2(R+), with generator A. Given α > 0, we again let
Ω = {λ ∈ C : Reλ > −1/(1 + | Imλ|)α}.
Theorem 7.3. Given α > 0, p ≥ 1, and a positive function γ ∈ C0(R+),
there exists f ∈ X := L2(R+) such that the following hold:
(a)
∫∞
0 ‖S(t)f‖pX dt <∞,
(b) R(·, A)f extends analytically to Ω, and its extension G satisfies
‖G(λ)‖X ≤ C(1 + | Im λ|)α/2, λ ∈ Ω,
(c)
∫ ∞
0
‖S(t)A−1f‖pX
( t
γ(t) log(t+ 2)
)p/α
dt =∞.
Proof. The proof is similar to those of Theorems 5.1 and 7.1, and we omit
some details. We use Proposition 5.2, for α/2 < β < α/2 + α/p, to take a
strictly increasing sequence {kn : n ≥ 1} ⊂ N, complex measures µn with
compact support in C \Ω, and {wn} ⊂ C \ Ω, such that
(7.8) lim
n→∞
log |wn|
log kn
=
1
α
, suppµn ⊂ {z : |z − wn| < 1},
and properties (5.7), (5.8), (5.9) and (5.10) hold for µ = µn and k = kn. Let
fn := Lµn. Using (5.7) similarly to (5.29), we have that fn ∈ L2(R+) and
(7.9) ‖S(t)fn‖X = ‖S(t)Lµn‖X ≤ ck1/4n χ{t:t≤2kn} + Ce−ρt, t ≥ 0.
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We have R(λ,A)fn = Gµn(·, λ) for Reλ > 0. Putting Gn(λ)(t) = Gµn(t, λ)
for λ ∈ Ω, we obtain an analytic extension to a function Gn : Ω→ L2(R+).
For λ ∈ Ω, (5.8), (7.8), and the fact that β < α/2 + α/p, give
‖Gn(λ)‖X ≤ Ck1/4n
(| Imλ|βχ{λ:|λ−wn|<2} + 1) + C(7.10)
≤ Ck1/4+1/pn (1 + | Imλ|)α/2.
Also, A−1fn = Nµn, and
‖S(t)A−1fn‖2X =
∫ ∞
0
|Nµn(s+ t)|2ds.
By (5.9),
(7.11) ‖S(t)A−1fn‖X ≥ ck1/4n
( log kn
kn
)1/α
, t ≤ kn,
and by (5.10),
(7.12) ‖S(t)A−1fn‖X ≤ Ck1/4n
( log kn
kn
)1/α
χ{t:t≤2kn} + Ce
−ρt, t ≥ 0.
The remainder of the proof closely follows the corresponding part of the
proof of Theorem 7.1. After passing to a suitable subsequence and rela-
belling, we let
f =
∑
n≥0
2−nk−(1/p+1/4)n fn.
Then (a) follows from (7.9), (b) follows from (7.10), and, finally, (c) follows
from (7.11) and (7.12) if the subsequence increases sufficiently fast. 
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