We consider the problem of optimizing the parameters of an arbitrary denoising algorithm by minimizing Stein's Unbiased Risk Estimate (SURE) which provides a means of assessing the true mean-squared-error (MSE) purely from the measured data assuming that it is corrupted by Gaussian noise. To accomplish this, we propose a novel Monte-Carlo technique based on a black-box approach which enables the user to compute SURE for an arbitrary denoising algorithm with some speci c parameter setting. Our method only requires the response of the denoising algorithm to additional input noise and does not ask for any information about the functional form of the corresponding denoising operator. This, therefore, permits SURE-based optimization of a wide variety of denoising algorithms (global-iterative, pointwise, etc). We present experimental results to justify our claims.
INTRODUCTION
Denoising algorithms aim at eliminating noise from measured data while trying to preserve the important signal features (such as texture and edges) as much as possible. Any denoising algorithm can be interpreted as a mapping f λ λ λ (that depends on some parameters λ λ λ) which takes as input the measured data y to yield the signal estimatex = f λ λ λ (y). When applying a particular algorithm, the user is faced with the difcult task of adjusting λ λ λ for best performance. To achieve this, researchers usually resort to empirical alternatives or pose the problem in a Bayesian framework. Bayesian and empirical methods are popular in the context of variational denoising where one of the key problems is the selection of the "best" regularization parameter [1] [2] [3] [4] .
In the context of denoising, the mean-squared-error (MSE) of the signal estimate is obviously the preferred measure of
The authors thank the Swiss National Science Foundation (SNSF) for supporting this work under the grant 200020-109415. quality to optimize λ λ λ. Unfortunately, the MSE depends on the noise-free signal which is generally unavailable or unknown a priori. A practical approach, therefore, is to replace the true MSE by an estimate in the scheme of things. For Gaussian noise, Stein's Unbiased Risk Estimate (SURE) provides a means for unbiased estimation of the true MSE solely using the given data and some description of the rst order dependence of the denoising operator with respect to the data; speci cally, the divergence of f λ λ λ with respect to y [5] . The computation of this divergence is analytically feasible only in a few special cases such as when the signal estimate is obtained by a linear transformation of the noisy data (linear ltering [2] ), a pointwise non-linear mapping or a combination of both (e.g., wavelet thresholding [6] [7] [8] ). Especially challenging are the cases where the functional form of the denoising operator is not known explicitly and the denoised output is the result of an iterative optimization procedure. Since most variational and Bayesian approaches fall into this latter category, there is a large variety of algorithms for which the analytical evaluation of the required divergence term is not tractable mathematically nor even feasible numerically.
In this paper, we address this limitation by proposing a practicable black-box approach for estimating SURE for a general denoising scenario. Our method is based on MonteCarlo simulation: the denoising algorithm is probed with additive noise and the response signal is used to estimate the desired divergence-the method completely relies on the output of the operator and does not need any information about its functional form.
In what follows, we brie y review the SURE formulation and then present our Monte-Carlo method together with a practicable algorithm. We then move on to validate the proposed scheme by presenting experimental results for two nontrivial problems: the optimization of the regularization parameter for total variational denoising (TVD) and the adjustment of the threshold for redundant wavelet denoising (RWD) by universal soft-thresholding. In particular, we demonstrate that SURE computed using the new Monte-Carlo strategy closely mimics the behaviour of the true MSE and correctly yields the optimal regularization parameter for the cases considered. Fig. 1 . Schematic of the denoising problem:x is obtained by the application of the denoising algorithm on the data y. The MSE estimation box then computes an estimate of the MSE ofx (i.e., SURE) as a function of λ λ λ knowing only y and f λ λ λ (y).
PROBLEM FORMULATION AND SURE
We adopt the standard vector formulation of a denoising problem: we measure noisy data y ∈ R N given by,
where x ∈ R N represents the vector containing the samples of the unknown deterministic noise-free signal and b ∈ R N denotes the vector containing the zero-mean white Gaussian noise of variance σ 2 , respectively. We are given a denoising algorithm which is represented by the operator f λ λ λ : R N → R N that maps the input data y on to the signal estimatex:
where λ λ λ represents the set of parameters characterizing f λ λ λ ; these should be adjusted to yield the best estimate of the signal [see Figure 1 ]. Our primal aim in this work is to optimize λ λ λ knowing only y andx = f λ λ λ (y) as illustrated by the "MSE estimation" box in Figure 1 . To achieve this, we propose the use of SURE as a reliable estimate of the true MSE.
In the sequel, we will assume that f λ λ λ is a bounded and continuous operator (i.e., the input-output mapping is continuous and a small perturbation of the input necessarily yields a small perturbation in the output). In particular, we do require that the divergence of f λ λ λ with respect to the data y given by
where f λ λ λk (y) and y k are the k th component of the vectors f λ λ λ (y) and y respectively, is well-de ned in the weak sense. Then the SURE corresponding tox = f λ λ λ (y) is a random variable given by
where · 2 represents the Euclidean norm. The following theorem, due to Stein, states that η is an unbiased estimate of the true MSE given by
Theorem 1 (cf. [5] ) The random variable η(f λ λ λ (y)) is an unbiased estimator of MSE(f λ λ λ (y)), that is,
where E b {·} represents the expectation with respect to b.
MONTE-CARLO SURE
As noted in (4), the divergence term, div y {f λ λ λ (y)}, plays a pivotal role in the computation of SURE. The divergence can be calculated analytically and has a closed form expression only in some special cases such as when f λ λ λ is linear or when f λ λ λ is a pointwise operator in an orthogonal transform domain [6] [7] [8] . For a general f λ λ λ , the evaluation of the divergence may not be tractable analytically and worse, it may even be numerically infeasible, especially if f λ λ λ is implemented in an iterative fashion (as is the case with most variational or PDE-based denoising methods). We circumvent this dif culty by proposing a novel technique that is based on the following theorem which allows us to estimate the required divergence (and thus SURE) for an arbitrary f λ λ λ . 
Theorem 2
provided that f λ λ λ admits a well-de ned second order Taylor expansion.
The proof of this theorem will be presented elsewhere. This is a powerful result since (7) does not require any knowledge of the functional form of f λ λ λ , thus making it applicable for a wide variety of algorithms. The important point is that f λ λ λ is treated as a black-box, meaning that we only need the output of the operator irrespective of how it is implemented. Equation (7) forms the basis of our Monte-Carlo approach for computing SURE for a general f λ λ λ . Since, in practice, the limit in equation (7) cannot be implemented due to nite machine precision, we propose to use the following approximation:
The idea is to add a small amount of noise (of variance ε 2 ) to y and evaluate f λ λ λ (y + b ). The difference f λ λ λ (y + b ) − f λ λ λ (y) is then used according to (8) to obtain an estimate of the divergence. The schematics of implementing the rhs of (8) is illustrated in Figure 2 .
We will demonstrate numerically that the approximation in (8) is quite reasonable and yields excellent numerical results. The validity of the approximation in (8) depends on how small ε can be made. In practice, we must select ε small enough to mimic the limit, but still large enough so as to avoid Fig. 2 . The dotted box depicts the module which estimates div y {f λ λ λ (y)} according to (8) using the realization b i . The dashed box represents the SURE module (depicted as the MSE estimation box in Figure 1 ) which computes the SURE according to equation (4) for a given λ λ λ.
numerical round-off errors in f λ λ λ (y + b ). It turns out that the estimation procedure is remarkably robust with respect to ε (cf. Section 4).
We now develop an algorithm based on (8) for estimating div y {f λ λ λ (y)} for an arbitrary f λ λ λ . The algorithm assumes that a suitable ε has been selected and that a set of K independent random vectors
where each b i (independent of y) is zero-mean i.i.d with variance ε 2 has been generated.
Algorithm 1
Estimation of div y {f λ λ λ (y)} and computation of SURE for a given λ λ λ = λ λ λ 0 and xed ε:
Step 1: For λ λ λ = λ λ λ 0 , evaluate f λ λ λ (y); i = 1; div = 0
Step 2: Build z = y + b i ; Evaluate f λ λ λ (z) for λ λ λ = λ λ λ 0
Step 3:
Step 2; otherwise evaluate sample mean: div = div/K and compute SURE(λ λ λ 0 ) using (4).
It is clear that our method needs only O(N ) storage while computationally it is K times as costly as the denoising algorithm itself. It should also be noted that to estimate div y {f λ λ λ (y)} for a given set of parameters λ λ λ = λ λ λ 0 , f λ λ λ (y) needs to be evaluated only once, while f λ λ λ (z) may be repeated with many realizations b i | K i=1 for computing the sample mean in step 4. However, in practice, when N is large (especially images), it is usually suf cient to use a single realization (i.e., K = 1) of b .
Let us now consider the special case of a linear denoising operator whose generic form is
where F λ λ λ is the matrix corresponding to the linear transformation. Then, the desired divergence is simply given by
which may be explicitly evaluated if F λ λ λ is known. There are many scenarios, however, where the matrix is not known explicitly and where (9) is evaluated through a recursive process, in which case the trace computation can turn out to be dif cult (especially for large data sets). For such cases, we can prove that Algorithm 1 yields an unbiased estimate of Trace{F λ λ λ } irrespective of the value of ε. This provides another strong justi cation for dropping the limit in (7).
EXPERIMENTS
We illustrate the applicability of our Monte-Carlo method for two popular denoising algorithms: total variation denoising (TVD) [9] and redundant wavelet denoising (RWD) by universal soft-thresholding with the Haar transform. In both cases, the SURE computation is known to be non-trivial and most probably not feasible numerically. For our experiments, we used K = 1 in Algorithm 1 with Gaussian random vectors. Our observation was that any ε ∈ [10 −12 , 1] yielded agreeable results for both TVD and RWD. So we chose to be conservative with respect to round-off errors and selected ε = 0.1 in all experiments. The performance of the methods was quanti ed by the signal-to-noise ratio (SNR) of the output f λ λ λ (y) computed as SNR = 10 log 10
In all cases, the value of σ was set to achieve the desired input SNR computed by replacing x − f λ λ λ (y) 2 with Nσ 2 . The noise variance σ 2 was assumed to be known (it can be reliably estimated from y using the median estimator in [6] ) for computing SURE in (4) . Figures 3 and 4 plot the true MSE and SURE as a function of λ for both TVD and RWD (for the Boats image, input SNR = 4 dB). In the case of TVD, the parameter λ represents the regularization parameter, while it denotes the soft-threshold value for RWD. It is clearly seen that SURE computed using our Monte-Carlo method approximates the true MSE curve remarkably well over the entire range of λ in both cases. Also signi cant is the fact that SURE yields correct values for the optimal λ in all cases. We observed the same trend for all test images and input SNRs which con rms the consistency of our method.
Some further denoising results are summarized in Table 1 . The rst value in each cell gives the SNR obtained by choosing λ based on the true MSE (oracle SNR), while the second corresponds to the result obtained by Monte-Carlo SURE optimization. Again, the two SNR values are in near perfect agreement for all the test images and noise levels. This conrms the validity of our choice of ε and K; it also demonstrates the reliability and robustness of our Monte-Carlo SURE optimization procedure.
CONCLUSIONS
We have developed a novel technique for computing SURE for an arbitrary denoising algorithm. A possible interpretation of our Monte-Carlo scheme is that of a random rst order difference estimator of the divergence of an operator: it boils down to a randomly weighted summation of the difference between the restored signal and a perturbed version of it. In effect, this yields a black-box approach that uses only the output of the denoising algorithm and does not require any knowledge of its internal working. We did illustrate and validate the method by optimization of the parameters of some popular denoising algorithms. We found that SURE computed using our method perfectly predicts the true MSE in all the cases tested. Moreover, the SNR obtained by SUREbased optimization is in almost perfect agreement with the oracle solution (minimum MSE). This suggests that MonteCarlo SURE can be reliably employed for data-driven adjustment of parameters in a large variety of denoising problems provided that the data is corrupted by Gaussian noise.
