Abstract-Motivated by applications in distributed storage and distributed computation, we introduce embedded index coding (EIC). EIC is a type of distributed index coding in which nodes in a distributed system act as both senders and receivers of information. We show how embedded index coding is related to index coding in general, and give characterizations and bounds on the communication costs of optimal embedded index codes. We also define taskbased EIC, in which each sending node encodes and sends data blocks independently of the other nodes. Task-based EIC is more computationally tractable and has advantages in applications such as distributed storage, in which senders may complete their broadcasts at different times. Finally, we give heuristic algorithms for approximating optimal embedded index codes, and demonstrate empirically that these algorithms perform well.
I. INTRODUCTION
In index coding, defined by [2] , sender(s) encode data blocks into messages which are broadcast to receivers. The receivers already have some of the data blocks, and the goal is to take advantage of this "side information" in order to minimize the number of messages broadcast. For example, if node r 1 knows a data block b 1 and node r 2 knows block b 2 , a sender S can broadcast b 1 ⊕ b 2 . Then r 1 can cancel out b 1 and r 2 can cancel b 2 such that both nodes learn a distinct new block from a single broadcast message.
Index coding is typically studied in the models depicted in Figures 1a and 1b , where the senders are distinct from the receivers. In this paper, we consider a setting-depicted in Figure 1c- example, in coded computation, e.g. [8] , the shuffle phase consists of nodes communicating computed values with each other.
We call this model embedding index coding (EIC). EIC can be seen as a special case of the multi-sender index coding model in Figure 1b . In this paper, we will demonstrate that by considering EIC as a special case, we can prove new results and design faster algorithms than are available for the more general multi-sender index coding problem.
We also introduce a new notion of solution to an embedded index coding problem called a task-based solution. In a task-based solution, the communication can be partitioned into independent tasks, so that each receiver is only reliant on a single sender to get a par-ticular block.
1 Task-based solutions are easier to reason about, and we will give efficient heuristics to find good ones. Moreover, task-based solutions can be more robust to failures or delays: if a sender's messages are corrupted or lost, the messages from other senders can still be used fully to decode data blocks.
We prove several results establishing relationships between centralized (single-sender) index coding, EIC, and task-based EIC. In particular, we show in Theorem 2 that the optimal length of a solution to a general EIC problem is only a factor of two worse than the optimal length in the centralized model. In Lemma 1 we give an upper bound on the length of the best task-based solution to an EIC problem.
Finally, based on (the proofs of) the bounds above, we design heuristics for designing general EIC schemes and task-based EIC schemes, and we give evidence that these heuristics perform well.
A. Related Work
Index coding was first introduced by [2] , based on the Informed-Source Coding on Demand (ISCOD) model proposed by [3] , and many extensions and variations have been studied. We focus on linear index coding. As shown in [2] , the rate of an optimal index code is given precisely by the minrank of a corresponding matrix and we build on this result in our work. Embedded index codes are a special case of the linear multi-sender index codes in [5] and [7] , which both consist of multiple senders and multiple receivers, but as two distinct and non-overlapping sets of nodes; this is the setting depicted in Figure 1b . In [7] rank minimization is used in an approach similar to our method; we compare the two methods in Section IV. The model in Figure 1c is used in [4] , but the setting is less general than EIC's because all nodes want all blocks they don't already have.
There are several other related notions, including composite coding [1] and Instantly Decodable Network Codes (IDNC's) [6] ; we defer a more in-depth discussion of related work to the full version [9] .
II. FRAMEWORK
In this section we describe the model for embedded index coding. Let n be the number of nodes and m be the number of data blocks. Let D ∈ F m be the set of data blocks, for an arbitrary finite field F. We assume that each node can do local computation and can broadcast information over an error-free channel to all other nodes.
We then define an embedded index coding problem in terms of what values of D nodes have and need. Definition 1. An embedded index coding (EIC) problem is specified by a pair of matrices R, B ∈ {0, 1} n×m s.t.
Informally, given EIC problem (R, B), node i needs block j if R ij = 1 and has block j if B ij = 1. Each node i will broadcast a set of b i ∈ N linear combinations of its blocks. e j denotes the j th standard basis vector.
Definition 2. For an embedded index coding problem (R, B) a linear broadcast solution which solves (R, B) is a collection of matrices β (1) , ..., β (n) and integers
so that:
so that
• The length of an EIC solution is Σ b , the number of symbols broadcast. We also refer to this as the communication cost of the solution.
To use a linear broadcast solution, each node i computes and broadcasts β (i) · D. This can be computed locally because the only non-zero columns of β (i) correspond to non-zero entries of row B i , i.e. blocks node i has. Then each node i can decode the blocks it wants using the set of decoding vectors {α (i,j) : R ij = 1} and the received messages,
A. Problem Graph and Problem Matrix
In this section we extend the work of [2] to represent EIC problems as graphs.
Definition 3. Let P = {(i, j) : R ij = 1} be the set of requirement pairs of a EIC problem defined by (R, B).
Definition 4.
Given an EIC problem (R, B) we define the problem graph G as follows. Let the vertex set be Figure 2 shows an example of a problem graph. It was shown by [2] that in the case of each node requesting a single, unique block, the length of an optimal index code is given by the minrank, defined below. We will generalize the result of [2] to our more general notion of a problem graph in Theorem 1. Definition 5. Given a graph G = (V, E), we say that a matrix A ∈ {0,
, is the rank of the lowest rank matrix A which fits G with entries in F 2 :
B. Task-Based Solutions
We now define a particular type of solution, motivated by the efficiency of finding a solution and which may be more useful in the presence of failures. 
Informally, a task-based solution is a linear solution in which each node i decodes each requested block j using only messages from one sender node, i.e. one vector β (x) · D for some node x. A task-based solution to (R, B) is also related to the corresponding problem graph G by specifying a partition of the vertices. Let is the matrix used in the task-based solution such that x decodes block y using
.
A task-based solution exists for the EIC problem shown in Figure 2 While we only study task-based solutions on the EIC model, task-based solutions can also be used for multisender index coding in general.
C. Centralized Solutions
We also want to compare decentralized solutions to EIC problems to the optimal centralized index coding solution. Thus we define a solution to an EIC problem which assumes some oracle server exists with access to all of D (and has no requirements itself). so that
Finally, we use the following symbols to denote the optimal lengths for each type of solution:
Definition 11. Let (C) (R,B) denote the minimum length of a centralized linear broadcast solution to the EIC problem (R, B) as defined in Definition 10.
Let (D) (R,B) denote the minimum length of a decentralized linear broadcast solution to the EIC problem (R, B) as defined in Definition 2.
Let (T ) (R,B) denote the minimum length of a decentralized and task-based solution to the EIC problem (R, B) as defined in Definition 7.
III. MINIMUM CODE LENGTHS AND RELATIONSHIPS
In this section, we analyze the values of (C) (R,B) , (D) (R,B) , and (T ) (R,B) for a given (R, B). We drop (R, B) from the notation when comparing two of these under the same (R, B) in general. In the full version, we show by example that the values of (C) (R,B) , (D) (R,B) , and (T ) (R,B) may all be distinct, and we prove general separation results. In this extended abstract, we focus on upper bounds on (D) (R,B) and (T ) (R,B) . These will be useful in the next section when we design algorithms.
First, we discuss centralized solutions to an EIC problem, and introduce some useful machinery.
Our problem graph is a generalization of the side information graph of [2] , and we prove the following generalizion of Theorem 5 of [2] . Theorem 1. Given EIC (R, B) and the corresponding problem graph G, (C) (R,B) = minrk 2 (G).
The proof of Theorem 1 follows closely the proof of Theorem 5 in [2] , see [9] for details.
Next, we prove an upper bound on (D). It can easily be seen that minimum length of a decentralized embedded index code is at least the minimum length of the corresponding centralized index code since EIC is a harder problem: that is, (C) ≤ (D). Thus we are interested in how much longer a decentralized embedded index code must be than an index code in the centralized model. Perhaps surprisingly, it turns out that not much is lost in the EIC model! Theorem 2. Given an EIC problem defined by (R, B),
The proof of Theorem 2 (available in [9] ) uses Theorem 1, and is essentially a transformation which takes any centralized algorithm for a EIC problem and produces a decentralized algorithm with at most twice the length. We note that the proof of Theorem 2 crucially uses the EIC formulation; this shows why considering EIC separately as a special case of multi-sender index coding can be valuable.
Finally, we prove an upper bound on (T ). In the full version [9] , we give a characterization of (T ) (R,B) in terms of the minrank of theÑ i in an optimal neighborhood partition as defined in Section II-B. Using this, we obtain the following upper bound on (T ) (R,B) which we will use in Section IV-B to design a heuristic algorithm for finding task-based solutions. Lemma 1. Given an EIC problem defined by (R, B), let N be the set of all possible neighborhood partitions (Definition 9). Then
IV. ALGORITHMS
In this section, we use results from the previous section to design heuristics for finding good EIC solutions. We also demonstrate empirically that our algorithms perform well. More precisely, we describe two algorithms, one to approximate the best decentralized solution and one to approximate the best task-based solution.
A. Approximating (D)
The proof of Theorem 2 gives a method to design a decentralized solution to an EIC problem. More precisely, this method (pseudocode given in the full version [9] ) first computes or approximates an optimal centralized solution with length (C) (R,B) and then uses the transformation used in the proof of Theorem 2 to arrive at a decentralized solution with length at most 2 · (C) (R,B) .
We compare the cost of this method to the methods given by [5] and [7] . More precisely, the main computational task of both methods is computing the minrank of a graph, by searching over a set of possible fitting matrices. In practice, we may wish to use a heuristic to approximate the minrank; however, one way to compare the speed of these algorithms is to compute the size of the search space that would be required to compute the minrank exactly.
2 Figure 3 shows how the base-2 logarithm of the search space for our algorithm compares to that of the Combined LT-CMAR procedure of [7] . Except for the smallest values of n and p, S EIC is smaller, meaning that our algorithm has a smaller search space than the combined LT-CMAR algorithm.
B. Approximating (T )
Computing a task-based solution consists of two main steps: finding a neighborhood partition (Definition 9) and finding an index coding solution to the task defined by eachÑ i for sender node i. Using the upper bound of Lemma 1, we will show how to find a good choice for the neighborhood partition. We begin with a definition.
Definition 12. Given a problem graph G for some EIC problem (R, B) with sender node neighborhoods N 1 , ..., N n , let the set of neighborhood-cliques be C :
The following theorem (proven in [9] ) shows that using neighborhood-cliques, finding a neighborhood decomposition to minimize the upper bound in Lemma 1 reduces to solving a minimum cover problem.
(a) (b) Fig. 3 : S LT −CM AR is the value log 2 of the search space size for a given (R, B) using the method of [7] . S EIC is the value log 2 of the search space size using our method of approximating with the corresponding centralized solution. Ratios S LT −CM AR /S EIC are plotted for the averages over sets of 20 Erdős-Renyi graphs with the given number of vertices n and probability p for each directed edge. When S LT −CM AR /S EIC > 1 our algorithm has a strictly smaller search space. This theorem gives us a constructive algorithm for N 1 , ...,Ñ n . Since mincover is NP-hard solving for these will be as well, but we can use existing mincover approximation algorithms. Our algorithm to approximate an optimal task-based solution to an EIC problem computes a mincover of the vertices of the corresponding problem graph G, using the set of maximal cliques, C . The cliques used then specify the neighborhood partition, since each is fully contained the neighborhood of some node. See the full version for algorithm details [9] . Figure 4 shows the ratio of the length of our approximately optimal task based solution compared to the length of the optimal centralized solution. This ratio upper bounds the ratio of a true optimal task based solution to the corresponding centralized solution. In all of our experiments this approximation ratio is upperbounded by 1.4. As in the experiments in Figure 3 , Erdős-Renyi graphs are randomly generated for a variety of values for n, the number of nodes, and p, the directed edge probability. As the size of the graph increases for a fixed edge probability, the ratio appears to converge. For a fixed number of nodes, there also appears to be some upper bound on the ratio even as the probability of each edge goes to 1.
