The Turkish language belongs to the Turkic family. All members of this family are close to one another in terms of linguistic structure. Typological similarities are vowel harmony, verb-final word order and agglutinative morphology. This latter property causes a very fast vocabulary growth resulting in a large number of out-of-vocabulary words. In this paper we describe our first experiments in a speaker independent LVCSR engine for Modern Standard Turkish. First results on our Turkish speech recognition system are presented. The currently best system shows very promising results achieving 16.9% word error rate. To overcome the 00V-problem we propose a morphem-based and the Hypothesis Driven Lexical Adaptation approach. The final Turkish system is integrated into the multilingual recognition engine of the GlobalPhone project.
are achieved when using Turkish words as dictionary units. The following example illustrates the morphological structure of the Turkish language:
Osman-li-laS-tir-ama-yabil-ecek-ler-imiz-den-miS-siniz (English: behaving as if you were of those whom we might consider not converting into Ottoman, see [2] ). It can be seen easily, that agglutination results in a word length that is exceptional for the Turkish language.
In this paper we present our experiments on Modem Standard Turkish, which is the most widespread language of the Turkic family spoken by about 65 million speakers. For all experiments we use the Turkish part of our Globalphone database, which is briefly introduced in the first section of this paper. The second section describes important properties of the Turkish language and resulting problems for LVCSR. The paper concludes by presenting several recognition experiments and results.
1NTROI)UCTION
2. GLOBALPHONE DATABASE For languages like English many large vocabulary continuous speech recognition engines have been evaluated on several different tasks. Recently the interest increased on LVCSR systems in Asian languages like Chinese, Japanese and Korean. Furthermore, projects like SQALE [I] focus on transferring the evaluation paradigms and training methods to languages spoken in Europe like French, German, Spanish etc. However, so far there have been no attemps for Turkish Large Vocabulary Continuous Speech Recognition (LVCSR). This has several reasons: First, there is a lack of speech databases and text corpora for the Turkish language, and knowledge sources like pronunciation dictionaries are not available yet. Second, Turkish is very different from Indo-European languages because its morphology is agglutinative and suffixing. This means that the inflection, the derivation and other relationships between words in a sentence are done by constantly concatenating suffixes to the word stem. Therefore, the vocabulary growth rate is very high resulting in a large number of out-of-vocabulary words (OOV). As a consequence poor recognition results Turkish LVCSR presented here is evaluated in the framework of the GlobalPhone project. The database of this project currently consists of 15 languages. In each language about 100 native speakers were asked to read 20 minutes of political and economic articles from a national newspaper. The speech was recorded at I6kHz sampling rate and 16 bit resolution in office quality, using a close-talking microphone. The corpus is fully transcribed including spontaneous effects like false starts and hesitations. In our speech recognition engine we introduced models for the 8 vowels and 20 consonants showed in figure 3 and 4 plus one model for silence, and one for spontaneous effects respectively. The occurrences of long vowels in our Turkish speech database are too rare to be modeled by separate phonemes.
Pronunciation Dictionary
When reforming the writing system in 1928 the Latin script was adopted for Modern Standard Turkish adding two diacritics for the affricates c ItJI, 9 161 and the sign g. Pronunciation alternations are written out, differing in this aspect from for example the German orthography. Therefore, the orthographic conventions correspond roughly with those of a broad phonetic transcription. As a consequence we were able to build most pronunciations by applying a grapheme-to-phoneme tool using a small number of simple context-free rules. Only the g must be dealt with context sensitive rules, since it causes lengthening of the preceeding vowel. Numbers, except for date and ordinal numbers, are pronounced regularly from left to right. The automatic generated dictionary was finally proof-read and postedited by native experts adding pronunciation variants for proper names, date expressions and acronyms. We initialize the Turkish acoustic models applying our fast crosslingual bootstrap technique [5]. A four-lingual recognizer was used, which consists of German, Japanese, Spanish, and English models from a spontaneously spoken scheduling task. The phoneme mapping was done heuristically by picking the best matching IPA-counterpart. Initial word labels are written, Gaussian distributions are calculated using k-means clustering and trained along the previously written labels. The resulting models are used for writing improved labels, and the training procedure is repeated. For the first 
Word length distribution rates

Vocabulary growth rates
Long words might make it easier to acoustically distinguish them from each other, but results in high out-of-vocabulary rates, as can be easily seen from figure 2. It shows the selfand cross coverage for the Turkish language based on 15.63 Million words and a 6K test set of 3K different words. The cross coverage curve shows that even given a 500K vocabulary the OOV-rate is still above 5%. Assuming a dictionary size of 64K words, which is commonly used in speech recognition, we can expect to deal with an OOV-rate of around 15%.
RECOGNITION ENGINE
The Turkish LVCSR system was trained and evaluated using the Janus Speech Recognition Toolkit (JRTk) in two passes: First a preliminary recognition engine was built using Turkish words as dictionary units, without attacking the problem of high OOV-rates by adding all words of the test set to the dictionary. In the second step a morphem-based and the HDLA approach are applied to the resulting system to overcome the problems of agglutinative languages. context dependent system the polyphonic tree of all occurring quintphones has been clustered down to 1500 models using linguistic motivated questions about the phonetic context. This results in a fully continuous 3-state HMM system, where each state is modeled by one codebook containing a mixture of 16 Gaussian distributions. The feature space of the Gaussians is based on 16 cepstra, power, and their first and second derivatives calculated from the l6kHz sampled input speech. After mean subtraction the number of features is reduced to 24 and 32 coefficients respectively by computing a linear discriminant analysis. Speaker normalisation is applied through a piecewise linear frequency transformation which compensates for different vocal tract length (VTLN). During training, optimal warping parameters for each speaker are estimated and iteratively optimized. Table 5 summarizes the progress of the Turkish LVCSR system in terms of word error rates. The currently best system achieves 16.9% word error rate.
AGGLUTINATIVE LANGUAGES
Morphem-based approach
Turkish morphology is agglutinative and suffixing with only a few exceptions to the one-to-one relationship between morphem and function. As a consequence morphems as recognition base units would provide a solution for speech recognition. Currently available morphological analyzer for the Turkish language suffer from morphological ambiguities. About 10% of input words need follow-up treatment by human experts [6] . In order to handle a 15.63 Million words corpus fully automatically we break up words into syllables applying Latex distinction rules. Afterwards these syllables were merged into larger units by defining word-positioned syllable classes. The problem of limited scope of a syllablebased language model is approached by class based 4-gram LMs. Table 6 summarizes the recognition results of three different systems resulting from merging the word position based classes. It can be seen that using smaller units for recognition decreases the OOV-rate dramatically. However, the lower OOV-rate does not reflect a better recognition performance, since the smaller units suffer from a higher acoustic confusability. Experiments for Korean LVCSR indicate that the locking of acoustic similarities by merging units is able to overcome this problem [7] .
5.2.
14881 2 2 21868 23 17033 Table 6 : Syllable-based LVCSR
Hypothesis Driven Lexical Adaptation
Using morphem-like small base units is one approach to counteract the fast vocabulary growth and resulting high OOV-rates of highly inflected languages. A second possibility is to allow a virtually unlimited recognition dictionary by adapting the vocabulary of the speech recognizer to the utterances to be recognized. To this end the Hypothesis Driven Lexical Adaptation (HDLA) algorithm [8] is applied to our Turkish system. Within this framework a first recognition run is performed on a baseline dictionary. The resulting word lattices and utterance-specific vocabulary lists are then used to look up similar words in a large fallback dictionary, consisting of all words included in the largest available Turkish text corpus. Different selection criteria for the adaptation procedure of the dictionary for the second recognition run can be used, ranging from morphological knowledge to distance measures either based on grapheme or phoneme level [9] . For our Turkish system a phonetic distance based adaptation has been performed. The baseline OOV-rate of 14.9% for a 30K vocabulary could be improved to 10.9% unknown words. This 27% improvement in the OOV-rate is comparable to results achieved in Serbo-Croatian and German. As for both of those languages significant word error rate reductions could be achieved, the OOV-rate improvement in the Turkish language is expected to also reflect in an improved word error rate for the ongoing recognition experiments.
CONCLUSION
We have presented first results for a Turkish large vocabulary speech recognition system. Our final system yields a word error rate of 16.9%. It is integrated into the multilingual recognition engine in the Globalphone framework. The special agglutinative morphology of the Turkish language has been exploited to conduct morphology-based recognition experiments as well as vocabulary adaptation in the HDLA framework. The latter was able to decrease the OOVrate by 27%. This reduction is expected to reflect in an improved word error rate for the ongoing recognition experiments.
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