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Abstract
We extend Neural Processes (NPs) to sequential data through Recurrent NPs or
RNPs, a family of conditional state space models. RNPs can learn dynamical
patterns from sequential data and deal with non-stationarity. Given time series
observed on fast real-world time scales but containing slow long-term variabilities,
RNPs may derive appropriate slow latent time scales. They do so in an efficient
manner by establishing conditional independence among subsequences of the time
series. Our theoretically grounded framework for stochastic processes expands the
applicability of NPs while retaining their benefits of flexibility, uncertainty estima-
tion and favourable runtime with respect to Gaussian Processes. We demonstrate
that state spaces learned by RNPs benefit predictive performance on real-world
time-series data and nonlinear system identification, even in the case of limited
data availability.
1 Introduction
Given a time series, how can we capture its generative process? The problem of learning a deep
generative state space model (DGSSM) is a major challenge of machine learning.
The generative process is usually assumed to consist of a set of generating variables and their relations
as well as their temporal dynamics. Various scientific communities have proposed frameworks
to model these components. Classic approaches include Hidden Markov Models and Recurrent
Neural Networks (RNNs). The latter have been combined with Variational Autoencoders (VAEs)
which yield high-level latent random variables adding extra variability to the RNN’s internal state
[Chung et al., 2015, Bayer and Osendorfer, 2014]. Another popular DGSSM approach is given by
non-parametric state space models using Gaussian Processes (GPs) to model the hidden state space
and its dynamics [Nickisch et al., 2018, Doerr et al., 2018].
The surge of neural latent variable models for performing inference on stochastic processes is a
recent development in Deep Learning. Neural Processes (NPs) [Garnelo et al., 2018a] try to combine
the best of Neural Networks (NNs) and GPs. A GP models the uncertainty of its predictions and
is highly flexible at test time, as it only requires a few context points for meaningful inference.
However, GPs are computationally expensive at test time. A deep NN, on the other hand, does not
estimate the uncertainty of its predictions and is inflexible at test time as it is not easily updated
after training. The main advantage of NNs over GPs is their inference speed as they only require a
forward pass. To address the trade-off between flexibility and computation at test time, NPs increase
flexibility by moving some computation from training time to test time, estimating uncertainty and
model distributions over functions, while still achievingO(n+m) runtime instead ofO ((n+m)3),
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where n is the number of context points and m the number of target points [Garnelo et al., 2018b].
Our novel Recurrent NPs (RNPs) transfer benefits of NPs to deep generative state space models. RNPs
are able to deal with non-stationary data by conditioning predictions on induced latent stochastic
processes.
For example, consider a time series of 10 years of hourly temperature measurements. Daily cycles
(warm days, cold nights) are superimposed by seasonal cycles (winter, summer). RNPs can derive slow
latent time scales (reflecting winter and summer) despite fast real-world time scales (reflecting hourly
observations). RNPs retain the benefits of (a) estimating uncertainty, (b) modelling distributions over
functions, and (c) high flexibility at test time without increasing runtime. It enables efficient inference
of the latent space by establishing conditional independence among subsequences in a given time
series. We apply RNPs to various real-world one-step-look-ahead prediction tasks, illustrating their
performance and benefits.
2 Background
To formally define a stochastic process, we require four components. Given a random function
F : X → Y and any finite sequence x1:n = (x1, . . . , xn), where xi ∈ X , we define y1:n :=
(F (x1) , . . . , F (xn)) as the function values of x1:n. The joint probability over the function values
y1:n is defined as ρx1:n (y1:n) =
∫
p(f)p (y1:n|f, x1:n) df , where f is some realization of the random
function F . Since we want the joint probabilities to be proper marginal distributions of the stochastic
process, they have to fulfill the following conditions: (i) Exchangeability: The joint probability is
invariant to permutations on x1:n; (ii) Consistency: The distribution over a subsequence stays the
same even after marginalizing out the rest of the full sequence. More importantly, the Kolmogorov
existence theorem states that a collection of joint distributions satisfying these conditions will define
a stochastic process. Exchangeability and consistency require us to define This implies that the
observations y1:n become iid conditioned upon f . This result is a consequence of our requirement of
exchangeability and de Finetti’s theorem [de Finetti, 1936] stating that exchangeable observations
become conditionally independent given some latent variable, which in this case is the stochastic
process F . Neural Processes try to approximate the stochastic process with a neural network g(·) and
the help of a latent variable z, which results in: ([Garnelo et al., 2018a])
p (z, y1:n|x1:n) = p(z)
n∏
i=1
p (yi|g (xi, z)) (1)
3 Recurrent Neural Process
We now proceed with the description of our model, first stating our assumptions and capturing them
in our definitions of the joint probability. This leads us to a notion of latent time. To utilize this
notion, we show how to map from latent time to observed time and how the mapping relates RNPs to
NPs. The section ends with a definition of an appropriate loss to train our model.
3.1 Definitions and Assumptions
There is a class of random functionsF that contains all possible generating parameters of the observed
time series {xt}t∈T . A time series predictor will need to estimate which of these random functions
are behind the generating process by assigning a probability to each random function Fβ : T → Y
[Ortega et al., 2019]. Here, β is some indexing to distinguish between different random functions, for
example the parameters that define the distribution over paths. Let yβ,t denote a realization of the
random function Fβ at time t. A key assumption is that the time scale of the random function Fβ is
not the same as the one of our observed time series. Therefore a proper time warping needs to be
found that assigns the right time steps in the generating random functions to the observed time series.
We denote the time line of the random functions by Tβ and the time line of the observed time series as
T . We denote a probability P (tβ,1:L, Tβ | T ) =
∏L
i=0 P (tβ,j,i | Tβ , tβ,j,i−1, ti)P (Tβ), where L is
the length of the observed time series and tβ,j,i is the time step j in a random function Fβ assigned to
the observed ti when considering the generative process. The conditional variable tβ,j,i−1 was added
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such that the generating process is causally consistent. In other words, when ti was generated by
tβ,j,i, we do not allow ti+1 to be generated by tβ,<j . This probability distribution allows for dealing
with changing generative parameters and thus with non-stationary time series.
3.2 Model Description
We can now formulate the generative process behind the observed time series as
P (x,yβ , tβ , Tβ ,Fβ | T ) =
L∏
i
∑
β
P (xti | yβ,j)P (yβ,j | tβ,j,i,Fβ)P (tβ,j,i | Tβ , tβ,j,i−1, ti) (2)
P (tβ,j,0 | Tβ)P (Tβ | Fβ)P (Fβ | β)P (β)
where Fβ is an instantiation of the random function Fβ . The model trying to infer the generating
processes behind an observed sequence will thus have to find the right parameters as well as the
correct alignment of time steps. To make the following derivation clearer, we simplify Equation (2)
as follows:
P (x,yβ , tβ | T ) =
∑
β
P (β)
[
L∏
i
P (xti | yβ,j)P (yβ,j | tβ,j,i, β)P (tβ,j,i | tβ,j,i−1, ti)
]
(3)
The posterior predictive distribution then looks as follows:
P (xt | x<t) =
∑
β
P (xt | yβ,j)P (yβ,j | tβ,j,i, β)P (tβ,j,i | tβ,j,i−1, ti, x<t)P (β | x<t) (4)
We see that P (yβ,j | tβ,j,i, β) = P (yβ,j | Fβ(tβ,j,i)) assumes a similar role as the distribution in
Equation (1). However, there are slight differences, as tβ,j is our time in latent space and not the
time in observed space. Conveniently tβ,j,i acts here as an indicator function, telling us which time
steps ti in the observed time series are aligned with the time steps tj in latent time. In other words
tβ,j,: = {i | ti maps to tβ,j} denotes an alignment set. We can therefore approximate tβ,j with an
LSTM [Hochreiter and Schmidhuber, 1997], fenc, that processes the relevant xi indicated by tβ,j,:
and model Fβ(tβ,j) by any non-linear decoder g(tβ,j , zβ), where zβ is a high-dimensional random
vector parameterising Fβ . The latent generative model then takes the following form:
P (zβ , yβ,1:J | tβ,1:J) = P (zβ)
J∏
P (yβ,j | g(tβ,j , zβ)) (5)
= P (zβ)
J∏
P (yβ,j | g(fenc(x{i∈tβ,j,:}), zβ)) (6)
= P (zβ)
J∏ max{i∈tj,:}∏
i=min{i∈tj,:}
P (xi | g(fenc(x{i∈tβ,j,:}), zβ)) (7)
= P (zβ , x1:L | t1:L) (8)
In this case tβ,j,: corresponds to the set of aligned time steps of latent time step tβ,j . Equation (6)
renders yβ,1:j independent conditioned on zβ , which in turn makes the subsequences of the observed
time series independent, as seen in Equation (7). To learn the time mapping, we are not allowed to
reset the hidden state after encoding, as otherwise, the encoding LSTM would never see multiple
instances of the random function.
Note that Equation (1) is a special case of Equation (6) for a generating stochastic process where the
latent time and the observed time align, that is, they tick with the same clock.
3.3 ELBO
Let q(z | y1:J , t1:J) be the variational posterior with which we can learn the non-linear decoder g().
The Evidence Lower Bound then looks as follows:
log p(y1:J | t1:J) ≥ Eq(z|y1:J ,t1:J )
[
J∑
i=1
log p (yi|z, ti) + log p(z)
q (z|y1:J , t1:J)
]
(9)
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Equivalently to the NPs we split the dataset into a context set y1:k,t1:k and a target set yk+1:J ,tk+1:J
log p(yk+1:J | t1:J , y1:k) ≥ Eq(z|y1:J ,t1:J )
[
J∑
i=k+1
log p (yi|z, ti) + log p(z | y1:k, t1:k)
q (z | y1:J , t1:J)
]
(10)
As p(z | y1:k, t1:k) is intractable we will use q(z | y1:k, t1:k)
log p(yk+1:J | t1:J , y1:k) ≥ Eq(z|y1:J ,t1:J )
[
J∑
i=k+1
log p (yi|z, ti) + log q(z | y1:k, t1:k)
q (z | y1:J , t1:J)
]
(11)
Since we cannot directly observe the latent random functions we have to express this in terms of the
observed data:
log p(x{i∈tk+1:J,:} | t{i∈t1:L,:}, x{i∈t1:k,:}) (12)
≥ E
q
(
z|x{i∈t1:J,:},t{i∈t1:J,:}
)
 J∑
j=k+1
 max{i∈tj,:}∑
i=min{i∈tj,:}
log p (xi|z, ti)
+ log q(z | x{i∈t1:k,:}, t{i∈t1:k,:})
q
(
z | x{i∈t1:J,:}, t{i∈t1:J,:}
)

3.4 Implementation
An implementation of the proposed generative model involves several design choices. Equation (3)
motivates the use of an LSTM fenc(xt, ht−1) encoder, because of the need to keep track of previous
time alignments. This implies that the hidden state of the Encoder-LSTM is not reset for each
encoding, because of the necessity to remember to which time step the encoder mapped the previous
time step. We can use the same hidden state to encode the posterior distribution over the parameters,
for which one could reset the encoder’s hidden state. We could also model the distribution P (tβ,j,i |
tβ,j,i−1, ti) from Equation (3) more explicitly using an attention mechanism [Bahdanau et al., 2014],
as the ti suggests to query the latent space conditioned on the current time step. It might be an
explanation of why attention works so well in the Attentive Neural Process.
To encode the correct generative random functions in our context representations, it is theoretically
sufficient to pass through the context points with an LSTM once. The last hidden state then contains
the necessary information about all generating random functions to be encoded in the latent space. In
practice, however, this approach has downsides because the hidden state potentially has to capture
multiple random functions that operate at different time scales. As derived in the previous section, it
is sufficient to encode subsequences to capture all necessary information about the latent random
functions. As we do not know which subsequences are sufficient, one possibility is to create all
possible subsequences. Another option is to build in priors about the dataset in the form of hand
chosen sequence lengths. In the aforementioned weather example one may assume that there will
be generators that have hourly, daily, monthly and yearly seasonalities. Therefore it makes sense to
encode subsequences with these lengths. Therefore, the encoder results in:
henct−s:t = f
enc(xt−s:t, henct−s:t−1) (13)
ri = h((xt, h
enc
t−s:t)i) (14)
where t − s : t denotes some subsequence of length s that ends at any time point t and ri is
a representation of the (input, hidden state)-pair. As the hidden state is already encoding the
corresponding input, in theory it is not necessary to include it explicitly. However, at least empirically,
it helps the network to align the time. To guarantee permutation invariance we need to aggregate the
representations: rt = 1n
∑n
i=1 ri, where rt is the representation created when predicting at time step
t. Then we sample a global latent representation z for our stochastic path:
zt ∼ N (µt, σt),where [µt, σt] = f prior(rt) (15)
For the decoder, there are also multiple design choices, at least in theory. Assuming we know the
correct time alignment and all of the generating parameters, an MLP could be deployed as decoder
which could one-shot predict the target sequence. However, usually we do not have that knowledge
and typical generative processes are assumed to be highly stochastic in nature. Therefore we propose
to use auto-regressive decoding, through an LSTM, to keep track of previous decisions and establish
a meaningful uncertainty measure. For example, imagine a coin flip decides if the time series will
rise or fall for the next 20 steps. An LSTM can keep track of past decisions and give a meaningful
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uncertainty measure for both cases. In the case of one-shot prediction, we cannot know the outcome
of the coin flip, thus predicting a steady state with a diverging uncertainty measure. Depending on
the use case, any of these behaviours might be preferable. This manifests in:
hdect = f
dec(zt, h
dec
t−1, xt) (16)
xt | zt ∼ N (µt, σt), where [µt, σt] = f post(hdect ) (17)
According to the posterior predictive distribution in Equation (4), the probability over the parameters
should be re-estimated at each time step by including our prediction into the encoding. However, in
practice, we fix the encoding in the beginning. In long-term prediction settings, it makes sense to
update the encodings once in a while.
4 Related Work
4.1 Conditional Latent Variable Models
In short, conditional latent variable models try to learn the conditional probability distribution
p (yT |yC , z), where yC are the context and yT are the target points and z is some latent variable. The
latter can be considered local or global, depending on how many times it is used to predict future
values. In the RNP case, one might imagine using multiple latent variables, generated by LSTMs
with different subsequences. The longer the subsequences, the more global latent variables become.
Previous work [Garnelo et al., 2018b] introduced the Conditional Neural Processes (CNPs), a first
attempt at a conditional latent model combining the benefits of neural networks and GPs. With
CNPs, however, it was not possible to generate different samples of a function given some context
data because the model was missing a latent variable. Therefore the model could not properly
propagate uncertainty through the network. This shortcoming was fixed by introducing a latent
variable enabling global sampling [Garnelo et al., 2018a]. The NP model consists of an encoder, an
aggregator and a decoder. The encoder is responsible for creating representations ri of the context
points C = {(x, y)i}ni=1, the aggregator introduces order invariance and helps keeping the runtime
linear in context and target points by combining the representations ri into a single representation r.
Lastly, the decoder transforms the target locations Tx = {(x)i}n+mi=1 and the context representation r
into predictions of the target values Ty = {(y)i}n+mi=1 . The NP still had some empirical weaknesses
as it predicts high uncertainty on context points even though the predictive distribution is conditioned
on their encoding. Therefore, attention was implemented [Kim et al., 2019] over the representation ri
to create a more meaningful representation r. On a more theoretical side, it was possible to establish
that, under some conditions, NPs and GPs are mathematically equivalent [Rudner et al., 2018]. NPs
are a special case of RNPs, where the observed time aligns perfectly with the latent time and each
latent time step corresponds to exactly one observed time step.
Other notable conditional latent variable models include the Conditional VAE [Sohn et al., 2015], the
Neural Statistician [Edwards and Storkey, 2016], the Variational Homoencoder [Hewitt et al., 2018]
and Matching Networks [Vinyals et al., 2016].
4.2 State Space Models
A large variety of State Space Models were proposed in recent years. Most notable is the Recurrent
VAE structure [Chung et al., 2015], which has been extended extensively [Krishnan et al., 2016,
2015]. Other examples are the predictive state representations [Choromanski et al., 2018, Downey
et al., 2017, Venkatraman et al., 2017], non-parametric state space models [Nickisch et al., 2018,
Doerr et al., 2018, Turner et al., 2010], models working with linear Gaussian state spaces [Fraccaro
et al., 2017, Rangapuram et al., 2018] and probabilistic graphical models [Johnson et al., 2016], as
well as models inspired by a Bayesian Filtering perspective [Lim et al., 2019]. A similar but agnostic
view on time [Jayaraman et al., 2018] led to an approach orthogonal to the present work. Another idea
to capture high-level time dynamics is the Neural History Compressor based on predictive coding
[Schmidhuber, 1992].
5 Experiments
We conduct experiments on three different datasets. The artificially created sine wave dataset serves
a demonstrative purpose. The Electricity dataset contains one long time series, whereas the Drives
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dataset contains one short time series used for nonlinear system identification. We chose these
datasets to compare to previous results of other models and to illustrate that the number of data points
is not crucial for RNP’s performance. Experimental details will be addressed in the supplementary
material.
5.1 Parameterized Sine Wave
We create a dataset based on a sine wave y = f(t) = A sin(2pift) + D, parameterizable by
the random variables Amplitude, Frequency and Vertical Displacement. Furthermore, we define a
generative process for our sine wave. For each parameter of the sine wave, a separate random function
F : T → Y is specified. For example
FA(t) =
{
y(t) = 0.3 + (t · 0.1),∀t with prob 1/4
y(t) = 1.0− (t · 0.1),∀t with prob 1/4
y(t) = 1.0,∀t with prob 1/2
(18)
on a latent time range t = [0, 1, . . . , (J−1)] (more details in the Appendix). We also fix a subsequence
length K for our context sequences. The resulting total sequence length will be L = J ·K with a
set of subsequences {S1, . . . , SJ}. We then generate a time series of L evenly spaced time steps
over the [0, . . . , J · 2pi] interval. Then, sine waves are randomly sampled on this subspace to produce
our dataset. Sine waves are generated by first instantiating the random functions corresponding to
the parameters. Afterwards, each period of the sine wave is related to a time step in the random
functions, c.f. Figure 1a. Keep in mind that one time step might be related to multiple periods in the
sine wave. For our evaluation, we set J = 8,K = 150 and use the first 6 subsequences {S1, . . . , S6}
for training, {S2, . . . , S7} as validation and {S3, . . . , S8} as test set. Each set is split in half and
the first half is used as context sequences and the other half as target sequences. Hence we can
guarantee unique context-target pairs for training, validation and testing. We demonstrate the model’s
performance on one-step prediction seen in Figure 1.
(a) The changing amplitude and vertical displacement
generate a sine wave. Here 1 latent time step corresponds
to 1 period of the sine wave. The generative processes
have the same latent time.
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(b) An example of handcrafted subsequences used as
context sequences for prediction. The multi-colored
subsequences are context sequences; the green and dot-
ted blue lines correspond to the predicted mean and the
uncertainty, respectively.
Figure 1: The underlying intuition of RNPs (a) and the behaviour of RNPs on the sine waves datasets
(b)
5.2 Electricity
The model is also evaluated on the UCI Individual Household Electric Power Consumption Dataset
[Dua and Graff, 2017]. This is a time series of 2’075’259 measurements collected between December
2006 and November 2010 at 1-minute intervals from a single household. Each measurement consists
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Table 1: Normalized MSE for One-Step Pre-
dictions
Electricity Drives
LSTM 1.000 1.000
VRNN 1.902 -
DKF 1.252 -
DSSM 1.131 -
RNF-LG 0.918 -
RNF-NP 0.856 -
MLP-NARX - 1.017
GP-NARX - 0.953
REVARB - 0.462
RNP 1.111 0.238
Table 2: PICP for One-Step Prediction
Electricity Drives
VRNN 0.986 -
DKF 1.000 -
DSSM 0.964 -
RNF-LG 0.960 -
RNF-NP 0.927 -
RNP 0.947 0.874
of 7 features related to power consumption. In order to compare to other works, we choose the feature
“active power” as our target and the other features as inputs. We compare to earlier results [Lim et al.,
2019].
5.3 Drives
The Coupled Electric Drives is a dataset for nonlinear system identification [Wigren, 2010]. It consists
of 500 time steps and was produced by two motors driving a pulley using a flexible belt, where the
input is the sum of the voltages on the motors and the target is the speed of the belt. We compare our
model to the results reported earlier [Mattos et al., 2015].
5.4 Metrics
We evaluate model accuracy using the Mean Squared Error (MSE) between the predicted mean and
the target value. The MSEs are normalized based on LSTM performance, which allows for comparing
to previous work. The prediction interval coverage probability (PICP) is a way of measuring the
quality of the predicted uncertainty. We measure the performance on a 90% prediction interval. It is
defined as follows:
PICP =
1
T
T∑
t=1
ct (19)
ct =
{
1, if ψ(0.05, t) < yt < ψ(0.95, t)
0, otherwise (20)
where ψ(0.05, t) is the 5th percentile derived from predictions sampled from N (f (xt) , σ) [Lim
et al., 2019].
5.5 Results
The results in Table 1 and Table 2 suggest that the performance of the RNP model is comparable to
that of other SSMs. The outcome for the Electricity dataset indicates that the conditioning of the
LSTM decoder was deceptive, rather than informative. This could be due to multiple factors (we did
not choose an exhaustive amount of subsequences or sample them intelligently). For Drives, RNPs
outperform LSTM and suggest informative uncertainty measures. For a qualitative analysis, see
Figures 2a-2d. The model learns to capture the time series. However, there is unwanted behaviour.
Similar to the original NPs, the RNPs assign too much uncertainty about context sequences encoded
in the representations, which can be seen best in Figure 2d, where the first 3 periods of the sine wave
correspond to context sequences. This might be solvable through the attention. Figures 2a-2b show
that the RNP is able to predict the start of the target sequence and adapt its uncertainty.
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(a) A sample of the predictive performance on the Elec-
tricity dataset. The green line depicts the mean; the blue
dotted line depicts one standard deviation. The blue line
is the target. The multi-colored segments are randomly
sampled subsequences used as context.
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(b) A second sample of the predictive performance on
the Electricity dataset.
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(c) The model is able to approximate the second half
of the Drives dataset. However, it is relatively uncertain
about the start point.
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(d) The model is able to learn a sampled sine curve with
changing frequency, amplitude and vertical displace-
ment.
Figure 2: Predictive performances of the RNP on different datasets.
6 Discussion / Future Work
We introduced a family of models called Recurrent Neural Processes (RNPs), a generalization of
Neural Processes (NPs) to sequences by introducing a notion of latent time, with a wide range of
applications. RNPs can derive appropriate slow latent time scales from long sequences of quickly
changing observations hiding certain long term patterns.
The theoretical framework derived for RNPs enables efficient inference of temporal context by
establishing conditional independence among subsequences in a given time series. It also provides
an appropriate loss function for training RNPs, and can be extended through techniques such as
attention, in line with previous successful combinations of NPs and attention. The framework also
provides a plausible explanation of why attention contributes so much to the performance of NPs.
RNPs lend themselves nicely to multistep prediction of very long sequences, because subsequences
allow for accessing old information without saving it in the hidden state. Experimental results show
that RNPs are able to create an informative latent space facilitating prediction tasks and nonlinear
system identification tasks.
Acknowledgments
We would like to thank Pranav Shyam, Giorgio Giannone, Jan Eric Lenssen, David Ackermann and
Heng Xin Fun for insightful discussions, and everyone at NNAISENSE for being part of such a
conducive research environment.
8
References
Junyoung Chung, Kyle Kastner, Laurent Dinh, Kratarth Goel, Aaron Courville, and Yoshua Bengio. A Recurrent
Latent Variable Model for Sequential Data. jun 2015. URL http://arxiv.org/abs/1506.02216.
Justin Bayer and Christian Osendorfer. Learning Stochastic Recurrent Networks. nov 2014. URL http:
//arxiv.org/abs/1411.7610.
Hannes Nickisch, Arno Solin, and Alexander Grigorievskiy. State Space Gaussian Processes with Non-Gaussian
Likelihood. feb 2018. URL https://arxiv.org/abs/1802.04846.
Andreas Doerr, Christian Daniel, Martin Schiegg, Duy Nguyen-Tuong, Stefan Schaal, Marc Toussaint, and
Sebastian Trimpe. Probabilistic Recurrent State-Space Models. jan 2018. URL http://arxiv.org/abs/
1801.10395.
Marta Garnelo, Jonathan Schwarz, Dan Rosenbaum, Fabio Viola, Danilo J. Rezende, S. M. Ali Eslami, and
Yee Whye Teh. Neural Processes. jul 2018a. URL http://arxiv.org/abs/1807.01622.
Marta Garnelo, Dan Rosenbaum, Chris J. Maddison, Tiago Ramalho, David Saxton, Murray Shanahan, Yee Whye
Teh, Danilo J. Rezende, and S. M. Ali Eslami. Conditional Neural Processes. jul 2018b. URL http:
//arxiv.org/abs/1807.01613.
Bruno de Finetti. La prévision: ses lois logiques, ses sources subjectives. Ann Inst Henri Poincare, 7, 11 1936.
Pedro A. Ortega, Jane X. Wang, et al. Meta-learning of Sequential Strategies. may 2019. URL http:
//arxiv.org/abs/1905.03030.
Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural Comput., 9(8):1735–1780,
November 1997. ISSN 0899-7667. doi: 10.1162/neco.1997.9.8.1735. URL http://dx.doi.org/10.
1162/neco.1997.9.8.1735.
Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural Machine Translation by Jointly Learning to
Align and Translate. sep 2014. URL https://arxiv.org/abs/1409.0473.
Hyunjik Kim, Andriy Mnih, Jonathan Schwarz, Marta Garnelo, Ali Eslami, Dan Rosenbaum, Oriol Vinyals, and
Yee Whye Teh. Attentive Neural Processes. jan 2019. URL http://arxiv.org/abs/1901.05761.
T. G. J. Rudner, V. Fortuin, Y. Gal, and Y. W. Teh. On the Connection between Neural Processes and Gaussian
Processes with Deep Kernels. In Workshop on Bayesian Deep Learning, NeurIPS, 2018.
Kihyuk Sohn, Honglak Lee, and Xinchen Yan. Learning structured output representation using deep conditional
generative models. In Advances in Neural Information Processing Systems 28. 2015.
Harrison Edwards and Amos Storkey. Towards a Neural Statistician. jun 2016. URL http://arxiv.org/
abs/1606.02185.
Luke B. Hewitt, Maxwell I. Nye, Andreea Gane, Tommi Jaakkola, and Joshua B. Tenenbaum. The Variational
Homoencoder: Learning to learn high capacity generative models from few examples. jul 2018. URL
http://arxiv.org/abs/1807.08919.
Oriol Vinyals, Charles Blundell, Timothy Lillicrap, Koray Kavukcuoglu, and Daan Wierstra. Matching Networks
for One Shot Learning. jun 2016. URL http://arxiv.org/abs/1606.04080.
Rahul G. Krishnan, Uri Shalit, and David Sontag. Structured Inference Networks for Nonlinear State Space
Models. sep 2016. URL https://arxiv.org/abs/1609.09869.
Rahul G. Krishnan, Uri Shalit, and David Sontag. Deep Kalman Filters. nov 2015. URL https://arxiv.org/
abs/1511.05121.
Krzysztof Choromanski, Carlton Downey, and Byron Boots. Initialization matters: Orthogonal predictive
state recurrent neural networks. In International Conference on Learning Representations, 2018. URL
https://openreview.net/forum?id=HJJ23bW0b.
Carlton Downey, Ahmed Hefny, Boyue Li, Byron Boots, and Geoffrey Gordon. Predictive State Recurrent
Neural Networks. may 2017. URL https://arxiv.org/abs/1705.09353.
Arun Venkatraman, Nicholas Rhinehart, Wen Sun, Lerrel Pinto, Martial Hebert, Byron Boots, Kris M. Kitani,
and J. Andrew Bagnell. Predictive-State Decoders: Encoding the Future into Recurrent Networks. sep 2017.
URL http://arxiv.org/abs/1709.08520.
Ryan Turner, Marc Deisenroth, and Carl Rasmussen. State-space inference and learning with gaussian processes.
In Proceedings of the Thirteenth International Conference on Artificial Intelligence and Statistics, 2010. URL
http://proceedings.mlr.press/v9/turner10a.html.
Marco Fraccaro, Simon Kamronn, Ulrich Paquet, and Ole Winther. A Disentangled Recognition and Nonlinear
Dynamics Model for Unsupervised Learning. oct 2017. URL https://arxiv.org/abs/1710.05741.
Syama Sundar Rangapuram, Matthias W Seeger, Jan Gasthaus, Lorenzo Stella, Yuyang Wang, and Tim
Januschowski. Deep state space models for time series forecasting. 2018. URL http://papers.nips.cc/
paper/8004-deep-state-space-models-for-time-series-forecasting.pdf.
9
Matthew J. Johnson, David Duvenaud, Alexander B. Wiltschko, Sandeep R. Datta, and Ryan P. Adams.
Composing graphical models with neural networks for structured representations and fast inference. mar
2016. URL http://arxiv.org/abs/1603.06277.
Bryan Lim, Stefan Zohren, and Stephen Roberts. Recurrent Neural Filters: Learning Independent Bayesian
Filtering Steps for Time Series Prediction. jan 2019. URL https://arxiv.org/abs/1901.08096.
Dinesh Jayaraman, Frederik Ebert, Alexei A. Efros, and Sergey Levine. Time-Agnostic Prediction: Predicting
Predictable Video Frames. aug 2018. URL http://arxiv.org/abs/1808.07784.
J. Schmidhuber. Learning complex, extended sequences using the principle of history compression. Neural
Computation, 4(2):234–242, 1992.
Dheeru Dua and Casey Graff. UCI machine learning repository - individual household electric power con-
sumption data set, 2017., 2017. URL http://archive.ics.uci.edu/ml.
Torbjörn Wigren. Input-output data sets for development and benchmarking in nonlinear identification. 2010.
César Lincoln C. Mattos, Zhenwen Dai, Andreas Damianou, Jeremy Forth, Guilherme A. Barreto, and Neil D.
Lawrence. Recurrent Gaussian Processes. nov 2015. URL https://arxiv.org/abs/1511.06644.
Greff, Aaron Klein, Martin Chovanec, Frank Hutter, and Jürgen Schmidhuber. The Sacred Infrastructure for
Computational Research. In Katy Huff, David Lippa, Dillon Niederhut, and M Pacer, editors, Proceedings of
the 16th Python in Science Conference, pages 49 – 56, 2017. doi: 10.25080/shinma-7f4c6e7-008.
Tuan Anh Le, Hyunjik Kim, Marta Garnelo, Dan Rosenbaum, Jonathan Schwarz, and Yee Whye Teh. Empirical
Evaluation of Neural Process Objectives. Technical report. URL http://bayesiandeeplearning.org/
2018/papers/92.pdf.
Appendix
Overview
The Supplementary Material presents more details about the RNP’s implementation, the parameter search, and
the experiments.
Experimental Details
For all three experiments, we performed a coarse hyperparameter search in a grid with the following possible
value ranges. Minibatch size was always 256 except for the smaller Drives set, where it was 8. We trained the
RNP using teacher forcing. The experiments were conducted on p3.16xlarge instances on the Amazon Web
Services.
Table 3: Parameter space searched during
hyperparameter search.
Possible Values
LSTM Hidden State Size 3, 16, 32, (64)
Context Sequence Length 5, 50, 150 / 20, 60, 80
Latent Vector Size 4, 32, 128
Bidirectional LSTM-Encoder Yes, No
LSTM Layers 1, 2
To manage the experiments and ensure reproducibility we used Sacred [Greff et al., 2017].
Sine
For the easier sine dataset, we tested our models on a long sequence of 450 time steps. The model worked best
for small hidden state sizes and big latent vector sizes. We trained it for 200 epochs, defining our generative
processes as:
FA(t) =
 y(t) = 0.3 + (t ∗ 0.1),∀t with prob 1/4y(t) = 1.0− (t ∗ 0.1),∀t with prob 1/4y(t) = 1.0, ∀t with prob 1/2 (21)
Ff(t) =
 y(t) = 1.0 + t, ∀t with prob 1/4y(t) = 8.0− t, ∀t with prob 1/4y(t) = 1.0, ∀t with prob 1/2 (22)
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(a) Learning curve of RNP on training and validation
data of the Electricity dataset. Keep in mind that we do
not optimize for MSE, but for log likelihood.
(b) Learning curve of LSTM on training and validation
data of the Electricity dataset, optimized for MSE.
(c) Learning curve of RNP on training and validation
data of the Drives dataset.
Figure 3: Training and Validation Metrics for RNP and LSTM on the Electricity ((a), (b)) and Drives
dataset ((c))
Table 4: We used these hyperparameters for our final performance comparison.
LSTM SNP
Sine Electricity Drives Sine Electricity Drives
Hidden State Size 32 50 up to 2048 3 64 32
Context Sequence Length - - - 150 20 80
Test Sequence Length 450 50 250 450 60 250
Latent Vector Size - - - 32 4 32
Bidirectional LSTM-Encoder - - - No Yes No
LSTM Layers 1 1 up to 3 1 2 2
Learning Rate 0.1 0.1 - 0.001 0.01 0.0001
FD(t) =
{
y(t) = 0.3 + (t ∗ 0.1),∀t with prob 1/2
y(t) = 0.0, ∀t with prob 1/2 (23)
Electricity
We reproduced the LSTM baseline model of previous work [Lim et al., 2019] as accurately as possible, to
compare our model to the reported normalized performances. For dataset preprocessing and architectural details
of the other models we refer to the appendix of the aforementioned paper.
We tried multiple context sequence lengths, {50, 150, 300}, to train and test the network, but length did not have
a significant impact on performance. Experiments on this dataset profited from an increased hidden state and a
decreased latent vector size. We trained the model for 130 epochs.
Drives
For the Drives dataset, we relied on results reported by previous work [Mattos et al., 2015]. Parameter search
favored a small hidden state size and a larger latent vector size. Due to the dataset size, we trained the model on
shorter context and target sequences of length 5 and 15 respectively. For testing, we used longer sequences to
which the model was able to adapt. We trained it for 100’000 epochs.
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(a) We can see that the network is able to capture the
time series in its bounds of one standard deviation.
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(b) The model captures the system dynamics; the ap-
parent lag in prediction is possibly due to training by
teacher forcing.
Figure 4: Zooming in on RNP’s predictive performance on Electricity ((a)) and Drives ((b))
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Figure 5: This model represents one of many possible architectures within the RNP framework.
Architecture Details
The architecture depicted in Figure 5 exhibits a stochastic and a deterministic path. Having both paths was
reported to be beneficial [Le et al.]. Each path has its own encoder. Subsequences fed into the left will be
encoded by LSTMs providing sequences of hidden states.
Bidirectional paths yield two sequences of hidden states that one could encode in various ways. Our final model
uses only the last hidden state and the corresponding input.
The codes are aggregated and fed into the LSTM decoder at each time step. Inferring the first hidden state of the
decoder from the representation was found to be helpful.
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