Abstract-In this paper, we discuss the problem of characterization for uncertain multichannel digital signal spaces, propose using fuzzy n-cell number space to represent uncertain n-channel digital signal space, and put forward a method of constructing such fuzzy n-cell numbers. We introduce two new metrics and concepts of certain types of difference values on fuzzy n-cell number space and study their properties. Further, based on the metrics or difference values appropriately defined, we put forward an algorithmic version of pattern recognition in an imprecise or uncertain environment, and we also give practical examples to show the application and rationality of the proposed techniques.
I. INTRODUCTION

I
T IS known that in a precise or certain environment, multichannel digital signals can be represented by elements of multidimensional Euclidean space, i.e., crisp multidimensional vectors. If, however, we wish to study multichannel digital signals in an imprecise or uncertain environment, then the signals themselves are imprecise or have no certain bound, and it becomes unwise to use crisp multidimensional vectors to represent them. In this paper, we recommend using fuzzy n-cell numbers to represent imprecise or uncertain multichannel digital signals and put forward a method of constructing such fuzzy n-cell numbers.
The concept of general fuzzy numbers was introduced by Chang and Zadeh [2] in 1972 with the consideration of the prop-erties of probability functions. Since then, both the numbers and the problems in relation to them (see, for example, [3] - [6] , [11] , [16] , and [19] - [21] ) have been widely studied. With the development of theories and applications of fuzzy numbers, this concept becomes more and more important. Kaleva [7] , however, used a special type of n-dimensional fuzzy number, whose sets of cuts are all hyperrectangles. In 2002, we carefully studied the special type of n-dimensional fuzzy number and called it fuzzy n-cell number in [14] and [15] . It has been demonstrated that the fuzzy n-cell number is used much more conveniently than general n-dimensional fuzzy numbers in theoretical investigations and in some fields of application in [14] , [15] , and [17] . On the other hand, n-dimensional fuzzy vector is also an important concept, which is the Cartesian product of n 1-D fuzzy numbers. In 1985, Kaufmann and Gupta [8] had already studied fuzzy vectors. Soon after, Miyakawa et al. [9] , Nakamura [10] , and Ramik and Nakamura [12] also studied the problems of theories and applications in relation to fuzzy vectors. In 1997, Butnariu [1] studied methods of solving optimization problems and linear equations in the space of fuzzy vectors. Recently, Wang et al. [14] showed that fuzzy n-cell numbers and n-dimensional fuzzy vectors can represent each other and obtained the representations of the joint membership function and the edge membership functions of a fuzzy n-cell number.
In a previous paper [15] , we defined a metric D L on the fuzzy n-cell number space and studied its properties. We again studied this type of metric in [14] with regard to two fuzzy n-cell numbers in the form of n-dimensional fuzzy vectors. Although metric D L can be more conveniently used in applications and theoretical investigations, it has some shortcomings, i.e., it has a tendency to be rougher, and cannot really characterize the degree of difference of two fuzzy n-cell numbers in some applications (see Example 3.1 in Section III of this paper). In this paper, in order to discuss the problem of pattern recognition in an imprecise or uncertain environment based on degree of difference, we define two new metrics and some concepts of difference values on fuzzy n-cell number space, which may better characterize the degree of difference of two fuzzy n-cell numbers in some applications, and study their properties.
It is well known that pattern recognition is an important field of research. In this aspect, research achievements are many (for example, see [13] ). In this paper, as applications of the metrics and difference values (defined by us), we study the problem of pattern recognition in an imprecise or uncertain environment, put forward an algorithmic version of pattern recognition based on the metrics or difference values (defined by us) of fuzzy n-cell numbers, and also give examples to show the application and rationality of the method. This paper is organized as follows. In Section II, we give an example to show how to set up fuzzy n-cell numbers to represent imprecise or uncertain multichannel digital signals. In Section III, we define two new metrics and study their properties. In Section IV, we introduce concepts of difference values of two fuzzy n-cell numbers and examine their properties. In Section V, an algorithmic version of pattern recognition is given based on the metrics or the difference values defined by us and examples are also given to show the application and rationality of the method. Finally, in Section VI, we give a brief conclusion of this paper.
II. REPRESENTATIONS OF UNCERTAIN MULTICHANNEL DIGITAL SIGNALS
A fuzzy set of the Euclidean space R n is a function u: R n → [0, 1]. For fuzzy set u, we denote [u] r = {x ∈ R n : u(x) ≥ r} for r ∈ [0, 1] and [u] 0 = {x ∈ R n : u(x) > 0} (the closure of {x ∈ R n : u(x) > 0}). If u is a normal and fuzzy convex fuzzy set of R n , u(x) is upper semicontinuous, and [u] 0 is compact, then we call u an n-dimensional fuzzy number and denote the n-dimensional fuzzy number space by E n . If u ∈ E, and for each r ∈ [0, 1], [u] r is a hyperrectangle, i.e., there exist u i (r), u i (r) ∈ R with u i (r) ≤ u i (r), (i = 1, 2, . . . , n) such that [u] r = n i=1 [u i (r), u i (r)], then we call u a fuzzy n-cell number and denote the fuzzy n-cell number space by L(E n ). An n-dimensional fuzzy vector is an ordered class (u 1 , u 2 , . . . , u n ), where u i ∈ E (i.e., E 1 ), i = 1, 2, . . . , n. We have shown in [14] that fuzzy n-cell numbers and n-dimensional fuzzy vectors can represent each other, and as the representation is unique, L(E n ) and the n-dimensional fuzzy vector space (i.e., the Cartesian product n E × E × · · · × E) may be regarded as identical. When exploring and discussing some quantity, properties, or laws of movement of phenomena/objects in the physical world, it is essential for us to establish the description space of them. For instance, when the quantity in question is only the one with a single factor, we can take it as a dot in real number field R, i.e., the space of quantities corresponding to single factor can be described by 1-D Euclidean space R. Similarly, we can describe the quantities with n factors, using n-dimensional Euclidean space R n . However, in the physical world, many phenomena are imprecise or uncertain (such as having no certain bound). When the quantity discussed by us possesses some imprecise or uncertain attributes, it is unsuitable that we still use R n to represent the space of the quantities (see Remark 2.1). It is our opinion that using the fuzzy n-cell number space discussed in [14] and [15] to describe the quantities with some uncertain factors and discuss these quantities in this n-dimensional fuzzy vector space is a more suitable method to reveal the objective laws of things in physical world (see Remark 2.1).
In the following example, we demonstrate how we construct a fuzzy n-cell number to represent a quantity that possesses some uncertain attributes based on statistical data. About the algorithmic version of such fuzzy n-cell numbers, we can see the first or second step of the algorithmic version in Section V.
Example 2.1: It is well known that different kinds of terrain or landcover possess different reflections of the electromagnetic spectrum. Based on this principle, one can set up a method to recognize the category of landcover, a challenging remote sensing classification problem, using spectral and terrain features for vegetation classification in some zone. In remote sensing classification, the colligation of all species covering a zone of 4500 m 2 can be boiled down to an element of remote sensing space. We use "Korean pine accounts for the main part" to denote forest that mainly contains Korean pines. Because in different "Korean pine accounts for the main part" areas, there are many different factors, such as the difference of the density of Korean pines, of the species and quantity of other plants, of the physiognomy, etc., the values of reflections of the electromagnetic spectrum are also different. Therefore, "Korean pine accounts for the main part" should not be a certain crisp value but a fuzzy set without certain bound. So, using a fuzzy number to represent the spectral sensitivity level of the "Korean pine accounts for the main part" is more suitable than using a crisp number. Suppose that we use four wave bands: MSS-4, MSS-5, MSS-6, and MSS-7. We take ten samples and acquire the following data for some zone of "Korean pine accounts for the main part": From the means and the standard deviations, with
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we can define four triangular model 1-D fuzzy numbers u 1 , u 2 , u 3 , and u 4 , which correspond to MSS-4, MSS-5, MSS-6, and MSS-7, respectively 4 ) and the membership function of u is
Then, u can be used to represent "Korean pine accounts for the main part." Likewise, from the means and the standard deviations, according to
we can also define four Gaussian model 1-D fuzzy numbers v 1 , v 2 , v 3 , and v 4 , which correspond to MSS-4, MSS-5, MSS-6, and MSS-7, respectively
and obtain the membership function of the fuzzy four-cell
Then, the fuzzy four-cell number v can also be used to represent the "Korean pine accounts for the main part." Remark 2.1: Of course, if the quantity to describe is precise and certain, we should use a crisp multidimensional vector to represent it. However, if the quantity to describe is imprecise and uncertain, such as "Korean pine accounts for the main part," then using a fuzzy n-cell number to represent it is better than using a crisp n-dimensional vector. 
, and point out that the metric D p is complete.
We studied the metrics D and D L on L(E n ) in [15] , but the two metrics seem to be "rough" in certain applications (see Example 3.1). In the following, other metrics are defined on L(E n ), which better reveal the difference between two different uncertain quantities (see Example 3.1). Their properties are also discussed such that they may be used appropriately.
We denote LC(
Theorem 3.1: We define mappingŝ
. Proof: We show only proofs 4)-6) (the other proofs are easy). Fromd
we see that 4)-6) of the theorem hold ford α . Ford α , we can similarly prove that 4)-6) of the theorem also hold.
Theorem 3.2:
We define mappingŝ
It is obvious that 1) and 2) of the theorem hold. By the definition ofD α,p , it is obvious that 
, 5) and 6) can be similarly proved.
Remark 3.1: From Theorems 3.1 and 3.2, we know thatd
, respectively, and satisfy translation invariance and absolute homogeneity. Also, from the factor r of the integrands in the definitions ofD α,p (u, v) andD α,p (u, v), we can see that the bigger the degrees of the points are, which belong to the fuzzy n-cell numbers u and v, the greater the effects on the metric of u and v. This is true in reality.
Example 3.1: Let u, v, and w be the two-cell numbers defined by u = (u 1 , u 2 ), v = (v 1 , v 2 ), and w = (w 1 , w 2 ), where
Then, we know that
we say that D L seems to be "rough" (similar proof for D).
, which accords with the fact. If we restrain the metric 
, by the definitions ofd α andd α , we have the following equation shown at the bottom of this page.
From this, we can directly obtain
) and the proof of 1) of the theorem is complete. From 
IV. DIFFERENCE VALUES ON FUZZY n-CELL NUMBER SPACE
In Section III, we discussed metrics on L(E n ). But sometimes, these have some shortcomings demonstrating the difference of two objects. For example, we consider that the degree of difference of 1 and 2 is bigger than the degree of difference of 10 10 and 10 10 + 1 though their metrics (Euclidean metric) both measure 1. A mapping from the Cartesian product X × X of a set X into R needs to satisfy stronger conditions so that it can become a metric, and this brings limitations in some applications. The measure used to characterize the differences does not need to satisfy all metric conditions, for example, when we set up a method of pattern recognition based on the principle of minimal difference (i.e., the principle of maximal likelihood), the measure used to characterize the differences does not need to satisfy all metric conditions. To conveniently set up methods of pattern recognition using fuzzy n-cell numbers, we introduce the concepts of difference values on L(E n ) and study the properties.
Let
and call L α,a (u, v) and R α,a (u, v) a left difference value and a right difference value of u and v (with respect to the weight α and parameter a), respectively. And we denote
and call ∆ α,a (u, v) a difference value of u and v (with respect to the weight α and parameter a), where
Remark 4.1: 1) Generally speaking, we consider that the degree of the difference of two numbers is related not only to the metric of them but also to the sizes of them. As the metrics are the same, the bigger the sizes of the two numbers, the smaller the degree of their difference. The denominator
a in the definition of ∆ α,a just plays the action (see Example 4.1), and the exponent a in
can be properly chosen accordingly to the case in question.
2) Taking the note that
. . , (1/n)) and a = 1, and [10, 11] 112 1, 2, . . . , n), and a ∈ (0, +∞).
It is obvious that the conclusions 1) and 3) hold. The proof of conclusion 2) can also be completed by imitating the proof of 3) of Theorem 3.2 by using [18, Lemma 2.1].
From
On the other hand, from u i (r) ≤ v i (r) ≤ w i (r) and
so conclusion 4) holds.
From w ≥0, we know that M α (w) ≥ 0, so we have ∆ α,a (u + w, v + w), as shown at the bottom of the next page, i.e., conclusion 5) holds.
For any k > 0, we have
so conclusion 6) holds. Therefore, the proof of the theorem is complete.
Remark 4.2:
1) Although the conclusion 4) of Theorem 4. 
we can see that the untruth of
a , and when a (u, v) . So, in general, we may choose a in (0, 1] such that ∆ α,a can reasonably characterize the degree of the difference of two fuzzy n-cell numbers.
2) Generally speaking, the difference value ∆ α,a does not satisfy the property of the triangular inequality, i.e., the inequality w 2 ) , where
and i = 1, 2. Then, we know that u i (r) = r, u i (r) = 2 − r, v i (r) = 2, v i (r) = 2, w i (r) = 1 + r, and w i (r) = 3 − r (r ∈ [0, 1], i = 1, 2), so we can obtain thatD α,p (u, v) = 1/2 = D α,p (u, w) and ∆ α,a (u, v) = 2/3 a = ∆ α,a (u, w). However, it is obvious (see Fig. 1 ) that the degree of the difference of u and v is different from the degree of the difference of u and w.
In fact, sometimes, the degree of the difference of two fuzzy numbers is not only related with the metric and the sizes of them, but also related with the degree of fuzzy (we call it fuzzy degree) of them. Example 4.4 shows that for the u, v, and w given, the metricD α,p and the difference value ∆ α,a cannot tell us the difference of the degree of the difference u and v with the degree of the difference of u and w sinceD α,p (u, v) =D α,p (u, w) and ∆ α,a (u, v) = ∆ α,a (u, w), but we see that the two degrees of the differences indeed have some differences. In order to overcome the defect, we introduce the following concept. 
Definition 4.2: Let u, v ∈ L(E n ). We denote
and call Λ α,a (u, v) a difference value of u and v (with respect to the weight α and parameter a), where
Example 4.5: Let u, v, and w be the two-cell numbers defined in Example 4.4. Then so we see that Λ α,1 (u, v) > Λ α,1 (u, w). Therefore, in this case, the difference value Λ α,a is more suitable than metrics and difference value ∆ α,a to characterize the degree of difference of two fuzzy n-cell numbers.
Proof: It is obvious that the conclusions 1) and 3) hold. The proof of conclusion 2) can also be completed by imitating the proof of 3) of Theorem 3.2 by using [18, Lemma 2.1].
For any b ∈ R and i = 1, 2, . . . , n, we have
i.e., conclusion 4) holds. For any k > 0, we have
For any k < 0, we have
If k = 0, it is obvious that Λ α,a (ku, kv) = |k|Λ α,|k |a (u, v) holds, so conclusion 5) holds. Therefore, the proof of the theorem is complete.
At the end of the section, combining the definitions of ∆ α,a and Λ α,a , we give the following definition of difference value (u, v) , as shown at the bottom of this page, and call Γ α,a (u, v) a difference value of u and v [with respect to α and a = (a 1 , a 2 
Likewise, we have the following properties about the difference value Γ α,a . ka 2 ) . Proof: The proofs of the properties can be completed similarly with the proofs of Properties 4.1 and 4.2, respectively, so we omit it.
V. PATTERN RECOGNITION BASED ON METRICS AND DIFFERENCE VALUES
In Sections III and IV, we discussed metrics and difference values on L(E n ). In this section, we put forward an algorithmic version of pattern recognition in an imprecise or uncertain environment based on the metrics and difference values defined by us and give examples to show the application (see Example 5.1) and rationality (see Example 5.2) of the method.
Consider a problem to identify an object (denoted by O) belonging to some one of l classes (denoted by C 1 , C 2 , . . . , C l ) in an imprecise or uncertain environment. Let the objects have n characteristics. Since the problem discussed by us takes on some imprecise or uncertain attributes, it is unsuitable (see Remark 2.1) that we use a crisp n-dimensional vector (i.e., a standard n-dimensional real number vector) to express the n character values of C i (i = 1, 2, . . . , l) or O. Therefore, using the method of statistics, we construct l + 1 fuzzy n-cell numbers to express the n character values of C 1 , C 2 , . . . , C l and O, respectively, and then put forward an algorithmic version of pattern recognition based on the metrics or the difference values defined by us.
A. Algorithmic Version of Pattern Recognition Based on Metrics 1) First
Step: Depending on the practicality, we first find out one domain of the jth character value of C i for each i (i = 1, 2, . . . , l) and j (j = 1, 2, . . . , n) and denote the said domain by D 1, 2, . . . , l, j = 1, 2, . . . , n) as follows:
We construct fuzzy n-cell numbers
2) Second Step: For the object O to be recognized, taking t samples in O, we can gain t classes of data about the n characters of O as follows:
We work out the following means (denoted byō 1 ,ō 2 , . . . ,ō n ) and standard deviations (denoted by s 1 , s 2 , . . . , s n ) of the n character values of O:
o ki , i = 1, 2, . . . , n and
We construct triangular model 1-D fuzzy numbers w i (i = 1, 2, . . . , n) as follows:
We construct fuzzy n-cell numbers w = (w 1 , w 2 , . . . , w n ) (w(x 1 , x 2 , . . . , x n ) = min {w 1 (x 1 ), w 2 (x 2 ), . . . , w n (x n )}) and w = (w 1 , w 2 , . . . , w n ) (w (x 1 , x 2 , . . . , x n ) = min {w 1 (x 1 ), w 2 (x 2 ), . . . , w n (x n )}), and use w or w to express the object O.
3) Third
Step: Taking proper α = (α 1 , α 2 , . . . , α n ) with n i=1 α i = 1 and α i ≥ 0, i = 1, 2, . . . , n, and p ≥ 1, we compute the metrics
4) Fourth
Step:
Then, we can consider that object O belongs to the j 0 th class C j 0 , or belongs to the j 0 th class C j 0 .
Remark 5.1: In the third and fourth steps of the aforementioned method, we can use the metricD α,p to replace the metric D α,p , as a result of which, we can also set up a method based on the metricD α,p .
B. Algorithmic Version of Pattern Recognition Based on Difference Values 1) First
Step and the Second Step: They are same, respectively, with the first step and the second step of the method of pattern recognition based on the metric, as mentioned earlier.
2) Third
Step: Taking proper α = (α 1 , α 2 , . . . , α n ) with 
3) Fourth
Remark 5.2:
In the third and fourth steps of the aforementioned method, we can have the difference value ∆ α,a or Λ α,a to replace the difference value Γ α,a , as a result of which, we can also set up a method based on the difference value ∆ α,a or Λ α,a .
In order to be more obvious, we may use the following diagram to illustrate the methods set up by us.
Example 5.1: Suppose that some terrain consists of five different types of land-based cover: C 1 : road; C 2 : farm or crop; C 3 : Korean pine accounts for the main part; C 4 : boreal and broad-leaf mixture forest; and C 5 : birch forest. For the five types of land cover (C 1 , C 2 , C 3 , C 4 , C 5 ) and by using the four wave bands: MSS-4, MSS-5, MSS-6, and MSS-7, we take ten samples and acquire the following data: 
we have 
which can be used to represent O, where 4 ) to represent, respectively, C 1 , C 2 , C 3 , C 4 and O, we perhaps also judge that O belongs to C 5 by the usual Euclidean metrics, and we still emphasize that using fuzzy n-cell numbers to deal with imprecise or uncertain quantities is better than using crisp n-dimensional vectors. The following example (to simplify and shorten the problem, we consider only a 1-D case) will show this. Thus, we can affirm that C comes from B.
VI. CONCLUSION
In this paper, we have suggested using fuzzy n-cell numbers to represent imprecise or uncertain multichannel digital signals and have put forward a method (see the first or second step of the algorithmic version in Section V, or see Example 2.1) of constructing such fuzzy n-cell numbers. Although the metrics D and D L have been studied formerly in [14] and [15] , in view of the roughness of D and D L , we have defined two new metrics on fuzzy n-cell number space in order that they can better characterize the degree of the difference of two objects in some imprecise or uncertain environment, and we have studied their properties (Section III). In some applications, metrics are unsuitable for use in finding the difference of two fuzzy n-cell numbers, so we introduced the concepts of difference values ∆ α,a , Λ α,a , and Γ α,a , studied their properties, and showed the rationality for their use in characterizing the degree of the difference of two fuzzy n-cell numbers by remarks and examples (see Section IV). Finally, in Section V, we put forward an algorithmic version of pattern recognition in an imprecise or uncertain environment based on the metrics and difference values defined by us and gave examples to show the application (see Example 5.1) and rationality (see Example 5.2) of the methods.
