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We give a complete characterization of 2π-periodic matrix weights W for which the
vector-valued trigonometric system forms a Schauder basis for the matrix weighted space
Lp(T;W ). Then trigonometric quasi-greedy bases for Lp(T;W ) are considered. Quasi-
greedy bases are systems for which the simple thresholding approximation algorithm
converges in norm. It is proved that such a trigonometric basis can be quasi-greedy only
for p = 2, and whenever the system forms a quasi-greedy basis, the basis must actually be
a Riesz basis.
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1. Introduction
A (periodic) matrix weight is a function W : T → CN×N taking values in the set of strictly positive deﬁnite Hermitian
forms. For technical reasons, we shall always assume that both W and W−1 are integrable. The associated weighted space
Lp(T;W ), 1 p < ∞, is the set of measurable (vector-)functions f : T → CN satisfying
‖f‖pLp(T;W ) :=
∫
T
∣∣W 1/pf∣∣p dx< ∞, (1.1)
where | · | denotes the Euclidean norm on CN . One can easily verify that Lp(T;W ) is a Banach space for 1< p < ∞, and a
Hilbert space for p = 2 with norm induced by the inner product
〈f,g〉L2(T;W ) :=
∫
T
〈
W f(t),g(t)
〉
2(C
N )
dt. (1.2)
In this paper we study certain stability properties of a vector valued trigonometric system in Lp(T;W ) in terms of properties
of the weight W . The trigonometric system is deﬁned in a straightforward way. Let {e j}Nj=1 denote the standard basis for CN .
Then we simply deﬁne e jk(t) := e−2π ikte j , t ∈ R, and let
T := {e jk ∣∣ j = 1,2, . . . ,N, k ∈ Z}. (1.3)
For the trivial constant weight W := Id, it is easy to verify that T forms a (Schauder) basis for Lp(T; Id), 1 < p < ∞,
and an orthonormal basis for L2(T; Id), which can be deduced from the scalar case. It is also well known from the scalar
unimodular case that the trigonometric system cannot be unconditional in Lp(T) except in the Hilbert space case p = 2.
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unbounded spectrum on T, it is not so obvious what happens. In the scalar case, the seminal paper by Hunt, Muckenhoupt,
and Wheeden [9] demonstrates that the trigonometric system is stable in weighted Lp spaces precisely when the weight
satisﬁes a so-called Muckenhoupt Ap condition. An application of the results in [9] to Schauder bases problems related to
Gabor systems was recently studied by Heil and Powell [8] for p = 2.
The main contribution of the present paper is to give a complete characterization of matrix weights W for which T
forms a Schauder basis for Lp(T;W ). The Schauder basis property turns out to be equivalent to W satisfying a so-called
Muckenhoupt Ap matrix condition. Furthermore, we prove that T can only be a quasi-greedy basis for Lp(T;W ) when
p = 2. Quasi-greedy bases are systems for which the simple thresholding approximation algorithm converges in norm.
Moreover, we also show that whenever T is quasi-greedy in L2(T;W ), then the basis must actually be a Riesz basis. In the
reduced scalar case, the quasi-greedy property for the univariate trigonometric system was studied by the present author
in [14].
To motivate the study of the vector valued system T , let us mention one important application where problems on
stability of T in Lp(T;W ) arise naturally. For a ﬁnitely set of functions { fk}Nk=1 in L2(R), the associated shift invariant
space S is given by
S := Span{ fk(· − l) ∣∣ l ∈ Z, k = 1,2, . . . ,N}⊂ L2(R).
A natural question to pose is whether B := Span{ fk(· − l) | l ∈ Z, k = 1,2, . . . ,N} forms a basis for S . Here basis can mean
merely a Schauder basis, or a stronger condition such as unconditional or Riesz bases. The Schauder basis case was settled
by Nielsen and Šikic´ [16] in the single generator case (i.e., N = 1). The ﬁnitely generated shift invariant case was settle by
the present author in [13], where it is proved that the system B forms a Schauder basis for S precisely when T forms a
basis for L2(T;G), with G , the N × N Gram matrix, given by
Gi, j :=
∑
k∈Z
f̂ i(· − k) f̂ j(· − k),
where the Fourier transform is given by fˆ (ξ) := ∫
R
f (t)e−2π itξ dt . Moreover, T forms a basis for L2(T;G) precisely when
G is a Muckenhoupt A2 matrix weight, a notion that will be discussed in details below.
The structure of the paper is as follows. In Section 2, we impose an ordering on T and deﬁne associated partial sum
operators. Then we study boundedness properties of these operators on Lp(T;W ), and the main result of Section 2 shows
that T forms a Schauder basis for Lp(T;W ) precisely when the weight W satisﬁes a Muckenhoupt Ap matrix condition. In
Section 3 we study conditions on the weight W that will make T a so-called quasi-greedy basis for Lp(T;W ). Quasi-greedy
bases are Schauder bases for which approximations obtained by thresholding converge in norm. It is proved in Section 3
that T can be quasi-greedy in Lp(T;W ) only when p = 2, and in the aﬃrmative case, the system is actually a Riesz basis.
Section 4 concludes the paper with a selection of examples.
2. Trigonometric Schauder bases for Lp(T;W )
In this section we characterize Schauder basis properties of T in Lp(T;W ) in terms of properties of the matrix weight
W : T → CN×N . The main result is that T is a Schauder basis for Lp(T;W ) precisely when W is a so-called Muckenhoupt
Ap matrix weight. We thus obtain Schauder bases for a large class of weighted spaces in the vector valued setting. In the
scalar case, the paper by Hunt, Muckenhoupt, and Wheeden [9] contains the ﬁrst proof that the trigonometric system is
stable in weighted Lp spaces precisely when the weight satisﬁes a suitable Muckenhoupt condition. The connection to
Schauder bases was made precise by Heil and Powell [8] in the case of p = 2. The connection between Schauder bases for
shift invariant spaces and the trigonometric system was established by Nielsen and Šikic´ [16].
Let us begin by making some observations about the system T in Lp(T;W ). For p = 2, we notice that whenever
W ,W−1 ∈ L1, then (W−1e jk,e jk)k, j is a bi-orthogonal system in L2(T;W ) in the sense that〈
W−1e jk,e
j′
k′
〉
L2(T;W ) :=
∫
T
〈
WW−1e jk,e
j′
k′
〉
2(C
N )
dt = δk,k′δ j, j′ .
This fact insures that we can deﬁne partial sum operators associated with a ﬁxed ordering of T which we will describe
now. First we choose the ordering ρ : N → Z of Z given by
{0,−1,1,−2,2, . . .}.
Then we induce an ordering η : N → {1,2, . . . ,N} × Z as follows. For m ∈ N we write m− 1 = kN + r, 0 r < N , and deﬁne
η(m) := (r + 1,ρ(k + 1)). Moreover, we let e(η(m)) := eρ(k+1)r+1 . With the ordering in place, we can consider the partial sum
operators deﬁned by
Sn(f) :=
n∑〈
f,W−1e
(
η(s)
)〉
L2(T;W )e
(
η(s)
)
. (2.1)s=1
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over, we claim that (2.1) can be made to make sense for f ∈ Lp(T;W ), 1 < p < ∞, with one additional assumption. The
standing assumption W ∈ L1 ensures that e jk ∈ Lp(T;W ) for 1< p < ∞, so we focus on the dual element W−1e jk . We recall
that the dual space to Lp(T;W ), induced by the inner product given by (1.2), is Lp′(T;W ), with 1/p + 1/p′ = 1, see [6].
We have,
∥∥W−1e jk∥∥Lp′ (T;W ) =
(∫
T
∣∣W 1/p′−1(t)e jk(t)∣∣p′ dt)1/p′ = (∫
T
∣∣W−1/p(t)e jk(t)∣∣p′ dt)1/p′ .
Hence, if we make the assumptions that W ,W−p′/p ∈ L1, then (2.1) is well deﬁned for f ∈ Lp(T;W ). Notice that this
assumption is compatible with the deﬁnition of the Ap class below, see Deﬁnition 2.1.
It turns out that boundedness of (2.1) in Lp(T;W ) is closely related to a study of certain singular integral operators on
Lp(T;W ) related to the vector valued Hilbert transform. The vector-valued Hilbert transform was studied in the seminal
paper by Treil and Volberg [20], and this was later generalized to other types of singular integral operators by Goldberg [6].
Treil and Volberg showed that the correct condition to impose on W to obtain boundedness is the so-called Muckenhoupt
Ap condition.
The Muckenhoupt Ap-condition for matrix weights was introduced by Nazarov, Treı˘l’ and Volberg in [12,21] to study
boundedness properties of the vector-valued Hilbert transform. Here we follow Roudenko [17] and give an equivalent and
more direct deﬁnition of matrix Ap weights. It is proved in [17] that the following deﬁnition is equivalent to the Ap
condition considered in [12,21]. We let I denote the family of all open intervals on R.
Deﬁnition 2.1. Let 1 < p < ∞, and let p′ denote the conjugate exponent to p, i.e., 1p + 1p′ = 1. Let W : T → CN×N be a
matrix weight. We say that W belongs to the matrix Muckenhoupt class Ap provided W ,W−p
′/p are integrable, and
A(p,W ) := sup
I∈I
∫
I
(∫
I
∥∥W 1/p(x)W−1/p(t)∥∥p′ dt|I|
)p/p′ dx
|I| < ∞. (2.2)
Remark 2.2. One can verify that W ∈ Ap if and only if W−p′/p ∈ Ap′ , see [17].
We can now state the main result of this section characterizing boundedness of the partial sum operators {Sm}m given
by (2.1) in terms of an Ap condition on the matrix weight. A variation of Proposition 2.3 valid in the simpler scalar valued
case can be found in [16].
Proposition 2.3. Let 1 < p < ∞, and let W : T → CN×N be a matrix weight with W ,W−min(1,p′/p) ∈ L1 , where p′ is the dual
exponent to p, i.e., 1p + 1p′ = 1. Then the partial sum operators {Sm}m given by (2.1) are uniformly bounded on Lp(T;W ) if and only
if W ∈ Ap. Equivalently, the systemT given by (1.3) is a Schauder basis for Lp(T;W ) if and only if W ∈ Ap.
Before we can give the proof of Proposition 2.3, we need to state a few auxiliary results. The Hilbert transform H is
deﬁned on L2(T) by
H( f )(x) := p.v.
∫
T
f (t) cot
(
π(x− t))dt.
We lift H to a linear operator on L2(T;W ) for any N × N matrix weight W on T by letting it act coordinate-wise, i.e.,
(Hf)i := H( f i), i = 1, . . . ,N, f ∈ L2(T;W ).
The fundamental result by Treil and Volberg [20], see also [19], is the following.
Theorem 2.4. (See [20].) Let W : T → CN×N be a matrix weight, and let 1< p < ∞. Then the Hilbert transform extends to a bounded
operator on Lp(T;W ) if and only if W ∈ Ap.
We recall that the univariate Dirichlet kernel DK is given by
DK (t) = sin2π(K + 1/2)t , K  1, (2.3)
sinπt
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f ∗ DK :=
∫
T
f (t)DK (· − t)dt =
K∑
k=−K
fˆ (k)e2π ik·.
We lift f ∗ DK to an operator on Lp(T;W ) by letting it act coordinate-wise.
We have the following immediate corollary to Theorem 2.4.
Corollary 2.5. Let 1 < p < ∞, and let W : T → CN×N be a matrix weight satisfying W ,W−min(1,p′/p) ∈ L1 , with p′ the dual
exponent to p, i.e., 1p + 1p′ = 1. Then the partial sum operators f→ f ∗ DK are uniformly bounded on Lp(T;W ) if and only if W ∈ Ap.
Proof. Suppose W ∈ Ap . We let P+ denote the Riesz projection onto H2 for f ∈ L2(T;W ). Recall that P+ = 12 (I + iH + S0),
where S0 is the orthogonal projection onto constant vectors. It follows that P+ is bounded on Lp(T;W ), since H is bounded
on Lp(T;W ) according to Theorem 2.4, and S0 is bounded on Lp(T;W ) according to [6, Proposition 2.1]. Notice that
f→ fe2π iM· is a unitary mapping on Lp(T;W ), just as in the scalar case. Then we observe that
f ∗ DK = e−2π iK ·P+
(
e2π iK ·f
)− e2π i(K+1)·P+(e−2π i(K+1)·f),
and the uniform boundedness of f→ f ∗ DK follows.
Now, suppose f → f ∗ DK are uniformly bounded on Lp(T;W ). Then we notice that for f a vector of trigonometric
polynomials,
P+(f) = e2π iK ·
[(
e−2π iK ·f
) ∗ DK ],
for K large. It follows that P+ extends to a bounded operator on Lp(T;W ), and consequently, the Hilbert transform H is
bounded on Lp(T;W ) and W ∈ Ap by Theorem 2.4. 
With Corollary 2.5 at our disposal, we can now prove Proposition 2.3.
Proof of Proposition 2.3. First, suppose the partial sum operators {Sm}m given by (2.1) are uniformly bounded on Lp(T;W ).
We notice that S(2L+1)N (f) = f ∗ DL , so f→ f ∗ DK are uniformly bounded on Lp(T;W ) and W ∈ Ap by Corollary 2.5.
Now, suppose W ∈ Ap . Given m ∈ N, we choose K suﬃciently large such that
Sm(f) = f ∗ DK + R(f),
where R(f) contains at most 2N − 1 terms of the type〈
f,W−1e jk
〉
L2(T;W )e
k
j .
However, notice that1∥∥〈f,W−1e jk〉L2(T;W )ekj∥∥Lp(T;W )  ∣∣〈f,W−1e jk〉L2(T;W )∣∣∥∥ekj∥∥Lp(T;W )
 ‖f‖Lp(T;W ) ·
∥∥W−1e jk∥∥Lq(R;W ) · ∥∥ekj∥∥Lp(T;W )
 ‖f‖Lp(T;W ).
This, together with the uniform boundedness of f → f ∗ DK from Corollary 2.5, shows that the partial sum operators {Sm}m
given by (2.1) are uniformly bounded on Lp(T;W ).
Finally, we notice that uniform boundedness of {Sm}m on Lp(T;W ) is equivalent to T being a Schauder basis for
Lp(T;W ) provided that T is complete in Lp(T;W ), see [11]. Suppose T is not complete. Then the Hahn–Banach theorem
provides a non-zero g ∈ Lq(T;W ), 1/p + 1/q = 1, such that for all j,k,∫
T
〈
W g(t),ekj(t)
〉
2(C
N )
dt = 0.
However, one checks that g = W−1/qf for some f ∈ Lq(T; Id), so W g = W 1/pf ∈ Lp(T; Id). Hence, each entry of the vector
W 1/pf is in Lp(T), and the completeness of the trigonometric system in Lp(T) implies that W 1/pf = 0 a.e. This implies
g= 0, which is a contradiction, and consequently T is complete in Lp(T;W ). This completes the proof. 
1 The notation A B means that there exists a constant c (independent of any signiﬁcant parameters) such that A cB . We use A  B whenever A B
and B  A.
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Proposition 2.3 tells us that T deﬁned by (1.3) is a Schauder basis for Lp(T;W ) if and only if W ∈ Ap . In this section,
we explore what happens when we impose slightly stronger conditions on T . The condition we have in mind is quasi-
greediness. A quasi-greedy basis is a quasi-normalized Schauder basis for which the thresholding approximation algorithm
converges, see Deﬁnition 3.1 below.
The main result of this paper stated as Theorem 3.8 below is that T can be quasi-greedy in Lp(T;W ) only for p = 2,
and we completely characterize the weights W ∈ A2(T) for which T is quasi-greedy in L2(T;W ). It turns out that T is
quasi-greedy in L2(T;W ) precisely when the spectrum of W is bounded and bounded away from zero on T so, in particular,
a quasi-greedy system T in L2(T;W ) is always a Riesz-basis.
We begin by introducing some notation and recalling some necessary results on quasi-greedy bases. First we give the
precise deﬁnition of a quasi-greedy system in a Banach space X . A bi-orthogonal system is a family (xn, x∗n)n∈N ⊂ X × X∗
such that x∗n(xn) = δn,m . We ﬁx a bi-orthogonal system (xn, x∗n)n∈N with spann(xn) dense in X . We assume that the system
is quasi-normalized, i.e., infn ‖xn‖X > 0 and supn ‖x∗n‖X∗ < ∞. For each x ∈ X and m ∈ N, we deﬁne
Gm(x) :=
∑
n∈A
x∗n(x)xn,
where A is a set of cardinality m satisfying |x∗n(x)| |x∗k (x)| whenever n ∈ A and k /∈ A. Whenever A is not uniquely deﬁned,
we arbitrarily pick any such set. The deﬁnition of Gm leads directly to the deﬁnition of a quasi-greedy system, see [10].
Deﬁnition 3.1. A quasi-normalized bi-orthogonal system (xn, x∗n)n∈N ⊂ X × X∗ , with spann(xn) dense in X , is called a quasi-
greedy system provided∥∥Gm(x)∥∥X  ‖x‖X , ∀x ∈ X . (3.1)
If the system is also a Schauder basis for X , we will use the term quasi-greedy basis.
Remark 3.2. It is straightforward to check that an unconditional basis is also quasi-greedy, but the converse statement is
false. There exist conditional quasi-greedy bases, see [10].
Remark 3.3. In was proved by Wojtaszczyk in [23] that a system is quasi-greedy if and only if for each x ∈ X , the sequence
Gm(x) converges to x in norm. In particular, if a Schauder basis is not quasi-greedy, then there exists x0 ∈ X such that
the Gm(x0) fails to converge to x0. Put another way, approximations obtained by decreasing rearrangements are not norm
convergent.
Let us explain our strategy to obtain information about the weight W . We are going to probe the weight with very
special vector functions induced by the Dirichlet kernel and its translates. The Dirichlet kernel has two important properties
that we will use extensively: It has unimodular coeﬃcients relative to the trigonometric system, and its powers (properly
normalized) form approximations to the identity.
The ﬁrst result we state is due to Wojtaszczyk [23], see also [5]. It shows that quasi-greedy bases are unconditional for
constant coeﬃcients. Below in Lemma 3.7 we will use this fact to estimate the norm of vector functions induced by, e.g.,
the Dirichlet kernel.
Lemma 3.4. Suppose {bk}k∈N is a quasi-greedy basis in a Banach space X. Then there exist constants 0 < c1  c2 < ∞ such that for
every choice of signs εk = ±1 and any ﬁnite subset A ⊂ N, we have
c1
∥∥∥∥∑
k∈A
bk
∥∥∥∥
X

∥∥∥∥∑
k∈A
εkbk
∥∥∥∥
X
 c2
∥∥∥∥∑
k∈A
bk
∥∥∥∥
X
. (3.2)
For our purpose, Lemma 3.4 is not quite enough. When we consider translates of the Dirichlet kernel, we need to be
able to handle arbitrary unimodular complex coeﬃcients and not only ±1 as covered by Lemma 3.4. For that purpose, we
need to use some facts about the Banach space geometry of Lp(T;W ). For the deﬁnition of type and cotype of a Banach
space we refer to, e.g., [22, Chap. III]. We also recall that the scalar valued Lp(T) has type 2 for 2 p < ∞ and cotype 2 for
1< p  2, see [22, Chap. III]. These properties are inherited by Lp(T;W ) as the following lemma shows.
Lemma 3.5. Let W : T → CN×N be an integrable matrix weight. The Banach space Lp(T;W ) has type 2 for 2 p < ∞, and cotype 2
for 1< p  2.
Proof. We focus on the type claim, so we assume that 2  p < ∞. Let r1, r2, . . . be the Rademacher functions on [0,1)
deﬁned by rk(t) = sign(sin(2kπt)), and let {fk}∞ be an arbitrary sequence of functions from Lp(T;W ). We use [f]i tok=1
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fact that Lp(T) has type 2, we obtain for any K ∈ N,
1∫
0
∥∥∥∥∥
K∑
k=1
rk(t)fk
∥∥∥∥∥
Lp(T;W )
dt =
1∫
0
(∫
T
∣∣∣∣∣
K∑
k=1
rk(t)W
1/p(x)fk(x)
∣∣∣∣∣
p
dx
)1/p
dt

1∫
0
(
N∑
i=1
∫
T
∣∣∣∣∣
K∑
k=1
rk(t)
[
W 1/p(x)fk(x)
]
i
∣∣∣∣∣
p
dx
)1/p
dt

N∑
i=1
1∫
0
(∫
T
∣∣∣∣∣
K∑
k=1
rk(t)
[
W 1/p(x)fk(x)
]
i
∣∣∣∣∣
p
dx
)1/p
dt

N∑
i=1
[
K∑
k=1
(∫
T
∣∣[W 1/p(x)fk(x)]i∣∣p dx
)2/p]1/2

[
N∑
i=1
K∑
k=1
(∫
T
∣∣[W 1/p(x)fk(x)]i∣∣p dx
)2/p]1/2

[
K∑
k=1
(
N∑
i=1
∫
T
∣∣[W 1/p(x)fk(x)]i∣∣p dx
)2/p]1/2

(
K∑
k=1
‖fk‖2Lp(T;W )
)1/2
.
The claim about cotype follows from a slight modiﬁcation of the above estimate. We leave the details for the reader. 
The next lemma gives a simple embedding result for the weighted Lp-spaces.
Lemma 3.6. Suppose W ∈ L1 is amatrix weight. Then for 1 p < q < ∞we have the continuous embedding Lq(T;W ) ↪→ Lp(T;W ).
Proof. First notice that for 0 < α < 1, ‖W (t)α‖1/α = ‖W (t)‖, so ∫
T
‖W (t)α‖1/α dt < ∞. Now suppose 1  p < q < ∞ and
f ∈ Lp(T;W ). Then, using Hölder’s inequality,∫
T
∣∣W 1/p(t)f(t)∣∣p dt = ∫
T
∣∣W 1/p−1/qW 1/q(t)f(t)∣∣p dt  ∫
T
∥∥W 1/p−1/q(t)∥∥p · ∣∣W 1/q(t)f(t)∣∣p dt

(∫
T
∥∥W 1/p−1/q(t)∥∥qp/(q−p) dt)(q−p)/q(∫
T
∣∣W 1/q(t)f(t)∣∣q dt)p/q

(∫
T
∣∣W 1/q(t)f(t)∣∣q dt)p/q.
This proves the claim. 
We now combine the previous lemmata to prove the following result, which can be use to estimate the Lp(T;W )-norm
of expansions with unimodular coeﬃcients relative to T provided T is quasi-greedy.
Proposition 3.7. Let W ∈ L1 be a matrix weight. Suppose that T := {e jk} deﬁned by (1.3) is a quasi-greedy system in Lp(T;W )
for some 1 < p < ∞. Then there exist constants 0 < c1  c2 < ∞ such that for every ﬁnite unimodular sequence {α jk }( j,k)∈F ⊂ C,
F ⊂ {1, . . . ,N} × Z, and every vector v ∈ CN , we have
c1
(
max
j
|v j|
)
L1/2 
∥∥∥∥ ∑
( j,k)∈F
v jα
j
ke
j
k
∥∥∥∥
Lp(T;W )
 c2
(
max
j
|v j|
)
(#F )1/2, (3.3)
where L := min j #{k ∈ Z: α j = 0}.k
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( j,k)∈F
v jα
j
ke
j
k
∥∥∥∥
Lp(T;W )

(
max
j
|v j|
)∑
j
∥∥∥∥ ∑
k: ( j,k)∈F
α
j
ke
j
k
∥∥∥∥
Lp(T;W )
. (3.4)
For technical reasons we deﬁne a new scalar sequence {β jk } by
β
j
k =
{
α
j
k , ( j,k) ∈ F ,
1, ( j,k) ∈ ({1, . . . ,N} × Z)\F .
Now observe that {β jke jk} j∈{1,...,N},k∈Z is also a quasi-greedy system in Lp(T;W ). In fact, the greedy approximation operator
G˜m for {β jke jk} j∈{1,...,N},k∈Z is identical to the approximation operator Gm for {e jk} j∈{1,...,N},k∈Z . This follows from the trivial
observation that if fψk is the dual element to e
j
k , then β
j
k f
j
k is the dual element to β
j
ke
j
k , since |βψk | = 1.
According to Lemma 3.5, Lp(T;W ) has Rademacher cotype 2 for 1 < p  2 and type 2 for 2  p < ∞. Let us ﬁrst
suppose 2 p < ∞. Then, for any sequence {f}∈N ⊂ Lp(T;W ), we have the uniform estimate
1∫
0
∥∥∥∥∥
n∑
=1
r(t)f
∥∥∥∥∥
Lp(T;W )
dt = Avgε=±1
∥∥∥∥∥
n∑
=1
εf
∥∥∥∥∥
Lp(T;W )
 C
(
n∑
=1
‖f‖2Lp(T;W )
)1/2
, (3.5)
where {r}∈N is the sequence of Rademacher functions on [0,1), see Lemma 3.5. We use (3.5), together with Lemma 3.4
applied to the quasi-greedy system {β jke jk}, to obtain∥∥∥∥ ∑
k: ( j,k)∈F
α
j
ke
j
k
∥∥∥∥
Lp(T;W )
 Avg
ε
j
k=±1
∥∥∥∥ ∑
k: ( j,k)∈F
ε
j
k
[
β
j
ke
j
k
]∥∥∥∥
Lp(T;W )

( ∑
k: ( j,k)∈F
∥∥β jke jk∥∥2Lp(T;W )
)1/2

√
#F . (3.6)
The estimates (3.6) and (3.4) prove the upper estimate in (3.3).
We turn to the lower estimate in (3.3). Pick an index j′ such that |v j′ | = max j |v j |. Now we use the fact that the system
{β jk e jk} is quasi-greedy to conclude that for every ε > 0,
(1+ ε)|v j′ |
∥∥∥∥ ∑
k: ( j′,k)∈F
α
j′
k e
j′
k
∥∥∥∥
Lp(T;W )
 Q
∥∥∥∥(1+ ε)v j′ ∑
k: ( j′,k)∈F
α
j′
k e
j′
k +
∑
j, j = j′
v j
∑
k∈Z
α
j
ke
j
k
∥∥∥∥
Lp(T;W )
, (3.7)
where Q is the quasi-greedy constant in Lp(T;W ) for {β jke jk} j∈{1,...,N},k∈Z . We let ε → 0+ to conclude that
|v j′ |
∥∥∥∥ ∑
k: ( j′,k)∈F
α
j′
k e
j′
k
∥∥∥∥
Lp(T;W )
 Q
∥∥∥∥ ∑
( j,k)∈F
v jα
j
ke
j
k
∥∥∥∥
Lp(T;W )
. (3.8)
Let L := min j∈{1,...,N} #{k ∈ Z: α jk = 0}. Then, since L2(T;W ) has both type and cotype 2, and Lp(T;W ) ↪→ L2(T;W ) by
Lemma 3.6,
√
L  Avg
ε
j′
k =±1
∥∥∥∥ ∑
k: ( j′,k)∈F
ε
j′
k
[
β
j′
k e
j′
k
]∥∥∥∥
L2(T;W )
 Avg
ε
j′
k =±1
∥∥∥∥ ∑
k: ( j′,k)∈F
ε
j′
k
[
β
j′
k e
j′
k
]∥∥∥∥
Lp(T;W )

∥∥∥∥ ∑
k: ( j′,k)∈F
α
j′
k e
j′
k
∥∥∥∥
Lp(T;W )
. (3.9)
This together with (3.8) shows that(
max
j
|v j|
)
L1/2 
∥∥∥∥ ∑
( j,k)∈F
v jα
j
ke
j
k
∥∥∥∥
Lp(T;W )
,
which is the lower estimate in (3.3).
Let us sketch the modiﬁcations needed to prove the result in the case 1< p < 2. The lower estimate in (3.3) now follows
from (3.8) and the fact that Lp(T;W ) has cotype 2 (which reverses the estimates in (3.6)). For the upper estimate, we use
(3.4) and modify (3.9) using L2(T;W ) ↪→ Lp(T;W ). 
With Proposition 3.7 at our disposal, we can now state and prove the main result of this paper. Theorem 3.8 shows that
T fails to be quasi-greedy in Lp(T;W ), p = 2. This generalizes what is known about the trigonometric system in Lp(T).
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= 2. This negative result was also
proved independently by Córdoba and Fernández [3] and by Wojtaszczyk [23].
We need the following notation. For a positive matrix W , we let λ(W ) and Λ(W ) denote the smallest, resp. largest,
eigenvalue of W .
Theorem 3.8. Let W : T → CN×N be a weight with W ,W−1 ∈ L1 . Suppose T is a quasi-greedy basis for Lp(T;W ) for some
1< p < ∞. Then p = 2, W ∈ A2 , and there exists a positive constant C such that
C−1  λ
(
W (·))Λ(W (·)) C, a.e. (3.10)
Proof. Suppose T is a quasi-greedy basis for Lp(T;W ) for some 1< p < ∞. Then, in particular, T is a Schauder basis for
Lp(T;W ) and W ∈ Ap by Proposition 2.3.
We now turn to a proof of (3.10) and the fact that we must have p = 2. Let L ⊆ T denote the common set of Lebesgue
points for the entries in W 1/p . We notice that L has full measure. Pick u ∈L , and let v := v(u) ∈ CN be an 2-normalized
eigenvector corresponding to the smallest eigenvalue of W 1/p(u). We use the Dirichlet kernel
DK (t) :=
∑
k∈Z: |k|K
e2π ikt, K ∈ N,
to create the vector functions
τK (·) := DK (u − ·)v, K ∈ N.
Notice that DK (u − ·) is a trigonometric polynomial with exactly 2K + 1 non-zero unimodular coeﬃcients. Moreover, one
easily checks that uniformly in K , ‖DK ‖pLp(T)  K p−1.
Since v is normalized in 2, we have maxi |vi |  1/
√
N . We use this fact together with Proposition 3.7 to obtain the
estimate,
‖τK ‖Lp(T;W )  K 1/2,
uniformly in K and u ∈ Td . Next we observe that
|DK (u − ·)|p
‖DK ‖pLp(T)
is an approximation to the identity at u, which implies that∫
T
∣∣W 1/p(t)v∣∣p |DK (u − t)|p‖DK‖pLp(T) dt →
∣∣W 1/p(u)v∣∣p = λ(W 1/p(u))p = λ(W (u)), (3.11)
as K → ∞, where we used that v ∈ CN is 2-normalized. At the same time,
1
‖DK ‖pLp(T)
∫
T
∣∣W 1/p(t)v∣∣p∣∣DK (u − t)∣∣p dt = ‖τK‖pLp(T;W )‖DK ‖pLp(T) 
K p/2
K p−1
, (3.12)
uniformly in K and u ∈ Td . Now, let us consider the possible values of p. If 2 < p < ∞, then obviously K 1−p/2 → 0 as
K → ∞, and we deduce from (3.11) and (3.12) that λ(W (t)) = 0 a.e., which is a contradiction (recall, W is strictly positive
a.e.). Also, if 1< p < 2, then K 1−p/2 → ∞ as K → ∞, and Eqs. (3.11) and (3.12) show that W has unbounded spectrum a.e.
which is another contradiction.
Thus the only possible value is p = 2, and it follows from (3.11) and (3.12) that there exists a constant c > 0 such that
c  σmin(W (t)) a.e. To get the upper estimate for Λ(W (t)), we repeat the argument with w ∈ CN , a normalized eigenvector
corresponding to the largest eigenvalue of W (u). Hence, the estimate (3.10) holds true. 
We conclude this section by the following straightforward corollary to Theorem 3.8.
Corollary 3.9. Let 1 < p < ∞, and let W : T → CN×N be a weight with W ,W−p′/p ∈ L1 , 1/p + 1/p′ = 1. Suppose T is a quasi-
greedy basis for Lp(T;W ). ThenT is a Riesz basis for L2(T;W ).
Proof. This follows directly from (3.10), see e.g. [4,15]. 
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Let us conclude this paper by considering some examples.
Example 4.1. We consider
W (t) :=
[ |t|α1 0
0 |t|α2
]
, t ∈ [−1/2,1/2).
It is easy to check, using the scalar Ap-condition, that W ∈ Ap provided −1< α j < p − 1, j = 1,2, see e.g. [7, Chap. 9]. For
example, pick 0< α j < p − 1, then T forms a conditional Schauder basis for Lp(T;W ). The basis is only conditional since
the spectrum of W is not bounded from below. This can be ﬁxed by considering W ′ = W + εId, ε > 0. T forms a Riesz
basis for L2(T;W ′).
A more intricate example is the following.
Example 4.2. Let us consider the following matrix weight introduced by Bownik [2]. For t ∈ [−1/2,1/2) we deﬁne
W (t) = U (t)∗
[
1 0
0 b(t)
]
U (t), U (t) =
[
cosα(t) − sinα(t)
sinα(t) cosα(t)
]
,
where α(t) = sign(t)|t|δ,b(t) = |t|ε , with −1 < ε < 1, and δ satisfying −2δ  ε  2δ. Then W (t) ∈ A2, see [2]. Thus, T
forms a Schauder basis for L2(T;W ), but we also notice that the spectrum of W (t) is not bounded away from zero, so
according to Theorem 3.8, T is not quasi-greedy in L2(T;W ). We also mention that it is a general fact that A2 ⊆ Ap for
2 p < ∞, see [6], so in this case T forms a (conditional) Schauder basis for Lp(T;W ), for 2 p < ∞.
We conclude with the following variation on Example 4.2.
Example 4.3. Let W be deﬁned as in Example 4.2. Let us try to “pull back” T to the unweighted setting. We notice that
any g ∈ L2(T;W ) can be written g= W−1/2f, with f ∈ L2(T; Id). Hence, the expansion of g ∈ L2(T;W ) can be re-written
Sm(g) =
m∑
n=1
∫
T
〈
W (t)g(t),W−1(t)e
(
η(n)
)
(t)
〉
2
dt e
(
η(n)
)= m∑
n=1
∫
T
〈
f(t),W−1/2(t)e
(
η(n)
)
(t)
〉
2
dt e
(
η(n)
)
,
which shows that W 1/2Sm(g) → f in L2(T; Id). It follows that {W 1/2e(η(n))}∞n=1 is a conditional Schauder basis for L2(T; Id)
with corresponding bi-orthogonal system {W−1/2e(η(n))}∞n=1. This example can be considered a vector-valued analog to the
example of Babenko of a conditional Schauder basis for L2(T), see [1].
References
[1] K.I. Babenko, On conjugate functions, Dokl. Akad. Nauk SSSR (N.S.) 62 (1948) 157–160.
[2] M. Bownik, Inverse volume inequalities for matrix weights, Indiana Univ. Math. J. 50 (1) (2001) 383–410.
[3] A. Córdoba, P. Fernández, Convergence and divergence of decreasing rearranged Fourier series, SIAM J. Math. Anal. 29 (5) (1998) 1129–1139 (electronic).
[4] C. de Boor, R.A. DeVore, A. Ron, The structure of ﬁnitely generated shift-invariant spaces in L2(Rd), J. Funct. Anal. 119 (1) (1994) 37–78.
[5] S.J. Dilworth, N.J. Kalton, D. Kutzarova, V.N. Temlyakov, The thresholding greedy algorithm, greedy bases, and duality, Constr. Approx. 19 (4) (2003)
575–597.
[6] M. Goldberg, Matrix Ap weights via maximal functions, Paciﬁc J. Math. 211 (2) (2003) 201–220.
[7] L. Grafakos, Modern Fourier Analysis, second edition, Grad. Texts in Math., vol. 250, Springer, New York, 2009.
[8] C. Heil, A.M. Powell, Gabor Schauder bases and the Balian–Low theorem, J. Math. Phys. 47 (11) (2006) 113506, 21.
[9] R. Hunt, B. Muckenhoupt, R. Wheeden, Weighted norm inequalities for the conjugate function and Hilbert transform, Trans. Amer. Math. Soc. 176
(1973) 227–251.
[10] S.V. Konyagin, V.N. Temlyakov, A remark on greedy approximation in Banach spaces, East J. Approx. 5 (3) (1999) 365–379.
[11] J. Lindenstrauss, L. Tzafriri, Classical Banach Spaces, I: Sequence Spaces, Ergeb. Math. Grenzgeb., vol. 92, Springer, Berlin, 1977.
[12] F.L. Nazarov, S.R. Treı˘l’, The hunt for a Bellman function: applications to estimates for singular integral operators and to other classical problems of
harmonic analysis, Algebra i Analiz 8 (5) (1996) 32–162.
[13] M. Nielsen, On stability of ﬁnitely generated shift-invariant systems, J. Fourier Anal. Appl., doi:10.1007/s00041-009-9096-7, in press.
[14] M. Nielsen, Trigonometric quasi-greedy bases in Lp(T ;w), Rocky Mountain J. Math. 39 (4) (2009) 1277–1278.
[15] M. Nielsen, H. Šikic´, Quasi-greedy systems of integer translates, J. Approx. Theory 155 (1) (2008) 43–51.
[16] M. Nielsen, H. Šikic´, Schauder bases of integer translates, Appl. Comput. Harmon. Anal. 23 (2) (2007) 259–262.
[17] S. Roudenko, Matrix-weighted Besov spaces, Trans. Amer. Math. Soc. 355 (1) (2003) 273–314 (electronic).
[18] V.N. Temlyakov, Greedy algorithm and m-term trigonometric approximation, Constr. Approx. 14 (4) (1998) 569–587.
[19] S. Treil, A. Volberg, Continuous frame decomposition and a vector Hunt–Muckenhoupt–Wheeden theorem, Ark. Mat. 35 (2) (1997) 363–386.
[20] S. Treil, A. Volberg, Wavelets and the angle between past and future, J. Funct. Anal. 143 (2) (1997) 269–308.
[21] A. Volberg, Matrix Ap weights via S-functions, J. Amer. Math. Soc. 10 (2) (1997) 445–466.
[22] P. Wojtaszczyk, Banach Spaces for Analysts, Cambridge Stud. Adv. Math., vol. 25, Cambridge University Press, Cambridge, 1991.
[23] P. Wojtaszczyk, Greedy algorithm for general biorthogonal systems, J. Approx. Theory 107 (2) (2000) 293–314.
