Abstract-Atlases and statistical models play important roles in the personalization and simulation of cardiac physiology. For the study of the heart, however, the construction of comprehensive at- Manuscript received June 26, 2012; revised October 15, 2012 and October 23, 2012; accepted November 13, 2012 lases and spatio-temporal models is faced with a number of challenges, in particular the need to handle large and highly variable image datasets, the multi-region nature of the heart, and the presence of complex as well as small cardiovascular structures. In this paper, we present a detailed atlas and spatio-temporal statistical model of the human heart based on a large population of 3D+time multi-slice computed tomography sequences, and the framework for its construction. It uses spatial normalization based on nonrigid image registration to synthesize a population mean image and establish the spatial relationships between the mean and the subjects in the population. Temporal image registration is then applied to resolve each subject-specific cardiac motion and the resulting transformations are used to warp a surface mesh representation of the atlas to fit the images of the remaining cardiac phases in each subject. Subsequently, we demonstrate the construction of a spatio-temporal statistical model of shape such that the inter-subject and dynamic sources of variation are suitably separated. The framework is applied to a 3D+time data set of 138 subjects. The data is drawn from a variety of pathologies, which benefits its generalization to new subjects and physiological studies. The obtained level of detail and the extendability of the atlas present an advantage over most cardiac models published previously.
I. INTRODUCTION

I
NTEREST in cardiac electrophysiological and mechanical simulation has risen significantly over the past decade, enabled by increased power and availability of computing resources and developments in distributed computing. This interest has been partly structured around initiatives to develop computational physiology models of the (human) body and its systems, collectively known as virtual physiological human (VPH) initiatives [1] . The cardiovascular system is one of twelve systems identified within the International Union of Physiological Sciences (IUPS) Physiome Project [2] , and is subdivided further into cardiac and vascular modeling.
Atlases play an important role in computational physiology of any organ, including the heart [3] - [5] . They provide insight regarding the division into and localization of substructures within the body, within an organ, or within a structure. For computational physiology studies to return accurate results, the use of such a "map" is of great importance, as different structures within an organ have different electrical and mechanical properties.
Statistical atlases provide not only an average layout of structures within an encapsulating structure, but also encode deviations from this average. This provides a means to deform 0278-0062/$31.00 © 2012 IEEE the encapsulating structure, within statistically justified bounds, and have the substructures deform and move accordingly based on their statistical correlation. This enables two very important applications of computational physiology. First, simulation studies can be personalized geometrically. This is in addition to incorporating subject-specific measurements to parameterize models of electrical conduction and of mechanics. For geometrical personalization, the atlas can be matched to medical imaging data. Typically, only a subset of atlas structures can be matched explicitly to the image, and the remaining structures are moved by virtue of their statistical correlation. Secondly, the statistics learned from the population can be used to generate populations for virtual population studies. Such a population can be controlled by the user, either to statistically match an existing population, to increase sample size, or to generate more extreme cases.
For both applications, a statistical atlas provides a final advantage in the postprocessing and analysis of any simulation results that are generated. The encoding of population variation implies that spatial relationships between instances are known. This ensures a straightforward and reliable way of warping study outputs into a common reference frame in which they can be further presented, compared and analyzed.
The construction of a statistical atlas from a population of images requires that each of the structures in the atlas be segmented (labeled) in each of the images in the database. To do this manually is generally considered an impossibility for 3D and 3D+time atlases. To bypass this problem, atlas-based segmentation methods provide a solution. First, one applies spatial normalization to the population. This is the synthesis of an average image from the population, usually based on image registration techniques. Additionally, it provides the spatial relationships between the population and this average. As one then labels this atlas, one may consider all the population images segmented through these spatial relationships. By representing the atlas as a surface mesh, one uses point distribution analysis as the approach to statistical analysis.
The spatial normalization of a population of 3D+time cardiac images is faced with a number of challenges. Some of these have a counterpart in the construction of brain atlases; others are specific to the cardiac case.
• Cardiac and vascular structures vary significantly in size and geometry, with large global variations observed throughout the populace and both global and local variations due to pathology. In order to extract and represent these accurately, high-resolution image data is required, and the algorithms used must be able to handle this.
• Correct topological relationships between structures are of the utmost importance for the atlas to be used in cardiac simulations. Seamless transitions between structures while maintaining mesh quality are required. Mesh extraction, simplification and smoothing algorithms must be able to provide this.
• High anatomical variability in the heart requires a large population for its statistical modeling. This makes it very desirable to minimize the greatest difference to be resolved, which can be achieved by selecting a suitable initial estimate of the spatially normalized image.
• A large population also means that case-by-case parameter tuning becomes increasingly unfeasible. Consequently, this must be addressed in an automated manner or the algorithms must be robust to potentially suboptimal parameterization.
• Cardiac motion presents a challenge in statistical analysis, as it means there are at least two sources of shape variation: inter-subject and temporal. Additionally, it introduces an increase in data set size with respect to 3D imaging. Together with the large population requirement and the high resolution requirement, this means that the algorithms must be able to handle very large data sets. In summary, the algorithms must be robust to suboptimal parameterization and large variations, and able to handle very large data sets. It means that the atlas representation must have the flexibility to permit the statistical modeling as well as the simulation studies. Finally, the statistical modeling must be able to handle spatio-temporal data in a correct manner.
This work presents a statistical atlas of the human heart with the detail and flexibility necessary for personalized cardiac simulation, and the framework through which we constructed it. Elements within the framework are freely exchangeable for more advanced techniques, yet in the current form we have opted for some well-established approaches. In addition to the framework for the atlas construction, we present a framework for its validation. Also, we have made the atlas itself publicly available. An additional minor contribution is the automated selection of a reference image as an initial estimate of the mean.
The remainder of this paper is organized as follows. The next section will provide an overview of related work, on cardiac statistical atlases and on spatial normalization of a population of images. Section III will delineate the steps taken in the construction of the atlas, and the considerations implied in the automation of this process at a large scale. Section IV outlines the properties of the atlas and their relationship to the atlas' applications, whereas Section V covers experiments regarding the validation of the atlas, and in Section VI we discuss possible improvements and extensions.
II. RELATED WORK
The traditional atlas in the medical field consists of a collection of commented illustrations-drawings or photos-of the structure of choice, either intact or dissected, as a whole or in close-up. Invariably these are two-dimensional representations of the structures ex vivo, without the possibility to see variations, active or passive movement, or points of view other than those presented. Computerized medical imaging techniques provide solutions to each of these issues. In this context, we see related work in the development of digital three-and four-dimensional atlases, as well as efforts in computational anatomy to characterize population variability.
Digital cardiac atlases have been developed for a variety of purposes. Recently, atlas-based segmentation using voxel-based atlases was introduced in the cardiac domain [6] - [9] . The construction of a voxel-based atlas of cardiac structures was only outlined in [6] , using only three cardiac labels (two ventricular blood pools and left ventricular myocardium).
More recently, voxel-based atlases of cardiac fiber orientation have been constructed, first from canine [10] and later from human [11] ex vivo diffusion tensor magnetic resoance imaging (MRI) data. These atlases provide an important component for simulation of both cardiac electrophysiology and mechanics, despite the limitation of being acquired ex vivo.
A special case of cardiac atlases is the Cardiac Atlas Project (CAP) [12] . It adheres more to the traditional idea of an atlas in that it is a collection of maps-a database-rather than a single mean map, or a statistical description of the shapes and their relationships. The construction of a statistical shape model of the left ventricle from part of this data (200 training shapes) was demonstrated in [13] .
A. Cardiac Statistical Atlases
In [14] , first a voxel-based and then a surface-based mean atlas was constructed of the same structures used later in [6] . The surface-based atlas, together with deformations obtained during construction of its voxel-based counterpart, was used to generate point correspondence across the population such that a point distribution model could be built. Virtually the same technique was used to generate a four-chamber model in [15] .
Similarly, Perperidis used voxel-based atlases of images in the first cardiac phase to generate surface-based training data for a 3D+time statistical model covering both inter-subject and intra-subject (functional) deformations [16] , by applying PCA first to the mean shapes of each subject, and then to all phases of all subjects, minus their mean shapes. Another 3D+time statistical model of cardiac shape was based on direct bilinear decomposition of the surfaces in the training set [17] , using a higher order singular value decomposition. A similar model was used for segmentation of cardiac MR images by Zhu et al. [18] .
A slightly different approach was followed in [19] , where a single surface-represented segmentation was fitted to other segmentations to generate the point correspondence. With the surface sampling depending on the curvature observed in the initial shape, a bias in local mesh density may be introduced. Later, [20] used a similar technique but required full manual segmentation only of the initially chosen image.
In [21] , sampling of the curves obtained by intersection of manual delineations with cut planes is employed to generate point correspondence.
A recurring requirement in nearly all of these approaches is the need for (manually) segmented images, as is also apparent from the review in [22] . The same holds true for the various methods suggested to achieve point correspondence on shapes represented by meshes. Overall, this has had the effect of limiting training set sizes in statistical shape modeling. Some effort was made to enlarge such training sets by adding synthetic variations [23] , however, one could debate the plausibility of these variations. For further reading on surface-based atlases, including methods that generate surface point correspondence without prior volumetric point correspondence, see [22] .
In this work, we extend the works of [14] and [24] , in that we construct an atlas to generate correspondences throughout our training population, and we use a surface-based representation so that this correspondence is carried by the surface mesh vertices. Only one volume needs to be segmented explicitly, creating the possibility to use arbitrarily large training sets.
B. Spatial Normalization
When a synthesized anatomy is used for an atlas, it is usually generated to represent a central tendency of a population. Estimating this central tendency is generally approached as a registration problem. This field has been a very active one since the landmark paper for average image construction by Guimond et al. [25] . Over the period since this work, a shift can be observed from image averaging towards transformation averaging, initiated by Christensen et al. [26] . Physical constraints have been introduced in the registration approaches, including diffeomorphic and other, more tissue-specific, constraints. Imaging modalities for the construction of atlases have become more varied as development on the mathematics of their deformation and similarity progressed.
Within the field of spatial normalization we can distinguish two main approaches: true groupwise registration on the one hand, and a processing of pairwise registrations on the other hand. The contributions for the latter are mostly strategies to process the outcomes of the pairwise registrations.
Using pairwise registrations starts out from a single reference image. Typically this one is chosen from the population at hand, either by an expert [27] , or by an automated method; this can be based on subspace exploration [28] or on an informationtheoretical basis [29] .
Once the reference has been established, registration of each member of the population to this reference is carried out, producing a deformation for each population member. The combination of these deformations typically leads to a mean deformation to be applied to the reference image, ideally transforming it into the mean image directly. As demonstrated in [25] , this is not necessarily the case. Recently, various interpretations of the use of intermediate means have been proposed. Jongen et al. [30] suggested the construction of a mean from a small subset of the population, before registering the entire population to this mean estimate. This is different from intermediate means used in manifoldbased approaches. Jia et al. [31] proposed the derivation of a tree to guide registration step-by-step. The registration of a population member to the population mean is subdivided into steps of registration to neighbors nearer to the mean, thus constructing a path through the population. Child-parent relationships are determined through the stabilization of a clustering method. This contrasts with the approach of Wu et al. [32] , who computes a minimum spanning tree based exclusively on image intensity differences between images.
Other approaches explore the number of clusters that a population could be divided into. Atlas stratification [33] was an initial approach to only do this clustering, based on -means. Sabuncu et al. [34] introduced the automated atlasing into a similar framework, but used a generalization of estimation maximization to discover the clusters.
True groupwise approaches tend to start from an average over the nondeformed images in the population. From that point onwards, Joshi et al. [35] update the deformations by explicit minimization of deformation magnitudes with respect to the Fréchet mean of the population, thus obtaining that mean. Lorenzen et al. [36] extended this work to handle multi-modality image data, while Fletcher et al. [37] replaced the Fréchet mean with the Fréchet median to ensure population membership of the atlas.
The above approaches use an explicit minimization of the average deformations required to deform a population member to the population-representative atlas. Other true groupwise approaches construct the atlas by maximization of a groupwise similarity criterion. This is either similarity of the population to the atlas via information theoretic criteria [38] , [39] , or a single measure quantifying similarity between all pairs [40] . In either case, an additional constraint is required to enforce zero average deformation.
Our framework can be changed to incorporate any of the above methods. However, in its current form we present it using the standard approach of Guimond et al. [25] , with multi-scale diffeomorphic B-spline registration [41] , [42] .
III. ATLAS CONSTRUCTION
This section covers the steps required to construct a population average image using image registration and the subsequent generation of an atlas represented using a surface mesh. Although various strategies exist for registering a set of images to an initially unknown average [31] , [33] , [35] , [36] , [38] , [40] , [43] - [46] , we chose the classical approach of registration to a chosen reference, as did Guimond et al. [25] . The simplicity of this approach holds some advantages.
1) The process is transparent. Unlike stratification [33] and manifold-based methods [46] , it does not introduce more parameters than those required for the pairwise registration and the steps to update the mean image. Additionally, there is no interaction between these sets of parameters.
2) The complexity is kept to only one registration per subject per iteration, rather than a full cross-registration of all or a subset of subjects. Also, the optimization in a groupwise approach is a much higher-dimensional optimization problem, with ramifications for the robustness.
3) The strategies of stratification [33] and of using intermediate local averaging [31] , [32] , [46] , [47] , employ distance measures to determine which pairwise registrations must be carried out. It is unclear whether cardiac image volumes would be at an advantage or disadvantage for stratification compared to brain image volumes, given the increased number of disjoint regions of clearly different appearance. The process is outlined in Fig. 1 , with parameters listed in Section III-F. It was implemented on a grid computing facility using Fura software (Grid Systems S.A., Palma de Mallorca, Spain) to handle the distribution. The facility was equipped with 12 nodes with 2 64-bit quad core processors each, with 16 Gb of shared memory per node.
Note that we synthesize a mean first cardiac phase image only. This is because of the greater stability of this phase in retrospective gating. Thus, our means are computed over the 138 subjects rather than the 2070 image volumes.
For further reading on cardiac image registration, we refer to Mäkelä et al. [48] ; for aspects of medical image registration in general, we refer to [49] - [52] . 
A. Imaging Data
The database of imaging data used in this study was retrospectively collected from a clinical cohort of 138 consecutive patients that underwent a CT examination as part of their routine diagnostic protocol for suspected coronary artery disease, and follow-up. The resulting population distribution, as well as imaging parameters, are outlined in Table I . All information was anonymized before its transfer from the clinic to our group.
While our database is not as large as that of the CAP [12] , our image resolution is 2.5-5 times higher in-plane [12] , [53] , and 3-4 times higher axially [12] , [53] , [54] . This enables us to capture more anatomical detail than would be possible with clinical resolution MR data. Similarly, ultrasound has the advantages of noninvasiveness and higher temporal resolution, but these are undone by the speckle patterns which make automated further processing-specifically inter-subject registration-extremely difficult.
B. Reference Selection
The selection of a suitable reference is one of multiple approaches to minimize bias in the synthesized mean volume. The first box in Fig. 1 is therefore an attempt to select the reference already close to the unknown mean. For this we use a heuristic based on a groupwise mutual information (GWMI) score, an extension of mutual information [55] that describes the amount of information between a single image and a set of images [29] . We compute the GWMI score over affinely registered volumes. The affine registration is required to remove the detrimental influence of pose and size on the score. In short, the GWMI between image and image set is defined using the Shannon entropy over voxel intensities as (1) With the probability of an intensity in the set defined as (2) and with an a priori uniform probability distribution over the candidate images ( with denoting cardinality), we are effectively summing the histograms of the images in the set defined on the same grid of bins (3) The joint probabilities of an intensity in the candidate reference with an intensity in the set are defined analogously as (4) also coming down to a summation of the joint histograms (5) In the case where consists of only one image, this reduces to the standard MI. The method takes one parameter, the number of histogram bins.
The score represents the amount of information each volume carries with respect to the remainder of the volumes, taking into account the variation observed in this set. To make the process even more robust to the reference volume used in the affine registration, we registered all images affinely to 11 randomly se- lected volumes, and applied GWMI to each of the 11 resulting sets of 138 volumes, obtaining 11 rankings. The reference ultimately chosen for the atlas construction was the volume with the best mean rank. Fig. 2 illustrates the varying rankings of subjects presenting a rank standard deviation of less than 10 positions with the dash-dot lines. The solid lines (connected to the associated dash-dot lines using dotted lines) illustrate the mean ranks for these subjects. It shows that high and low ranks are relatively stable.
C. Global Registration
With the reference subject chosen from the population as described in the previous section, we register the volume corresponding to each subject's first cardiac phase to the first phase of the reference subject. Corresponding to the second box in Fig. 1 , the first step of this registration is a global registration, requiring few parameters to optimize. It has been shown that such an approach increases the robustness of the overall scheme [41] . We aim to model shape variation through a statistical shape model rather than a statistical deformation model (as in [56] , [57] ). As the inverses of both the global and local transformations are applied to the mesh corresponding to the average image, it is of no importance which global transformation model is used. Hence, we use affine registration to remove global variations, minimizing as much as possible the deformation remaining to be resolved in nonrigid registration.
The small number of degrees of freedom of an affine transformation make the registration suitable for a gradient descent optimization. The similarity metric is mutual information (MI) [55] , of which the gradient is computed using Mattes' method [58] . As it was developed for inter-modality image registration, MI is capable of handling varying intensities for corresponding structures, or in other words, to register images with different image intensity profiles. In our dataset, we observed image intensity variations throughout the population in the blood pools, due to varying contrast agent concentrations (note the 25% variation reported in Table I ). Additionally, some subjects presented with pacing devices, leading to some very strong local intensity variations.
D. Diffeomorphic Nonrigid Registration
Following the affine registration, in the third box in Fig. 1 , nonrigid registration is used to resolve the remaining variations between the reference and population images. With a large number of registrations to be carried out, a fast registration approach is desirable. The multiscale approach using B-splines [41] fulfils this criterion.
A later work by Rueckert et al. [42] focused on imposing diffeomorphic constraints on B-splines, meaning that the resulting deformations are smooth and invertible. From an anatomical as well as a technical viewpoint, this is a very important property. Borrowing from the work of Choi and Lee [59] , the injectivity of a B-spline-based deformation is guaranteed if the local deformation is limited to 0.4 times the spacing of the control points. As the group of diffeomorphic transformations is closed for the composition operator [60] , this allows for a combination of the multiscale and the diffeomorphic B-spline approaches. That is, the composition of diffeomorphic B-splines, regardless of equal or varying control point spacings, produces a diffeomorphic transformation. However, it is generally not possible to represent this composition as a single diffeomorphic B-spline.
The multiscale approach is robust and allows for fast registration. The constraints on control point movement are implemented straightforwardly using the Insight Toolkit (Kitware, Inc., Clifton Park, NY) [61] and a bounded quasi-Newton optimizer [62] . Klein et al. [50] showed that this optimizer provides a good balance between speed and accuracy when used for registration using B-splines and MI.
In the original formulation of the diffeomorphic B-splines, new splines were added until convergence of the registration. However, we choose to maintain a fixed set of transforms. This results in control over the maximum possible local deformation, and therefore prevents the construction of outliers that could corrupt the computation of the mean deformation.
Using for transformations obtained by composition of transforms, for the affine transformation from the reference subject to subject , for a B-spline based deformation from the reference subject to subject , for the B-spline based deformation for the nonrigid deformation from frame to frame of subject , the total transformation to frame of subject is given by (6) with (7) and (8) Here, is the number of B-spline transforms we use to compose the deformation from the reference to subject , and is the big version of the composition operator . After the affine registration has brought the images into a global alignment, by controlling the spline control point spacing and we control the maximum total local deformation. We will show later that we observed a convergence rate similar to that reported by Guimond et al. [25] .
After the nonrigid registration, we represent the inter-subject transformations as displacement vector fields , thus simplifying further processing in the absence of the composition operators. The use of B-splines to model our deformation reduces the number of degrees-of-freedom in the optimization problems by multiple orders of magnitude as compared to a parameter-free approach that directly produces a vector field, like the diffeomorphic demons [63] .
E. Mean Deformation
The vector fields representing , and defined on the same grid as the reference image, belong to the group of diffeomorphic vector fields. This group is closed only for the composition operator [60] , and therefore the euclidean metrics of addition and division cannot be applied directly. If the deformation is a geodesic in the metric space defined by the deformation model used for the registration, one can use the log-Euclidean framework of Arsigny et al. [64] to work in the tangent space of these diffeomorphic vector fields, in which Euclidean metrics can be applied. The mapping to and from the tangent space is provided by the logarithm and exponential operators, respectively. Due to the multi-scale approach to the registration, we should assume that we approximate the geodesic closely enough for the log-Euclidean framework to be applicable. We will later comment on the accuracy of the logarithm computation (Section III-F). This leads to the definition of the mean vector field as (9) corresponding to the fifth through seventh boxes of Fig. 1 . Note again that the mean is computed over the first-phase images only.
Given the mean vector fields obtained in the iterations up to , and the current approximation of the mean image , the approximation is updated in boxes 9 and 10 of Fig. 1 using (10) where (11) For completeness, . The development of is illustrated in Fig. 3 .
Arsigny's algorithm [64] for fast computation of the vector field logarithm is an inverse scaling and squaring method, exploiting the equivalence (12) Fig. 3 . The development of , for . After five iterations, the composed deformations, although diffeomorphic and less biased, become implausible. This is visible in the lateral wall of the left ventricle (framed in the white square for , but also visible for ).
For sufficiently large , the logarithm can be approximated by (13) where stands for the identity. The square roots are computed using a gradient descent approach, which uses the inverse of the transform. The vector field must extend beyond the image domain and smoothly reduce to zero magnitude to avoid discontinuities in the image domain in the inverse vector field. Effectively, the actual deformations must be contained in a box, rigid under logarithm, averaging and exponential. The finite support of B-splines provides this without any additional cost in registration complexity.
F. Parameters and Settings
Each step in the process of synthesizing the mean image volume depends heavily on good parameters, with the image registrations a prime example. However, optimizing each of these parameters for each instance is unfeasible. Therefore it is imperative that only a few, if multiple, distinct configurations are used. As a consequence, for the majority of registrations these configurations are suboptimal.
In order to obtain the best possible registrations under these conditions, a small set of six first-phase volumes was used to obtain a configuration suitable for all pairwise registrations in the subset, which was the first instance of human intervention. Using a larger subset of 20 first-phase volumes, the useability of this configuration was verified. Table II lists the values obtained for the registration parameters.
For the inter-subject registrations in the mean image synthesis, image masks are defined based on the image intensities of the fixed and moving images, ranging from air [-1000 Hounsfield Units (HU)] to cortical bone (1500 HU). The mutual information similarity metric is computed from 50-bin histograms generated from voxels randomly sampled within the mask regions, at a rate of one per 30 voxels. The nonrigid registration uses a composition of B-splines of increasing resolution. Due to the hard limit on the local deformation of each B-spline, we control the maximum local deformation. Using only one each of 32, 16, and 8 mm control point spacing, this would amount to a maximum of 22.4 mm . We assumed this to be insufficient, and added an additional allowance of 12.8 mm through an additional B-spline with 32 mm spacing.
The segmentation of the atlas is used to provide the masks for the intra-subject registrations, while the greater histogram resolution is used to improve sensitivity to smaller differences.
An alternative would be to apply a small-range parameter sweep around the values found, for every registration. However, this would increase the computational load prohibitively, even if only one parameter is varied at any given moment.
For the elements of the framework that are not registration steps, we list the parameters in Table III . Error reductions are computed with respect to the error at initialization (identity vector field), and the iteration limits supersede this criterion. For the root order, Arsigny et al. [64] empirically reported convergence of the log computation with in (12). We found this value suitable for our data as well, yielding vector norm errors under 5% for 93.7% of vectors when comparing to in 20 subjects. Note that the computation of the mean log vector field, the composition of the mean estimate with earlier estimates, and the update of the mean image (boxes 6, 9, and 10 in Fig. 1 require  no parameters) .
G. Atlas Segmentation
Through registration, we have obtained a mapping from the atlas coordinate system to each of the subjects in our population. Thus, by segmenting the atlas volume, we obtain a segmentation of each member of the population as well. We represent the segmentation not by a mask image but by a triangulated mesh. This allows us to define other structures in local coordinate systems, structures which are typically obtained through literature description or separate modeling approaches.
By far most human interaction in the procedure is concentrated at this step. An anatomist specialized in cardiac anatomy (D. Sánchez-Quintana) segmented the synthesized mean image using GIMIAS v1.2.0b software [65] . In each slice of the image, the structures listed in Table IV were outlined using a free-hand polygon tool, which labeled the voxels on the same grid as the image.
For the coronary arteries, their intersections with the image planes were marked using a pointer tool. Subsequently these sets of points were connected and the arteries themselves were modeled by fitting knotted cones to the segments.
H. Mesh Construction and Processing
The manual segmentation of the mean image is converted to a mesh representation. There is a sizeable body of literature on the creation of "reasonable" nonmanifold meshes from multi-label medical imaging data. These meshes have a smooth surface, high accuracy with respect to the nonsmooth (i.e., with staircase artifacts) surface, and with good element quality (usually polygon regularity). In addition to the challenge to achieve this in binary (foreground+background) data, the multi-label property of the input data presents the added challenge of smooth surfaces between materials while maintaining smooth outer surfaces. Examples of approaches to this problem are multi-material extentions to marching cubes (MC) [66] , [67] , marching tetrahedra [68] , dynamic particle systems [69] , nonmanifold dual contouring [70] , [71] , and multi-level partitions of unity [72] .
We use a more straightforward approach, schematically presented in Fig. 4 . We first generate a new segmentation by merging labels from the original segmentation. In this case, into three groups: left blood, right blood, and myocardium. The resulting masks are resampled using shape-based interpolation [73] , [74] , and then triangulated using MC [75] . Distance transforms of the original segmentations are then used to assign labels to the faces of the resulting mesh.
Subsequently, the mesh is coarsened using an Approximate Centroidal Voronoi Tesselation [76] . That is, each Voronoi cell is represented by a set of mesh faces in their entirety, and the seed of each cell coincides with the cell centroid. This approach has the advantage of allowing full control over the number of vertices in the coarse mesh, and as outlined in [76] , is guaranteed to converge to a global optimum. Additionally, the resulting mesh is independent from the original MC mesh.
With the coarsening, the mesh is smoothed somewhat due to a lower sampling rate. However, staircase artifacts may remain especially when a large number of vertices is used. Therefore, the meshes were submitted to a smoothing step [77] . Overall, the coarsening and smoothing introduced some local distortions, though in general these remained either within acceptable bounds, or they smoothed out undesired features which appeared as a result of local inconsistencies in the manual segmentation.
The transformations and were used to warp the atlas mesh to the first cardiac phase of each subject . Subsequently the transformations were applied to these meshes to obtain the meshes pertaining to the remaining 14 phases of each subject.
IV. ATLAS PROPERTIES AND STATISTICAL MODEL
We developed the statistical atlas with the aim of using it in a computational physiology setting. In this section, we outline the properties of the atlas that enable this. The atlas is available for downloading at our website.
A. Structures
The atlas has been designed to be instantiated in varying compositions, ranging from the entire heart to a single substructure. This serves the purpose of extracting or generating knowledge from images and simulation studies that only employ the structure of interest, without changing the atlas itself. This in turn enables the seamless incorporation of this new information into the atlas.
The structures outlined are listed in Table IV and colored separately in Fig. 5 . For the left ventricle, the myocardium and blood pool were segmented, while for both atria, for the right ventricle and for the trunk of the aorta, only the blood pool was segmented. On CT images, the walls of these structures are not discernible and as such are estimated from the boundaries of the blood pool. We did this by extrusion of the surface along its normal direction, to generate the thicknesses reported in the literature. For the RV wall, the surface was extruded by 4 mm [78] , for the aorta this was 3 mm [79] while the atria were extruded by 2 mm [80] . The vertex counts in Table IV already include the extruded parts.
B. Statistical Modeling
Paramount to the clinical value of computational physiology is the possibility to perform patient-specific simulations, where the computational domain is a patient-specific geometry, or to generate large virtual populations following the model population statistics. Approaches based on statistical shape models to segment patient geometries from image data have shown their worth many times over. For inherently dynamic shapes, naturally one should consider using a dynamic statistical shape model, such as those described in [16] - [18] . Here, we reiterate some background on the bilinear spatio-temporal statistical shape model, constructed as per [17] from the framework's output.
In Section III-H, we described how we obtained the meshes corresponding to the 2070 image volumes we began with. From these, we construct a spatio-temporal statistical model of shapes, decomposing our data along the axes of anatomical variation and motion-induced shape change using a bilinear model as described by Tenenbaum and Freeman [81] . They used the terms style and content to define the two sources of variation. We could consider here the style to be the temporal element, whereas the content is the anatomical variation that exists between subjects. By using a bilinear model, we maintain temporal information which would be lost if the more traditional principal component analysis (PCA) [82] had been used.
However, for a rudimentary outlier detection, we used PCA [82] to generate a simple statistical model of the first-phase shapes, explaining 50% of total variation, amounting to five modes. The model parameters of these shapes were used to identify potential misregistration. A shape (and the associated subject) was marked as suspicious if any of its parameters exceeded four standard deviations from the mean. This led to the flagging of four subjects. In each of these cases, the affine registration had failed, and thus the subjects were discarded. We generated the spatio-temporal model from the remaining 134 subjects (2010 shapes).
Training of a bilinear shape model is done as described in [81] , [17] . With 134 subjects and 15 phases each, the model reduces the data dimensionality to at most 147. For comparison, using Perperidis et al.'s approach [16] one would need to reduce the dimensionality from 2025, also from two sets of parameters. For the temporal synchronization, necessary due to the electrocardiogram-based retrospective gating of the CT data, we did use Perperidis' method [83] to identify the end-systolic and end-diastolic phases. More detail on the application of this method to surface meshes is provided in [17] . Fig. 6 shows three phases of four subjects, together with bar plots for their subject and phase parameters. The applications of cardiac bilinear shape models have already been demonstrated in image segmentation [18] and motion analysis [84] , [85] . In earlier works we have also demonstrated pipelines towards electrophysiological [86] and mechanical simulations [87] from surface-based cardiac segmentations.
Figs. 7 and 8 show the first two modes of variation as mean plus and minus one and a half and three standard deviations of both the full heart and the left ventricular endocardium, of the traditional PCA-based shape model. Coincidentally in both models, the first two modes contain a strong component of elongation versus roundness.
V. VALIDATION
The quality of the atlas depends on the quality of the registration. In turn, the registration quality depends on each of the basic components of a registration algorithm: similarity metric, Fig. 6 . Three phases of two subjects, with their bilinear parameter sets derived from the full 134-subject data set. The dimensionality of the phase and subject parameters (11 and 115, respectively) are based on explaining 95% of total variance for each axis. transform, and optimizer, and on the initial similarity between volumes [88] .
In this section we validate the atlas through evaluation of the registration. This consists of three elements:
• Random selection of volumes and slices. The dataset size does not allow the evaluation of all registrations. It is also undesirable to fully segment volumes for all the selected subjects. Thus, a random selection is made, based on some heuristics which make the subjects and slices therein useful. • Evaluation of vector field inversion. In order to evaluate everything in one common space to avoid bias to the specific subjects involved, all segmentations and landmarks are warped to the atlas space. This is done using the inverse of the vector fields we obtain during registration. As the inversion is an optimization problem in itself, the inversion error presents a localization uncertainty. We report the inversion error at the locations of the landmarks and contours.
• Distance-based and overlap-based evaluation. After random slice selection and quantification of uncertainty in landmark localization, we report contour-to-surface and point-to-point errors and overlap accuracy to evaluate the registration quality. Furthermore, we illustrate the convergence of the synthesis of the mean image.
A. Registration-Selection of Volumes and Slices
Both the optimization and the evaluation of all registrations carried out is unfeasible with large datasets. Therefore it is of importance that a meaningful subset of the data is selected for the evaluation. We used random sampling after identification of volumes and slices satisfying four simple qualification criteria: two for volumes, and two for slices.
A volume qualifies if the image intensity histogram peak pertaining to contrast enhanced blood could be identified, and the modal intensity and width of the peak fall within two interquartile distances from the population median for these two quantities. Additionally, the volume must contain a sequence of at least 20 qualified slices.
A slice qualifies if at least 3.5% of its pixels fall in the intensity range of contrast enhanced blood, as determined via the volume's intensity histogram. Additionally, the slice has to be part of a sequence of at least 20 in the volume.
The resulting sets of qualified slices are nearly guaranteed to intersect the cardiac and supracardiac blood pool. The threshold of 3.5% contrast enhanced blood pixels excludes slices where the enhanced blood is provided exclusively by the vena cava and aorta. The 20 slices cover 38 mm, which is much less than the cardiac blood pool should extend for, but excludes slices that were incorrectly qualified by the first slice criterion.
After determining qualifying volumes and slices, we draw randomly from the volumes. The sequences of qualifying slices in these volumes are divided into three equal parts and we randomly draw a slice from each part.
B. Registration-Measurements 1) Contours:
From the qualifying subjects, 36 were selected randomly. Six researchers each segmented the slices of six subjects in GIMIAS v1.2.0 [65] using the same tool as used to outline the atlas structures. The set of structures to be segmented correspond either to one or to multiple structures of the final atlas: 1) aortic root; 2) left ventricular cavity; 3) left ventricular myocardium (constituting the left ventricular free wall and the interventricular septum); 4) right ventricular cavity; 5) left atrial cavity (including pulmonary vein trunks); 6) right atrial cavity (including trunk of vena cava). For each of these structures, the boundary of the segmentation in the slice was extracted and warped to the reference space using the inverse of the vector fields obtained during registration. Subsequently the mean unsigned distance from the warped contour to the corresponding structure's surface in the atlas was recorded. These distances are reported for each of the structures in the top half of Table V. 2) Overlap: For each of the structures listed above, we also measured the overlap with the atlas segmentations. We warped the voxel-based segmentation into the atlas space using nearest neighbor interpolation. By using three labels (foreground, background in segmented slice, background elsewhere), we could identify and count false negative voxels ("fn") in addition to true and false positive voxels ("tp" and "fp," respectively). These counts were combined into F-scores for the registrations in Table VI. The F-scores are defined as  , with  precision and recall . Thus, perfect matchings would yield an F-score of 1.
3) Landmarks: The contour-based evaluations have drawbacks in that they are not measuring the registration accuracy in a truly three-dimensional manner. By measuring the point-to- point accuracy of a set of anatomical landmarks, such evaluation is possible.
From the pool of subjects, 36 were selected for landmarkbased evaluation. The same six researchers each processed 12 subjects; each subject was processed by two researchers and each pair of researchers shared either two or three subjects.
For each subject, five landmarks were identified and marked using GIMIAS v1.2.0 [65] : the endocardial apex, the aortic and mitral valve centers, and the origins of the left and right coronary arteries. Like the contours, the landmarks were warped to the reference space. We report the interobserver variations both prior to warping and after warping, and the point-to-point registration error in the reference space. These results are presented in the bottom half of Table V. 4) Vector Field Inversion: To warp the contours and landmarks from the subject space to the reference space, we require the inverse of the vector fields obtained during registration. The computation of this inverse is an optimization problem, and as such will introduce some uncertainty in the valuation. We quantify the error in the estimation of the inverse as the vector magnitude of at the landmark and contour locations in the subject image space. The last column of Table V lists these errors.
C. Registration-Results
The contour-based evaluation reported in Table V provides insight into the agreement on boundaries. The average distance of these contours ranges from 1.59 mm for the left ventricular area to 2.76 mm for the right atrial area. This compares favorably with the slice spacing of 2.0 mm. The difference in performance between the left ventricular area and the atrial and right ventricular areas is easily explained by the low complexity of the LV compared to the atria, and the much smaller influence of trabeculation on the LV blood-myocardium boundary strength.
The landmark errors compare well with the interobserver variation for the valves and the left coronary origin. The greater error in the apex is due to a sliding along the LV cavity wall; it is on the boundary but not at the apical point. During registration, boundaries are matched yet boundary curvature, by which observers would identify the apex, is not taken into account. The difference between interobserver variation and registration error of the right coronary artery (RCA) origin is due to the size of the RCA. While its position is stable at the base of the aorta, its appearance is often weak, thus offering no boundary for the registration to match.
The left ventricular apex and mitral valve center show a greater interobserver variability than the other landmarks. For the apex, this can be attributed to a dependence on image plane orientation; the observers are free to rotate the image planes to best visualize the landmark to be located, which for the apex tends to be a pure short-axis view. The apparent apex location varies along the endocardial wall with the deviation from this view. The interobserver difference in the mitral valve is due to its structure; whereas the closure of the aortic valve is defined by a curve where the three leaflets meet, the mitral valve's closure is a curved surface on which the valve centroid is not easily identified. In addition, its oblique location with respect to the image axes results in a high probability that the observers mark the centroid in different slices.
The overlap-based accuracy is reported in Table VI as F-scores in the atlas space. We have listed both the mean and standard deviations per subject per structure as well as an aggregate F-score per structure (column "overall") and over all structures (last row of column "overall"). Relatively little change in accuracy between the first (reference) and fifth (final) iterations can be observed. A slight deterioration of the registration quality may be due to the inevitable reduction in image quality when the reference image is warped, which has affected all structures but the aorta, the structure with the most homogeneous blood pool. Seemingly "difficult" structures to match properly have complex geometry (atria) or are thin (myocardium). A difficulty with the aorta was found to be the proximity of the descending part to the spinal column, and of the ascending part to the atria. "Bleeding" into these structures was observed in some of the test subjects.
D. Bias Removal
The choice of a reference image introduces a bias. The iterative approach to synthesizing a mean image is designed to remove this bias. At full and perfect conversion, the mean vector field with which the mean image is updated should represent an identity transformation. We can therefore quantify the bias by measuring for each . The ideal mean vector field-the identity transformation-would contain exclusively zero vectors. Thus, its vectors' , , and components would follow a zero mean Dirac delta function with the peak at 0. In Fig. 9 (left panel), we show the deviation from 0 of the mean , and component over seven iterations. It is clear that this deviation decreases strongly in the first iterations and then starts oscillating. In the right panel we plot the sample kurtosis of the distributions over the seven iterations, quantifying the "peakedness" of the distributions. While the Dirac delta distribution's kurtosis is undefined, one can easily see that kurtosis increases with better approximation of the delta function.
In Fig. 10 we show the distributions per component in full over the iterations; after only three iterations the changes are no longer perceivable, which is similar to the findings of Guimond et al. [25] .
In Fig. 11 we show how the distribution of the vector magnitude of changes over the iterations. The pattern of convergence is clear, yet after five iterations the percentage of longer vectors starts to grow again. This has a detrimental effect on the synthesized mean image and confirms the qualitative observation of increased artifact visibility from Fig. 3 . Therefore, we consider the synthesized mean image at to be the final image.
VI. DISCUSSION
We have presented a mesh-represented statistical atlas of the human heart, and a framework for its construction from a large set of 3D+time multi-slice CT image volumes. We validated the atlas using measures of registration accuracy and evaluated the iterative bias removal.
We have made the atlas publicly available through our group's website.
A. Framework Performance
We have demonstrated the construction of a spatio-temporal statistical model of the atlas shape over a population of 134 subjects at 15 cardiac phases. To our knowledge this represents the largest 3D+time population to date to be used for cardiac statistical model generation.
The number of pairwise registrations in the framework scales linearly with the number of subjects. This makes the framework applicable to larger data sets than the set used in this work, such as the Cardiac Atlas Project database. The framework derives robustness from automation of the reference selection and the imposition of diffeomorphic constraints on the registrations.
Human interaction is limited to two distinct instances during the application of the framework. The first, tuning of registration parameters, is based on a subset of the population of a userdefined size. In the second instance, the manual labeling of the mean image, the level of detail and the number of structures can be controlled by the user. Existing atlases can be employed to further reduce the human input.
Steps in spatial normalization that were previously typically done by human interaction, such as reference selection and assessment of convergence, were automated. An image-to-group similarity criterion was used to select a suitable reference, while convergence was based on the distribution of vector magnitudes in each iteration's mean vector field.
We validated the atlas through measures of registration accuracy. Random sampling was employed to balance the need to cover a sufficiently large portion of the population, while maintaining the required human effort at a feasible level. In addition to random selection of subjects, within the subjects the selection of image slices was randomized as well. Domain knowledge was used to encourage the selection of slices presenting cardiac structures, while also enforcing an even distribution along the transversal axis of the body.
To complement the sample-based explicit registration evaluation, a PCA-based outlier detection system was applied to the first-phase shapes. While conceptually simple, it allowed the removal of a very small (3%) subset of the population for which registration had failed, contributing to the robustness of the overall framework.
By applying the spatial normalization only on the first frame of each subject's volume sequence, we explicitly resolve geometric variations due to inter-subject variation separately from deformation due to cardiac function. This reduced computational requirements with respect to registration using an integrated spatio-temporal transformation model, while improving temporal consistency compared to normalizing the full set of 2070 image volumes.
B. Limitations
The atlas comprises 13 structures, of which nine are outlined and four are traced; this represents only a small fraction of structures present in the heart but reflects a limitation resulting from the imaging data used. Populations imaged using complementary imaging techniques can be used to provide more structures, further subdivision or level of detail of the current structures, and increase the population size for the statistical modeling. Similarly, the aorta and pulmonary trunk are better modeled based on dedicated imaging studies.
Further limitations due to the imaging data are related to the price of the high spatial resolution of MSCT. Firstly, the temporal resolution is rather low at 15 frames per cycle. This is a well-known tradeoff that exists in all imaging modalities. Secondly, the use of CT data means the subjects were submitted to Fig. 10 . Histograms of vector components per iteration. Qualitatively, it shows that the first three iterations resolve the greatest amount of deformation. After this, the majority of change occurs in the component (sagittal plane). Fig. 11 . The distributions of vector magnitudes in the mean vector fields (displayed as cumulative histograms) show convergence of the registration. In (b) we zoom in on the first 3 mm in (a) to better visualize that after only three iterations the majority of vectors is shorter than the voxel diagonal, and after five iterations around 70% of the vectors has a length shorter than the voxel diagonal. In (c) it shows that after five iterations, the tail of the vector magnitude distribution starts to widen. The synthesized mean image at this iteration is considered the end result of the spatial normalization.
ionizing radiation, in addition to having contrast agent injected. As a result, all subjects are pathological, which influences both the population mean and the observed variation.
The coronary trees can only be traced over a short section; through the oblique orientation of the heart with respect to the image coordinate system, the coronary arteries quickly disappear "between slices." Additionally, the structures are too small and are subject to topological variations, such that accurate registration of these becomes impossible.
Another problem of visibility, though not by obliqueness but by appearance, is that of the thin walls of the atria, right ventricle and trunks of great vessels. The appearance of these structures coincides with that of the pericardium, and thus our atlas only estimates these structures by extrusion of their blood pool boundaries.
A limitation of the framework is that it is currently unable to model the topological variations that are known to occur in the complex of left atrium and pulmonary veins [89] , and in the coronary trees [90] . It deserves further study to unify a discrete statistical model of topological variations with the continuous statistical model of shape. The separation of the pulmonary vein trunks from the left atrium is a step towards accomodating such an extension.
The approach of iteratively removing bias from a chosen reference image may require more constraints than only the condition that the registrations produce diffeomorphic deformations. This may be related to the phenomenon we observe in the later iterations in Fig. 3 . There, even the diffeomorphic transformations start producing seemingly implausible deformations, potentially as a result of shifting from larger to smaller differences to be resolved. As Hamm et al. [46] suggested, it may be desirable to explicitly constrain the deformations to generate only images that lie on the manifold generated by the input images.
Furthermore, this manifold may allow discontinuities in the deformations due to different positions of the heart relative to neighboring structures. Consider here the lungs and pulmonary vasculature laterally, the diaphragm inferiorly, and the sternum and rib cage frontally. Such discontinuities cannot be captured using the B-spline deformation model. Providing a region of interest that comprises only the heart may alleviate such a problem, as the B-spline needs only model deformation within this region. This could work under the assumption that the reference image can serve as an initial atlas, or by using an automated detection and/or rough segmentation method.
By using pairwise registrations to resolve the cardiac motion (the intra-subject registration), the time points at which labeled shapes are obtained are dictated by the imaging protocol. Currently, work on spatio-temporal registration [6] , [91] , [92] with a spatially and temporally continuous deformation model has not yet been demonstrated to handle high-resolution CT image data. However, the framework allows the pairwise approach to be replaced with a continuous approach when required and feasible.
The high degree of automation of the framework calls for methods, preferably also automated, to quantify accuracy. We used a rudimentary means to identify suspicious shapes by outlier detection. However, as it was rudimentary, it was limited to identifying only very obvious cases, and thus a more sophisticated approach suitable also for early detection is desired.
Finally, the framework presents the user with many decisions to be made; there are many steps involved, one can interchange methods, and each method has its parameters. This combines to a vast number of possible combinations that will not all produce the exact same atlas, and some combinations may even fail. However it is beyond the scope of this paper to present a quantification of the effect of each decision exhaustively.
C. Future Perspectives
The various steps in the framework are independent of each other; the methods used in each step can be replaced by other methods according to requirements without affecting the workflow "downstream." One should note stratification [33] as an exception to the latter; while it can be plugged into the framework, it introduces branches in the workflow as it will lead to multiple atlases.
The atlas was developed with the aim of using it in computational physiology studies. We demonstrated the incorporation of fiber orientations in the left ventricular myocardium, which is of paramount importance in the simulation of both electrical and mechanical cardiac function.
The combination of an atlas with a statistical model facilitates personalized computational physiology studies by connecting the image analysis and simulation elements described by Young and Frangi [3] .
The flexibility of the statistical model allows fitting the shape to image data to personalize geometry [18] ; although the model is built from CT data, other modalities can be used as well with the help of simulated image appearance models [93] , [94] . Alternatively, the generative nature of the model can be exploited to generate virtual populations [86] , [95] , [96] to study the influence of certain parameters-including geometry itself-on simulation results.
Further personalization of the mesh in preparation for simulation can be based on invasive measurements, by taking into account statistical relationships between geometry and fiber orientation [97] , or draw upon the literature to introduce normal, abnormal, or expected parameter values.
