Given a string T on an alphabet of size σ, we describe a bidirectional Burrows-Wheeler index that takes O(|T | log σ) bits of space, and that supports the addition and removal of one character, on the left or right side of any substring of T , in constant time. Previously known data structures that used the same space allowed constant-time addition to any substring of T , but they could support removal only from specific substrings of T . We also describe an index that supports bidirectional addition and removal in O(log log |T |) time, and that occupies a number of words proportional to the number of left and right extensions of the maximal repeats of T . We use such fully-functional indexes to implement bidirectional, frequency-aware, variable-order de Bruijn graphs in small space, with no upper bound on their order, and supporting natural criteria for increasing and decreasing the order during traversal.
Introduction
A bidirectional index on a string T is a data structure that represents any substring W of T as a constant-size descriptor that recapitulates the set of all starting positions of W in T , and the set of all ending positions of W in T . Such representation allows extending W with a character in both directions, enumerating the distinct characters that occur after W in both directions, and switching direction during extension. All existing bidirectional indexes can be seen as updating positions in the suffix tree of T and in the suffix tree of the reverse of T , either literally, as in the affix tree [22, 38] , or inside compact representations, like the affix array [39] and the bidirectional Burrows-Wheeler transform (BWT) [35] . Synchronous bidirectional indexes maintain a position in both trees at every extension step, whereas asynchronous indexes maintain a position in just one tree, and compute the position in the other only when the user needs to change direction [15] . Applications of bidirectional indexes to bioinformatics, like read mapping with mismatches and searching for RNA secondary structures, have until now used the ability of bidirectional indexes to add characters both to the left and to the right of a string (an operation called extension: see e.g. [20, 21, 25, 33, 39, 35] for a small sampler), whereas removing characters from the left and from the right (called contraction) has only been conjectured to be useful [11, 15] , and it has been supported efficiently just for right maximal and left maximal substrings of T , respectively E-mail addresses: dbelazzougui@cerist.dz, cunial@mpi-cbg.de.
(defined in Section 2), or for strings that occur exactly once in T , for which the implementation is easy (see e.g. [9, 27] ).
In this paper we describe a very simple method for removing characters from the left or from the right of any substring of T , in any synchronous bidirectional index, based just on the ability to measure the length of the maximal repeats of T (defined in Section 2). Using the recent observation that all such lengths can be represented in O(|T |) bits of space [5] , we show that bidirectional contraction can be supported in constant time with the bidirectional BWT index described in [9] , within the same space budget and without changing the complexity of its construction. It is easy to see that our contraction algorithm can also be implemented on top of an existing representation of the suffix tree, based on the Compact Directed Acyclic Word Graph (CDAWG), that occupies a number of words proportional just to the number of left an right extensions of the maximal repeats of T [6] . We use this observation to design an index that supports, in the same asymptotic space, bidirectional extension and contraction of any substring of T .
Having both bidirectional extension and bidirectional contraction enables several applications, among which a de Bruijn graph that stores the frequency of its k-mers, allows for bidirectional navigation, and supports any value of k, as well as increasing and decreasing the value of k, with no limit on the maximum k allowed. We call such representation an infinite order de Bruijn graph, and we describe an implementation that takes a number of words proportional to the number of left an right extensions of the maximal repeats of T , thus establishing a connection between de Bruijn graphs and CDAWGs. An infinite order de Bruijn graph that takes such little space might be useful in practice, since the datasets produced by high-throughput sequencing are repetitive, reads are already very long as well as very accurate (see e.g. [40] ), and our representation automatically discards k-mers that occur just once, which are mostly induced by sequencing errors. .σ] be an integer alphabet, let # = 0 be a separator not in Σ, and let T = [1..σ] n−1 be a string. We denote by W the reverse of a string W , i.e. string W read from right to left. We denote by f T (W ) the number of (possibly overlapping) occurrences of a string W in the circular version of T . A repeat W is a string that satisfies f T (W ) > 1. We denote by Σ ℓ T (W ) the set of left-extensions of W , i.e. the set of characters {a ∈ [0.
Preliminaries
.σ] : f T (aW ) > 0}. Symmetrically, we denote by Σ r T (W ) the set of right-extensions of W , i.e. the set of characters {b ∈ [0..σ] :
. It is well known that T can have at most n − 1 right-maximal substrings and at most n − 1 left-maximal substrings. A maximal repeat of T (called balanced substring in [39] ) is a repeat that is both left-and right-maximal.
We denote by ST T the suffix tree of T #, and by ST T the suffix tree of T #. We assume the reader to be familiar with the notion of suffix trees, including suffix links, which we do not further describe here. We denote by ℓ(v) the label of a node v of a suffix tree, and we say that v is the locus of all substrings W [1..k] of T where |ℓ(u)| < k ≤ |ℓ(v)|, u is the parent of v, and W = ℓ(v). It is well known that a substring W of T is right-maximal (respectively, left-maximal) iff W = ℓ(v) for some internal node v of ST T (respectively, for some internal node v of ST T ). Suffix links and internal nodes of ST T form a tree, called the suffix-link tree of T and denoted by SLT T , and inverting the direction of all suffix links yields the so-called explicit Weiner links. Given an internal node v and a symbol a ∈ [0..σ], it might happen that string aℓ(v) does occur in T , but that it is not right-maximal, i.e. it is not the label of any internal node of ST T : all such left extensions of internal nodes that end in the middle of an edge are called implicit Weiner links. An internal node v of ST T can have more than one outgoing Weiner link, and all such Weiner links have distinct labels: in this case, ℓ(v) is a maximal repeat, as well as the label of a node in ST T . Maximal repeats and implicit Weiner links are related by the following simple property, which was already hinted at in [2] :
It is known that the number of suffix links (or, equivalently, of explicit Weiner links) is upperbounded by 2n− 2, and that the number of implicit Weiner links can be upper-bounded by 2n− 2 as well. We call SLT * T a version of SLT T augmented with implicit Weiner links and with nodes corresponding to their destinations. We say that a maximal repeat
Since left-maximality is closed under prefix operation, it is easy to see that the maximal repeats of T are all and only the nodes of ST T that lie on paths that start from the root and that end at nodes labelled by rightmost maximal repeats. We call this the maximal repeat subgraph of ST T (Figure 1b ). Clearly the maximal repeats of T coincide with the branching nodes of SLT * T (Figure 1a ), and the rightmost maximal repeats of T coincide with the leaves of SLT T . Thus, it is easy to see that SLT T (a trie) is a subdivision of the maximal repeat subgraph of ST T (a compact trie), and that the nodes in the unary paths of SLT T are in one-to-one correspondence with the internal nodes of ST T that are not maximal repeats (see Figures 1a and 1b for an example, and see Section 2.1 in [5] for a more thorough explanation). The following property is thus immediate (and symmetrical notions hold for ST T , SLT * T , and leftmost maximal repeats):
The compact directed acyclic word graph of a string T (denoted by CDAWG T in what follows) is the minimal compact automaton that recognizes the suffixes of T [14, 16] . We denote by CDAWG T the CDAWG of the reverse of T , by e T the number of arcs in CDAWG T , and by e T the number of arcs in CDAWG T . The CDAWG of T can be seen as the minimization of ST T , in which all leaves are merged to the same node (the sink) that represents T itself, and in which all nodes except the sink are in one-to-one correspondence with the maximal repeats of T [32] . Every arc of CDAWG T is labeled by a substring of T , and the out-neighbors w 1 , . . . , w k of every node v of CDAWG T are sorted according to the lexicographic order of the distinct labels of arcs (v, w 1 ), . . . , (v, w k ). Since there is a bijection between the nodes of CDAWG T and the maximal repeats of T , the node v ′ of CDAWG T with ℓ(v ′ ) = W is the equivalence class of the nodes
.k], and such that v k , v k−1 , . . . , v 1 is a maximal unary path of explicit Weiner links. The subtrees of ST T rooted at all such nodes are isomorphic. It follows that a right maximal string can be identified by the maximal repeat W it belongs to, and by the length of the corresponding suffix of W (see e.g. [6] for a more thorough explanation).
For brevity we assume the reader to be familiar with the Burrows-Wheeler transform of T , which we denote by BWT T (we use BWT T to denote the BWT of the reverse of T ), which we don't further define here. We say that
.j], and moreover if any substring BWT T [i ′ ..j ′ ] such that i ′ ≤ i, j ′ ≥ j, and either i ′ = i or j ′ = j, contains at least two distinct characters. We denote by R T the set of all triplets (c, i, j) such that BWT T [i..j] is a run of character c, and we use R T to denote the set of runs of BWT T . It is known that |R T | is at most equal to the number of arcs in CDAWG T (see e.g. [8] ).
In the rest of the paper we drop subscripts whenever they are clear from the context. 
String indexes.
A bidirectional index is a data structure that, given a constant-space descriptor id(W ) of a substring W of T , supports the following operations:
Operations extendLeft, enumerateLeft and isLeftMaximal are defined symmetrically. Here we consider bidirectional indexes based on the BWT: specifically, we denote with I(W, T ) the function that maps a substring W of T to the interval of W in BWT, i.e. to the interval of all suffixes of T # that start with W , and we use id(W ) = (I(W, T ), I(W , T ), |W |) as a constant-space descriptor of a substring W . A number of bidirectional BWT indexes have been described in the literature: here we are interested just in the data structure described in [9] , which supports all operations in constant time in the size of their output, takes O(|T | log σ) bits of space, and can be built in randomized O(|T |) time and O(|T | log σ) bits of working space. See [9] for more details.
Given a string T ∈ [1.
.σ] n−1 #, we call run-length encoded BWT (RLBWT T ) any representation of BWT T that takes O(|R T |) words of space, and that supports the well known rank and select operations: see for example [23, 24, 36] . It is easy to implement a version of RLBWT T that supports rank in O(log log n) time and select in O(log log n) time [8] . In this paper we use the representation of ST based on CDAWG described in [6] , which takes just O(e + e) words of space by augmenting CDAWG and CDAWG with the RLBWT of T and of T . Such data structure represents a node v of ST as a tuple id Finally, in this paper we need to store the topology of SLT and the topology of ST efficiently. It is well known that the topology of an ordered tree of n nodes can be represented using 2n+o(n) bits, as a sequence of 2n balanced parentheses built by opening a parenthesis, by recurring on every child of the current node in order, and by closing a parenthesis [28] . Let id(v) be the rank of a node v in the preorder traversal of the tree. Given the balanced parentheses representation of the tree encoded in 2n+o(n) bits, it is also well known that one can build a data structure that takes 2n + o(n) bits, and that supports several common operations in constant time [29, 34, 30] , among which: parent(id(v)), which returns id(u), where u is the parent of v, or an error if v is the root; lca(id(v), id(w)), which returns id(u), where u is the lowest common ancestor of nodes v and w; leftmostLeaf(id(v)) and rightmostLeaf(id(v)), which return one plus the number of leaves that, in the preorder traversal of the tree, are visited before the first (respectively, the last) leaf that belongs to the subtree rooted at v; selectLeaf(i), which returns id(v), where v is the i-th leaf in preorder; depth(id(v)), which returns the distance of v from the root. This data structure can be built in O(n) time and in O(n) bits of working space. Moreover, given a node v and a length d, a level-ancestor query asks for the ancestor u of v such that the path from the root to u contains exactly d nodes. The level ancestor data structure described in [12, 13] takes O(n) words of space and it answers queries in constant time. Assuming that some nodes of the tree are marked, a lowest marked ancestor data structure [37] allows one to move in constant time from any node, to its lowest ancestor that is marked.
We use the tree data structures described above to store the topology of ST and of SLT. Moreover, we mark in a bitvector the nodes of SLT and of ST that are maximal repeats (in preorder), and we index such bitvectors to support constant-time rank and select queries. Since SLT is a subdivision of the subgraph of ST induced by maximal repeats, the i-th one in the two bitvectors correspond to the same maximal repeat. Thus, if node v is a maximal repeat and if we know its position in preorder in ST, it is easy to see that we can compute the length of ℓ(v) by going to the node v ′ in SLT and by computing the depth of v ′ in the topology of SLT: see [5] for a more thorough explanation.
Contracting in constant time
As mentioned, existing bidirectional BWT indexes support left contraction just from rightmaximal substrings (and symmetrically, they support right contraction just from left-maximal substrings). Specifically, if the substring aW is right maximal and labels a node v of ST, then I(W, T ) is the interval of node suffixLink(v) in ST, and since we are removing one character from the right of aW , the locus of W in ST is either the same as the locus w of aW , or it is parent(w), whichever has the same frequency as I(W, T ) (see e.g. [9, 27] ).
To support left contraction from a substring that is not right maximal, it is enough to have access to the topology of SLT: Lemma 1. Let T be a string on alphabet Σ. There is a data structure that supports operations extendRight, extendLeft, extendRight and contractLeft in constant time and in O(n log σ) bits of space. Such data structure can be built in randomized O(n) time and O(n log σ) bits of working space.
Proof. We use the same data structures as in [9] , augmented with the topology of SLT and with a bitvector to commute between the topology of ST and the topology of SLT (see [5] for details of the commuting). Such data structures take O(n log σ) bits of space, and they can be built in randomized O(n) time using the algorithms in [3, 10] . They allow operations extendRight(id(W ), a) = id(W a) and extendLeft(id(W ), a) = id(aW ) assuming the knowledge of I(W, T ) and I(W , ST). Thus id(W ) consists in the pair (I(W, T ), I(W , ST)). For our purposes we will additionally assume the knowledge of |W |. That is id(W ) will now consist in the triplet (I(W, T ), I(W , ST), |W |) and id(aW ) consists in the triplet (I(aW, T ), I(aW , ST), |aW |). We only show how to support contractRight(id(aW )) = id(W ) since supporting contractLeft(id(W a)) = id(W ) is symmetric. Since [9] already supports contractRight(id(aW )), we assume for now that aW is not right maximal. Note that we can decide whether aW is right maximal or not by using I(aW , T ), and, if W is right maximal, we can just use the contraction algorithm of Section 2.2. Let v be the locus of aW in ST: this can be computed from I(aW, T ) using lca queries on ST. Since aW is not right maximal, aW = ℓ(v) and aW ends in the middle of edge (u, v) of ST. We take in constant time the suffix link (u, u ′ ) from u and the suffix link (v, v ′ ) from v, and we decide whether (u ′ , v ′ ) is an edge or a path of ST by comparing u ′ to parent(v ′ ), which can be computed in constant time. If (u ′ , v ′ ) is an edge of ST (Figure 1c ), then v ′ is the locus of W and we compute I(ℓ(v ′ ), T ) in constant time. Otherwise (Figure 1d ), we compute in constant time z = parent(v ′ ): this node is a maximal repeat by Property 1, since it is an internal node of ST with an implicit Weiner link whose destination falls inside (u, v). We use the data structures in Section 2.2 to measure the length of ℓ(z) in constant time. If |W | > |ℓ(z)|, the locus of W is again v ′ . Otherwise, since z is a maximal repeat, we move in constant time to the node z ′ of SLT that corresponds to ℓ(z), we issue a constant-time level ancestor query from z ′ on SLT with length |W |, and, from the destination x ′ of such level ancestor query, we move in constant time to the first branching descendant y ′ of x ′ , by using leftmostLeaf, rightmostLeaf, and lca queries on SLT. Finally, we move in constant time to the node y of ST that corresponds to y ′ , and we compute I(ℓ(y), T ) in constant time. We compute I(W , ST) as described for right-maximal substrings.
It is easy to see that the algorithm in Lemma 1 works even when aW is right maximal; moreover, if the information on whether aW is right maximal or not is given in input, the algorithm can decide whether W is right maximal or not. In practice, once we have taken the suffix link (v, v ′ ) from v, we could check whether v ′ is a maximal repeat, and in the positive case we could immediately commute to SLT and issue level ancestor queries. If v ′ is not a maximal repeat, we could move in constant time to the lowest ancestor v ′′ of v ′ that is a maximal repeat, using a lowest marked ancestor data structure on ST, we could measure |ℓ(v ′′ )|, and if |ℓ(v ′′ )| ≥ |W |, we could again issue level ancestor queries in SLT (otherwise, the locus of W is again v ′ ).
A bidirectional index on a text T that implements extension and contraction in constant time, supports in linear time several applications that slide a window S[i..j] of fixed length over a query string S, and that compute the frequency of every S[i..j] in T , without the size of the window being known during construction 1 . For example, measuring the frequency of windows of fixed length for read correction [31] , computing the inner product between the k-mer composition vectors of S and T (a key step in k-mer kernels), estimating the probability of S according to a fixed-order Markov model trained on T , and checking whether S is a path in the de Bruijn graph of T . Our index enables also applications in which the sliding window needs to be extended or contracted during the scan, like variable-order and interpolated Markov models (see e.g. [17] for an overview). Although a fully-functional bidirectional index is not needed for computing the matching statistics array between a query string S and an indexed string T , in linear time and O(|T | log σ) bits of space (using the algorithms [4] on top of the data structures of [3] ), achieving such bounds with our bidirectional index is trivial.
In practical applications of matching statistics, one typically needs to maintain the intervals in both BWT and BWT just after every successful right extension, and, when the current match .j] in ST [7] , thus, once we reach the locus of such suffix in ST with parent operations, we can compute its interval in BWT, we can measure its length p, and we can compute its interval in BWT by issuing MS[i] − p contract operations from the locus of S[i..j] in ST, but without updating the interval in BWT after each contraction. Even more aggressively, we can just issue MS[i] − p suffix links from the locus of S[i..j] in ST. Note that such locus might correspond to the right maximal string S[i..j] · V for some nonempty V , thus taking MS[i] − p suffix links might lead to a node of ST that corresponds to the right maximal string S[k..j] · V : we thus need to move in constant time from such node, to its lowest ancestor in ST that is a maximal repeat; from there, we can then issue a level ancestor query with value p. Such lazy synchronization might be significantly faster than issuing MS[i] − p full contract operations in practice.
Our index can be seen as a representation of a de Bruijn graph that supports bidirectional navigation, that allows access to the frequency of every k-mer (such a de Bruijn graph is called frequency aware), and that has no upper bound on the order k (we call infinite order such de Bruijn graph). This is similar to the data structure in [11] , except that the latter is not frequency aware, and it has an upper bound on the order, which must be known during construction. We can move from a higher to a lower order using the same algorithm as in matching statistics. Indeed, one typically wants to switch to a suffix of the current k-mer whenever there is only one arc in the graph of the current order, and this arc leads to the terminator [18] ; or, more generally, whenever one needs to increase the number of edges from the current k-mer (for example because the existing ones have already been explored [26] ), or to increase the frequency of the current right maximal k-mer. Moreover, in all such cases, one wants to switch to the largest k-mer with the desired property, and this is always a maximal repeat (for example, the longest suffix, of the current right-maximal k-mer, that has strictly greater frequency, is a maximal repeat). Symmetrically, when increasing the order, one may want to switch e.g. from the current k-mer W that is left maximal but not right maximal, to the maximal repeat W V with shortest V . Clearly I(W V, T ) = I(W, T ), we know |V | since we have access to |W V |, and we can compute I(W V , T ) by taking |V | Weiner links from I(W , T ). All such Weiner links are implicit, so in practice we can just compute the first position of the interval at every step.
In the next section, we describe a representation of an infinite order de Bruijn graph in which the time to decrease or increase the order does not depend on the difference between the source and the destination order.
Implementing de Bruijn graphs with CDAWGs
An affix link A(w) is a mapping from a node w of ST, to the locus of ℓ(w) in ST (we use A(w) to denote the symmetrical mapping from a node w in ST, to the locus of ℓ(w) in ST) [38, 39] . We use A(W ) as a shorthand for A(w) where w is the locus of W . In asynchronous bidirectional indexes, affix links are used to switch direction just when the user asks to do so [39] . In this section we are more interested in their ability to extend a non-maximal repeat in a bidirectional index: for example, if W is right-maximal but not left-maximal, and if it has loci (v, w) in ST and ST, respectively, then its shortest left-maximal extension V W with |V | ≥ 0, i.e. the shortest maximal repeat that contains W as a (not necessarily proper) suffix, has loci (A(w), w); and if W is neither left-nor right-maximal, then the shortest maximal repeat U W V with the same frequency as W has loci (A(A(v)), A(v)) = (A(w), A(A(w))) [39] . Thus, in what follows we ignore affix links from leaves.
Rather than storing A(w) for every internal node w of ST, one might sample A(w) every k suffix links [15] : indeed, A(w) is either v = A(suffixLink(w)), if |ℓ(v)| ≥ |ℓ(w)|, or it is the child of v obtained by following the first character of ℓ(w) [39] . This allows one to implement A(w) in O(k) time, paying O((|T |/k) log n) bits of space. Compared to the state of the art, we can further reduce space to O((|T |/k) log m) bits, where m is the number of maximal repeats of T , since, by Property 2, A(v) is a maximal repeat of T for every internal node v of ST T . In practice following Weiner links is faster than following suffix links: one can thus sample the value of A(w) for every maximal repeat, and then sample every k characters inside an edge of ST that connects two maximal repeats, i.e. every k explicit Weiner links. If A(w) was not sampled, then ℓ(w) is not left maximal, thus we take the only possible Weiner link from it and we repeat the search from there, returning the value of the first sampled node we find. This sampling scheme takes O((m + (|T | − m)/k) log m) bits of space. One could even waive sampling the nodes of ST that are not maximal repeats, but to retrieve their value one has to pay a number of Weiner links that is at most equal to the length of the longest edge of ST that connects two maximal repeats. Clearly sampling just maximal repeats works also for the scheme based on suffix links.
In this section we store A(w) and A(w) explicitly, but just for maximal repeats, together with CDAWG T and CDAWG T , to implement an infinite order de Bruijn graph in which the time to increase or decrease the order does not depend on the difference between the source and the destination order. Lemma 2. There is an infinite order representation of the de Bruijn graph of a string T that takes space proportional to the number of left and right extensions of the maximal repeats of T , and that supports queries for navigation and for increasing and decreasing the order, in O(log log |T |) time.
Proof. In addition to CDAWG, CDAWG, A and A, we store a weighted level ancestor data structure on the maximal repeat subgraph of ST and ST, which takes O(m) space and answers queries in O(log log n) time [1, 19] . As customary we represent an arbitrary substring W of T as a triple (id(v), id(w), |W |), where v is the locus of W in ST and w is the locus of W in ST. To implement extendRight(W, c), where W c is assumed to occur in T , we first check whether W is right maximal, by comparing |W | to |ℓ(v)|: if W is not right maximal, then the representation of W c is (id(v), weinerLink(id(w), c), |W | + 1). Otherwise, the representation is (child(id(v), c), weinerLink(id(w), c), |W | + 1). If we assume that extendRight(W, c) can be called with an invalid c, we check whether W c occurs in T or not using the interval of W in BWT. To implement contractLeft(aW ), we first check whether aW is right maximal, by comparing |aW | to |ℓ(v)|: if so, the representation of W is (suffixLink(id(v)), id(w ′ ), |W |), where w ′ is either the parent of w or w itself, depending on which one of them has the same frequency as the locus of W in ST. If aW is not right maximal, we run the algorithm in Lemma 1 using the suffixLink and parent operations provided by CDAWG. If the current W is right maximal, the representation of the longest suffix of W that is a maximal repeat is clearly (id(z), id(A(z)), |ℓ(z)|), where z is the maximal repeat reached by taking a suffix link from the maximal repeat inside id(v). One could further move to a suitable ancestor of such maximal repeat, by marking the topology of the maximal repeat subgraph of ST. If the current W is left maximal but not right maximal, the representation of the shortest maximal repeat of the form W V for some nonempty V is (id(z), id(A(z)), |ℓ(z)|), where z is the maximal repeat inside id(v). The same holds if W is neither right nor left maximal.
Note that, if the target application never uses orders smaller than a threshold τ , one could remove from the index all maximal repeats of length smaller than τ .
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