This paper describes a new integrated color coding and a contrast-based monochromatic fusion process. The fusion process is aimed for on board real time application and it is based on practical and computationally efficient image processing components. We developed two methods for color coding that utilize the monochrome fused image. Each of the color coding methods provides consistency of color presentation as a function of daytime, background variability and illumination conditions. The new monochrome fusion process maximizes the information content in the combined image, while retaining visual clues that are essential for navigation/piloting tasks. The method is a multi scale fusion process that provides a combination of pixel selection from a single image and a weighting of the two/multiple images. The spectral region is divided into spatial sub bands of different scales, and within each scale a combination rule for the corresponding pixels taken from the two components is applied. Even when the combination rule is a binary selection the combined fused image may have a combination of pixel values taken from the two components at various scales since it is taken at each scale. We also applied a combination rule that takes a weighted sum of the two pixel values.
INTRODUCTION
Significant improvements were made in night vision devices/sensors over the last two decades to aid military forces in conducting night operations. There are two types of night vision devices currently in use; image intensifiers (I  2 ) and forward looking infrared (FLIR) sensors. Each sensor provides a monochrome image that can be used for either navigation and/or targeting. Image intensifiers collect reflected energy in the 600 to 900 nm range, while FLIRs collect emitted energy from the far infrared spectrum (typically 8 to 12?). Targets as well as terrain features may exhibit noticeable contrast in either domain dependent on a variety of conditions and environments. The two sensors tend to excel under different conditions and as a result of their complementary nature there may be a strong desire and benefit from having imagery from the two sensors during a night flight mission. _______________ *former employee In addition to improved visibility at night, detection performance of targets in concealment camouflage and deception (CC&D) conditions is greatly improved, if multi-spectral imagery is available. This was demonstrated [Peli 1997a ] for automatic target detection using multi-spectral imagery collected by the ERIM M7 and Daedalus 1268. For a human operator the multiple sources of imagery need to be fused and displayed in a form that is easy and natural to interpret and that will result in improved targeting and navigation performance.
Our long-term objective is to develop a robust color coding method that utilizes the output of a monochrome multispectral fusion process. This paper describes the new contrast-based monochromatic fusion process that maximizes the information content in the combined image while retaining visual clues that are essential for navigation/piloting tasks. The monochrome fusion process selects features from each band based on visually relevant contrast measures, but performs the fusion in the amplitude domain. The resulting algorithm was tested by fusion of imagery from image intensifiers and forward looking Infrared sensors currently used by the U.S. Navy for navigation and targeting. The monochrome fusion stage was tested against a wide range of imagery conditions, and was shown to capture the details from both inputs using a single parameter setting (no image-by-image tuning). The fused imagery was also shown to preserve the depth (shading) information of the visible input. We developed multiple methods for color coding which are derivatives of our technique of polarity preserving color coding. These methods will be reported separately.
Current Fusion Technologies
Current fusion procedures can be divided into multiple categories based on two main variables; color vs. monochrome, and single scale vs. multi-scale. The use of color in image fusion was frequently advocated under the argument that color contrast can provide improved detection performance when added to luminance contrast. This was demonstrated for very low, near threshold contrast [Gur 1993 ]. This improvement, however, disappeared when contrast is increased. In a targeting function, both detection and discrimination are required. The contrast level required for discrimination may be sufficiently higher to reduce the noticed improvement in detection performance. The investigation of Perconti et al [Perconti] also indicates that the benefits of color representation of fused imagery is not clear for pilotage tasks, but may be of utility for targeting.
A typical color fusion approach presents the multiple (monochrome) bands or a derivative of them using color displays by transforming (projecting) them onto display variables such as the RGB or the Luminance-chromasaturation. This approach is taking advantage of the observer's color vision to introduce additional dimensionality for interpretation. For up to three bands, the apparent advantage is that one does not have to make a choice and discard information -all of the information from the multiple bands can be presented in a way that the visual system will make the selection/decision itself. Both the Naval Research Lab [Scribner 1993 ] and Lincoln Laboratory [Waxman 1995 ] have developed color fusion procedures for human observers.
The monochrome approach generates a single image from the multiple (typically two) bands. The rules for combination vary from selecting pixels from a single image to weighting of the two images [Morgan 1991 ]. The combination rule/decision may be based on the amplitude to make this selection (i.e. Paval et al), or on a contrast measure [Toet 1992 ], or on a contrast-like measure [Waxman 1995] . In either of these cases the fusion is performed in the decision domain (e.g. fusion in contrast space if decision is based on contrast).
Once a mode of display (color or monochrome) has been selected, the decision is between "single" scale and multiscale image decomposition for fusion. Waxman's [Waxman 1995] shunting approach is essentially a bandpass filtering method. Each band is processed with such filtering to yield a single scale, which is combined using the same method with one of the other bands. The specific spatial scale to be selected is not specified in the various reports, but it is determined by a few of the free parameters defined for this method. The application of the Peli and Lim algorithm [Peli 1979 ] for multi-band fusion developed by [Scrofani 1997 ] also represents a single scale (possibly wide band) fusion of the two images. These single scale approaches can be extended to a multi-scale fusion variant.
The single and multiple scale fusion methods discussed above include explicitly a spatial preprocessing or "enhancement" stage before fusion [Toet 1992; Waxman 1995; Ryan 1995] . The preprocessing may be needed for two reasons. Since the two sensors may have widely varying dynamic range and result in highly varying image histograms and contrast, some normalization is required before the bands can be fused into a common space. We will refer to this process as "normalization". In addition, the spatial preprocessing itself may be used to improve the visibility of desirable features in the image and thus serves as an image enhancement module. Waxman's processing is based on the model of early processing stages of the visual system. Toet [Toet 1992 ] achieved normalization by combining "contrast" rather than amplitude, which was shown by Peli [Peli 1990 ] to provide a form of enhancement. In particular, this tends to increase the visibility of low-contrast features in low-luminance areas of the image (in shadows). At the same time, as shown by Peli [Peli 1990 ], this approach reduces the visibility of details in high luminance areas. The latter problem can be resolved with the proper set of parameters applied to the Peli and Lim adaptive enhancement algorithm as was demonstrated in [Ryan 1995 ] at the pre-fusion processing stage. Note however that the Peli and Toet enhancements are parameters free, while the Peli-Lim and Scrofani approaches require specific tuning of the enhancement parameters. The method of multi scale fusion by [Paval 1991 ] provides a combination of pixel selection from a single image and a weighting of the two/multiple images. In Paval's approach, the spectral region is divided into spatial sub bands of different scales, and within each scale a combination rule is applied for the corresponding pixels taken from the two components. Even when the combination rule is a binary selection [Toet 1992 ], the combined fused image may have a combination of pixel values taken from the two components at various scales since it is taken at each scale. A combination rule that takes a weighted sum of the two pixel values has also been applied [Paval 1991 ]. Perconti et al [Perconti] have recently reported the result of task evaluation of various methods of two band fusion. They found that object recognition tasks (targeting) are performed best with the FLIR alone and with the Waxman color fusion method that incorporated the FLIR image, however the value of the color aspect was not clear. In evaluating the horizon perception task, no difference was found between the various imaging and presentation modes. In the geometric perspective task, which is important in navigation, the monochrome version of Waxman provided faster response. Scribner's color format that maintains the phase (polarity) for the visible image and separates it from the IR by color was found significantly better than Waxman color algorithm and not different than the Waxman monochrome version. None of the formats were found to be desirable for night helicopter pilotage from the short video segments. They concluded also that the color fusion might have its greatest utility as a targeting aid.
Ryan et al [Ryan 1995] reported on a comparison of FLIR only and Texas Instruments proprietary monochrome fusion algorithm (FLIR & intensified)
. In extensive field tests they found a substantial preference for the fused configuration for the specific pilotage maneuvers and for overall ranking. It should be noted that the study found no significant differences in any of the tasks and measures between the Lincoln Lab color and monochrome versions of the algorithm.
Multi-Spectral Fusion Process
Our fusion process for two bands is a two step process; monochrome fusion followed by pseudo chromatic color enhancement. The overall approach is illustrated in Figure 1 .1. The monochrome fusion has three key attributes 1) scale-by-scale fusion using oriented filters 2) decision based on contrast in each scale, fusion in amplitude domain 3) preference for visible band at least for large scales to preserve shape from shading information.
Points 2 and 3 above distinguish our process from others in the literature. The color-coding illustrated in Fig 1. 1.is applied to the monochrome fused image. The color-coding aims to help the user identify the identity of the band that contributed to colored features.
METHODS

Imagery for Algorithm Development and Evaluation
Two sources of imagery were used in the study; imagery provided by the Naval Post Graduate School (NPS) and existing collections of static multi-spectral imagery (collected by the Daedalus 1268 MS sensor). The sets of images obtained from NPS included static images and video segments collected by an early prototype fusion sensor system developed by Texas Instruments and the Night Vision Electronic Sensor Directorate.
Image Normalization
The fusion process is applied to normalized imagery. The two bands may result in images with differing characteristics including dynamic range and contrast range. The goal of the normalization stage is to bring the multiple outputs from the different bands into a common framework. Since an enhancement may be simultaneously achieved, depending on the normalization scheme, the normalized/enhanced imagery has been used for fusion evaluation to assure critical evaluation of the fusion results separately from any other processing effect. Thus, the fused image was compared to the individual normalized inputs and not to the raw imagery.
It is possible to apply either global or local image normalization procedures. We applied a global histogram based normalization procedure. The normalization of images was accomplished by computing a global mean (m) and standard deviation (?) for each image. The statistics ignore a percentage of the two tails of the histogram. Once these statistics are obtained, each pixel (i,j) is normalized using the following equation:
where p i is the input, p o the output, D the maximum range of the data (for eight bits this would be 256), n the desired bits of dynamic range and the number of standard deviations to cover the dynamic range.
Image Registration
The video images suffered from considerable misregistration between the two sources. There was a mismatch in both aspect and field of view. For the static images, registration mismatch was also observed; however, this was only in the form of translation. As might be expected, the accuracy of registration is key to successful image fusion, misalignment reduces the sharpness and contrast of the fused images. Using our alignment process described below, we were able to register these image pairs and achieved a substantial improvement in fused image quality.
Since the relative geometry between the two sensors was unknown, we warped the images using manual selection of tie-points. Common points were selected in both images and these coordinates were used to warp one image to the other (visible to IR). Selecting tie-points can be made difficult due to the mismatch in the image content and contrast differences, therefore an automatic scheme has been implemented to fine-register the images after the manual warping. To register the motion video imagery, a single set of manual tie-points was chosen and used to warp the visible to the IR.
The fine-registration process was only partly successful. This was quite apparent when viewing the output sequences in a movie format. One observes in the movie sequence a considerable amount of jitter due to the random misalignment of the visible image. These effects are unlikely to appear when the two sensors have the same field of view (as opposed to the large difference that existed in the set of video segment used in this study).
IMAGE DECOMPOSITION FOR MULTI-SCALE FUSION
We have implemented a multi scale image fusion algorithm. Each of the input images is divided into spatial sub bands of different scales. Within each scale a combination rule for the corresponding pixels taken from the multiple (one per sensor input) components is applied. However, we use a contrast measure to determine the combination rule and apply the rule to the amplitude image (in each scale). These changes offer higher sensitivity to visual image aspects and assure reconstruction of a single channel if the other channel has no signal or very weak signal. In addition, this approach permits contribution for each pixels to vary among the source images depending on scale, thus even when a binary combination rule is applied, each pixel of the combined fused image may have a contributions to its values from all sensors.
We have compared the use of isotropic and oriented multi-scale oriented filters in the multi-scale decomposition. We first calculated a set of isotropic filters to obtain band-pass amplitude scale representations. This kind of decomposition is similar to the image decomposition that takes place in the eye's retina. We also applied four oriented filters that result in a set of scaled oriented images that are motivated by current cortical visual system models. In addition, we have tested the use of two oriented filters. The filters are designed to permit complete image reconstruction by simple sum of all the filtered oriented versions. Normalization of the amplitude signals by the local luminance completed the decomposition into visually relevant scale representations -local band limited contrast (Peli 1990 ).
Filter Implementation
Isotropic one-octave band-pass filters have been implemented along with a DC low-pass band and a high-pass band. One-dimensional representation of these filters for a is shown in Figure 3 .1 on both a linear and log (base 2) frequency scale. For perfect reconstruction of the input images, filters sum to unity. Thus, a summation of all of the scales from single image decomposition reconstructs the original image. The equation used to generate the filters for the r th spatial frequency at the i th scale is:
To implement the filters in a two dimensional plane, r must now represent the distance from the origin of the Fourier domain, or at pixel (f x ,f y ). 
Contrast-based Image Fusion
The contrast based fusion algorithm calculates, for each of the oriented bandpass filtered versions of the images, a corresponding oriented band-pass contrast image similar to the isotropic contrast measure computed by Peli (1990) . For each pixel at each scale i, for each spectral band (electromagnetic) j, and filter orientation l, the contrast measure is,
where a i,j,l (x,y) is the band-pass filtered image in the i th spatial frequency octave, the j th orientation and the l th band and l i,l (x,y) is the lowpass filtered image which represents the local luminance mean.
The basic fusion process compares the calculated contrast measure for each pixel, at each scale and orientation, and selects the spectral band that should dominate these variables in the fused image. The simplest binary rule will select the component with the higher contrast. Once a contrast component c i,j,l (x,y) is selected the corresponding amplitude component a i,j,l (x,y) is added to the fused image. As can be seen if one spectral component has no signal, and thus no contrast 9or just very low contrast, this process will reconstruct the active spectral band image.
A number of variations of the basic algorithm were evaluated. The use of 4 orientations was found to provide the best performance (least artifacts) versus two orientations (horizontal and vertical) or isotropic filtering alone. It is noted that the gain from two orientations to four is not overwhelming. As a result, in analyzing the requirements for a real-time implementation, it is likely that the saving in processing only two orientations far outweighs any performance gain. We implemented a strong preference for the intensified visible band at low scales representing large features. This was done under the assumption that large features are likely to be surface landmarks needed for pilotage and navigation. Thus, their correct interpretation of shape from is needed mostly for piloting tasks shading under stressful situations.
RESULTS -MONOCHROME FUSION
Figures 4.1 through 4.3 show the images intensified (II), IR and fused images for a sequence denoted by "up3".
Here, we can see that the object, marked in the output image, is transferred from the I 2 image. Also, information from both images is used to provide better detail to the road and trees. The fused image maintains the shape from shading of the visual band for large piloting related objects (hills and valleys). This preference for the visual band does not preclude the use of high frequency small features from the IR. 
POLARITY PRESERVING COLOR CODING
The polarity preserving color coding implemented was aimed at providing the pilot with source information regarding fused image features by assigning color only to pixels where the luminance was controlled by the IR image. In the basic implementation the color assignment was applied while maintaining the luminance of the monochrome fused image. The color coding thus only serves to indicate which features in the fused image were derived from the IR sensor, and what was their polarity relative to their surrounding in that image. The latter information should aid the interpretation by marking the object as hotter or colder than its surrounding background.
In most display systems a signal with equal values of R, G, and B inputs results in gray pixel. However, since the luminance component of an RGB signal is calculated as [Peli 1992] Y= 0.299R + 0.587G + 0.114B these proportions will have to be maintained to preserve the luminance in the final color presentation of the fused image. For each luminance value Y, we will compute the maximal red representation of the same pixel without changing the luminance, and without requiring negative inputs in either of the other color channels.
For a given gray scale value x out of (for example) 256, this requires that the factor z, by which the green and blue components should be modified for a positive red contrast pixel, satisfies the equation z= (x -256 * 0.299) / 0.701 * x z will be positive for values of x above 77. Thus for pixels of gray scale above 77, the red channel will be assigned the highest value. However, for pixels of lower level luminance, the red component will be proportionally reduced from the maximal 256 to create the complete lookup table. The calculation for the cyan pixels representing negative contrast in the IR band is similar. To preserve luminance, red coloring ranges from black to red to orange to yellow to white. Cyan ranges from black to cyan to white.
Another possible approach is to relax the luminance preservation requirement and force the coloring of positive contrast pixels to vary from black to red. It is also more intuitive that for the most negative contrast (the zero valuecoldest) to be most cyan, and as level increases move towards gray. In both the red and cyan case here, the goal is to not have neutral levels (128 out of 255) stand out in the fused image.
The assignment of color was addressed with an approach (geometry-based) that requires a parallel process to generate a binary map of target sized objects. The morphology-based approach utilizes Atlanticís target detection process [Peli 1993 ] that has demonstrated robust performance across multiple applications and sensor domains and requires only the specification of target size.
SUMMARY
A robust multi-spectral fusion process that consists of two stages was developed. The monochrome fusion stage was shown to capture the details from all of its inputs across a diverse set of inputs using a single algorithm setting. The algorithm maintains the natural visual appearance of large scale terrain features which are necessary for navigation and pilotage and increase the visibility of small scale targets obtained from both bands. A color coding, which followed this fusion serve to highlight target and at the same time indicate to the pilot the source of the target and its polarity in the more sensitive sensor.
