Cauchy transform and Poisson’s equation  by Kalaj, David
Available online at www.sciencedirect.com
Advances in Mathematics 231 (2012) 213–242
www.elsevier.com/locate/aim
Cauchy transform and Poisson’s equation
David Kalaj
Faculty of Natural Sciences and Mathematics, University of Montenegro, Dzˇordzˇa Vasˇingtona b.b. 81000 Podgorica,
Montenegro
Received 8 August 2010; accepted 2 May 2012
Available online 31 May 2012
Communicated by C. Kenig
Abstract
Let u ∈ W 1,p ∩ W 1,p0 , 1 6 p 6∞ be a solution of the Poisson equation ∆u = h, h ∈ L p , in the unit
disk. We prove ∥∇u∥L p 6 ap∥h∥L p and ∥∂u∥L p 6 bp∥h∥L p with sharp constants ap and bp , for p = 1,
p = 2, and p = ∞. In addition, for p > 2, with sharp constants cp and C p , we show ∥∂u∥L∞ 6 cp∥h∥L p
and ∥∇u∥L∞ 6 C p∥h∥L p . We also give an extension to smooth Jordan domains.
These problems are equivalent to determining a precise value of the L p norm of the Cauchy transform
of Dirichlet’s problem.
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1. Introduction
1.1. Notation
By U, we mean the unit disk in the complex plane C and by T its boundary. Throughout the
paper Ω denotes a bounded domain in C,
d A(z) = dxdy (z = x + iy),
the Lebesgue area measure in Ω and
dµ(z) = 1
π
dxdy
denotes the normalized area measure in the unit disk U.
For k > 0 and p > 1, W k,p(Ω) is the Banach space of k-times weak differentiable
p-integrable functions. The norm in W k,p(Ω) is defined by
∥u∥W k,p :=

Ω

|α|6k
|Dαu|pd A
1/p
,
where α ∈ N20. If k = 0, then W k,p = L p and instead of ∥u∥L p we sometimes write
∥u∥p. Another Banach space W k,p0 (Ω) arises by taking the closure of Ck0 (Ω) in W k,p(Ω) (here
Ck,p0 (Ω) is the space of k times continuously differentiable functions with compact support in Ω ,
[11, pp. 153–154]).
The main subject of this paper is a weak solution of Dirichlet’s problem
uzz¯ = g(z), z ∈ Ω
u ∈ W 1,p0 (Ω)
(1.1)
where 4uzz¯ = ∆u is the Laplacian of u. This is the Poisson’s equation. A weak differentiable
function u defined in a domain Ω with u ∈ W 1,p0 (Ω) is a weak solution of Poisson’s equation if
D1u and D2u are locally integrable in Ω , and
Ω
(D1u D1v + D2u D2v + 4gv)d A = 0,
for all test functions v ∈ C10(Ω).
It is well known that for g ∈ L p(Ω), p > 1, the weak solution u of Poisson’s equation is
given explicitly as the sum of the Newtonian potential
N (g) = 2
π

Ω
log |z − w|g(w)d A(w),
and a harmonic function h such that h|∂Ω + N (g)|∂Ω ≡ u|∂Ω . In particular, if Ω = U, then the
function
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u(z) = 2
π

U
log
|z − w|
|1− zw|g(w)d A(w) (1.2)
is the explicit solution of (1.1).
The function G given by
G(z, w) = 2
π
log
 z − w1− zw
 , z, w ∈ U, (1.3)
is called the Green function of the unit disk U ⊂ C w.r. to the Laplace operator.
For g ∈ L p(U), p > 1, and u given by (1.2) the Cauchy transform and the conjugate Cauchy
transform for Dirichlet’s problem (see [4, p. 155]) of g are defined by
CU[g](z) = ∂u
∂z
(z) = 1
π

U
1− |ω|2
(ω − z)(ω¯z − 1)g(ω)d A(ω) (1.4)
and
C¯U[g](z) = ∂u
∂ z¯
(z) = 1
π

U
1− |ω|2
(ω¯ − z¯)(ωz¯ − 1)g(ω)d A(ω), (1.5)
respectively. Here we use the notation
∂
∂z
:= 1
2

∂
∂x
+ 1
i
∂
∂y

and
∂
∂ z¯
:= 1
2

∂
∂x
− 1
i
∂
∂y

.
Observe first that for p > 1 Cauchy transforms
CU: L p(U)→ L p(U) and C¯U: L p(U)→ L p(U)
are bounded operators (see Corollary 4.5). Recall that the norm of an operator T : X → Y
between normed spaces X and Y is defined by
∥T ∥X→Y = sup{∥T x∥ : ∥x∥ = 1}.
The Jacobian matrix of a mapping u = u1 + iu2 : C → C is defined by
∇u =

D1u1 D2u1
D1u2 D2u2

.
The matrix ∇u is given by
∇u(z)h = 2
π

U

(1− |ω|2)
(ω − z)(zω¯ − 1) , h

g(ω) d A(ω), h ∈ C. (1.6)
Here ⟨·, ·⟩ denotes the scalar product. The Eq. (1.6) defines the differential operator of Dirichlet’s
problem
DU : L p(U,C)→ L p(U,M2,2), DU[g] = ∇u.
Here M2,2 is the space of 2 × 2 square matrices A with the induced norm: |A| = max{|Ah| :
|h| = 1}.
With respect to the induced norm the following
|∇u| = |∂u| + |∂¯u| (1.7)
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holds, and this implies that
|DU[g]| = |CU[g]| + |C¯U[g]|. (1.8)
1.2. Background
The starting point of this paper is the celebrated Calderon–Zygmund Inequality which states
the following. Let g ∈ L p(Ω), 1 < p < ∞, and let w be the Newtonian potential of g. Then
u ∈ W 2,p(Ω), ∆u = g and
∥D2u∥p 6 C∥g∥p (1.9)
where D2u is the weak Hessian matrix of u and C depends only on n and p. Calderon–Zygmund
Inequality is one of the main tools in establishing of the a priory bound of W 2,p norm of u in
terms of the function g and boundary condition (see [11, Theorem 9.13], [9] or the classical
paper by Agmon et al. in [1]). It follows from these a priory bounds that for p > 1, there exists
a constant C p, such that
∥∇u∥p 6 C p∥g∥p, for u ∈ W 1,p0 (U). (1.10)
We refer to [11, Problem 4.10, p. 72] for some related estimates that are not sharp for the case
u ∈ C20(Bn), where Bn is the unit ball in Rn .
Suppose now that g is in L p(Ω), 1 6 p <∞, where Ω is a bounded domain in the complex
plane, and that g = 0 outside Ω . The Cauchy transform C[g] of g, is defined by
C[g] = 1
π

Ω
g(z)
w − z d A(w).
The Cauchy transform with respect to some positive Radon measure ν we can define similarly.
The operator C is a bounded operator from L2(Ω) into itself. We want to point out the following
result of Anderson and Hinkkanen in [3]. If Ω = U, the Cauchy transform C[g] restricted to U,
satisfies
∥C[g]∥2 ≤ 2
α
∥g∥2, (1.11)
where α ≈ 2.4048 is the smallest positive zero of the Bessel function J0:
J0(x) =
∞
k=0
(−1)k
k!2
 x
2
2k
.
This inequality is sharp. Later it was proved in [7], see also [8], that the norm of C on L2(Ω)
(where Ω is a bounded domain in C with a piecewise C1 boundary) is equal to 2/
√
λ1, where λ1
is the smallest eigenvalue of the Dirichlet Laplacian−∆u = λu, z ∈ Ω
u|∂Ω = 0 . (1.12)
Associated to this Cauchy transform is the Beurling transform (called also Beurling–Ahlfors
transform or Hilbert transform)
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B[g](z) = ∂zC[g](z) = pv

U
g(w)
(w − z)2 dµ(w),
where “pv” indicates the standard principal value interpretation of the integral.
On the other hand, associated to the Cauchy transform of Dirichlet’s problem is the Beurling
transform of Dirichlet’s problem [4]
S[g](z) = ∂zCU[g](z) = pv

U

1
(w − z)2 +
w2
(1− wz)2

g(w)dµ(w).
The Beurling transform and the Beurling transform of Dirichlet’s problem are bounded operators
in L p, 1 < p < ∞. This follows from Calderon–Zygmund inequality. However, determining
the precise value of the L p-norm for p ≠ 2 of a Beurling transform is a well-known and long-
standing open problem. The conjecture of Iwaniec states that ∥B∥p = max{p, p/(p − 1)} − 1
[12]. On the other hand for p = 2, both Beurling transforms are the isometries of Hilbert space
L2(U), and therefore have the norms equal to 1, see [4, Theorem 4.8.3] and [2, pp. 87–111].
Beurling transforms are important in connection with nonlinear elliptic system in the plane and
Beltrami equation (see [2, Chapter V], and [4, Chapter IV]). The Cauchy transform and the
Cauchy transform of Dirichlet’s problem are connected by
CU[g](z) = (C− J∗0)[g](z),
where
J∗0[g](z) =
1
π

U
ω
1− zω g(ω)d A(ω),
which satisfies
J∗0 = BC.
Thus
CU = C−BC. (1.13)
The same can be repeated for the conjugate Cauchy transform for Dirichlet’s problem and the
conjugate Beurling transform for Dirichlet’s problem. See [5] for this topic. Unlike the Beurling
transform, the Cauchy transform is not a bounded operator considered as a mapping from L2(C)
into itself. The reason is that the Lebesgue measure d A(ω) of the complex plane does not satisfy
the linear growth condition. Let ν be a continuous positive Radon measure on C without atoms.
According to a result of Tolsa [18], the Cauchy integral of the measure ν is bounded on L2(C, ν)
if and only if ν has linear growth and satisfies the local curvature condition.
One of the primary aims of this paper is to give an explicit constant C p of inequality (1.10),
and to generalize the inequality (1.11) for the Cauchy transform of Dirichlet’s problem, which is
equivalent to the problem of estimation of the following norms: ∥CU∥L p→L p , ∥C¯U∥L p→L p , and
∥DU∥L p→L p . It follows from (1.8) and (1.10) that these norms are finite and that they can be
estimated in terms of p. In this paper we deal with the exact values of these norms.
The first main result of this paper is.
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Theorem A. Let α ≈ 2.4048 be the smallest positive zero of the Bessel function J0. For
1 6 p 6 2 we have
∥CU∥L p→L p 6 2
α2−2/p
and ∥C¯U∥L p→L p 6 2
α2−2/p
, (1.14)
and for 2 6 p 6∞ we have
∥CU∥L p→L p 6 43

3
2α
2/p
and ∥C¯U∥L p→L p 6 43

3
2α
2/p
. (1.15)
The equality is attained in all inequalities in (1.14) and (1.15) for p = 1, p = 2, and p = ∞.
Moreover, for 1 6 p 6 2
∥DU∥L p→L p 6 4α2/p−2, (1.16)
and if 2 6 p 6∞,
∥DU∥L p→L p 6 163π

3π
4α
2/p
. (1.17)
The equality is attained in (1.16) and (1.17) for p = 1, p = 2, and p = ∞.
Notice that both Cauchy transforms CU and CU have the same Hilbert norm (cf. inequalities
(1.11) and (1.14) for p = 2). The precise determining of L p norm of CU and DU for 1 < p < 2
and 2 < p <∞, remains an open problem.
For q > 2 and g ∈ Lq , the solution u of Poisson equation (1.1) is in C1,α(Ω) for some α > 0
(see for example [13]), which in particular implies that if K ⊂ Ω is a compact set, then there
exists a constant CK such that |∇u(z)| 6 CK , z ∈ K . The condition q > 2 is the best possible
(see Example 3.2 below). We will show that for the unit disk, or more generally for smooth
domains, the gradient of solution is globally bounded on the domain, see Corollary 3.5.
The second main result of the paper is a precise estimate of L∞ norm of gradient which can
be written in terms of operator norms as follows.
Theorem B. For q > 2, and p : 1p + 1q = 1, we have
∥CU∥Lq→L∞ = cp, (1.18)
∥C¯U∥Lq→L∞ = cp, (1.19)
and
∥DU∥Lq→L∞ = C p, (1.20)
where
cpp = B(1+ p, 1− p/2),
B is the beta function, and
C pp = 2
2−pΓ [(1+ p)/2]√
πΓ [1+ p/2] c
p
p .
The condition q > 2 is the best possible.
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Besides the current section, the paper contains five other sections. Section 2 contains some
important formulas and sharp inequalities for potential type integrals. One of the main tools
for the proving these results are Mo¨bius transformations of the unit disk and the Gauss
hypergeometric function. Section 3 contains the proof of Theorem B together with an extension
to a smooth Jordan domain. Section 4 contains the proof of a weak form of Theorem A with exact
constants for p = 1 and p = ∞. Section 5 contains the proof of Theorem A for the Hilbert case,
namely for p = 2. The proof is based on Boyd theorem [6, Theorem 1, p. 368], and involves the
zeros of the Bessel function. By making use of Riesz–Thorin interpolation theorem, in Section 6
we complete the proof of Theorem A.
2. Some lemmas
We recall the classical definition of the Gauss hypergeometric function:
2 F1(a, b; c; z) = 1+
∞
n=1
(a)n(b)n
(c)nn! z
n,
where (d)n = d(d + 1) · · · (d + n − 1) is the Pochhammer symbol (see e.g. [10]). The series
converges at least for complex z ∈ U and for z ∈ T, if c > a + b. We begin with the lemma
which will be used for proving the two of our main inequalities.
Lemma 2.1 (The Main Technical Lemma). If 1 6 p < 2, 0 6 ρ < 1 and
Ip(ρ) = 2(1− ρ2)2−p
 1
0
r1−p(1− r2)p 1+ r
2ρ2
(1− r2ρ2)3 dr,
then
Ip(ρ) = B(1+ p, 1− p/2)2 F1
 p
2
− 1, p; p
2
+ 2; ρ2

, (2.1)
where 2 F1 is the Gauss hypergeometric function. Moreover Ip is decreasing in [0, 1] with
Ip(0) = B(1+ p, 1− p/2) (2.2)
and
Ip(1) := lim
ρ→1−0 Ip(ρ) =
πp(p − 1)
sin(pπ)
. (2.3)
Proof. Applying integration by parts, we obtain
Ip(ρ) =
 1
0
p(1− ρ2)2−p(1− r)pr−p/2(−4r + p(1+ r)2)
2(1− r)2(1− ρ2r) dr.
Since
p(1− ρ2)2−p(−4r + p(1+ r)2)
2(1− r)2(1− ρ2r)
= 2(p − p
2)
(1− ρ2)p(1− r) +
2(p − p2)(1− ρ2)
(1− ρ2)p(1− r)2 +
p(−4ρ2 + p(1+ ρ2)2)
2(1− ρ2)p(1− rρ2) ,
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using the well known formulas
2 F1(a, b; c; z) = Γ (c)Γ (b)Γ (c − b)
 1
0
tb−1(1− t)c−b−1
(1− t z)a dt,
and
2 F1(a, b; c; 1) = Γ (c)Γ (c − a − b)Γ (c − a)Γ (c − b) ,
and
Γ (1+ x) = xΓ (x),
we obtain
Ip(ρ) = Γ [1+ p]Γ

1− p2

4Γ

2+ p2
 Lp(ρ),
where
Lp(ρ) =

4− p2 − (2p + p2)ρ2 + p(−4ρ2 + p(1+ ρ2)2)2 F1

1, 1− p2 ; 4+p2 ; ρ2

(1− ρ2)p .
By using the formula
2 F1(a, b; c; z) = (1− z)c−a−b2 F1(c − a, c − b; c; z)
we obtain
(1− ρ2)−p2 F1

1, 1− p
2
; 4+ p
2
; ρ2

= 2 F1

1+ p
2
, 1+ p; 4+ p
2
; ρ2

.
Bearing in mind the fact
(1− ρ2)−p =
∞
n=0
(p)n
n! ρ
2n,
by calculating the Taylor coefficients we obtain
Lp(ρ) = 4+
∞
n=1
4p(p2 − 4)(p)n
(2(n − 1)+ p)(2n + p)(2(n + 1)+ p)n!ρ
2n .
It follows that
Lp(ρ) = 42 F1
 p
2
− 1, p; p
2
+ 2; ρ2

,
because p2 + 2 > p2 − 1+ p, and so we obtain
lim
ρ→1 Ip(ρ) =
Γ (1+ p)Γ (1− p2 )
Γ (2+ p2 )
2 F1
 p
2
− 1; p; p
2
+ 2; 1

= Γ (1+ p)Γ (1−
p
2 )Γ (3− p)
2Γ (2− p2 )
= πp(p − 1)
sin(pπ)
.
This completes the proof of the lemma. 
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Lemma 2.2. For
Ip(z) :=

U

1− |ω|2
|z − ω| · |1− z¯ω|
p
dµ(ω), 1 6 p < 2
we have the sharp inequality
Ip(|z|) 6 Ip(0) = B(1+ p, 1− p/2), (2.4)
where B is the beta function. Moreover,
I1(z) = 42 F1(−1/2, 1; 5/2; |z|
2)
3
6 4
3
. (2.5)
The case p = 1 of (2.4) has been already established in [14, Lemma 2.3].
Proof. For a fixed z, we introduce the change of variables
z − ω
1− z¯ω = a,
or, equivalently
ω = z − a
1− z¯a .
Then
Ip(z) =

U

1− |ω|2
|z − ω| · |1− z¯ω|
p
dµ(ω)
=

U

1− |ω|2
|a| · |1− z¯ω|2
p
dµ(ω)
=

U

1− |ω|2
|a| · |1− z¯ω|2
p
(1− |z|2)2
|1− z¯a|4 dµ(a)
=

U
(1− |a|2)p(1− |z|2)2+p
|a|p · |1− z¯a|4+2p |1− z¯ω|2p dµ(a).
Since
1− z¯ω = 1− z¯ z − a
1− z¯a =
1− |z|2
1− z¯a , (2.6)
using polar coordinates a = reiϕ , we see that
Ip(z) = (1− |z|2)2−p

U
(1− |a|2)p
|a|p|1− za|4 dµ(a)
= 1
π
(1− |z|2)2−p
 1
0
r1−p(1− r2)p
 2π
0
|1− z¯reiϕ |−4 dϕ

dr.
By Parseval’s formula (see [16, Theorem 10.22]), we get
1
π
 2π
0
dt
|1− z¯rei t |4 =
1
π
 2π
0
dt
|(1− z¯rei t )2|2
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= 1
π
 2π
0
 ∞
n=0
(n + 1)(z¯r)nenit

2
dt
= 2
∞
n=0
(n + 1)2|z|2nr2n .
Thus
Ip(z) = 2(1− |z|2)2−p
∞
n=0
(n + 1)2|z|2n
 1
0
r1−p(1− r2)pr2ndr,
which can be written in closed form as
Ip(z) = 2(1− ρ2)2−p
 1
0
r1−p(1− r2)p 1+ r
2ρ2
(1− r2ρ2)3 dr, ρ = |z|.
From Lemma 2.1 it follows that
Ip(z) 6 Ip(0) = Γ [1+ p]Γ (1− p/2)Γ (2+ p/2) = B(1+ p, 1− p/2),
where B is the beta function. 
Lemma 2.3. For ϕ ∈ [0, 2π ], z = eiαρ ∈ U, 1 6 p < 2 and
Ip(z) := 2
π

U
Re e−iϕ(1− |ω|2)(ω − z)(zω¯ − 1)
p d A(ω) (2.7)
we have
Ip(z) = −
2p pΓ
− p2 Γ 2  1+p2 
πΓ

2+ p2
 2 F1  p2 − 1; p; p2 + 2; ρ2 . (2.8)
Moreover,
(p − 1)pΓ (−p/2)Γ ((1+ p)/2)√
π cos[pπ/2] 6 Ip(z) 6 −
2p pΓ
− p2 Γ 2  1+p2 
πΓ

2+ p2
 .
In particular,
I1(z) = 162 F1(−1/2, 1; 5/2; ρ
2)
3π
6 16
3π
. (2.9)
Proof. As in Lemma 2.2 for a fixed z, we introduce the change of variables
ω = z − a
1− z¯a .
Ip(ρ) = 2

U
Re e−iϕ(1− |ω|2)(ω − z)(zω¯ − 1)
p dµ(ω)
= 2

U
Re e−iϕ(1− |ω|2)a · (1− z¯ω)2
p dµ(ω)
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= 2

U
Re e−iϕ(1− |ω|2)a · (1− z¯ω)2
p (1− |z|2)2|1− z¯a|4 dµ(a)
= 2

U
Re e−iϕa · (1− z¯ω)2
p (1− |a|2)p(1− |z|2)2+p|1− z¯a|4+2p dµ(a).
As in the proof of Lemma 2.2 by using (2.6), we obtain
Ip(ρ) = 2(1− |z|2)2−p

U
(1− |a|2)p
Re e−iϕ(1− za)2a
p 1|1− z¯a|4+2p dµ(a).
Introducing polar coordinates a = rei x and using the formula
e−iϕ(1− za)2
a|1− z¯a|2 =
(1− zrei x )
reiϕ(ei x − zr) ,
we have that
Ip(ρ) = 2
π
(1− ρ2)2−p
 1
0
 2π
0
r(1− r2)p
Re (1− zrei x )reiϕ(ei x − zr)
p 1|1− z¯rei x |4 dxdr.
Using the substitution
eiy = 1− zre
i x
ei x − zr
in the last integral w.r. to x , and using the following formulas (which can be verified directly)
dy = 1− r
2ρ2
|1− z¯rei x |2 dx (ρ = |z|),
1
|1− z¯rei x |2 =
1+ r2ρ2 + 2rρ cos(y + α)
(1− r2ρ2)2 ,
we obtain
Ip(ρ) = 2
π
(1− ρ2)2−p
 1
0
 2π
0
(1− r2)p
r p−1
|cos(y − ϕ)|p
× 1+ r
2ρ2 + 2rρ cos(y + α)
(1− r2ρ2)3 dydr.
Further 2π
0
| cos(y − ϕ)|p 1+ r
2ρ2 + 2rρ cos(y + α)
(1− r2ρ2)3 dy
=
 2π
0
| cos y|p 1+ r
2ρ2
(1− r2ρ2)3 dy
+
 2π
0
| cos(y − ϕ − α − π/2)|p 2rρ sin y
(1− r2ρ2)3 dy.
Furthermore, for φ = ϕ + α + π/2 we have 2π
0
| cos(y − φ)|p sin ydy =
 π
−π
| cos y|p sin(y + φ)dy
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= cosφ
 π
−π
| cos y|p sin ydy
+ sinφ
 π
−π
| cos y|p cos ydy
= I + J.
Then I = 0, because the subintegral expression is an odd function of y, and J = 0 because 0
−π
| cos y|p cos ydy =
 π
0
| cos y|p cos(y − π)dy = −
 π
0
| cos y|p cos ydy.
Therefore
Ip(ρ) = 2
π
(1− ρ2)2−p
 1
0
 2π
0
r1−p(1− r2)p |cos y|p 1+ r
2ρ2
(1− r2ρ2)3 dydr.
Introducing the change of variables t = cos y, we obtain π
0
| cos y|pdy =
 1
−1
|t |p
(1− t2)1/2 dt =
√
π Γ [(1+ p)/2]
Γ [1+ p/2] .
Thus
Ip(ρ) = 4√
π
Γ [(1+ p)/2]
Γ [1+ p/2] (1− ρ
2)2−p
 1
0
r1−p(1− r2)p 1+ r
2ρ2
(1− r2ρ2)3 dr (2.10)
i.e.
Ip(ρ) = 2√
π
Γ [(1+ p)/2]
Γ [1+ p/2] Ip(ρ), (2.11)
where
Ip(ρ) = 2(1− ρ2)2−p
 1
0
r1−p(1− r2)p 1+ r
2ρ2
(1− r2ρ2)3 dr.
Now, (2.8) follows from (2.1). From (2.11) and (2.1) we obtain
Ip(0) = −
2p pΓ
− p2 Γ 2  1+p2 
πΓ

2+ p2
 ,
and
lim
ρ→1 Ip(ρ) =
(p − 1)pΓ (−p/2)Γ ((1+ p)/2)√
π cos[pπ/2] . 
Corollary 2.4. For z ∈ U and 1 6 p < 2 we have
U
Re (1− |ω|2)(ω − z)(zω¯ − 1)
p d A(ω) = 
U
Im (1− |ω|2)(ω − z)(zω¯ − 1)
p d A(ω)
=
√
πΓ [1+ p/2]
2Γ [(1+ p)/2]

U
 (1− |ω|2)(ω − z)(zω¯ − 1)
p d A(ω). (2.12)
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Notice that for 1 6 p < 2
π
4
6
√
πΓ [1+ p/2]
2Γ [(1+ p)/2] <
√
πΓ [1+ 2/2]
2Γ [(1+ 2)/2] = 1.
3. L∞ norm of gradient
Theorem 3.1. If u ∈ W 2,p0 is a solution, in the sense of distributions, of Dirichlet’s problem
uzz = g(z), g ∈ Lq(U), q > 2, 1/p + 1/q = 1, then for
cpp = B(1+ p, 1− p/2), (3.1)
where B is the beta function, and
C pp = 2
2−pΓ [(1+ p)/2]√
πΓ [1+ p/2] c
p
p, (3.2)
the following sharp inequalities hold:
|∂u(z)| 6 cp∥g∥q , z ∈ U, (3.3)
|∂¯u(z)| 6 cp∥g∥q , z ∈ U, (3.4)
|∇u(z)| 6 C p∥g∥q , z ∈ U. (3.5)
The condition q > 2 is the best possible. From (3.3) to (3.5) we have the following relations
∥CU∥Lq→L∞ = cp, (3.6)
∥C¯U∥Lq→L∞ = cp, (3.7)
and
∥DU∥Lq→L∞ = C p. (3.8)
In the following example we show that the condition q > 2, i.e. p < 2 in Theorem 3.1 is the
best possible.
Example 3.2. For z ∈ U \ {0} define g by
g(z) = z|z| log |z|

1− |z|2
|z|

. (3.9)
It is easy to verify that g(z) ∈ L2(U). On the other hand, for the solution u ∈ W 1,20 of Poisson
equation ∆u = 4g, by (1.4), after some straightforward calculations, and by using Cauchy
residue theorem, we have
∂u(ρei x )
=
 1
0
 2π
0
(1− r2)2dtdr
log r2((1+ ρ2)r − ρ(1+ r2) cos(t − x)+ iρ(1− r2) sin(t − x))
= π
1− ρ2
 1
ρ
(1− r2)2
r log r
dr.
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Thus, ∂u(0) does not exist and ∂u(z) is unbounded in every neighborhood of 0. We obtain
a similar conclusion for ∂¯ u˜, where u˜ ∈ W 1,20 is the solution of ∆u = 4g, where g is
defined in (3.9). This shows the optimality of the condition q > 2 in (3.3) and (3.4). Since
|∇u(z)| = |∂u(z)| + |∂¯u(z)| the same holds for (3.5).
Since C1 = 163π and c1 = 43 we obtain
Corollary 3.3. Under the condition of Theorem 3.1 for p = 1, i.e. q = ∞, we have the following
sharp inequalities
∥∇u∥∞ 6 163π ∥g∥∞, ∥∂u∥∞ 6
4
3
∥g∥∞, and ∥∂¯u∥∞ 6 43∥g∥∞.
For a positive nondecreasing continuous function ω : [0, l] → R, ω(0) = 0 we will say that
is Dini continuous, if it satisfies the following condition l
0
ω(t)
t
dt <∞. (3.10)
A smooth Jordan curve γ with the length l = |γ |, is said to be Dini smooth if the derivative of
its natural parametrization g has the modulus of continuity ω which is Dini continuous.
Proposition 3.4 (Kellogg (See [15,19])). Let γ be a Dini smooth Jordan curve and let Ω =
Int(γ ). If ϕ is a conformal mapping of U onto ϕ, then ϕ′ and logϕ′ are continuous on U.
For a conformal mapping ϕ we have
∆(u ◦ ϕ)(z) = |ϕ′(z)|2∆u(ϕ(z)), (3.11)
and
|∇(u ◦ ϕ)(z)| = |ϕ′(z)||∇u(ϕ(z))|. (3.12)
By using Theorem 3.1, Proposition 3.4, and the relations (3.11) and (3.12), we obtain the
following
Corollary 3.5. Let Ω be a Jordan domain bounded by a Dini’s smooth Jordan curve γ . If
u ∈ W 1,p0 (Ω) is a solution, in the sense of distributions, of Dirichlet’s problem uzz = g(z),
g ∈ Lq(Ω), q > 2, 1/p + 1/q = 1, then
|∂u(z)| 6 cpCΩ∥g∥q z ∈ Ω , (3.13)
|∂¯u(z)| 6 cpCΩ∥g∥q , z ∈ Ω , (3.14)
|∇u(z)| 6 C pCΩ∥g∥q , z ∈ Ω , (3.15)
with the constants cp and C p defined in (3.1) and (3.2), respectively, and
CΩ = inf

max{|ϕ′(z)|2 : z ∈ T}
min{|ϕ′(z)| : z ∈ T}

,
where ϕ ranges over all conformal mappings of the unit disk onto Ω .
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Proof of Theorem 3.1. We start by the formula (1.4) to obtain
|∂u(z)| 6

U
1− |ω|2
|ω − z| · |ω¯z − 1| |g(ω)|dµ(ω).
According to Ho¨lder’s inequality, it follows that
|∂u(z)| 6

U

1− |ω|2
|z − ω| · |1− z¯ω|
p
dµ(ω)
1/p 
U
|g(ω)|qdµ(ω)
1/q
.
By using Lemma 2.2 we obtain
|∂u(z)|p 6 Ip(0)∥g∥pq = cpp∥g∥pq .
The inequality (3.3) easily follows. To show that the inequality is sharp, take
g(z) = − z|z|

1− |z|2
|z|
p−1
. (3.16)
Since |g|1/(p−1) and the absolute value of the kernel of the Cauchy transform are proportional
for z = 0, the Ho¨lder’s inequality becomes equality for z = 0. In the same way we prove (3.4).
To prove the inequality (3.5), we begin with the equality
∇u(z)h = 2

U

(1− |ω|2)
(ω − z)(zω¯ − 1) , h

g(ω) dµ(ω), h = eiϕ ∈ T. (3.17)
It follows that
|∇u(z)h| 6 2

U
Re e−iϕ(1− |ω|2)(ω − z)(zω¯ − 1)
p dµ(ω)
1/p
∥g∥q .
Lemma 2.3 implies
|∇u(z)| 6 2
−2p pΓ
− p2 Γ 2  1+p2 
πΓ

2+ p2

1/p ∥g∥q .
The equality is achieved by the following function
g(rei t ) =
Re1− r2rei t
p−1 sign(cos t).
Namely,
∥g∥qq = 1
π
 2π
0
| cos t |pdt
 1
0
r

1− r2
r
p
dr
= 2√
π
Γ ((1+ p)/2)
Γ (1+ p/2)
 1
0
r1−p(1− r2)pdr
= 2−pC pp
and
∇u(0)(1, 0) = 2
π

U
Re

1− |ω|2
ω

g(ω) d A(ω)
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= 2
π
 2π
0
| cos t |1+ pq dt
 1
0
r1−p(1− r2)pdr
= 4√
π
Γ ((1+ p)/2)
Γ (1+ p/2)
 1
0
r1−p(1− r2)pdr
= 2∥g∥qq = 21−pC pp = C p∥g∥q . 
Remark 3.6. The solution to the Poisson equation with homogeneous boundary condition over
the unit disk with g—defined in (3.16) for p = 1 i.e. for g(z) = −z/|z|, is
u(z) = 4
3
e−i t (r − r2) = 4
3
z¯(1− |z|).
It would be of interest to find the solution for arbitrary 1 6 p < 2.
4. L p norm of Cauchy transform
In this section we consider the situation 1 6 p <∞.
Theorem 4.1. If u is a solution, in the sense of distributions, of Dirichlet’s problem uzz = g(z),
u ∈ W 1,p0 (U), z ∈ U, g ∈ L p(U), 1 6 p <∞, then
∥∇u∥p 6 4

4
3π
1−1/p
∥g∥p (4.1)
∥∂u∥p 6 2

2
3
1−1/p
∥g∥p (4.2)
and
∥∂¯u∥p 6 2

2
3
1−1/p
∥g∥p. (4.3)
Remark 4.2. The inequalities (4.1) and (4.2) are asymptotically sharp as p approaches 1 or ∞.
We will treat the Hilbert case p = 2 separately in order to obtain the sharp constant for the case
p = 2 (see Section 5). Using this fact and Riesz–Thorin interpolation theorem, we will improve
inequalities (4.1) and (4.2) (see Section 6). Unfortunately, we have not been able to determine
the optimal constants in the cases 1 < p < 2 and 2 < p <∞.
Corollary 4.3. Under the hypothesis of Theorem 4.1, the following sharp inequalities hold
∥∇u∥1 6 4∥g∥1, (4.4)
∥∂u∥1 6 2∥g∥1, (4.5)
and
∥∂¯u∥1 6 2∥g∥1. (4.6)
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Proof of Corollary 4.3. Let un be a solution of ∆u = 4gn for gn = n2χ 1
n U
. By using (1.4) and
polar coordinates, we obtain
∂un
∂z
= 1
π

U
1− |ω|2
(ω − z)(ω¯z − 1)gn(ω)d A(ω)
= n
2
π

1/nU
1− |ω|2
(ω − z)(ω¯z − 1)d A(ω)
= n
2
π
 1/n
0
r(1− r2)dr
 2π
0
1
(rei t − z)(re−i t z − 1)dt
= n
2
π
 1/n
0
rdr

|ζ |=1
(1− r2)dζ
i(rζ − z)(r z − ζ ) .
Let
λz(r) =

|ζ |=1
dζ
i(rζ − z)(r z − ζ ) .
Then by the Cauchy residue theorem, for almost every r
λz(r) = IndT
 z
r

Resζ= zr
2π i(1− r2)
i(rζ − z)(r z − ζ ) + Resζ=zr
2π i(1− r2)
i(rζ − z)(r z − ζ ) .
Therefore
λz(r) =

0, if | z
r
| < 1;
2π
z
, if | z
r
| > 1.
Thus
∂un
∂z
=

2n2
 |z|
0
r
z
dr, if |z| < 1
n
;
2n2
 1/n
0
r
z
dr, if
1
n
6 |z| 6 1.
It follows that
∂un
∂z
=

|z|2n2
z
, if |z| < 1/n;
1
z
, if 1/n 6 |z| < 1.
Then
an :=

U
∂un∂z
 dµ = 21− 23n

.
On the other hand
bn :=

U
|gn(z)|dµ(z) = 1.
Since
lim
n→∞
an
bn
= 2,
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the inequality (4.5) is sharp. On the other hand since un is a real function, it follows that
|∇un(z)| = 2
∂un∂z

and this shows that (4.4) is sharp. Moreover |∂¯un| = |∂un|, since un is real-valued, and hence
(4.6) is also sharp. 
Observe that the sequence gn converges to Dirac delta function
δ(0) = ∞, δ(z) = 0, z ≠ 0,

U
δ(z)dµ = 1.
The solution un ∈ W 2,p0 of equation ∆u = gn converges to u(z) = 1z which is a solution of
∆u = δ.
In order to prove Theorem 4.1, we need some auxiliary results. By taking p = q , µ = 1/2
and Ω = U in [11, Lemma 7.12] we obtain the following lemma.
Lemma 4.4. Let V be the operator defined by
V [ f ](z) =

U
| f (ω)|
|z − ω|dµ(ω).
The operator V maps L p(U) into L p(U) for p > 1. Moreover
∥V [ f ]∥p 6 2π∥ f ∥p.
Since
1− |ω|2
(ω − z)(ω¯z − 1) =
1
ω − z +
ω¯
1− zω¯
and therefore 1− |ω|2(ω − z)(ω¯z − 1)
 6 1|ω − z| + 1|ω − z¯| , |z| < 1, |ω| < 1, (4.7)
we have the following corollary of Lemma 4.4.
Corollary 4.5. For p > 1 the operators CU, C¯U and DU maps L p(U) into L p(U) and we have
∥CU∥L p(U)→L p(U) 6 4π , ∥C¯U∥L p(U)→L p(U) 6 4π and ∥DU∥L p(U)→L p(U) 6 8π.
Proof of Corollary 4.5. In order to apply Lemma 4.4 and (4.7), observe that the function
V˜ [ f ](z) := V [ f ](z¯) has the same L p(U) norm as z → V [ f ](z), because z → z¯ is an
isometry. 
Lemma 4.6. For ω ∈ U the function defined by
J (ω) := 1
2

U
1− |ω|2
|z − ω| · |1− z¯ω|dµ(z), (4.8)
is equal to
J (ω) = 1− |ω|
2
2|ω| log
1+ |ω|
1− |ω| . (4.9)
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Proof. For a fixed ω, we introduce the change of variables
a(z) = ω − z
1− zω,
and recall that
a′(z) = − 1− |ω|
2
(1− zω)2 .
We obtain
J (ω) = 1
2

U
1− |ω|2
|1− zω|2
1
|a(z)||a′(z)|2 dµ(a)
= 1
2

U
|1− aω|−2
(1− |ω|2)−1 |a|
−1dµ(a)
= 1
2
(1− |ω|2)

U
|a|−1|1− aω|−2dµ(a)
= 1
2π
(1− |ω|2)
 1
0
 2π
0
|(1− ωrei t )−1|2dt

dr.
By using Parseval’s formula to the function
f (a) = (1− ωa)−1 =
∞
k=0
ω¯kak,
we obtain
J (ω) = (1− |ω|2)
∞
k=0
|ω|2k
2k + 1
= 1− |ω|
2
2|ω| log
1+ |ω|
1− |ω| . 
Proof of Theorem 4.1. Let I1(z) be the function defined by (2.9). By using Jensen’s inequality,
and bearing in mind the fact that the measure
dνz(ω) := 2
Re e−iϕ(1− |ω|2)(ω − z)(ω¯z − 1)
 dµ(ω)I1(z)
is a probability measure in the unit disk, for h = eiϕ , by using (1.6), we obtain
|∇u(z)h|p =

U
2

1− |ω|2
(ω − z)(ω¯z − 1) , h

g(ω)dµ(ω)
p
6

U
2
Re e−iϕ(1− |ω|2)(ω − z)(ω¯z − 1)
 |g(ω)|dµ(ω)p
= I p1 (z)

U
|g(ω)|
Re 2e−iϕ(1− |ω|2)(ω − z)(ω¯z − 1)
 dµ(ω)I1(z)
p
6 I p−11 (z)

U
Re 2e−iϕ(1− |ω|2)(ω − z)(ω¯z − 1)
 |g(ω)|pdµ(ω).
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Thus
|∇u(z)|p 6 I p−11 (z)

U
2(1− |ω|2)
|(ω − z)(ω¯z − 1)| |g(ω)|
pdµ(ω). (4.10)
Observe that, since g(ω) ∈ L p(U), from Lemma 4.4 and inequality (4.7), using Fubini’s theorem,
it follows that
2(1− |ω|2)
|(ω − z)(ω¯z − 1)| |g(ω)|
p ∈ L1(U× U).
By taking the last fact into account, integrating (4.10) over the unit disk U using Fubini’s theorem
we obtain that
U
|∇u(z)|pdµ(z) 6

U
I p−11 (z)

U
2(1− |ω|2)
|(ω − z)(ω¯z − 1)| |g(ω)|
pdµ(ω)dµ(z)
=

U
|g(ω)|p

U
I p−11 (z)
2(1− |ω|2)
|(ω − z)(ω¯z − 1)|dµ(z)

dµ(ω).
Further, since
I1 = 162 F1(−1/2, 1; 5/2; |z|
2)
3π
6 16
3π
,
we obtain that
I p−11 6

16
3π
p−1
.
On the other hand, by (4.9),
U
2(1− |ω|2)
|z − ω| · |1− z¯ω|dµ(z) 6 4.
It follows that
∥∇u∥pp 6 4

16
3π
p−1
∥g∥pp,
i.e.
∥∇u∥p 6 4

4
3π
1/p
∥g∥p,
as desired. An analogous proof yields the inequalities (4.2) and (4.3). In this case we make use
of the following probability measure
dµz(ω) := (1− |ω|
2)
|(ω − z)(ω¯z − 1)|
dµ(ω)
I1(z)
,
and the relation (2.5). 
5. The Hilbert norm of Cauchy transform
In this section we determine the precise value of the operator norm CU when considered as an
operator from the Hilbert space L2(U) into itself. It follows from our proof that the Hilbert norm
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of CU coincides with the Hilbert norm of C : L2(U) → L2(U), which has been determined by
Anderson and Hinkkanen in [3]. For k ∈ Z, we denote by αk the smallest positive zero of the
Bessel function
Jk(x) =
∞
m=0
(−1)m
m! (m + k)!
 x
2
2m+k
.
The smallest positive zero of the Bessel function J0 satisfies α := α0 ≈ 2.4048256 by
Watson [20, p. 748], and hence 2
α
≈ 0.83166.
Regarding the zeros of Bessel functions, we make use of the following textbook result.
Lemma 5.1 ([20, Section 15.22, p. 479]). The sequence αk is increasing for k > 0.
The main theorem of this section is the theorem:
Theorem 5.2. The norm of the operators C¯U, CU : L2(U)→ L2(U) is
∥C¯U∥2 = ∥CU∥2 = 2
α
.
In other words
∥C¯U[g]∥2, ∥CU[g]∥2 6 2
α
∥g∥2, for g ∈ L2(U). (5.1)
The equality holds in (5.1) if and only if g(z) = c|z|J0(α|z|), for a.e. z ∈ U, where c is a complex
constant.
By using |DU[g]| = |C¯U[g]| + |CU[g]| (see (1.8)), which for real g implies the fact that
|DU[g]| = 2|CU[g]|—and Theorem 5.2, we obtain
Corollary 5.3. The norm of the operator DU : L2(U)→ L2(U) is
∥DU∥2 = 4
α
.
In other words, every solution u of the Eq. (1.1) satisfies
∥∇u∥2 6 4
α
∥g∥2, for g ∈ L2(U). (5.2)
The equality holds in (5.2) if and only if g(z) = c|z|J0(α|z|), for a.e. z ∈ U, where c is a complex
constant.
To prove Theorem 5.2 it suffices to show that
∥CU[P]∥ 6 2
α
∥P∥2 (5.3)
whenever
P(z) =
∞
n=0
∞
m=0
am,nz
m z¯n (5.4)
is a polynomial in z and z¯, since such functions are dense in L2(U) and 2
α
is the best constant.
In this case, only finitely many of the complex numbers am,n are nonzero. It is evident that there
234 D. Kalaj / Advances in Mathematics 231 (2012) 213–242
exist radial functions fd , d ∈ Z such that
P(z) =
∞
d=−∞
gd(z), (5.5)
where gd(z) = fd(r)eidt , d = m − n. Observe that gd1 and gd2 are orthogonal for d1 ≠ d2 in
Hilbert space L2(U). In the following proof we will show that CU[gd1 ] and CU[gd2 ] are orthogonal
in Hilbert space L2(U).
Thus
∥CU[P]∥2 6 2
α
∥P∥2
if and only if
∞
d=−∞
∥CU[gd ]∥2 6 2
α
∞
d=−∞
∥gd∥2.
We will show a bit more, we will prove the following lemma, which is the main ingredient of the
proof of Theorem 5.2.
Lemma 5.4. For d ∈ Z there holds the following sharp inequality
∥CU[gd ]∥2 6 2
α|d|
∥gd∥2, (5.6)
where gd(z) = fd(r)eidt ∈ L2(U), z = rei t .
Before proving Lemma 5.4 we need some preparation.
By using (1.4) and polar coordinates, we obtain
CU[gd ] = 1
π

U
1− |ω|2
(ω − z)(ω¯z − 1)gd(ω)d A(ω)
= 1
π

U
(1− |ω|2) fd(r)eidt
(ω − z)(ω¯z − 1) d A(ω)
= 1
π
 1
0
r fd(r)
 2π
0
(1− r2)eidt
(rei t − z)(re−i t z − 1)dt

dr
= 1
π
 1
0
r fd(r)

|ζ |=1
(1− r2)ζ ddζ
i(rζ − z)(r z − ζ )

dr.
Let
λz(r) =

|ζ |=1
ζ d(1− r2)dζ
i(rζ − z)(r z − ζ ) .
Then by Cauchy residue theorem, for every r ≠ |z|
λz(r) = IndT
 z
r

Resζ= zr
2π i(1− r2)ζ d
i(rζ − z)(r z − ζ )
+Resζ=zr 2π i(1− r
2)ζ d
i(rζ − z)(r z − ζ ) + Resζ=0
2π i(1− r2)ζ d
i(rζ − z)(r z − ζ ) .
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Thus
λz(r) =

−IndT
 z
r
 2π zd−1
rd
+ 2π z
d−1
rd
, if d 6 0;
−IndT
 z
r
 2π zd−1
rd
+ 2π zd−1rd , if d > 0.
Therefore for d 6 0
λz(r) =
0, if r > |z|;2π zd−1
rd
, if r < |z|,
and hence
CU[gd ] = 2zd−1
 |z|
0
fd(r)r
−d+1dr. (5.7)
For d > 0
λz(r) =
−
 z
r
 2π zd−1
rd
+ 2π zd−1rd , if r > |z|
2π zd−1rd , if r < |z|,
and therefore
CU[gd ] = 2zd−1
 1
0
fd(r)r
d+1dr −
 1
|z|
fd(r)r
−d+1dr

. (5.8)
First of all, it follows from (5.7) and (5.8) that for d1 ≠ d2, CU[gd1 ] and CU[gd2 ] are orthogonal.
In particular if fd(r) = rn+m , i.e. gd(z) = zm zn , and d = m − n 6 0, then from (5.7) we
have that
CU[zm zn] = 1n + 1 z
m z¯n+1. (5.9)
If d = m − n > 0, from (5.8) we obtain
CU[zm zn] = 1n + 1

zm z¯n+1 − m − n
m + 1 z
m−n−1

. (5.10)
Proof of Lemma 5.4. We divide the proof into two cases.
5.1 Case d = m − n 6 0
From (5.7) we deduce that
Ld :=

U
|CU[gd ]|2dµ(z) = 8
 1
0
rr2d−2
 r
0
fd(s)s
−d+1ds
2 dr.
On the other hand, let
Rd :=

U
|gd(z)|2dµ(z) = 2
 1
0
r | fd(r)|2dr.
We should find the best constant Ad such that
Ld 6 Ad Rd ,
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i.e. the best constant Bd = Ad4 such that 1
0
rr2d−2
 r
0
fd(s)s
−d+1ds
2 dr 6 Bd  1
0
r | fd(r)|2dr.
Without loss of generality, assume that fd is real and positive in [0, 1]. By setting h(s) =
fd(s)s−d+1 we obtain the following inequality 1
0
r2d−1
 r
0
h(s)ds
2
dr 6 Bd
 1
0
r2d−1(h(r))2dr.
This problem, which involves an inequality of Hardy type, can be solved by appealing to a more
general result of Boyd [6, Theorem 1, p. 368] (Proposition 5.5).
To formulate the result of Boyd, we need some definitions and facts. For w,m ∈ C1(a, b),
we assume that w(x) > 0 and m(x) > 0 for a < x < b. Let T be the operator defined by
T f (x) = w(x)1/pm(x)−1/p
 x
a
f (t)dx .
Let
Lrm =
 f : ∥ f ∥s :=
 1
0
| f |sm(x)dx
1/s
<∞
 .
A simple sufficient condition for T to be compact from Lrm → Ls′m (here s′ is conjugate of
s (s′ = s/(s − 1))), is that the function k defined by
k(x, t) := w(x)1/pm(x)−1/pm(t)−1χ[a,x](t)
have finite (r ′, s)-double norm
∥T ∥ =
 b
a
 b
a
k(x, t)r
′
m(t)dt
 s
r ′
m(x)dx
 1
s
<∞, s > 1, r > 1. (5.11)
Here r ′ = r/(r − 1). For this argument we refer the reader to [21, p. 319].
Proposition 5.5 ([6]). Suppose that ω,m ∈ C1(a, b), that w(x) > 0 and m(x) > 0 for
a < x < b, that p > 0, r > 1, 0 6 q < r , and that the operator T1 is compact from
Lrm → Lsm(s = pr/(r − q)). Then, the following eigenvalue problem has solutions (y, λ),
y ∈ C2(a, b) with y(x) > 0, y′(x) > 0 in (a, b).
d
dx
(rλy′r−1m − qy p y′q−1w)+ py p−1 y′qw = 0
lim
x→a+0 y(x) = 0, limx→b−0(rλy
′r−1m − qy p y′q−1w(x)) = 0
∥y′∥r = 1.
(5.12)
There is a largest value λ such that (5.12) has a solution, and if λ∗ denote this value, then for
any f ∈ Lrm , b
a
 x
a
f
p | f |qw(x)dx 6 rλ∗p + q
 b
a
| f |r m(x)dx
(p+q)/r
. (5.13)
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Equality holds in (5.13) if and only if f = cy′ a.e. where y is a solution of (5.12) corresponding
to λ = λ∗, and c is any constant.
In our case we have r = 2, p = 2, q = 0, m(x) = x2d−1; and w(x) = x2d−1,
s = pr/(r − q) = 2, and s′ = s/(s − 1) = 2. The corresponding differential equality is
equivalent to
x2 y′′ + (2d − 1)xy′ + x
2
λ
y = 0. (5.14)
The additional required compactness condition is proved by showing that the operator
T1 f (x) =
 x
0
f (t)dt
is compact from L2m → L2m . Namely, by (5.11) we have to show that ∥T1∥ <∞. In this case
k(x, t) = t1−2dχ[0,x](t).
Thus
∥T1∥ =
 1
0
 x
0
t2−4d t2d−1dtx2d−1dx
1/2
= 1
2
√
1− d <∞.
The positive solution of (5.14) is
y(x) = x−d+1 J−d+1

x√
λ

, (5.15)
where J−d+1 is the Bessel function.
Then by Watson [20, Section 3.2, p. 45]
y′(x) = x
−d+1
√
λ
J−d

x√
λ

and therefore
y′(1) = 1√
λ
J−d

1√
λ

.
Thus the largest possible value of λ is Bd = λd where
1√
λd
= α−d ,
and α−d is the smallest positive zero of J−d . We note that then also y(x) > 0 for 0 < x < 1
since the smallest positive zero of J−d+1 is larger than that of J−d . Finally
Ad = 4
α2|d|
(5.16)
as desired.
5.2 The case d > 0
Let bn = an+d,n , where am,n are the coefficients of expression (5.4). Then
gd(z) =
∞
n=0
bnz
n+d z¯n .
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Thus
∥gd∥22 =
1
π
 1
0
 2π
0
 ∞
n=0
bnr
n+deidt

2
rdrdt
= 2

n,l>0
bnbl
n + l + 2d + 2 .
On the other hand, by using (5.10), we obtain
∥CU[gd ]∥22 =
1
π
 1
0
 2π
0

n>0
bn
n + 1

wn+dw¯n+1 −

d
m + 1

wd−1

2
rdrdt
=

n,l>0
bnbl
(n + 1)(l + 1)

1
n + l + d + 2 −
d
(l + d + 1)(n + d + 1)

=

n,l>0
bnbl
(1+ l + d)(1+ n + d)(2+ l + n + d) .
So we seek the best constant Ad , such that for all choices of bn ∈ C (since P is a polynomial,
only finitely many bn are nonzero, but the proof works as well without this assumption), the
following inequality holds
l,n>0
bnbl
(1+ l + d)(1+ n + d)(2+ l + n + d) 6 Ad

l,n>0
bnbl
n + l + d + 1 . (5.17)
Let
ψ(t) =
∞
n=0
bn t
n .
Then the previous inequality is equivalent with 1
0
1
rd+1
 r
0
ψ(s)sdds
2 dr 6 Ad  1
0
rd |ψ(r)|2dr. (5.18)
Since the quadratic forms in (5.17) are symmetric with real coefficients (bnbl + blbn is a
real number), it suffices to consider the inequality (5.18) for arbitrary real-valued continuous
functions on [0, 1]. Setting h(s) = ψ(s)sd , the inequality is equivalent to 1
0
1
rd+1
 r
0
h(s)ds
2
dr 6 Ad
 1
0
1
rd
h2(r)dr.
Here again, we make use of Proposition 5.5. In this case we have r = 2, p = 2, q = 0,
s = s′ = 2, m(x) = 1
xd
, and w(x) = 1
xd+1 . As in the case d 6 0, the compactness condition
required is easily proved by observing that
T1 f (x) = 1√
x
 x
0
f (t)dt
and applying (5.11) to show that it is compact from L2m → L2m . Namely
k(x, t) = x−1/2tdχ[0,x](t),
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and therefore
∥T1∥ =
 1
0
 x
0
t2d
x
dt
td
dx
xd
1/2
= (d + 1)−1/2 <∞.
The corresponding differential equation is equivalent to
xy′′ − dy′ + x
λ
y = 0,
which can be transformed by making use of the change x = λ4 z to the equation
zy′′ − dy′ + y
4
= 0.
The solution of the last differential equation, is given by
y = z 12 (d+1) Jd+1(√z) =

2

x/λ
1+d
J1+d

2

x/λ

.
Then by Watson [20, Section 3.2, p. 45]
y′(x) = 1√
λx

2

x/λ
1+d
Jd

2

x/λ

and therefore
λ
2+d
2 2−d y′(1) = Jd

2

1/λ

.
Thus the largest permissible value of λ is
λ∗ = 4
α2d
,
where αd is the smallest positive zero of Jd . Then, as in the case d 6 0, y(x) > 0 for 0 < x < 1
since, by Lemma 5.1, the smallest positive zero of Jd+1 is larger than that of Jd . Finally we
obtain
Ad = 4
α2d
.
This finishes the proof of Lemma 5.4. 
Proof of Theorem 5.2. In view of the comments after the statement of Theorem 5.5, the
inequality follows from Lemma 5.4. The equality statement follows from the fact that α0 <
α1 < · · · < αd < · · ·, Lemma 5.4, relation (5.15) and Proposition 5.5.
The statement regarding operator C¯U can be proved analogously. 
6. Refinement of L p norm
We make use of the following interpolation theorem.
Proposition 6.1 ([17]). Let T be a linear operator defined on a family F of functions that is
dense in both L p1 and L p2 (for example, the family of all simple functions). Assume that T f is in
both L p1 and L p2 for any f in F, and that T is bounded in both norms. Then for any p between
p1 and p2, the following statements hold:
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(1) F is dense in L p,
(2) T f is in L p for any f in F, and
(3) T is bounded in the L p norm.
These three ensure that T can be extended to an operator from L p to L p.
In addition, an inequality for the norms holds. Namely, for t ∈ (0, 1) such that
1
p
= 1− t
p1
+ t
p2
the following holds
∥T ∥L p→L p 6 ∥T ∥1−tL p1→L p1 · ∥T ∥tL p2→L p2 .
Theorem 6.2. For 1 6 p 6 2 we have
∥CU∥L p→L p 6 2
α2−2/p
and ∥C¯U∥L p→L p 6 2
α2−2/p
, (6.1)
and for 2 6 p 6∞ we have
∥CU∥L p→L p 6 43

3
2α
2/p
and ∥C¯U∥L p→L p 6 43

3
2α
2/p
. (6.2)
Equality is achieved in each of the above inequalities for p = 1, p = 2 and p = ∞. Moreover
for 1 6 p 6 2 the following inequality holds
∥DU∥L p→L p 6 4α2/p−2, (6.3)
and if 2 6 p 6∞, then
∥DU∥L p→L p 6 163π

3π
4α
2/p
. (6.4)
Proof. Let T be a linear operator defined by T = CU: L p(U,C) → L p(U,C). The inequalities
follow by applying the Riesz–Thorin theorem, Theorems 3.1, 4.1 and 5.2; by taking t = 2 − 2p ,
for 1 = p1 6 p 6 p2 = 2, and t = 1 − 2p for 2 = p1 6 p 6 p2 = ∞ to the operator T , and
observing that
2−1+
2
p

2
α
2−2/p
= 2
α2−2/p
, 1 6 p 6 2
and 
2
α
1−(1−2/p)
·

4
3
1−2/p
= 4
3
·

3
2α
2/p
, 2 6 p 6∞.
To prove (6.3) and (6.4), we take the operator T = DU : L p(U,C)→ L p(U,M2,2).
The inequalities (6.3) and (6.4) follow from (4.4), Corollary 5.3, ∥DU∥p 6 ∥C¯U∥p + ∥CU∥p,
and the following relations
4−1+2/p

4
α
2−2/p
= 4α2/p−2, 1 6 p 6 2
4
α
2/p  16
3π
1−2/p
= 16
3π

3π
4α
2/p
, 2 6 p 6∞. 
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By Riesz–Thorin theorem, the function [0, 1] ∋ s → log ∥CU∥L1/s→L1/s is convex and
therefore continuous. This, together with Theorem 6.2, imply the following fact.
Corollary 6.3. There are exactly two absolute constants 1 < p1 < 2 and 2 < p2 < ∞ such
that
∥CU∥L p1→L p1 = ∥CU∥L p2→L p2 = 1.
As ∆u = 4uzz , we obtain the following result.
Corollary 6.4. Let u ∈ W 1,p0 (U), 1 6 p 6 ∞ be a solution of the Poisson equation ∆u = h,
h ∈ L p. Then
∥∂u∥L p 6 α
2/p−2
2
∥h∥L p , and ∥∂¯u∥L p 6 α
2/p−2
2
∥h∥L p , 1 6 p 6 2
and
∥∂u∥L p 6 13

3
2α
2/p
∥h∥L p , and ∥∂¯u∥L p 6 13

3
2α
2/p
∥h∥L p ,
2 6 p 6∞.
The inequalities are sharp for p ∈ {1, 2,∞}. Moreover
∥∇u∥L p 6 α2/p−2∥h∥L p , 1 6 p 6 2
and
∥∇u∥L p 6 43π

3π
4α
2/p
∥h∥L p , 2 6 p 6∞,
with sharp constants for p ∈ {1, 2,∞}.
Acknowledgments
I am thankful to the referee for providing very constructive comments and help in improving
the contents of this paper, as well to I. C¸apuni and S. Ponnusamy for their insightful comments
that have improved the presentation.
References
[1] S. Agmon, A. Douglis, L. Nirenberg, Estimates near the boundary for solutions of elliptic partial differential
equations satisfying general boundary conditions, I, Comm. Pure Appl. Math. 12 (1959) 623–727.
[2] L.V. Ahlfors, Lectures on quasiconformal mappings, in: Manuscript Prepared with the Assistance of Clifford J.
Earle, Jr. Van Nostrand Mathematical Studies, D. Van Nostrand Co., Inc., Toronto, Ont.–New York–London, 1966.
[3] J.M. Anderson, A. Hinkkanen, The Cauchy transform on bounded domains, Proc. Amer. Math. Soc. 107 (1) (1989)
179–185.
[4] K. Astala, T. Iwaniec, G. Martin, Elliptic Partial Differential Equations and Quasiconformal Mappings in the Plane,
in: Princeton Mathematical Series, vol. 48, Princeton University Press, Princeton, NJ, 2009, p. xviii+677.
[5] A. Baranov, H. Hedenmalm, Boundary properties of Green functions in the plane, Duke Math. J. 145 (1) (2008)
1–24.
[6] D.W. Boyd, Best constants in a class of integral inequalities, Pacific J. Math. 30 (1969) 367–383.
[7] M. Dostanic´, The properties of the Cauchy transform on a bounded domain, J. Operator Theory 36 (1996) 233–247.
[8] M. Dostanic´, Norm estimate of the Cauchy transform on L p(Ω), Integral Equations Operator Theory 52 (4) (2005)
465–475.
242 D. Kalaj / Advances in Mathematics 231 (2012) 213–242
[9] R. Dura´n, M. Sanmartino, M. Toschi, Weighted a priori estimates for the Poisson equation, Indiana Univ. Math. J.
57 (7) (2008) 3463–3478.
[10] C.F. Gauss, Disquisitiones Generales Circa Seriem Infinitam αβ1·γ x + α(α+1)β(β+1)1·2·γ (γ+1) x2 + etc., pars prior,
Commentationes Societiones Regiae Scientiarum Gottingensis Recentiores, vol. II, 1812, Reprinted in Gesammelte
Werke, Bd, 3, pp. 123–163, 207–229, 1866.
[11] D. Gilbarg, N. Trudinger, Elliptic partial differential equations of second order, in: Grundlehren der Mathematischen
Wissenschaften, second ed., in: Fundamental Principles of Mathematical Sciences, vol. 224, Springer-Verlag,
Berlin, 1983, p. xiii+513.
[12] T. Iwaniec, Extremal inequalities in Sobolev spaces and quasiconformal mappings, Z. Anal. Anwendungen 1 (6)
(1982) 1–16.
[13] J. Jost, Compact Riemann surfaces, an introduction to contemporary mathematics, in: Universitext, third ed.,
Springer-Verlag, Berlin, 2006, p. xviii+277.
[14] D. Kalaj, M. Pavlovic´, On quasiconformal self-mappings of the unit disk satisfying the Poisson’s equation, Trans.
Amer. Math. Soc. 363 (2011) 4043–4061.
[15] Ch. Pommerenke, Univalent Functions, Go¨ttingen Vandenhoeck & Ruprecht, 1975.
[16] W. Rudin, Real and Complex Analysis, third ed., McGraw-Hill Book Co., New York, 1987, p. xiv+416.
[17] G. Thorin, Convexity theorems generalizing those of M. Riesz and Hadamard with some applications, Comm. Sem.
Math. Univ. Lund [Medd. Lunds Univ. Mat. Sem.] 9 (1948) 1–58.
[18] X. Tolsa, L2-boundedness of the Cauchy integral operator for continuous measures, Duke Math. J. 98 (2) (1999)
269–304.
[19] S.E. Warschawski, On differentiability at the boundary in conformal mapping, Proc. Amer. Math. Soc. 12 (1961)
614–620.
[20] G.N. Watson, A Treatise on the Theory of Bessel Functions, second ed., Cambridge University Press, Cambridge,
1962.
[21] A.C. Zaanen, Linear Analysis, North Holland–Amsterdam, 1953.
