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1. An even shorter biography
Maurice Nivat was born on December 21, 1937. His parents were both high-school
teachers—his father in French, Latin, and Greek, his mother in Mathematics. Maurice
grew up in the city of Clermont-Ferrand. His elder brother, who has recently retired
from the University of Geneva, became a scholar in Slavic studies. His younger sister,
Aline Bonami, is a mathematician whose speciality is harmonic analysis. Maurice is
married to Paule Nivat, who has just retired from a position of professor of statistics at
University Paris 13. He has three children, Dominique, Jean-Luc, and Catherine, and
10 grand-children (so far). Since 1983, he has been a Corresponding Member of the
Acad9emie des Sciences. In 1997 he was made doctor honoris causa of the University
of Bologna.
Maurice and his family moved to Paris in 1954, where Maurice prepared for the
Ecole Normale Sup9erieure’s entrance examination, where he was admitted in 1956.
In 1959, he began to work at the Institut Blaise Pascal, which was the newly set up
computing centre of the CNRS (National Centre of Scienti"c Research). There he met
Louis Nolin, and started to learn about programming languages (Lisp, Algol) and com-
pilers. Maurice would then meet Marcel-Paul SchButzenberger and begin research work
under his supervision. From 1965 to 1969, Maurice held positions in the Universities
of Grenoble and then of Rennes. Maurice gained his “Th ese d’Etat” in 1967 [28]. In
1969, he was appointed as professor at the University of Paris, a position that he has
held until now.
During the early 1970s, in parallel with his scienti"c work, Maurice began to devote
much time and energy to building research teams, both at IRIA and at the university.
IRIA (Institut de Recherche en Informatique et Automatique) had been created by the
French government in 1967. In 1970, Nivat and SchButzenberger gave an inHuential
talk at IRIA where they proposed the name “Informatique Th9eorique” to designate all
the research on automata and formal languages, on programming languages, and on
E-mail address: curien@pps.jussieu.fr (P.-L. Curien).
0304-3975/02/$ - see front matter
PII: S0304 -3975(02)00004 -X
4 P.-L. Curien / Theoretical Computer Science 281 (2002) 3–23
algorithms. Shortly after, Maurice created a research project at IRIA, which would be
joined by Philippe Flajolet, Jean-Marc Steyaert, Bruno Courcelle, G9erard Huet, Jean-
Jacques L9evy, and G9erard Berry. During this period, research at IRIA was very lively,
and bene"ted from a fruitful interaction with young researchers like Gilles Kahn, Jean
Vuillemin, and G9erard Huet who had learned advanced programming practice in the
USA. Maurice’s project lasted for about 10 years. In the 1980s, new closely cooperating
INRIA (the “N”—for National—was added in 1980) projects, such as Formel (Huet),
VLSI (Vuillemin), and Para (L9evy), have arisen out of this research community.
At the University of Paris (and then at the Universities Paris 7 and Paris 6), with
SchButzenberger and Nolin, Maurice built a research team, and a few years later he
was at the centre of the creation of LITP (Laboratoire d’Informatique Th9eorique et
Programmation) in 1975, of which he would be co-director until 1985, "rst with Jacques
Arsac, then with Bernard Robinet. Maurice also launched the “Ecoles de Printemps
d’Informatique Th9eorique”, which have been held each year since 1973. These convivial
spring schools played an important role in the creation of a national community in
theoretical computer science.
During this decade, Maurice was no less active internationally. He created essen-
tial vehicles for the European computer science research community. He founded the
EATCS (European Association for Theoretical Computer Science), with the help of
Jaco de Bakker, Corrado BBohm, and Mike Paterson. He organized the "rst ICALP (In-
ternational Colloquium on Automata, Languages and Programming) at IRIA in 1972
(see the text of Arto Salomaa and Grzegorz Rozenberg in this volume). Finally, he
created the journal TCS which started to appear in 1976 (we refer to the editorials of
Giorgio Ausiello, Don Sannella, and Mike Misolve, and of Maurice Nivat in the TCS
Vol. 250, for some recollections of the beginnings of the journal and of its expansion
over the years). The inHuence of Maurice on international scienti"c publishing extends
much beyond this journal (and its more practice-oriented cousin Science of Computer
Programming, and the more recent Electronic Notes in Theoretical Computer Science).
For instance, together with Engeler, Huet, Jouannaud, Milner, and Wirsing, Maurice
has been a member of the editorial board of the series Progress in Theoretical Com-
puter Science (Pitman, and then BirkhaBuser), directed by the late Ron Book, a great
friend of Maurice.
During the early 1980s, Maurice was intensively involved in the promotion and the
organization of research in computer science at the national level. He launched the
PRC programmes (Programmes de Recherche Concert9es) that gave a decisive impulse
to the research community in this country..
1.1. Scienti,c works
(I) Formal language theory: In his thesis, Maurice gave an algebraic characterization
of rational transducers, on which many later works of the “French school” of formal
languages are based. The notions of rational cone and of hierarchy are already present
[29]. Then, Maurice initiated a study of languages de"ned by congruences [17], which
later led to the works of G9eraud S9enizergues (see his contribution to the volume).
Maurice and his students Luc Boasson, JoProy Beauquier, and Jean-Michel Autebert
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worked extensively on understanding the structure (and the generators [7]) of context-
free languages. A remarkable complexity measure, which has been much used since,
was proposed in [12]. A synthetic account of many of these results can be found in
Jean Berstel’s book [11]. In the late 1970s, in connection with his work on semantics,
Maurice began to study in"nite words [31]. He introduced the notion of the centre
of a language and uncovered some of the underlying topological properties. During
these years, the research carried out in France in this area became quite well-known
internationally, and this is certainly largely due to ideas whose origin can be found in
Maurice’s works.
(II) Semantics: Maurice’s interest in semantics goes back to a meeting of the IFIP
WG 2.2 in Colchester in 1969, on the semantics of programming languages—a subject
that was just starting at the time. Maurice learned from David Park and Mike Paterson
about program schemes. This led to a large body of work for Maurice and a number
of students (Laurent Kott, G9erard Boudol, Ir ene Guessarian, Bruno Courcelle, Guy
Cousineau, Jean-Marie RiQet).
First, Maurice extended a well-known theorem of SchButzenberger by characterizing
the set of terms generated by a context-free tree grammar as the smallest solution of
this grammar considered as a system of equations on sets of terms. Then he showed
that when the grammar represents a (recursive) program scheme, this algebraic solution
in turn characterizes its semantics: the interpretation of the solution coincides with the
operational semantics of the given program scheme [30].
The subject of “algebraic semantics” [18] developed progressively (see the book of
Ir ene Guessarian [24]), based on the construction of an in"nite algebraic object—similar
to the BBohm tree of a -term—that factorizes the semantics of a program scheme. This
algebraic object characterizes the semantic equivalence class of the associated program
scheme, and in some cases (such as for the “rational” program schemes), it allows
us to design algorithms for deciding this equivalence. The investigations of in"nite
trees—for themselves—culminated in Bruno Courcelle’s thesis (see [19]).
Subsequently Maurice set out to generalize his results to the non-deterministic case.
Serious diRculties arose here, as denotational semantics did not oPer a satisfying notion
of power-domain. Nivat and Arnold introduced the use of metric spaces [1]: in this
framework, they de"ned a "xpoint semantics of non-deterministic program schemes.
This metric space approach to semantics (a synthetic exposition of which can be found
in [33]) has since been followed by various authors, and in particular by the group
of Jaco de Bakker in Holland. However it is fair to say that this was not a complete
success, as the coincidence with operational semantics (as proposed by G9erard Boudol
[13] following works by G9erard Berry and Jean-Jacques L9evy [16]) does not hold any
more, except in some special cases. This “chapter” of Maurice’s scienti"c activity ends
with the publication of [34], based on a joint French-US meeting held in Fontainebleau
in 1982.
Next, Maurice addressed the semantics of parallelism. The initial insight was in
his study of in"nite words viewed as in"nite behaviours of processes, which was to
generate numerous works under the supervision of Maurice: those of FranScoise Gire,
Dani ele Beauquier, Hugues Fauconnier, Paul Gastin, and Andreas Podelski. For more
details about this period of his scienti"c activity, we refer to the contribution of Andr9e
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Arnold in this volume. Certainly, Maurice was a pioneer of model-checking when he
worked on the synchronization of automata [32].
(III) Tilings and discrete tomography: In the mid-1980s, after his national respon-
sibilities were over, Maurice changed his research direction once more. He turned his
attention to the study of discrete geometrical objects, while keeping an active inter-
est in concurrency and tree languages. Some young researchers advised by Maurice
in this area are Alain Daurat, Yann G9erard, and Laurent Vuillon. One of his former
students, Ahmed Saoudi, who unfortunately died since, has pushed much Maurice in
this direction.
With Dani ele Beauquier, Maurice "rst worked on the decidability of the problem of
whether a given "nite set of polyominoes forms a plane code. The problem turned out
to be diRcult, but they "nally obtained a negative answer in 1993–1994 (yet to be
published). In [8], the two authors tackled the problem of tiling the plane by translated
instances of a single tile. They showed that such tilings are possible if and only if
this tile is a pseudo-hexagon, and moreover that the tiling is then half-periodic (i.e.,
invariant under some translations). Beauquier and Nivat have thus found an interesting
solvable family of tiling problems.
In [9], Maurice and his co-authors showed that for general regions of the square
lattice the tiling problem is NP-complete for horizontal dominoes and vertical tromi-
noes, and for any other pair of bars where either has length ¿2. Recently, by using a
similar approach, Moore and Robson [27] proved some additional results of this kind.
Maurice is also among the pioneers of discrete tomography, which deals with the
reconstruction of discrete geometrical objects from multiple X-ray projections [25].
Maurice tackled the problem of reconstructing binary matrices that are only accessible
through a "nite number of projections counted with multiplicities along some lines.
For the much studied case of two projections (horizontal and vertical), existence and
uniqueness results are known [35]. But as the number of solutions can be rather large
in general, the researchers interested in this problem have looked at particular cases.
In [5,6] (see also [20] for a synthetic presentation), Maurice, in joint work with Elena
Barcucci, Alberto Del Lungo, and Renzo Pinzani, provided some polynomial-time al-
gorithms to reconstruct binary matrices having some convexity and=or connectivity
properties. These works have been extended by several authors [3,15,26].
The problem of reconstructing binary matrices from three or more X-rays is
NP-complete [21]. Maurice and his co-authors have found an interesting class of poly-
ominoes (having convexity and connectivity properties, again) for which the problem
is solvable in polynomial time [4]. An extension of this result to the reconstruction of
convex lattice sets has been given in [14].
Discrete Tomography is a relative young and actively studied "eld, and Maurice is
one of its most active promoters. During recent years, Maurice and Peter Gritzmann
have organized two international meetings devoted to this "eld.
Thus, the spectrum of Maurice’s scienti"c works has covered (so far!) all the three
areas that he had cited as the cornerstones of Theoretical Computer Science: the the-
ory of formal languages and automata, programming languages, and algorithms. More
widely, the contributions of Maurice to the whole computer science community, na-
tionally and internationally, are immense.
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2. Quelques dates
En d9ecembre 1997 se tenait  a l’Ecole Normale Sup9erieure un Jubil9e en l’honneur
de Maurice Nivat. Cette r9eunion amicale, dont l’initiative revient  a Jean-Eric Pin, fut
organis9ee par Andr9e Arnold et Jean-Marc Steyaert, avec l’aide de Paule Nivat. Quatre
ans plus tard, Maurice a quitt9e ses fonctions de r9edacteur en chef de la revue Theoretical
Computer Science, et s’appreˆte  a prendre sa retraite de professeur  a la "n de l’ann9ee
universitaire en cours. Ce volume lui est d9edi9e, et les lignes qui suivent tentent de
retracer quelques faits marquants de sa carri ere.
Maurice Nivat est n9e le 21 d9ecembre 1937. Ses parents sont tous deux professeurs
de lyc9ee: le p ere, normalien, enseigne le franScais-latin-grec, la m ere les math9ematiques.
Maurice grandit  a Clermont-Ferrand. La r9eussite scolaire est un objet d’attention tout
particulier dans la famille, qui sera combl9ee de ce point de vue: les trois enfants seront
normaliens. Le fr ere aYˆn9e Georges est slavisant. Il vient de prendre sa retraite de pro-
fesseur d’universit9e  a Gen eve. Sa sZur cadette, Aline Bonami, est math9ematicienne,
sp9ecialiste d’analyse harmonique. Au grenier, le jeune Maurice d9evore les livres qui
avaient appartenu  a son grand-p ere architecte: ce gouˆt pour l’architecture, et sin-
guli erement les styles architecturaux de chaque in"me r9egion de France, ne le quittera
jamais.
Maurice est mari9e  a Paule Nivat, professeur de statistiques  a l’universit9e Paris 13,
qui vient de prendre sa retraite. Il a trois enfants: Dominique (1960, 9economiste),
Jean-Luc (1963, informaticien), et Catherine (1967, m9etallurgiste). Il a aujourd’hui dix
petits-enfants. Il est chevalier dans l’ordre de la L9egion d’Honneur et oRcier dans celui
du M9erite. Il est membre correspondant de l’Acad9emie des Sciences depuis 1983, et
docteur honoris causa de l’Universit9e de Bologne depuis 1997.
3. Annees d’apprentissage
Maurice obtient brillamment son baccalaur9eat en 1954, avec plus de 18 de moyenne:
un exploit r9egional! Son professeur de math9ematiques en Math Elem, Monsieur Dumas,
l’a initi9e  a la g9eom9etrie des coniques. La famille se d9eplace alors vers Paris; Maurice
rentre en Classes Pr9eparatoires au lyc9ee Jeanson de Sailly. Il est admis au concours
d’entr9ee  a l’Ecole Normale Sup9erieure en 1956. Il se laisse d’abord s9eduire par la
physique: il fr9equente un an le laboratoire de Pierre Aigrain, mais n’arrivant pas  a
faire 9emettre d’ondes  a un klystron capricieux, il pr9ef ere en rester l a. En ce temps l a,
il n’y avait pas de maYˆtrise. Il fallait passer pour la licence trois certi"cats, auxquels
s’ajoutaient des cours d’option. En premi ere ann9ee, Maurice passe Calcul DiP9erentiel
et Physique G9en9erale, en fournissant un travail tr es mod9er9e. Car il rattrapait le temps:
il allait voir jusqu’ a trois "lms par jour! En option, en deuxi eme ann9ee, il passe (et
rate) Topologie G9en9erale de Gustave Choquet. Comme il 9etait d’usage, les normaliens
n’allaient pas aux cours, d9el9eguant l’un des leurs pour tenir les autres au courant. En
lieu de quoi ils travaillaient ensemble assez s9erieusement la Topologie G9en9erale de
Bourbaki, tr es  a l’oppos9e du style de Choquet, lequel pr9ef9erait l’intuition g9eom9etrique,
les contre-exemples... Maurice remet copie blanche  a l’examen. Ses condisciples ne font
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pas d’9etincelles non plus. Cet 9echec collectif sert de leScon, et a certainement contribu9e
 a la diversi"cation des vocations! Pierre L9ena se tournera vers l’astrophysique, Jean
Bretagnolle vers les probabilit9es.
Il restait  a passer M9ecanique G9en9erale. Ici l’9echec est plus p9enalisant. Maurice est
suspendu un an sans traitement. Pour gagner un peu d’argent, il donnera des colles
 a Jeanson. Re-9echec  a M9ecanique G9en9erale. Il travaille peu... La direction de l’Ecole
Normale s’en 9emeut. Il est reScu et sermonn9e par le sous-directeur pour les sciences,
Albert Kirrmann. Henri Cartan, directeur des math9ematiques d’alors pour les nor-
maliens, lui fait trois propositions:
1. Faire de la th9eorie des carapaces avec lui (th9eorie qu’il d9eveloppait pour les nor-
maliens, et qui n’a pas surv9ecu).
2. Faire de la m9ecanique c9eleste (nonobstant ses d9emeˆl9es avec la “terrestre”).
3. Travailler au nouveau Centre de Calcul du CNRS, l’Institut Blaise Pascal, dirig9e par
Ren9e de Possel.
Maurice choisit la solution 3. De Possel est un personnage extraverti, jovial mais distant
en meˆme temps. Maurice est calculateur adjoint (il est toujours suspendu de l’Ecole).
L’Institut Blaise Pascal est dans les caves de l’IHP. Plusieurs dames y travaillent,
ex9ecutant des calculs sur les machines  a manivelles. Au Centre de Calcul, Maurice
rencontre Louis Nolin, avec lequel il nouera une amiti9e ind9efectible jusqu’ a la mort de
ce dernier, survenue en janvier 1997.
A parte: D’origine modeste, Louis Nolin a commenc9e sa formation par des 9etudes
de philosophie avant de rencontrer l’informatique. Il fallait dans les ann9ee 60 (et  a vrai
dire jusqu’ a l’av enement des PRC, voir plus bas) beaucoup de courage pour entrepren-
dre de concevoir et mettre en Zuvre des langages de programmation  a l’universit9e: ni
moyens, ni reconnaissance de la discipline. Nolin a donc d’abord conScu des langages
de programmation sur le papier. Son langage ATF (“ a tout faire”!) a inspir9e Excel, un
langage d9evelopp9e plus tard au laboratoire LCR de la Thomson (voir plus bas). Louis
Nolin avait une passion pour les machines-outils et pour les vins en g9en9eral et ceux de
sa r9egion en particulier (Bergerac). Sa "gure discr ete mais chaleureuse reste pr9esente
 a l’esprit de tous ceux qui l’ont coˆtoy9e au LITP.
Maurice rencontre aussi Andr9e Lentin. Il fait ses premiers expos9es sur Lisp, Algol,
au s9eminaire anim9e par FranScois G9enuys (IBM) qui se tient  a l’Institut d’Astro-
physique. Maurice sera d’ailleurs plus tard coauteur d’un livre sur Algol [2]. Le
s9eminaire est fr9equent9e par des physiciens (dont Jacques Arsac, qui a commenc9e
par l’astrophysique, et Bernard Vauquois qui deviendra sp9ecialiste du traitement au-
tomatique des langues  a Grenoble), et aussi des logiciens: Lacombe, Porte. Maurice
fr9equente 9egalement le s9eminaire de Lacombe, qui s’int9eresse  a la d9emonstration au-
tomatique. Il est devenu informaticien (meˆme si le mot n’existe pas encore—il sera
cr9e9e au milieu des ann9ees 60). Il passe en"n M9ecanique G9en9erale, malgr9e un 2,5
 a l’9ecrit, rattrap9e  a l’oral. Ceci permet  a Maurice d’eˆtre r9eint9egr9e  a l’ENS, o u il
pr9epare l’agr9egation de math9ematiques, qu’il obtient en 1961. La pr9eparation est as-
sur9ee par Henri Cartan, dont les conseils et critiques sont tr es formateurs. Il fr9equente
alors les 9el eves d’une autre promotion, mais les connaYˆt peu: il est d9ej a mari9e. De
ces ann9ees normaliennes, Maurice gardera un attachement constant pour Choquet et
Cartan.
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4. A la rencontre de Schutzenberger
A la rentr9ee universitaire de 1961, De Possel propose  a Maurice un poste d’assistant.
En le comptant, il y a alors en tout et pour tout sept assistants  a la Facult9e des Sciences
de Paris! Maurice aurait pu aussi rentrer au CNRS, mais il n’a pas encore d’id9ee de ce
que peut eˆtre la recherche, tandis qu’il peut ais9ement imaginer  a quoi peut ressembler
le m9etier d’enseignant. Il assure les Travaux Dirig9es de De Possel (polynomes de
Tchebytchev), ainsi que des Travaux Pratiques (calcul sur les machines du Centre de
Calcul de racines r9eelles d’9equation du troisi eme degr9e). Il est un assistant heureux:
peu de travail, une paix royale, un peu d’administration.
A parte: De Possel poursuivait une carri ere universitaire  a Alger avant d’eˆtre rapatri9e
et de prendre la responsabilit9e du Centre de Calcul. Il tient tous les lundis une sorte
de salon, o u l’on parle de tout: il mange d’9enormes sandwichs, propose des probl emes
ou des d9e"s que les participants  a ces r9eunions sont invit9es  a r9esoudre sur le champ.
Maurice fait son service militaire d’octobre 1962  a mars 1964. Un mois  a Brest,
deux mois  a Toulon, et le reste dans un laboratoire du Service Technique des Con-
structions et Armes Navales,  a Paris. Souvenir d’une machine Bull qui ne fonctionne
pas... Maurice fait aussi l’exp9erience de la manie du secret. Il ne connaYˆtra jamais l’id9ee
qu’un ing9enieur de ce centre venu le voir rue du Maroc (o u s’9etait transport9e l’Institut
Blaise Pascal) renoncera  a lui communiquer par peur d’oreilles qui traYˆneraient. Par
le jeu des relations normaliennes, Maurice rentre aussi comme Conseiller  a la CSF
(qui deviendra Thomson-CSF), y fr9equente Jean-Pierre Vasseur, puis plus tard Gilles
Ruggiu. Plusieurs jeunes chercheurs aiguill9es par Maurice y feront tout ou partie de
leur th ese de troisi eme cycle ou d’Etat: Patrice Enjalbert, Guy Cousineau, Fr9ed9eric
Boussinot.
Maurice souhaite rencontrer Marcel-Paul SchButzenberger. C’est Lentin, dont la th ese,
fort 9el9egamment calligraphi9ee, portera sur les 9equations dans les monoBYdes, qui le
connaYˆt le mieux. Maurice attendra un an avant de le voir. Il est alors en poste  a
Poitiers, mais passe beaucoup de temps aux USA. Nolin et Nivat lui pr9esentent un
compilateur pour ALGOL bas9e sur une notion d’automate  a taquets. SchButzenberger
9ecoute, puis parle, et ne cessera plus de fasciner Maurice... Il lui propose de travailler
sur la th9eorie des codes. Il a une conjecture sur la g9en9eration des codes "nis par sur-
codages, conjecture que Yves C9esari prouvera fausse plus tard. Maurice va commencer
la recherche. Pour aborder ces rivages ardus, en dehors des sentiers battus, il faut
beaucoup d’9energie, de rage meˆme, et Maurice n’en manque pas, endurci par de dures
9epreuves familiales (suicide de sa premi ere femme en 1965).
A parte: SchButzenberger est un “self-made man”. Il a vingt ans au d9ebut de la se-
conde guerre mondiale. Il est communiste, tendance Tillon, se fait pour la bonne cause
faussaire. Membre du cabinet de Tillon jusqu’ a la mise  a l’9ecart de ce dernier par
le Parti Communiste, il b9en9e"cie de la loi autorisant des 9etudes acc9el9er9ees pour les
r9esistants. Il fait sa m9edecine, et part travailler pour l’OMS (Asie du Sud-Est, Pak-
istan...). L a-bas il fait aussi des math9ematiques. Il invente les groupes qui portent son
nom. Il fait de la th9eorie des treillis, trouve ind9ependamment le th9eor eme des vari9et9es de
BirkhoP. Ses travaux sont publi9es aux CRAS. Puis SchButzenberger rentre en France,
passe une th ese en th9eorie des probabilit9es, et est nomm9e professeur  a Poitiers. En
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1957–1958, il part aux USA: il voulait faire de l’9epid9emiologie au Harvard Medical
School. L a, il rencontre Zellig Harris (linguiste formel), et son 9el eve Noam Chomsky.
Mais il s’int9eresse aussi  a la th9eorie des codes (Shannon, HuPman). Bref, il est curieux
de tout! Il y a d9ej a quelques ann9ees que la th9eorie des automates est un sujet tr es actif,
depuis le th9eor eme de Kleene de 1953 (reliant automates et expressions r9eguli eres) [26].
Apr es Rabin, Scott et d’autres, SchButzenberger rattrape le temps perdu, publie beau-
coup avec Chomsky (transducteurs). Il est nomm9e  a Paris au milieu des ann9ees 60. Il
prend des 9el eves: Dominique Foata, Maurice Nivat, Jean Berstel, Jean-FranScois Perrot,
Michel Fliess, Robert Cori, G9erard Viennot, Dominique Perrin, Christian ChoPrut. Et
aussi Maurice Gross, qui s’orientera vers la linguistique. En mai 68, SchButzenberger
retrouve des 9elans de communiste tendance libertaire. Mais il est en meˆme temps
farouchement 9elitiste. De cette contradiction r9esultera une r9esolution: il ne prendra plus
d’9el eves. Mais l’9ecole de pens9ee se poursuit: Perrot sera le directeur de th ese de Jacques
Sakarovitch et de Jean-Eric Pin; Berstel de Christophe Reutenauer, ... SchButzenberger
reste naturellement scienti"quement tr es actif et continue d’exercer fortement son in-
Huence scienti"que.. A la “g9en9eration” suivante, Daniel Krob par exemple a ainsi eu la
chance de communiquer r9eguli erement avec lui. Marcel-Paul SchButzenberger est mort
en 1996.
En 1964, Maurice va  a une Ecole de Printemps  a Ravello (sur la th9eorie des codes).
Il partage son logement avec Corrado BBohm. Site superbe. A Paris, il apprend de la
th9eorie des langages, et tel un grand fr ere donne des petits cours  a ses cadets Jean
Berstel, Jean-FranScois Perrot, Michel Fliess. Il y avait alors un chapitre important:
celui des s9eries formelles en variables non commutatives et de leurs applications  a
la combinatoire. SchButzenberger tenait un s9eminaire hebdomadaire dans les caves de
l’IHP, diRcile  a suivre, meˆme pour les quelques initi9es.
De 1965  a 1967, Maurice est Charg9e de Conf9erences  a Grenoble; puis, de 1967  a
1969,  a Rennes. Il a deux 9el eves  a Grenoble: Philippe Butzbach (qui vient malheureuse-
ment de mourir) et Mich ele Benois, et un  a Rennes, Yves Cochet (aujourd’hui ministre
de l’Environnement, devenu 9ecologiste dans son mode de vie avant meˆme la consti-
tution de mouvements 9ecologistes). Avec ses 9el eves grenoblois, Maurice s’int9eresse  a
la r9e9ecriture de mots. Les probl emes sont diRciles, et fort peu 9etudi9es alors. Certaines
questions n’ont trouv9e de r9eponses que beaucoup plus tard. Par exemple, c’est seule-
ment au milieu des ann9ee 80 que Squier [36] montrera en utilisant l’homologie que
certaines th9eories 9equationnelles n’admettent aucune pr9esentation orient9ee qui soit con-
Huente et nZth9erienne. Peu de gens s’int9eressaient  a la r9e9ecriture: l’engouement autour
de Knuth-Bendix, c’est une dizaine d’ann9ees plus tard. Maurice identi"ait ainsi d9ej a la
notion de syst eme conHuent (quasi-parfait dans sa terminologie).
En 1967, Maurice soutient sa th ese d’Etat [28]. SchButzenberger 9etait un peu in-
quiet. Le jury ne manquait pas de math9ematiciens prestigieux parmi lesquels Lelong,
conseiller de De Gaulle, et pr9esident d’un Comit9e de Sages qui avait recommand9e
la cr9eation de l’IRIA, et Ehresmann, le p ere franScais de la th9eorie des cat9egories.
Qu’allaient-ils penser de ces travaux aux marges de la math9ematique? La soutenance
est un peu perturb9ee par une pol9emique qui surgit  a propos de la deuxi eme th ese.
Maurice devait commenter une note 9enonScant un r9esultat r9ecent en th9eorie de la
mesure. Cartan, qui 9etait dans la salle, dit que le r9esultat est faux... Faute de temps,
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il n’y aura pas de questions. Mais le jury fait des compliments, SchButzenberger est
rassur9e.
En 1969, Maurice se pr9epare  a devenir professeur  a Strasbourg, quand un poste
suppl9ementaire en informatique se d9egage  a la Facult9e des Sciences de Paris. Il y suit
de pr es Louis Nolin. Ce dernier avait 9et9e 9evinc9e brutalement en 1967 de l’Institut
Blaise Pascal: il 9etait le bouc 9emissaire d’un rapport d’9evaluation s9ev ere. Louis Nolin
se r9efugie  a l’IRIA pour y pr9eparer sa th ese, qu’il r9edigera  a Montr9eal, et qu’il passera
discr etement  a l’IHP, en pleine d9ebaˆcle du mouvement 9etudiant de mai 68. Il est recrut9e
professeur la meˆme ann9ee.
Maurice d9ecouvre la s9emantique des langages de programmation  a une r9eunion du
WG 2.2 de l’IFIP  a Colchester, en septembre 1969: Dana Scott, Robin Milner, Christo-
pher Strachey, Peter Landin, David Park y participent. C’est avec ce dernier, et avec
Mike Paterson, tous deux  a Warwick, que Maurice aura le plus d’atomes crochus:
Paterson lui parle des sch9emas de programmes, sur lesquels Maurice travaillera dans
les ann9ees 70 avec ses 9el eves (Laurent Kott, G9erard Boudol, Ir ene Guessarian, Bruno
Courcelle, Guy Cousineau, Jean-Marie RiQet). Landin est fort brillant et impressionne
Scott.
5. L’“ecole humaine” de Maurice
C’est au d9ebut des ann9ees 70 que, parall element  a ses travaux, Maurice commence
 a consacrer en pionnier beaucoup de temps et d’9energie  a construire des 9equipes de
recherche,  a l’IRIA et  a Paris 7, institutions toutes deux fraYˆchement cr9e9ees.
A parte: Quand les Chinois "rent exploser leur bombe H avant les FranScais, les mil-
itaires ont invoqu9e le manque d’ordinateurs. De Gaulle commande alors un CDC6600,
et les Am9ericains font l’embargo. D’o u le Plan Calcul, ensemble de dispositions visant
 a doter la France d’une industrie informatique autonome. L’IRIA, cr9e9e "n 1967 et in-
stall9e  a Rocquencourt dans des casernements lib9er9es par l’OTAN, devait eˆtre l’un des
fers de lance de ce plan. Les premi eres ann9ees de l’IRIA (1968–1971) sont un peu
balbutiantes. Le pilotage scienti"que est assur9e par un directoire, qui comprend no-
tamment, autour de l’Ing9enieur G9en9eral Boucher: Michel Laudet, Jacque-Louis Lions,
Pierre Faurre, Marcel-Paul SchButzenberger, Andr9e Lichnerowiz. Lions prend les reˆnes
en 1972. (disparition du Directoire).
5.1. IRIA
En 1970, SchButzenberger introduit Maurice  a l’IRIA. Tous deux donnent une con-
f9erence  a l’IRIA, proposant la d9enomination d’Informatique Th9eorique pour d9esigner
les recherches sur les automates et langages formels, sur les langages de program-
mation et sur les algorithmes. D es le d9ebut, l’IRIA est organis9e en projets. Celui
de SchButzenberger, “Automates et Langages Formels” ne dure que quelques ann9ees.
Maurice cr9ee en 1971 un projet “S9emantique Formalis9ee des Langages de Program-
mation”. Plusieurs facteurs se conjuguent ici. Maurice vient d’attraper le virus de la
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s9emantique  a Colchester. Les travaux en th9eorie des langages commenScaient  a buter
sur des probl emes diRciles pour lesquels il semblait raisonnable de laisser passer
du temps et d’attendre que d’autres id9ees viennent d’ailleurs. Le contexte de l’IRIA
l’engageait  a proposer des th emes dont les perspectives d’application seraient plus
faciles  a d9efendre. Il commenScait ainsi  a militer pour sensibiliser les th9eoriciens aux
applications, et r9eciproquement, combat qu’il devra mener maintes et maintes fois, et
ce au sein meˆme de son entourage scienti"que imm9ediat.
Le projet de Maurice accueillera Philippe Flajolet et Jean-Marc Steyaert, Bruno Cour-
celle, G9erard Huet (qui avait fait un PhD aux Etats-Unis), G9erard Berry, et aussi pour
une courte p9eriode Jean-Jacques L9evy (qui avait commenc9e par les “Operating Sys-
tems”, dans le projet de Krakowiak, Kayser et B9etourn9e).
La th9ematique reScoit vite le renfort d’autres jeunes chercheurs revenus des USA:
Jean-Marie Cadiou, Gilles Kahn, Jean Vuillemin. Ces derniers fondent en 1973 le pro-
jet “Analyse des Algorithmes, Validit9e des Programmes”. Cette confrontation entre une
9ecole franScaise tr es th9eoricienne et aux allures parfois un peu sectaires, sans doute
imprim9ees par la personnalit9e forte mais alti ere de SchButzenberger, et des chercheurs
ramenant des Etats-Unis une avance certaine dans le mariage entre une bonne th9eorie
et une v9eritable activit9e de programmation ne pouvait se faire sans certains heurts.
Fort heureusement, des passerelles se sont rapidement 9etablies, et de fructueuses col-
laborations se sont nou9ees: Kahn et Huet, Vuillemin et Flajolet... De nouveaux projets
naissent: “Conception et R9ealisation d’Outils d’Aide  a la Programmation” (CROAP)
(Kahn et Huet) et “Analyse et Optimisation des Algorithmes” (Vuillemin, rejoint par
Flajolet). Les Ecoles de Printemps (cf. infra) ont notamment servi  a croiser abon-
damment le “groupe de Paris 7” et le “groupe du baˆtiment 8” (lequel abritait—
et abrite encore avec le baˆtiment 11—ces projets—et ceux qui en sont
issus).
Le projet de Maurice, rebaptis9e “Th9eorie de la Programmation”, durera jusqu’ a 1979
(mais il restera conseiller de Lions, puis de son successeur, Alain Bensoussan, jusqu’en
1996). En 1980, l’IRIA prend un “N” (pour National), et, par essaimage, de nou-
veaux projets collaborant 9etroitement verront le jour, notamment: Formel (Huet), VLSI
(Vuillemin), Para (L9evy).
5.2. La cr3eation du LITP
Quand Maurice est nomm9e  a Paris, c’est encore la Facult9e des Sciences. Il est
int9egr9e dans l’Institut de Programmation, structure universitaire cr9e9ee quelques ann9ees
plus toˆt pour compl9ementer le dispositif du Centre de Calcul. Initialement, l’Institut de
Programmation devait servir  a former les cadres techniques dont le CNRS aurait besoin
pour entretenir les parcs de machines naissants. Puis Arsac nomm9e professeur est appel9e
 a la direction de l’Institut de Programmation au milieu des ann9ees 60. En collaboration
avec les deux autres centres informatiques universitaires qui se d9eveloppaient alors
 a Grenoble (Kuntzman) et Toulouse (Laudet), Arsac obtient la cr9eation d’un cursus
national de licence et maYˆtrise en informatique. Les maYˆtrises venaient d’ailleurs d’eˆtre
instaur9ees (r9eforme Fouchet). Mais la fondation de Paris 6 et de Paris 7 se pr9epare. Le
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cursus informatique complet se poursuivra  a Paris 6, tandis qu’ a Paris 7 l’enseignement
de l’informatique commencera sous forme de cours  a option pour les 9etudiants de
math9ematiques. Il faudra attendre le milieu des ann9ees 80 pour que Paris 7 se dote  a son
tour d’une licence et maYˆtrise en informatique. Le groupe form9e par SchButzenberger-
Nivat-Nolin ira  a Paris 7. Une structure CNRS (ERA) est cr9e9ee autour de ce petit
noyau. Le premier budget annuel reScu du CNRS 9etait de 2000F, ce qui meˆme pour
l’9epoque 9etait fort peu: de quoi tenir des r9eunions  a Fontainebleau... Ce laboratoire
ne s’appelait pas encore LITP, mais on pourrait parler d’un “premier LITP”, car pour
beaucoup, l’aˆge d’or de ce laboratoire s’identi"e bien avec la d9ecennie 1970. Tous les
membres de l’9equipe se r9eunissaient une journ9ee par mois, salle Dussane  a l’ENS, et
mangeaient ensemble dans un restaurant du quartier. JoProy Beauquier se souvient de la
premi ere de ces r9eunions: “il y avait une atmosph ere extraordinaire et un enthousiasme
perceptible”.
Dans le meˆme esprit, Maurice lance les Ecoles de Printemps d’Informatique Th3eo-
rique, qui ont jou9e un roˆle primordial dans la constitution d’un v9eritable r9eseau: ces
r9eunions de l’ensemble des informaticiens th9eoriciens une semaine par an dans un lieu
agr9eable ont largement contribu9e  a souder la communaut9e. Telle 9etudiante y a trouv9e
sa vocation de chercheur, tel autre y a fait ses premi eres armes. La convivialit9e, la tr es
faible moyenne d’aˆge des participants et les multiples libations et plantureux repas ont
contribu9e  a la cr9eation de la famille! Dans ces occasions, la presse r9egionale est de la
partie 9egalement. L’organisation mat9erielle de ces 9ecoles a longtemps 9et9e assur9ee par
un professeur de l’ENSTA, Jean-Pierre Crestin.
Au moment de renouveler le jeune laboratoire, quatre ans plus tard, Maurice Zuvre  a
l’9elargir, a"n de r9eunir des th9eoriciens et des programmeurs, r9epartis sur les deux uni-
versit9es Paris 6 et 7. Son pari, qui sera gagn9e, 9etait d’atteindre une meilleure visibilit9e,
et aussi de favoriser des rencontres entre th9eoriciens et praticiens de l’informatique
(Fig. 1). De fait, le laboratoire est tr es rapidement connu en France et dans le monde,
et les "nancements publics deviennent plus substantiels. Ainsi est cr9e9e le LITP (Lab-
oratoire d’Informatique Th9eorique et Programmation, UA 248), en 1975. Maurice en
sera le co-directeur jusqu’en 1985, avec Jacques Arsac puis avec Bernard Robinet. La
gestion administrative du LITP a 9et9e assur9ee par Paulette Le Louet depuis le milieu
des ann9ee 70 jusqu’ a son d9epart  a la retraite en 1996. Sa sZur cadette, Nicole Robinet,
a un record de long9evit9e plus grand. encore, puisqu’aujourd’hui encore en activit9e  a
Paris 6, elle est arriv9ee au d9ebut des ann9ees 60 pour assurer le secr9etariat de l’Institut
de Programmation naissant.
A partir des ann9ees 80, l’histoire du LITP est malheureusement travers9ee de conHits,
complexe alchimie d’oppositions de styles, d’orientations, et de comp9etition entre les
deux universit9es sur lequel le laboratoire est implant9e. Le LITP a disparu en 1997. Mais
le spectre de l’informatique fondamentale, appuy9e sur les deux poˆles de l’algorithmique
et de la programmation, est aujourd’hui en quelque sorte r9eincarn9e  a Paris 7, o u ont
9et9e cr9e9es en 1997 le LIAFA (Laboratoire d’Informatique Algorithmique Fondamen-
tale et Appliqu9ee) et en 1999 l’Equipe PPS (Preuves, Programmes et Syst emes).
Inlassable p9elerin, Maurice oPrira un actif soutien aux partisans de ce renouveau,
r9edigeant notamment de sa plume un beau texte  a l’appui de la demande de cr9eation
du LIAFA.
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Langages alg3ebriques, Bonascre (J.-P. Crestin et M. Nivat), 1973
Complexit3e des algorithmes, Ile de Berder (Ph. Flajolet), 1974
Mono9:des syntactiques, Vic-sur-C ere (J.-F. Perrot), 1975
S3emantique des langages de programmation, Molines-en-Queyrac (M. Nivat), 1976
S3eries formelles, Vieux-Boucau-les-Bains (J. Berstel), 1977
-calcul, La Chaˆtre (B. Robinet), 1978
Th3eorie des codes, Jougne (D. Perrin), 1979
Parall3elisme, Colleville (G. Roucairol), 1980
Langages alg3ebriques, Murol (L. Boasson), 1981
Compilation, Bar eges (L. Nolin), 1982
Algorithmique, Ile de R9e (M. Fontet), 1983
Automates et mots in,nis, Le Mont Dore (D. Perrin) 1984
Logique combinatoire et -calcul, Val d’Ajol, (G. Cousineau et P.-L. Curien), 1985
R3eseaux d’automates, Argel es-sur-Mer (C. ChoPrut), 1986
Linguistique et informatique, Ile d’Ol9eron (M. Gross et D. Perrin), 1987
Automates ,nis et applications, Ramatuelle (J.-E. Pin), 1988
Logique et informatique, Albi (B. Courcelle), 1989
S3emantique des syst;emes de processus concurrents, La-Roche-Posay
(I. Guessarian), 1990
Math3ematiques et informatique th3eorique, M9ejanes-Le-Cap (S. GrigorieP), 1991
Parall3elisme, Les Sables d’Or les Pins (M. Cosnard et Y. Robert), 1992
R3e3ecriture de termes, Font-Romeu (H. Comon et J.-P. Jouannaud), 1993
Programmation logique avec contraintes, Chatillon-sur-Seine (A. Podelski), 1994
G3eom3etrie et topologie discr;ete, Super Lioran (J.-P. R9eveill es et D. Richard), 1995
Automates cellulaires, Saissac (J. Mazoyer), 1996
Algorithmique, Longefoy (D. Krob et M. Morvan), 1997
Alg;ebres Max-Plus et applications en informatique et automatique,
Ile de Noirmoutier (S. Gaubert, J.-J. Loiseau, J. Mairesse, J.-E. Pin), 1998
Codage et cryptographie, Batz-sur-mer
(A. Canteaut, C. Carlet, P. Charpin, M. Girault, B. Vall9ee), 1999
Pavages du plan, Branville (B. Durand, M. Nivat, L. Vuillon), 2000
Arithm3etique des ordinateurs, Prapoutel-Les-Sept-Laux
(C. Frougny et J.-M. MBuller), 2001
S3emantique des langages de programmation, Agay
(P.-L. Curien, V. Padovani, J.-M. RiQet), 2002
Fig. 1. Liste des ecoles de printemps d’informatique th9eorique.
5.3. L’informatique th3eorique europ3eenne
Mais revenons au d9ebut des ann9ees 70. Maurice ne d9eborde pas seulement d’activit9e
sur la sc ene nationale. Il va forger des outils essentiels pour la communaut9e de recherche
europ9eenne en informatique. Il rencontre le prince Caracciolo di Fiorino, qui Zuvre  a
l’OCDE et  a la Commission Europ9eenne. Il se voit con"er la r9edaction d’un rapport
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OCDE sur l’Informatique, qui aura la plus grande inHuence ... sur le gouvernement
polonais (l’un des premiers pays  a adopter le mot informatique, comme dans la revue
Fundamentae Informaticae). A Bruxelles, le prince plaidait en vain la cr9eation d’un
Institut du Software, mais une id9ee moins ambitieuse eut plus de succ es: il sugg ere
 a Maurice la cr9eation d’une Association Europ9eeenne d’Informatique Th9eorique, qui
serait soutenue par Bruxelles. Il n’y aura pas de soutien de la Commission Europ9eenne,
mais l’EATCS (European Association for Theoretical Computer Science) est fond9ee
comme association de droit belge. Le groupe fondateur comprend autour de Maurice:
Jaco de Bakker, Corrado BBohm, Mike Paterson. Le premier “International Colloquium
on Automata, Languages and Programming” (ICALP) est organis9e en 1972  a l’IRIA.
Beaucoup de vedettes sont l a: Rabin, Paterson, Scott, Meyer, Eilenberg,... . On trouvera
plus loin davantage d’informations sur l’EATCS et l’ICALP dans le texte d’Arto Sa-
lomaa et Grzegorz Rozenberg. Plus tard, Maurice cr9eera aussi l’Association FranScaise
d’Informatique Th9eorique (AFIT), avec l’aide de Paul Gastin et Brigitte Rozoy.
5.4. Naissance de TCS
Fruit de conversations avec Inar Fredrikson, 9editeur chez North Holland, le journal
paraYˆt depuis 1976. Dans toute son histoire, il n’a subi que deux attaques, auxquelles il
a r9esist9e sans diRcult9e, l’une 9emanant de coll egues d’outre-atlantique qui ont d9emarch9e
aupr es de North Holland pour tenter d’empeˆcher la cr9eation d’un tel titre en Europe,
et dix ans plus tard de la part de coll egues hostiles  a l’informatique th9eorique. Nous
renvoyons aux 9editoriaux de Giorgio Ausiello, Don Sannella et Mike Misolve, et de
Maurice Nivat, dans le num9ero 250 de TCS, pour plus d’9el9ements sur la revue et sur
sa prodigieuse expansion depuis un quart de si ecle.
L’inHuence de Maurice sur le milieu international de l’9edition scienti"que d9epasse
de beaucoup ce journal (auquel il faut ajouter Science of Computer Programming,
un cousin plus orient9e vers la pratique de la programmation, et plus r9ecemment les
Electronic Notes in Theoretical Computer Science). Maurice faisait par exemple partie,
avec Engeler, Huet, Jouannaud, Milner et Wirsing du Comit9e Editorial de la s9erie
Progress in Theoretical Computer Science (Pitman, repris par BirkhaBuser) dirig9ee par
le regrett9e Ron Book, grand ami de Maurice.
6. Des langages algebriques (a la semantique
Je reprendrai plus loin l’expos9e des r9ealisations de Maurice pour l’informatique
franScaise et europ9enne, mais je souhaite ne pas perdre le "l du temps. Parlons donc
un peu des travaux scienti"ques de Maurice depuis la "n des ann9ee 60 jusqu’au d9ebut
des ann9ees 80.
6.1. Th3eorie des langages
Dans sa th ese, Maurice avait 9etabli une caract9erisation alg9ebrique des transductions
rationnelles. Celle-ci est  a la base de nombreux d9eveloppements ult9erieurs de l’“9ecole
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franScaise” de th9eorie des langages. Les notions de coˆne rationnel et de hi9erarchie
sont d9ej a l a [29]. Peu de temps apr es, Maurice entame l’9etude des langages d9e"nis
par congruence [17]; cette 9etude conduira beaucoup plus tard aux travaux de G9eraud
S9enizergues (voir la contribution de ce dernier dans ce volume).
Un ePort continu est poursuivi par Maurice et ses 9el eves (Luc Boasson, JoProy
Beauquier, Jean-Michel Autebert) en vue de comprendre la structure (et notamment les
g9en9erateurs [7]) des langages alg9ebriques, ou “context-free”, et m enera en particulier  a
la d9ecouverte d’une mesure de complexit9e remarquable [12] qui a 9et9e beaucoup utilis9ee.
Un expos9e synth9etique d’un certain nombre de ces r9esultats peut eˆtre trouv9e dans le
livre de Jean Berstel [11].
En"n,  a la "n des ann9ees 70, et en relation avec le d9eveloppement de ses travaux
en s9emantique (cf. infra), Maurice entamera l’9etude des mots in"nis engendr9es par
une grammaire alg9ebrique [31]. Il introduit la notion de centre d’un langage et met
en 9evidence les propri9et9es topologiques sous-jacentes. Graˆce  a ce foisonnement d’id9ees
neuves, la France s’est taill9ee une r9eputation internationale sur ces sujets et bon nom-
bre de chercheurs du domaine lui sont redevables d’id9ees fondatrices dont il est
l’auteur.
6.2. De la s3emantique alg3ebrique ;a celle du parall3elisme
Rappelons que Maurice d9ecouvre les sch9emas de programmes  a Colchester. Il 9etend
d’abord un fameux th9eor eme de SchButzenberger, caract9erisant l’ensemble des termes
engendr9es par une grammaire alg9ebrique (d’arbres) comme la plus petite solution de
cette grammaire, consid9er9ee comme un syst eme d’9equations sur les ensembles de ter-
mes. Puis il montre que, dans le cas o u la grammaire repr9esente un sch9ema de pro-
gramme (r9ecursif), cette solution alg9ebrique caract9erise  a son tour la s9emantique du
sch9ema de programme, au sens o u l’interpr9etation de cette solution coBYncide avec la
s9emantique op9erationnelle du sch9ema de programme consid9er9e [30].
Peu  a peu se d9egage ainsi la “s9emantique alg9ebrique” [18] (voir aussi l’ouvrage
[24] d’Ir ene Guessarian), qui repose sur la construction d’un objet alg9ebrique in"ni—
similaire  a l’arbre de BBohm d’un lambda-terme—qui factorise la s9emantique d’un
sch9ema de programme. Cet objet alg9ebrique caract9erise ainsi la classe d’9equivalence
s9emantique du sch9ema de programme auquel il est associ9e. Ceci permet dans certains
cas (sch9emas de programmes “rationnels” par exemple) de donner des algorithmes pour
d9ecider de cette 9equivalence. L’9etude des arbres in"nis—pour eux-meˆmes—culmine
avec la th ese de Bruno Courcelle (voir [19]).
Maurice entreprend ensuite de g9en9eraliser ses r9esultats au cas non-d9eterministe. Les
diRcult9es s’av erent s9erieuses, notamment parce que la s9emantique d9enotationnelle est
impuissante  a d9e"nir une notion satisfaisante de “power-domain”. En collaboration
avec Andr9e Arnold, il introduit alors l’utilisation des espaces topologiques, et plus
particuli erement des espaces m9etriques [1], a"n de d9e"nir, toujours dans l’esprit du
th9eor eme de SchButzenberger—c’est- a-dire par point "xe—, l’objet s9emantique associ9e
 a un sch9ema de programme non-d9eterministe. Cette faScon de voir la s9emantique, via
les espaces m9etriques, dont l’expos9e le plus synth9etique est [33], sera reprise par de
nombreux auteurs par la suite, notamment par le groupe de Jaco de Bakker en Hollande.
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Mais il est juste de dire que le succ es ici n’est pas complet, car la coBYncidence avec
la s9emantique op9erationnelle (telle que d9e"nie par G9erard Boudol [13]  a la suite des
travaux de G9erard Berry et Jean-Jacques L9evy [10]) ne subsiste que dans certains
cas particuliers. Ce “chapitre” de l’activit9e scienti"que de Maurice se cloˆt avec la
publication de [34], qui collecte les communications faites  a un s9eminaire franco-
am9ericain tenu  a Fontainebleau en 1982.
Il va ensuite s’int9eresser  a la s9emantique du parall9elisme. L’articulation technique est
ici fournie par l’9etude des mots in"nis vus comme des comportements in"nis de pro-
cessus, qui engendrera de nombreux travaux men9es sous la direction de Maurice: ceux
de FranScoise Gire, Dani ele Beauquier, Hugues Fauconnier, Paul Gastin, Andreas Podel-
ski. L’activit9e de consultant de Maurice  a la Thomson joue aussi un roˆle d9eterminant:
au tournant des ann9ees 70=80, Ruggiu organise  a Corbeville des r9eunions r9eguli eres
avec quelques ing9enieurs travaillant sur la programmation des centraux t9el9ephoniques.
Ces rencontres ont favoris9e la maturation des travaux de Maurice [32], et— a la suite—
d’Andr9e Arnold, sur la synchronisation d’automates. Pour plus de d9etails sur cette
p9eriode de l’activit9e de Maurice, nous renvoyons  a la contribution d’Andr9e Arnold
dans le pr9esent volume. Disons seulement que dans ce domaine, il a 9et9e en bonne part
un pr9ecurseur, faisant du “model-checking” avant l’heure. Il a aussi  a cette 9epoque
beaucoup discut9e de concurrence avec des chercheurs venus d’horizons pratiques, tels
que G9erard Roucairol, que Maurice avait invit9e  a fonder une 9equipe sur le parall9elisme
au LITP, ou Jean-Pierre Verjus (Rennes).
7. Travaux d’Hercule
En 1982, par l’interm9ediaire de Lions, Maurice est charg9e par Chev enement et
Savary, respectivement ministres de la Recherche et de l’Education, de la r9edaction
d’un rapport sur la "li ere 9electronique. Cette taˆche prendra pr es d’un an. Maurice con-
sulte beaucoup. La rapport s’intitule “Savoir et Savoir-faire en Informatique”. Lorsqu’il
est termin9e, Fabius a succ9ed9e  a Chev enement,  a la teˆte d’un minist ere de la Recherche
et de l’Industrie. Maurice ira tout de meˆme pr9esenter son rapport  a Chev enement,
lequel, tout  a sa libert9e politique retrouv9ee, lui oPrira en teˆte- a-teˆte un long et impres-
sionnant discours de g9eopolitique. Fabius propose  a Maurice de pr9esider le Conseil Sci-
enti"que du Programme Mobilisateur de la Fili ere Electronique. Maurice met en place
les Programmes de Recherche Coordonn9es (PRC), qui seront pendant quelques ann9ees
richement dot9es et donneront un fantastique coup de fouet  a la recherche franScaise.
Dans les domaines qui nous sont proches, les projets suivants se d9eploient:
• Programmation (Robert Cori),
• Math9ematiques pour l’Informatique (Dominique Perrin, puis Philippe Flajolet).
• C3 (Coop9eration, Concurrence, Communication) (Jean-Pierre Verjus).
• BD3 (Bases de donn9ees) (Delobel).
• Informatique linguistique (Maurice Gross).
C’est aussi  a ce moment qu’intervient la "n du monopole de Bull, qui empeˆchait les
laboratoires de s’acheter des machines Unix. Les PRC ont permis l’achat des premiers
VAX, qui 9etaient des machines couˆteuses. Toutes les 9equipes utilisaient la meˆme ma-
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chine  a travers le r9eseau TRANSPAC (qui venait d’eˆtre mis en service), ce qui a
contribu9e  a faire nouer des collaborations et  a souder des communaut9es.
Ce travail important et pro"table se d9eroulait ind9ependamment d’une p9erip9etie gran-
diloquente, le Centre Mondial de l’Informatique, lubie d’un journaliste politicien, Jean-
Jacques Servan-Schreiber, qui prenait son essor sous de hautes protections politiques
(DePerre, Mitterrand). Appel9es en gourous, Seymour Papert (ancien th9eoricien des
langages formels devenu apoˆtre de l’IA au MIT) et Raj Reddy (directeur du Centre
de Robotique de CMU) promettaient la suppression des universit9es, ou ce qui revient
au meˆme leur distribution sur les plus in"mes coins du territoire ou les villages de la
brousse africaine, tout le savoir pouvant eˆtre enferm9e sur un disque dur, et pouvant
eˆtre interrog9e interactivement. Henri Emmanuelli se porte candidat pour les Landes!
8. Pavages et tomographie discr(ete
D9echarg9e en 1985 de ses responsabilit9es nationales, Maurice se remet  a la recherche.
Il garde un int9ereˆt pour les langages d’arbres et pour la concurrence. Mais surtout,
il d9ecide une nouvelle fois d’inH9echir—plus radicalement sans doute cette fois—son
domaine de recherche, et va s’int9eresser aux objets g9eom9etriques discrets, et notamment
aux probl emes de pavage qui le fascinent [23,22]. Il suit les travaux de plusieurs
jeunes chercheurs sur ces sujets: Alain Daurat, Yann G9erard, Laurent Vuillon. Un de
ses anciens 9etudiants, Ahmed Saoudi, malheureusement d9ec9ed9e depuis, l’a beaucoup
pouss9e dans cette direction.
8.1. Pavages
Avec Dani ele Beauquier, Maurice se pose la question suivante: est-il d9ecidable de
savoir si un nombre "ni de polyominos forme un code plan? La r9eponse, n9egative,
qu’ils obtiennent vers 1993–1994, sera longue  a trouver, et doit encore eˆtre publi9ee.
Dans [8], ces deux auteurs s’attaquent au probl eme du pavage du plan par translation
d’une seule pi ece. Ils montrent que de tels pavages sont possibles si et seulement si la
pi ece est un pseudo-hexagone, et que tout tel pavage est semi-p9eriodique (c’est- a-dire
invariant par certaines translations). Beauquier et Nivat ont ainsi trouv9e une famille
int9eressante et d9ecidable de probl emes de pavage.
Dans [9], Maurice et ses coauteurs montrent la NP-completude des pavages par des
dominos horizontaux et des trominos verticaux, et plus generalement pour toute paire
de barres dont l’une a une longueur sup9erieure  a deux 2. D’autres r9esultats dans la
meˆme veine ont 9et9e obtenus r9ecemment par Moore et Robson [27].
8.2. Tomographie discr;ete
Maurice est aussi l’un des pionniers de la tomographie discr ete, dont l’objet est
de reconstruire un objet discret  a partir de projections [25]. Il s’est int9eress9e au
probl eme de la reconstruction de matrices binaires  a partir d’un nombre "ni de “radio-
graphies discr etes”, c’est- a-dire de projections sur certaines lignes compt9ees avec des
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multiplicit9es. Le cas de deux projections (horizontale et verticale) a 9et9e le plus 9etudi9e.
Des r9esultats d’existence et d’unicit9e sont connus [35]. Mais comme le nombre de solu-
tions peut eˆtre tr es 9elev9e en g9en9eral, les chercheurs du domaine se sont int9eress9es  a des
cas particuliers. Dans [5,6], Maurice, en collaboration avec Elena Barcucci, Alberto Del
Lungo et Renzo Pinzani, donne des algorithmes polynomiaux pour la reconstruction de
matrices binaires ayant des propri9et9es de convexit9e et/ou connexit9e. Ces travaux, dont
une synth ese est pr9esent9ee dans [20], ont 9et9e prolong9es par plusieurs auteurs [3,15,16].
Le probl eme de la reconstruction de matrices binaires  a partir de trois projections ou
plus est NP-complet [21]. Maurice et ses coauteurs ont trouv9e une classe de polyominos
(convexes et connexes, toujours) pour lesquels la reconstruction peut se faire en temps
polynomial [4]. Une extension de ces r9esultats aux treillis convexes est donn9ee dans
[14].
La tomographie discr ete est un sujet relativement r9ecent, riche d’applications et ac-
tivement 9etudi9e, que Maurice contribue  a promouvoir. Au cours des derni eres ann9ees, il
a organis9e deux colloques avec Peter Gritzmann: Workshop on Discrete Tomography:
Algorithms and Complexity (Dagstuhl, 1997) et Workshop on Discrete Tomography
and Related Problems (Nancy, 1999).
9. Un homme de conviction
Ainsi arriv9e au terme de ce bref survol d’une carri ere qui n’est pas "nie—car je forme
le vZu que Maurice ait une retraite des plus actives—, je voudrais laisser la parole aux
coll egues et amis—les deux se confondent souvent, tant Maurice a su chaleureusement
accueillir et admettre dans sa famille les nombreux coll egues avec lesquels il a 9etabli
des relations de con"ance et d’estime—qui m’ont fait parvenir leurs t9emoignages sur
leurs rencontres avec Maurice. Ce qui suit est principalement le fruit d’une synth ese
anonyme de leurs propos, dont j’esp ere ne pas avoir trahi l’esprit.
D9ebarrassons-nous d’abord des ombres au tableau. Les relations de Maurice avec
quelques coll egues et amis, tout comme sa vie personnelle, ont 9et9e travers9ees d’9episodes
diRciles, ins9eparables d’une personnalit9e complexe et attachante, que rien n’9evoque
sans doute mieux que de longs silences de Maurice au milieu d’une conversation
t9el9ephonique, nocture de pr9ef9erence! Au total, il faut surtout saluer une activit9e d9ebor-
dante, une vaste imagination, une inlassable curiosit9e, et ... un solide sens de l’humour.
Maurice a d9eploy9e des ePorts constants pour diPuser sa vision de l’informatique:
discipline scienti"que  a part enti ere et devant construire ses fondations. Son passage  a
Grenoble et  a Rennes lui a montr9e l’importance de cette “mission”. Il faut se souvenir
qu’au d9ebut des ann9ees 70, en France, certains universitaires informaticiens des gros
centres de province d9efendaient une informatique “pratique” qui leur servait  a justi"er
une absence de d9emarche scienti"que. La cr9eation du LITP n’est pas all9ee tout- a-fait de
soi au CNRS. En 1983, il arrive encore qu’un th9esard du LITP puisse eˆtre mal reScu dans
un laboratoire d’informatique, sur la seule base de son appartenance au “laboratoire de
Nivat”! Le m9erite de Maurice est d’avoir compris qu’il fallait non seulement “produire”
des gens qui auraient cette vision de l’informatique et propageraient la “bonne parole”,
mais aussi trouver au sein des groupes existants les gens qui comprendraient les enjeux
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scienti"ques et la n9ecessit9e de sortir de cette d9efense et illustration d’une “informatique
pratique  a la franScaise” a"n d’eˆtre pr9esent sur la sc ene scienti"que internationale.
Maurice ne s’est pas content9e de d9efendre et diPuser ses convictions aupr es des
praticiens. Il a aussi constamment plaid9e parmi les th9eoriciens pour l’ouverture vers
les applications ou vers de nouveaux champs  a explorer. Si le lecteur n’en 9etait pas
encore convaincu, on pourrait encore noter l’int9ereˆt de Maurice pour les rapports entre
informatique et culture (habilitation de Philippe Aigrain), qui a sans doute pour racine
sa passion pour le patrimoine rural ou l’arch9eologie industrielle. Les liens profonds
que Maurice a nou9es avec Louis Nolin d es le d9ebut de sa carri ere ont certainement
contribu9e  a cr9eer les conditions pour la maturation d’un aussi remarquable spectre
scienti"que.
Maurice aura ainsi 9etendu son “9ecole humaine”, pour reprendre le titre d’une section
de ce texte (que je dois  a Jean Vuillemin), jusqu’ a:
• Toulouse. Des chercheurs du LITP y ont longtemps donn9e des cours de DEA, qui
ont engendr9e des th eses (FranScois Rodriguez, Patrick Sall9e, Jean-Louis Durieux,...).
Jean Vignolle—qui a travaill9e sur la premi ere machine franScaise: le GAP 500—a
encourag9e et supervis9e cet apport.
• Lille (Dauchet, Arnold, Latteux, Comyn, Jacob). Ici, l’initiative revient  a Andr9e
Arnold et Max Dauchet, qui forment en 1974 un groupe de travail sur les langages
d’arbres, et r9ealisent bientoˆt que Maurice travaille d9ej a dans ce domaine. Il devient
leur directeur de th ese. Il leur sugg ere d’organiser un colloque  a Lille sur les arbres
en alg ebre et en programmation, qui a ePectivement eu lieu en f9evrier 1976. C’9etait
le premier CAAP, qui s’est tenu  a Lille pendant une demi-douzaine d’ann9ees, puis
dans toute l’Europe. Le CAAP a v9ecu 20 ans, son h9eritier est FOSSACS.
• Nancy: ici, il s’agit surtout de nombreux contacts et 9echanges (Jean-Pierre Jouan-
naud, Claude et H9el ene Kirchner, Pierre Lescanne).
• Et, via des chercheurs de l’9ecole parisienne nomm9es en province: Amiens (Boasson,
aujourd’hui professeur  a Paris 7), Bordeaux (Cori, puis Courcelle, puis Arnold),
Poitiers (Arnold), Rennes (Kott), Rouen (Perrin, aujourd’hui professeur  a Marne-la-
Vall9ee). Notons que le contexte 9economique ou r eglementaire peut donner un coup
de pouce  a d’exemplaires mouvements. Ainsi, cet essaimage vers la province doit un
peu au premier choc p9etrolier, qui a engendr9e une grande p9enurie de postes, poussant
des gens qui ne l’auraient peut-eˆtre pas souhait9e  a s’9eloigner de la capitale. Dans un
autre ordre d’id9ee, j’ai pu constater le roˆle de l’anti-militarisme dans les vocations
vers la "n des ann9ees 60 et le d9ebut des ann9ees 70. Quelques polytechniciens sont
arriv9es vers l’informatique en b9en9e"ciant de la “botte recherche”, une disposition
qui  a l’X permettait entre autres d’“9echapper” au service militaire en allant faire de
la recherche!
A cette liste, on peut ajouter l’Ecole Normale Sup9erieure de Lyon, o u Maurice fait
de multiples s9ejours au d9ebut des ann9ees 90, et noue de nombreux contacts (Mazoyer,
Durand, Remila).
Maurice a depuis longtemps une vision  a long terme de la recherche en informatique,
et une compr9ehension remarquable de l’importance relative des r9esultats scienti"ques.
Il sait d9etecter les talents et a toujours cherch9e  a permettre  a de jeunes chercheurs
de d9evelopper leurs propres travaux. Il a su faire se rencontrer beaucoup de gens  a
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l’9echelle franScaise et leur faire rencontrer beaucoup d’9etrangers, et construire ainsi un
tissu de relations qui a aid9e l’informatique franScaise  a rattraper les centres d’excellence
comme Edimbourg. Il a constamment cherch9e  a 9elargir les domaines de recherche de
son entourage, en commenScant par lui-meˆme.
Il n’a eu de cesse de sensibiliser la communaut9e scienti"que autant que les d9ecideurs
aux enjeux 9economiques ou sociaux de l’informatique. Mais il n’a pas toujours pu
assez faire entendre les points de vue dont il 9etait porteur. Ce n’est pas faute d’y
avoir travaill9e, pendant des ann9ees! Appel9e de nouveau par le Minist ere charg9e de
la Recherche  a pr9esider l’Observatoire de la Recherche en Informatique en France, il
d9epensera beaucoup d’9energie en 1993 et 1994  a coordonner les travaux d’une vingtaine
d’experts chercheurs et industriels, y d9eployant tout le talent de sa belle plume, tout
cela pour un rapport si vite enterr9e... Aujourd’hui comme hier, Maurice regrette que les
politiques et les grands industriels n’aient pas d9eploy9e les ePorts suRsants pour cr9eer
une puissante industrie informatique nationale ou europ9eenne. On se souviendra par
exemple de la SM90, dont quelques dizaines d’exemplaires furent produits au d9ebut des
ann9ees 80. Une belle architecture, initialement conScue au CNET. La machine aurait pu
rivaliser avec le SUN, mais il aurait fallu y mettre dix fois plus de personnes... Notons
tout de meˆme, sur une note plus optimiste, que l’9equipe gouvernementale suivante
a reconnu au tournant du mill9enaire l’importance du secteur des STIC (Sciences et
Technologies de l’Information), et s’emploie  a compenser ce r9eveil tardif par une
impulsion forte en termes de programmes et de moyens humains, cr9eant notamment
des postes de chercheurs en nombre important dans ce secteur,  a l’INRIA et au CNRS,
dot9e d’un nouveau d9epartement des Sciences et Technologies de l’Information.
Maurice est, en"n, un grand voyageur. Il est impossible de faire la liste de tous
les pays qu’il a visit9es. Mentionnons ici seulement ses liens nombreux et "d eles avec
l’Italie, l’Inde, le Japon, et plus r9ecemment le Chili..
Ainsi s’ach eve cette courte et donc bien partielle promenade dans la carri ere de Mau-
rice Nivat. Mes remerciements iront d’abord  a lui pour ce que je lui dois en g9en9eral,
et pour les 9el9ements de son histoire qu’il a bien voulu me communiquer au cours de
deux longues conversations, qui ont fourni la mati ere d’une bonne partie de ce texte.
Je remercie aussi tous les coll egues qui m’ont aid9e dans cette modeste entreprise de
m9emoire. Apr es une trentaine d’ann9ees d’existence, il reste  a souhaiter longue vie  a
l’informatique fondamentale, science du logiciel, ouverte sur les autres disciplines (bi-
ologie, linguistique,...) et les applications, et appuy9ee sur les math9ematiques (alg ebre,
logique, g9eom9etrie), assez inventive cependant pour relever de nouveaux d9e"s comme
celui de la programmation distribu9ee et de l’internet, pour lesquels les math9ematiques
n’ont pas plus pr9epar9e d’outils tout faits que lorsque les pionniers de la th9eorie des auto-
mates, de la s9emantique d9enotationnelle, des calculs de processus ou de l’algorithmique
ont commenc9e d’apporter leurs pierres  a l’9edi"ce des fondements de l’informatique.
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