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INTRODUCTION 
Conventional ultrasonic C-scanning for detection and characterization of mate-
rial defects has limitations because it provides only an overall planar view of the 
damage without accurate definition of the size and location of flaws. Hence, a 
three-dimensional reconstruction from the digitized ultrasonic fulse-echo waveform 
database was developed for full volume evaluation of damage [1 . 
Since the A-scans contain a great deal of information of wave interactions with 
flaws at a point through the thickness of the material in the pulse-echo mode, record-
ing of the entire waveform at every location is very useful in subsequent analyses. 
The database approach has the advantage that all A, B, or C-scans as well as the 
perspective 3-D view of the flaw map can be constructed from the database. For 
instance, if the peak values of the back face reflection in each A-scan is mapped on 
a 2-D plane, a gray-scale C-scan image can be obtained. If there is a region of par-
ticular interest in the C-scan, the corresponding A-scan can be presented promptly 
from the database. The ultrasonic response to anomalies was studied in an effort to 
determine the existence of flaws and the location of these flaws from time-of-flight 
measurements. 
ECHO DETECTION AND IMAGING 
The specimen investigated was a 16-ply quasi-isotropic graphite/epoxy laminate 
loaded under low-velocity impact. In addition, a reference specimen with an embedded 
Kapton film patch was fabricated and used to establish an algorithm for detection of 
echos and 3-D imaging. The specimens were scanned at normal incidence in pulse-
echo mode with a highly damped 10 MHz focused transducer for reasonably good 
lateral resolution. During scanning, the A-scans at each location of the transducer 
were digitized at 200 MHz (5 ns sampling rate) and 512 data points per waveform 
were stored in the database. These settings should be optimized for a particular 
material and transducer considering sound velocity in the material, the thickness of 
the specimen, and the frequency and bandwidth of the transducer, etc. 
After the database is constructed from the scanning, the waveforms are interro-
gated on a point-by-point basis. The waveform at the starting position of the scan 
pattern is taken as the reference waveform. This position should be in the undam-
aged zone with an A-scan showing apparent front and back surface reflections and no 
noticeable echos between those two echos. Figure 1 shows a typical reference A-scan 
and waveforms in the damaged region of the impact specimen. 
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Typical A-scans and locations of gates. (a) waveform at reference point, (b) 
and (c) waveforms in damaged region. 
The waveforms are examined with two gates and the corresponding predeter-
mined threshold values. The first gate is placed between the front and back surface 
echos to monitor echos due to reflection inside the material; while the second gate is 
located on the back face reflection to monitor the cumulative loss of ultrasonic energy 
at a point. For example, the first gate opens at position 1 and closes at position 2; 
the second gate opens at position 2 and closes at position 3 as illustrated in Fig. 1. 
Since the polarities of the reflections from delaminations and the back surface 
are opposite to that of the front surface reflection, any peaks appearing within the 
first gate of magnitude larger than the threshold value whose polarity is opposite to 
that of the selected peak of the front face reflection are considered as defects. In 
addition, assuming that the wave propagates at a constant velocity in the material, 
the time scale in the A-scan is linearly proportional to the distance traveled along 
the thickness direction. Hence, the time-of-flight from the front face determines the 
depth of the flaw below the surface. The same procedure is applied for the second 
gate with a different threshold value to monitor the backface reflection. 
Figure 1(b) shows a waveform at a location where two delaminations exist, one 
below the other. The amplitude of the reflection from the second delamination is 
reduced because of the shadowing effect from the first one. If the threshold value is 
set at 160, only the first delamination is detected; on the other hand, if the threshold 
is set to pick up the second delamination, numerous faulty echos are also interpreted 
as defects. Hence, in the case of two closely stacked delaminations, the second one 
may not be detected by this method. Figure 1(c) shows the interference of echos from 
two closely spaced delaminations. Fortunately, the threshold value of 160 detects two 
echos. However, the location of the defect is uncertain in this case. In both cases, 
the second threshold value of 80 gives good results because the backface reflection is 
an indicator of total energy loss. A proper selection of the threshold value is thus 
a key to successful 3-D imaging, which is carried out depending on the patterns of 
reflections in damaged regions. 
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Fig. 2 B-scans of the specimen with embedded film patch obtained with different 
threshold values. 
In general, the waveforms drift back and forth on the time axis at different loca-
tions because of surface irregularities or trigger sensitivity of the digitizer. Therefore, 
for each waveform, the absolute gate opening positions in the array should be calcu-
lated by the given relative offset from the front surface reflection rather than explicitly 
specified absolute indices. By this means, the so-called surface follower mode, the gate 
positions are adjusted following the front surface. This technique is particularly useful 
for inspecting curved specimens such as pressure vessels. 
Once the gate parameters are determined, B-scans can be easily constructed from 
the database. While scanning the database, all waveforms along a line of interest are 
interrogated for analysis. A two-dimensional array represents the B-scan where the x-
axis is the location along a line and the y-axis is the location in the thickness direction. 
The location of the front surface is always set as the bright pixel value, and the pixels 
at the position of the detected echos and the back face reflection are set as they meet 
the described conditions. Figure 2(a) is the B-scan of the film patch specimen with 
proper selection of threshold value. As the threshold value decreases, more echos 
are interpreted as defects resulting in faulty information as shown in Fig. 2(b ). The 
discontinuous back face is due to the shadow from the film patch. Figure 3 shows 
delaminations in the impact specimen along eight different horizontal scan lines, with 
B-scans viewed from the bottom. One can observe that there is no delamination at 
the center of the damaged region and that the damage fans out towards the bottom 
plies. 
A three-dimensional isometric view of the flaw map is obtained by projecting 
stacks of B-scans onto the viewport plane with given viewing angles. This tech-
nique combines the best attributes of both B- and C-scans to produce a quasi-three-
dimensional or isometric projection of the object, resulting in greater flexibility in 
display information. Waveforms are read from the database while the position of the 
transducer in the scanning plane (x, y) and the time-of-flight information (or depth, z) 
at each point are computed from the waveforms according to the procedures described 
above. The illusion of a 3-D image is created on a 2-D display plane by transforming 
the x, y, z coordinates onto the eye coordinates x., Ye as follows: 
Xe =Px+m(xcos9+ysin9) 
Ye = Py + m [(y cos()- x sin 9) sin ¢i + z cos¢!] (1) 
where () is the rotation of the x- and y-axes and ¢i is the tilt of the z-axis. The size 
and location of the image on the viewport is determined by the zoom factor (m) and 
pan in the xy-coordinates (Px, Py)· The lines are displayed from the rear to the front 
so that the rear pixels are overwritten by the front ones. 
It is desirable to obtain the optimum perspective by proper selection of () and ¢i 
because it might be difficult sometimes to extract information from the image. The 
best presentation would be the combination of four images viewed from top, front, 
and right in addition to the perspective view as illustrated in Fig. 4. Note that the 
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Fig. 3 Delamination along horizontal sections for impact specimen. 
image viewed from the front and right hand side of the object are not cross-sectional 
views, but the overall result of superimposed cross-sections. The location and size of 
defects can be clearly observed by this presentation. 
STORAGE SCHEME 
A database of the entire waveforms requires a huge amount of storage space. For 
example, a database with 256 x 256 scan resolution and 512 data points per waveform 
needs at least 64 MBytes of storage media for a 10-bit accuracy digitizer, if the 16-bit 
integer variable array is used to represent a signal. For this reason, two schemes for 
efficient storage were used--data compression and pattern matching. 
Data compression techniques which are commonly used in communications tech-
nology reduce the storage requirement for each waveform. It is important that the 
compression encoding scheme should allow reconstruction of data from their coded 
form by a decoder within a reasonable error range. In the above case, 6-bits are wasted 
for each variable; hence, if bit-wise presentation is used instead of the byte-wise stor-
age, a compression ratio of 62.5% is achieved. However, this scheme is machine 
dependent and cannot be used in general. Therefore, another useful technique called 
run-length encoding (RLE) was used [2-3]. 
A signal consisting of a sequence of integers {s;} can be encoded by mapping it 
into a sequence of integer pairs ( Ck, vk) where Ck denotes the run length or count, and 
Vk denotes amplitude or value in the run. The run length is the number of contiguous 
elements having the same amplitude in the signal. Knowing the count and value of 
the run, it is possible to make an error-free decoder. This technique is useful when 
the signal consists of long runs. However, in the worst case when the signal contains 
many short runs, the encoding needs more storage. It can be demonstrated by an 
example of an array consisting of alternating numbers (e.g., 0, 1, 0, 1, .. . ) where the 
storage requirement is doubled. The compression ratio is in the range 0 < Rc ~ 2. 
One way to resolve this problem is the RLE with storing in which long runs of 
at least 3 are encoded with the RLE scheme and the short runs are just stored in full. 
Positive count variables are used to represent run length; negative count variables are 
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Fig. 4 Three-dimensional views of defects in the impact loaded specimen. Clock-
wise from top left,()= 0°, goo, 270°, 0°j ¢J =goo, 0°,30°, 0°. 
used to represent storage length. The decoder should detect the encoding scheme from 
the sign of the count variables. This compression scheme is effective in compressing 
an ideal waveform consisting of several echos on a constant baseline, because all 
the baselines are run-length encoded and the echos are stored. However, if additive 
background noise appears on the baseline, it may be less effective. Hence, use of 
a signal processor such as low-pass filtering or averaging before compression may 
improve the compression ratio. In this study, the RLE with grouping was developed 
and proven to be very effective in compressing the waveforms for 3-D imaging. The 
input signal s; is mapped into a function r; by the transformation: 
r; = /9 mod[s;, 19 ] + ~ (2) 
where mod[a, b] denotes the modulo of (a/b) and /9 is the group length. Then, the 
output r; is compressed by RLE with or without storing. In contrast to RLE or RLE 
with storing, this scheme may cause errors because the quantization level is reduced 
by the grouping process. Hence, the fidelity of the process should be studied. Two 
objective fidelity criteria are the root-mean-square (rms) error between the input and 
output signals, and the signal-to-noise ratio (SNR) of the output signal. For any value 
of i in the signal, the error between an input and the corresponding output is 
e; = r;- s;, i = 0,1, . . . ,rv- 1 (3) 
where fV is the array size. The mean-square value of the SNR is expressed as: 
N-1 N-1 N-1 
L: (s; + e;)2 L: st L: s;e; 
(SNR)ms = ..:..i=.:..:o:....,N..,.._....,1-- = 1 + ~':_o1 + 2 ;~~1 (4) 
L: et L: et L: et 
i=O i=O i=O 
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A large value of SNR means that smaller errors are introduced during the encoding 
process; a low SNR value means larger errors. Specifically, error-free encoders yield 
an infinite SNR. Obviously, a larger group length results in bigger errors and hence 
lower SNR. The second term on the right-hand side of eq. (4) is dominant because of 
the high contribution of s;f e; ratio from the pulses in the waveform. Since the errors 
due to grouping are smaller than half of the given group length, this term satisfies 
the inequality condition: 
N-1 
~s~ 4 N-1 
•=0 > "' 2 
N-1 - N[2 L....tS; E e~ g i=O 
(5) 
i=O 
The SNR is data dependent, i.e., eq.(5) implies that the encoding of the signals 
consisting of many pulses or with shorter group length yields higher SNR. A point 
on a pulse of larger amplitude is less disturbed than points on a lower amplitude 
pulse because of its higher s;/ e; ratio. Figure 5 shows the effect of group length on 
signal degradation, where the group lengths of Fig. 5(a) through 5(h) are 1, 2, 4, 
8, 16, 32 64, and 128, respectively. The group length of 1 results in an error-free 
encoder (infinite SNR) because there is no reduction in quantization levels. As the 
group length increases, the SNR decreases with better compression ratio. In the 3-D 
imaging technique described in the previous section, we are interested only in the 
peaks. Therefore, even a signal with low SNR can be used in the 3-D imaging process 
with optimally determined group length. For example, the group length of 64 in Fig. 5 
is a reasonable choice because both echos from back face and flaw can be detected 
with high compression (Rc = 0.18). On the other hand, the group length of 128 may 
not be used because the back face reflection is lost, even though it offers a better 
compression ratio. 
All of the run-length encoding compression techniques discussed above are used 
to reduce the storage requirement for each waveform in the database. In addition 
to this, one may consider another method utilizing a pattem recognition technique. 
The scan area of the material can be categorized into two parts: damaged area and 
undamaged area. The A-scans for the undamaged area are similar in pattem whereas 
the ones in the damaged area are quite different. Taking an A-scan in the undamaged 
region as a reference waveform, only the signals showing anomalies compared to the 
reference are stored; hence, the storage requirement is reduced. The primary purpose 
of the following analysis is to provide a methodology to extract the features from a 
set of waveform data. 
Denoting x = {x;} as the reference waveform and y = {y;} as the waveform 
to be tested, the first step is to shift y on the time axis so that the front surface 
reflections of the waveforms coincide in time, because they are compared in the time 
domain. Then, for every i, Yi is plotted versus x;. This is referred to as the scatter 
diagram. A waveform of similar pattem to the reference will show an apparent linear 
relationship: 
Yi = ax; + fJ + e; (6) 
where a and fJ are the slope and the y-offset of the fitted line by linear regression, 
respectively and e; is the error. The linear regression is performed in an effort to fit 
data such that the sum of the squares of the errors e; is minimized. If two waveforms 
are identical, the errors e; = 0 for all i so that all data will lie on a straight line y = x. 
In a case where anomalies are found in the waveform, the errors are scattered and 
hence no linear correlation is obtained. 
Just as the variance is a measure of dispersion for a single random variable, 
the covariance is a good measure of the joint variability of two random variables x 
and y. Thus, the covariance is a measure of linear association between the values 
of x and y relative to their dispersions. The linear correlation coefficient r(x, y) is 
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Fig. 5 Effect of group length on signal degradation. Numbers in parentheses are 
the group lengths used for the RLE with grouping. 
a dimensionless quantity defined by the covariance normalized by the product of the 
variances [4]. From Schwartz's inequality for expectations, it can be easily shown that 
-1 ::; r(x, y) ::; +1 (7) 
The value r = 0 indicates the absence of any linear association, and the values 
-1 and + 1 indicate perfect negative or positive linear relationships, respectively. For 
computer implementation, the sample correlation coefficient can be alternatively used 
as an estimator of the correlation coefficient. 
N-1 N-1 N-1 2:: x;y; - 1J 2:: x; 2:: Yi 
r( x, y) = -[N_?:_1_x;--~1J-(---'-i:---'~-1 x-;-) -2]----,-~-[•:_:L-=--o 1-y-'-;=-'-~-1J~(N_2:_1_Yi_)_2]----.~ 
•=0 •=0 •=0 •=0 
,(8) 
Figures 6 show the scatter diagrams of the reference waveform versus different wave-
forms. The waveform in Fig. 6(a) is the reference taken at an undamaged region. 
The correlation coefficient, when it is compared with itself, is exactly + 1, hence the 
scatter diagram shows a true linear correlation. The waveform sampled at a different 
location in an undamaged region shows a similar pattern and thus yields a large cor-
relation coefficient as shown in Fig. 6(b). Figures 6(c) and 6(d) are the A-scans in a 
damaged zone and their scatter plot show no linear correlation. The baseline of the 
waveform creates a cluster of data points in the center of the scatter diagram because 
a considerable amount of data in the waveform is near zero. 
Since the front surface reflections are nearly identical in all waveforms, part of 
the data forms a line of 45° slope. In the delaminated region, the scatter diagram 
always showed strong vertical lines rather than random scattering because the wave-
forms with large reflection amplitudes at flaws are compared with the reference where 
virtually no reflection occurs between the front and back surfaces, thus it causes a low 
correlation coefficient. Only the waveforms that yield a lower correlation coefficient 
than the selected threshold are stored in the database. The selection of the threshold 
value should be based on experiments. In general, a threshold value between 0.85 and 
0.9 gave a satisfactory result with efficient storage reduction. 
SUMMARY AND CONCLUSIONS 
Three-dimensional imaging of impact damage was possible by applying time gates 
with different threshold values and time-of-flight measurements to the ultrasonically 
scanned database. The problem of storage requirement for the database was resolved 
by data compression and pattern matching techniques. 
This study is limited only to detection of delaminations in a relatively thin com-
posite plate, but may be extended to other types of defects. The disturbances due to 
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Fig. 6 Reference waveform (a) and different waveforms (b), (c) and (d), and their 
scatter diagrams. Nwnbers in the parentheses are correlation coefficients. 
porosity or other small obstacles is very small compared to that of planar defects such 
as delaminations, thus they are difficult to detect from a full scale digitization with 
considerably large background noise. Moreover, the method has the limitation that 
closely spaced delaminations cannot be faithfully detected. In particular, the ampli-
tude reduction due to destructive interference causes confusion in the analysis. The 
minimum possible distance between two delaminations to avoid interference depends 
on the characteristics of the transducer used and the material to be inspected. 
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