We develop an active set method for solving second-order cone programs that may have an arbitrary number of linear constraints but are restricted to have only one second-order cone constraint. Problems of this form arise in the context of robust optimization and trust region methods. The proposed active set method exploits the fact that a second-order cone program with only one second-order cone constraint and no inequality constraints can be solved in closed form.
Introduction
In this paper we are concerned with the following special case of a second-order cone program (SOCP). min f T x, subject to Hx = g, Ex ≥ 0, Dx 0,
where x ∈ R n , f ∈ R n , H ∈ R m×n , g ∈ R m , E ∈ R l×n , D ∈ R p×n , and denotes the partial order with respect to the standard conic quadratic cone Q = {(z 0 ,z) T ∈ R p : z 0 ≥ √z Tz } ⊂ R p . We shall call the optimization problem (1) a single-cone SOCP since it is restricted to have only one second-order cone constraint.
Our interest in single-cone SOCPs stems from the fact that they arise as the robust counterpart of uncertain linear programs (LPs). Many decision problems in engineering and operations research can be formulated as LPs of the form min c T x, subject to Ax = b, x ≥ 0.
Solution techniques for LPs compute a solution assuming that the parameters (A, b, c) are known exactly. However, in practice, these parameters are typically the result of some measurement or All known codes for solving SOCPs, e.g. SeDuMi [15] and MOSEK r , are based on interior point methods. Our efforts in developing an active set method for the single-cone SOCP were motivated, in part, by the observation that active set methods are known to solve convex quadratic programs efficiently. Our goal was to investigate whether a simple active set algorithm outperforms general purpose SOCP codes at least for certain problem classes. We report the results of our computational experiments in Section 5.
Formulation of the Lagrangian dual
In this section we formulate a Lagrangian dual for the single-cone SOCP (1) . We assume that H ∈ R m×n has full row rank and the following constraint qualification holds.
Assumption 1 There existsx ∈ R n such that Hx = g, Ex ≥ 0, and Dx 0.
The active set algorithm proposed in this paper exploits the following result from [1] .
Lemma 1 Suppose the pair of primal-dual SOCPs min c T x, subject to Ax = b, x 0, max b T y, subject to A T y + z = c, z 0,
are both strictly feasible. Then the optimal solution of the primal SOCP is given by
where R = 1 0 T 0 −I , P R = R − RA T (ARA T ) −1 AR, and I denotes an identity matrix.
Remark 1 In Lemma 1 we have implicitly assumed that ARA T is non-singular. A similar result holds when ARA T is singular. See [1] for details.
In order to reformulate (1) into a form similar to the primal SOCP in (2), we dualize the nonnegativity constraints to obtain the Lagrangian q(λ) ≡ min (f − E T λ) T x, subject to Hx = g, Dx 0,
where λ ∈ R l + denotes the Lagrange multipliers for the inequality constraints. Note that the result in [1] applies only when the primal and the dual SOCPs are both strictly feasible. For SOCPs, feasibility is a subtle issue, e.g. the fact that the primal is bounded does not imply that the dual is feasible [4] ; therefore, one has to be careful in applying the results in [1] . Elementary properties of convex duality [6] implies the following claim.
Claim 1 Let q(λ) denote the Lagrangian defined in (4) . Let x * and v * denote, respectively, any optimal solution and the optimum value of (1). Then (a) v * = max q(λ) : λ ≥ 0, λ ∈ D q , where D q = λ : q(λ) > −∞ , (b) x * ∈ argmin (f − E T λ * ) T x : Hx = g, Dx 0 , where λ * ∈ argmax q(λ) : λ ≥ 0, λ ∈ D q .
Thus, an optimal solution to (1) can be obtained by first computing an optimal multiplier λ * ∈ argmax q(λ) : λ ≥ 0, λ ∈ D q , and then computing an optimal x * by solving q(λ * ). In Section 2.1 we show how to compute the value of the Lagrange dual function q(λ) for a fixed value of λ ∈ D q , in Section 3 we describe an active set algorithm to solve for the optimal dual multipliers λ * , and in Section 4 we show how to recover the optimal primal solution x * .
Computing the Lagrangian q(λ)
Claim 1 allows us to restrict ourselves to λ ≥ 0 such that q(λ) > −∞, i.e. λ ∈ D q ∩ R l + , without any loss in generality. Fix y 0 and consider the optimization problem in x
Note that q(λ) > −∞ if, and only if, q(λ, y) > −∞ for all y 0. Since H has full row rank, Hx = g if, and only if, x = x 0 + Bz, where x 0 = H T (HH T ) −1 g ∈ R n , B ∈ R n×(n−m) is any orthonormal basis for the nullspace N (H) of H, and z ∈ R n−m . Thus, we have that
Since DB ∈ R p×(n−m) the following three cases exhaust all possibilities.
(i) rank(DB) = r < min{p, n − m}: In this case, the singular value decomposition (SVD) of DB has the following form
, and Σ 0 ∈ R r×r is a diagonal matrix. Consequently, U T 1 (y − Dx 0 ) = 0, and
where
and in that case
and
(ii) rank(DB) = n − m < p: In this case, we have
, and Σ 0 ∈ R (n−m)×(n−m) is a diagonal matrix. Thus, (6) is feasible if, and only if,
Since V 0 has full rank, it follows that when (12) holds we have
. Thus, (9), (10) and (11) remain valid in this case.
(iii) rank(DB) = p < n − m: The SVD of DB is given by
, and Σ 0 ∈ R p×p is a diagonal matrix. Since U 0 has full rank, (6) is always feasible. Thus,
Thus,
where q(ξ) = min ξ T y, subject to y 0,
Since the structures of the optimization problems (10) and (17), although similar, are not identical; the corresponding active set methods are also similar, but not identical. In the paper we focus on developing an active set method for optimizing the Lagrangian defined in (9) . The active set method for optimizing the Lagrangian defined in (16) is in Appendix B.
Lemma 2 Letq : R p → R denote the function defined in (10) . Then the domain Dq = ξ :q(ξ) > −∞ is given by
where e = (1,
The proof of this result is fairly straightforward, and is, therefore, relegated to Appendix A.
Active set algorithm for the Lagrangian dual problem
Note that from (11) we have that (10) , (11) , and Lemma 2 imply that the Lagrangian dual problem is given by
where v and f (·) are as defined in (20) and (21) respectively. In the rest of the paper we denote the system of linear equalities in (22) by A[λ, ξ, h, p] = 0.
When γ ≤ 0, the constraints in (22) are linear, hence (22) can be solved using any standard active set method for optimizing a concave function over a polytope. Moreover, γ is strictly positive for all single-cone SOCPs arising in the context of robust optimization. Therefore, in this paper we focus on constructing an active set algorithm for the case when γ is strictly positive. In the rest of this section we prove that the LagrangeDual algorithm displayed in Figure 1 computes an optimal solution of (22). We adopt the convention that a solution algorithm returns the empty set as a solution if, and only if, the problem is infeasible.
Let
We construct the active set algorithm by considering the following three mutually exclusive cases: C ∩ K = ∅, C ∩ K ⊂ ∂K, and C ∩ int(K) = ∅. In order to distinguish between these three cases we "homogenize" the set C ∩ K and solve the following least squares problem
Let (α (0) , µ (0) ) denote the optimal solution of (23). Then one of the following four mutually exclusive conditions holds.
γ . Since (23) was constructed by "homogenizing" C ∩ K, it follows that either C ∩ K = ∅ or C ∩ K = {0}. The latter can be checked by solving an LP.
We have the following two possibilities:
It is easy to check that µ (0) is a recession direction of the polytope P = {λ : Mλ = p, λ ≥ 0} and −e T Lµ (0) = 1. Let λ ∈ P (in particular, if µ (1) is well defined, one can set λ = µ (1) ). Then, by definition, λ ω = λ + ωµ (0) ∈ P for all ω ≥ 0. Since e T (h − Lλ ω ) > 0 for all large enough ω, and
In this case, LagrangeDual completes the optimization by calling the ActiveSet algorithm displayed in Figure 2 .
In this case C ∩ int(K) = ∅ and one has to consider the following two possibilities.
Since the optimal value of (23) is 1/γ and the Euclidean norm is a strictly convex function, it follows that C ∩ K = {ω(h − Lµ (2) ) : h − Lλ = ω(h − Lµ (2) ), Mλ = p, λ ≥ 0, ω ≥ 0 . Since f (ξ) = 0 for all ξ ∈ C ∩ K (see (21)), it follows that the optimization problem (22) reduces to the LP
The LagrangeDual Algorithm: Input: Optimization problem (22). Output: Optimal solution of (22). 
Next, we establish the correctness of the procedure ActiveSet displayed in Figure 2 . We begin by showing that for any optimal solution (ξ * , λ * ) of (22) 
Lemma 3 Suppose C ∩ int(K) = ∅ and let (ξ * , λ * ) denote any optimal solution of (22). Then ξ * ∈ C ∩ ∂K\{0} .
Proof: Assume otherwise, i.e. ξ * ∈ C ∩ ∂K\{0} for some optimal solution (ξ * , λ * ). Let (ξ 0 , λ 0 ) denote any feasible solution of (22) 
and let r(β) denote the objective value of (22) evaluated at (ξ β , λ β ). Then
and the last inequality follows from the fact that (e T ξ * ) 2 −γ ξ * 2 = 0.
Choose β 0 as follows.
Then it follows that β 0 > 0 and r(β 0 ) − r(0) > 0. A contradiction. The ActiveSet algorithm receives as input
When µ (1) = ∅, the algorithm calls the procedure FindDirection that returns an ascent direction at (ξ, λ) = (0, µ (1) ), if it exists; otherwise it returns (0, 0). If FindDirection returns (0, 0), it follows that (0, µ (1) ) is optimal and the algorithm terminates; otherwise ActiveSet calls the procedure
The ActiveSet Algorithm: Input: Optimization problem (22), µ (1) , and µ (2) . Output: Optimal solution of (22).
end if
/* e i denotes the i-th column of an identity matrix */ while (∼quit) Since αd ξ ∈ K for all α ≥ 0, α min is only limited by the non-negativity constraints on λ. Note that the iterate (
Next, we show that the procedure FindDirection can be implemented efficiently. The pair
where (u, v) are variables, and (γ, ν, W) are parameters. Then a recession direction
if it exists, can be computed by solving two systems of linear equalities.
Remark 2 Although
FindDirection computes an ascent direction of the set (28) for the special case W = 0, we prove the result for general W since we need such a result at a later stage.
Proof: The set in (28) has a recession direction if, and only if, the optimization problem
is unbounded. An argument similar to the one employed in the proof of Lemma 3 establishes that one can restrict attention to ( 
(b) Next, suppose (30) is infeasible; however, there still exists a positive recession direction for (29).
Since (30) is assumed to be infeasible, (31) is bounded. Setting
Since the optimal d * ξ ∈ int(K), we have γ Ld * λ 2 < 1, and therefore, the optimal Lagrange multiplier corresponding to this constraint is zero. Thus, the Lagrangian L of (32) reduces to
and the first-order optimality conditions are given by
where β = 1 − γ Ld λ 2 . Since we are looking for solutions d ξ = −Ld λ ∈ int(K), we are only interested in the solutions to (33) that satisfy β > 0.
Consequently, the unique positive solution of the quadratic equation
Thus, (33) has a solution if, and only if, 1
The case where K is singular can be handled by taking the singular value decomposition of K and working in the appropriate range spaces.
(c) In case one is not able to produce a solution in either (a) or (b), it follows that the optimal solution of (29) is 0, and (d ξ , d λ ) = (0, 0) achieves this value.
When ActiveSet algorithm enters the while loop, we are guaranteed that ξ * ∈ int(K). Within the loop, one has to compute the optimal value of
where W denotes the current inactive set, i.e. W = i:λ i =0 e i e T i . At this stage we have already determined that ξ = 0 is not optimal for (22); therefore, by Lemma 3 it follows that we can restrict ourselves to ξ ∈ int(K). The procedure (d ξ , d λ , α q ) = FindOpt(ξ, λ, W) takes as input the current iterate and the current W; and returns an output (d ξ , d λ , α q ) that satisfies the following.
is the optimal solution of (35) and α q = 1;
is any recession direction of the feasible set of (35) satisfying
, the ActiveSet algorithm checks the Lagrange multipliers ρ corresponding to the constraints Wλ = 0 by calling the procedure FindMultipliers that computes the solution of
If the signs of all the Lagrange multipliers are consistent with the KKT conditions, i.e. max i {ρ i } ≤ 0, the algorithm terminates; otherwise, it drops one of the constraints with the incorrect sign. Lemma 6 establishes that ActiveSet terminates finitely. Thus, all that remains to be shown is that FindOpt can be implemented efficiently.
Lemma 5 Suppose there exists a feasible (ξ,λ) for (35) such thatξ ∈ int(K). Then (35) can be solved in closed form by solving at most three systems of linear equations.
First, suppose (37) is unbounded, i.e. there exists
Sinceξ/t → 0, it follows that (37) is unbounded if, and only if, (d ξ , d λ ) is a recession direction for
Since (38) is the same as (28), it follows that a positive recession direction for (37), if it exists, can be computed by solving at most two systems of linear equations. Next, suppose (37) is bounded. By introducing a scaling parameter α, (37) can be reformulated as
Since (37) is bounded, i.e. it does not have any positive recession direction, we have that α * > 0. Also, by Lemma 3 it follows that α * ξ + d * ξ ∈ int(K), i.e. γ α * ξ − Ld * λ 2 < 1, therefore the optimal Lagrange multiplier corresponding to this constraint is zero. Consequently, the Lagrangian L reduces to
The first-order optimality conditions are given by
Suppose K is non-singular.
The case where K is singular can be handled by taking the SVD of K and working in the appropriate range spaces. In our numerical experiments we found that solving (40) as a least squares problem was much faster than computing the inverse or the SVD of K. Lemma 5 implies that at each iteration of the ActiveSet algorithm, we have to solve at most three systems of linear equations, namely the equations (30), (34), and (40). Next we show that the special structures of these systems of linear equalities can be leveraged to solve them more efficiently. We will demonstrate our technique on the linear system (34). Extensions to (30) and (40) are straightforward.
The matrix K in (34) is a (l+n−m−r+1+w)-dimensional square matrix, where r = rank (DB) and w is the cardinality of the current inactive set, i.e. number of rows of W. Only the matrix W changes from one iteration to the next -all the other elements of K remain fixed. This fact can be leveraged as follows.
1. The equality Wd λ = 0 sets the components of d λ corresponding to the current inactive set to zero. Removing these variables and dropping the corresponding rows of K reduces the dimension of K to l + n − m − r + 1. Thus, this simple operation ensures that the size of the linear equations remains independent of the cardinality of the inactive set.
B 1 be any orthonormal basis for row space ofK, and B 2 be any orthonormal basis for the nullspace N (K). Then,d = B 1 µ + B 2 ζ, where µ ∈ R r K , ζ ∈ R l+n−m−r+1−r K , and r K = rank(K). An SVD-based argument similar to the one in Section 2.1 (detailed in Appendix C) shows that the dimension of K can be reduced to l + n − m − r + 1 − r K + w.
These observations suggest that one can speed up FindOpt as follows: If (l + n − m − r + 1) < (l + n − m − r + 1 − r K + w), i.e. if w > r K , solve (34) using the first dimension reduction technique; otherwise, use the second dimension reduction. In each iteration either new rows are added to W or some of the rows of W are dropped. Since every row of W is a row of an identity matrix, one can suitably adapt the revised simplex method [5] to efficiently update the iterates. For example, adding a new row to W forces an entry of d λ to be equal to zero, i.e. a variable leaves the basis, and introduces a new variable throughρ, i.e. a variable enters the basis. This process, although requiring a careful bookkeeping of variables and bases, is fairly straightforward.
We conclude this section with the following finite convergence result.
Lemma 6
The ActiveSet algorithm terminates after a finite number of iterations.
Proof: Let A j , j ≥ 1, denote the active set on the j-th call to the procedure FindMultipliers.
Since every iteration of ActiveSet strictly improves the objective value of (22), it follows that A j 1 = A j 2 for all j 1 = j 2 . Since the size of the active set can only increase between successive calls to FindMultipliers, it follows that ActiveSet terminates after, at most, l2 l iterations, where l is number of inequality constraints in the single-cone SOCP (1).
Recovering an optimal solution
Let λ * denote the solution returned by LagrangeDual, i.e. λ * is optimal for (22). Set ξ
, and using Lemma (2) obtain the closed form optimal solution y * toq(ξ * ) defined in (10) . Then all x * satisfying
where x 0 = H T (HH T ) −1 g, t ∈ R n−m−r , and r = rank(DB), are optimal for (1). Thus, if V 1 = ∅, i.e. rank(DB) = n−m, the optimal solution is not unique; in fact, an entire affine space is optimal.
Computational experiments
In this section we discuss the computational performance of the LagrangeDual algorithm on special classes of single-cone SOCPs that arise in the context of robust optimization. Consider the following LP min c T z,
where c, z ∈ Rn, A ∈ Rm ×n , and b ∈ Rm. Suppose the constraint matrix (A, b) is known exactly; however, the cost vector c is uncertain and is only known to lie within an ellipsoidal uncertainty set S given by
We will call (42) an LP with uncertain cost. Such an LP is a special case of a more general class of uncertain LPs where the constraints are also uncertain [2, 3] . Let f (z) = max c∈S {c T z} denote the worst case cost of the decision z. Then we have that
The robust counterpart of the uncertain LP is defined as follows [2, 3] .
By defining,
it is easy to see that (43) can be reformulated as a single-cone SOCP. The constant γ for problems of the form (43) is given by γ = 0.5. Thus, we are in a position to use the LagrangeDual algorithm.
All the systems of linear equations encountered during the course of the LagrangeDual algorithm were solved using the MATLAB r function mldivide and all the computations were carried out using MATLAB R13 on a PC with a Pentium M (1.50GHz) and 512 MB of RAM. For moderate values of (n,m) the LP that defines µ (1) (see Figure 1) was solved using SeDuMi. For large (n,m) µ (1) was computed using the simplex algorithm.
In the first set of experiments, the LP instances were randomly generated. In particular, the entries of matrix A and the cost vector c 0 were drawn independently at random according to the uniform distribution on the unit [0, 1] interval. To ensure feasibility of (42), the vector b was set to b = Aw, where each component of the vector w was generated independently at random from the uniform distribution on [0, 1]. The matrix P defining the uncertainty set S was set equal to then-dimensional identity matrix and for each (n,m) pair, we generated 50 random instances. Table 1 compares the running time of LagrangeDual to that of SeDuMi on the randomly generated instances. Column 3 lists the average of the ratio of running time t sed of SeDuMi to running time t alg of LagrangeDual and Column 4 lists the average of the ratio of t sed to the running time t act of ActiveSet. Note that the running time of ActiveSet is equal to the difference between the running time of LagrangeDual and the time t init required to compute the initial Lagrange multipliers (µ (1) , µ (2) ). The time t init is listed in Column 6. Columns 5 and 7 list, respectively, the average running time t alg of LagrangeDual and the average number of iterations of the while loop in ActiveSet.
From the results displayed in Table 1 , it is clear that the performance of the LagrangeDual algorithm (including the time spent to obtain the initial Lagrange multipliers) is superior to the SeDuMi when (i) either the number of variablesn is small, (ii) and/or the ratio of the number of constraints to the number of variablesm/n ≤ 0.1 or m/n ≥ 0.5.
The data in Column 4 of Table 1 implies that the performance of LagrangeDual algorithm is superior to the SeDuMi when the time spent to obtain the initial Lagrange multipliers is excluded. This observation suggests that the performance of LagrangeDual is likely to improve if it is initialized using a more efficient LP-solver.
Since network flow problems are a natural class of linear programs where the number of variables is large but the number of constraints is reasonably small, next we tested LagrangeDual on random instances of the uncertain min-cost flow problems. The random networks were generated using the network generator developed by Goldberg [8] . Results are averaged over 10 runs for each pair (n,m). Table 2 displays the results for the randomly generated network matrices. In order to be consistent with the previous set of results, we continue to denote the number of variables byn and Table 2 : Running time of SeDuMi and the LagrangeDual algorithm on networks the number of constraints bym. Thus,n andm denote, respectively, the number of arcs and the number of nodes in the network. As before, Column 3 lists the average of the ratio of running time t sed of SeDuMi to running time t alg of LagrangeDual. Column 4 and 5 list respectively the average running time of LagrangeDual and the average number of iterations of the while loop in ActiveSet. Since the version of LagrangeDual that we implemented did not take advantage of sparsity, in this set of experiments we did not allow SeDuMi to leverage sparsity. From the results of our computational experiments it appears that LagrangeDual is faster than SeDuMi on relatively dense networks. Also, for large networksn ≈ 5000 the SeDuMi failed to solve the problem but LagrangeDual did not have any trouble converging.
We also compared the performance of LagrangeDual with that of SeDuMi on some of the small problems from the NETLIB LP [14] library. All the LP instances were converted to canonical form LPs (42). To define the uncertainty set S, we took the nominal cost vector c 0 as given by the NETLIB LP library, assumed that only the non-zero elements of c 0 are uncertain, and then defined the matrix P accordingly. In these experiments the performance of SeDuMi was superior to that of LagrangeDual. This is not surprising given that for most of these small problems the ratiom/n (after the problem was converted to the canonical form) was between 0.1 and 0.6.
Before concluding, we would like to mention that these experiments are biased in favor of SeDuMi. As mentioned in [15] (the version updated for SeDuMi 1.05) SeDuMi "takes full advantage of sparsity" which increases its speed considerably and it uses a dense column factorization proposed in [10] . In addition, most of the subroutines of the SeDuMi are written in C code. On the other hand, the LagrangeDual algorithm was implemented using only MATLAB functions, without any special treatment of sparsity and dense columns. 
. This establishes part (a). To establish the other results, consider the following minimum norm problem
The optimal solution d * and the optimal value v * of (46) can be obtained easily via the Lagrange multipliers technique, and is given by
. 
Let a denote the first column of the matrix A, and let γ = (i) The dual of (47) is strictly feasible for all γ < 0.
(ii) When γ > 0, the dual of (47) is strictly feasible if, and only if, e T Pξ > 0 and (e T Pξ) 2 − γ Pξ 2 > 0, where
Proof: The dual of (47) is given by max b T µ, subject to ξ − A T µ 0.
Since A has full row rank, ξ can be written as ξ = Pξ + A T w for some w ∈ R m . Thus, it follows that there exists a µ such that ξ−A T µ 0 if, and only if, there exists a µ such that Pξ+A T µ 0.
From the definition of the Lorentz cone, it follows that there exists a µ such that Pξ +A T µ 0 if, and only if, the optimal value of min αPξ + A T µ 2 , subject to αe T Pξ + a T µ = 1,
is less than 2. First consider the case γ < 0. Note that the solution α = 0, µ =
is feasible to (48) with the objective function value
If γ > 0, then the first part of Lemma 2 shows that ξ has to satisfy e T Pξ ≥ 0 and (e T Pξ) 2 − γ Pξ 2 ≥ 0. Otherwise, (47) becomes unbounded and therefore, by the Weak Duality Lemma for SOCPs [1] , its dual is infeasible.
The rest of the analysis is very similar to the one used in the proof of Lemma 7 and is left to the reader.
A.2 Proof of Lemma 2
By definition, ξ ∈ Dq if, and only if, (10) is bounded, or equivalently the optimal value of the homogeneous problem
is non-negative. Without loss of generality, we assume that ξ ∈ N (A). Otherwise, ξ can be decomposed as ξ = Pξ + ξ 1 where Pξ ∈ N (A) and ξ 1 belongs to the row space of A (the space orthogonal to N (A)). Since Ad = 0 implies ξ 
has a non-negative optimal value. The Lagrangian of (50) is given by
where β ≥ 0. Setting the derivative ∇L = 0 we get
where β, τ , and δ are rescaled values of β, τ , and δ; however, β ≥ 0 still holds. Since Aξ = 0, the constraint Ad = 0 yields
Next, the constraint e T d = 1 implies that
Thus, 
.
1+2γ (e T ξ) 2 . Therefore, we only have to consider the following two cases.
Suppose e T ξ = 1+2γ 2 ξ . Then ξ 0, and the optimal value of (50) is non-negative, or equivalently (49) is bounded. Next, suppose e T ξ = − 1+2γ 2
ξ . Then d = −ξ 0, and
(ii) (e T ξ) 2 < 1+2γ 2 ξ 2 .
In this case β = 4γ (1+2γ) ξ 2 −2(e T ξ) 2 . And (50) has a non-negative optimal value if, and only if,
Substituting the value of β and simplifying we get
Since, as we discussed above, assuming ξ ∈ N (A) is equivalent to replacing ξ by Pξ, the result follows.
For the second part of Lemma 2, first consider the case γ = 0, or equivalently ARA T is nonsingular [1] . Using the results of the first part of this Lemma, one can be prove that (see Lemma 8 in Appendix A.1) if γ < 0, then the dual of (49) is strictly feasible for any ξ ∈ R p and when γ > 0 the dual of (49) is strictly feasible if, and only if, e T Pξ ≥ 0 and (e T Pξ) 2 − γ Pξ 2 > 0; and from [1] Section 5 it follows that when the dual is strictly feasiblē
When the dual is not strictly feasible, i.e. (e T Pξ) 2 = γ Pξ 2 , choose ξ ∈ Dq such that the dual corresponding to ξ is strictly feasible. For 0 < ≤ 1, let ξ = (1 − )ξ + ξ. Then we have two cases:
(ii) Pξ = 0. In this case, γ > 0. Since e T Pξ − √ γ Pξ is a concave function of ξ, it follows that
Thus, the dual corresponding to ξ is always strictly feasible and
Taking the limit as ↓ 0 establishes the result. Next, consider the case γ = 0, or equivalently ARA T is singular. Note that
where y 0 = A T (AA T ) −1 b, and q(Pξ) = min (Pξ) T w, subject to Aw = 0, y 0 + w 0.
The following are easy to check linear algebra facts:
(ii) γ = 0 ⇒ 2(e T w) 2 ≤ w 2 , for all w ∈ N (A). In particular, Pξ 2 ≥ 2(e T Pξ) 2 .
We solve (51) by first scaling it to reduce it to a minimum norm problem and then optimizing over the scaling factor. Let w * denote the optimal solution of (51) and let α * = e T (y 0 + w * ). Then
where the equality follows from the fact that y T 0 w * = b T (AA T ) −1 Aw * = 0. It follows that w * is the optimal solution of min (Pξ) T w, subject to Aw = 0,
with α set equal to α * . Using Lagrange multipliers, the optimal value of (52) is given by It is easy to check that 2(α * ) 2 ≥ y 0 2 . Substituting α * into (53) and simplifying we get q(ξ) = ξ T y 0 + (Pξ) T w α * , = ξ T y 0 + y 0 2 − 2(e T y 0 ) 2 2e T y 0 e T Pξ − e T y 0 Pξ 2 − 2(e T Pξ) 2 2e T Pξ .
B Analysis for the case rank(DB) = p < n − m Note that in this case A = U T 1 = ∅, so γ = 
where A[λ, ξ, h, p] denotes the set of linear equalities in (22) and K = z : e T z ≥ 0, 2(e T z) 2 − z 2 ≥ 0 . As in the case discussed in the paper, first set ξ = 0 and solve (55). Let µ (1) be its optimal solution. A direction (d ξ , d λ ) is an ascent direction at (0, µ (1) ) if, and only if, (d ξ , d λ ) is a recession direction of the set
with the matrix W = 0.
Lemma 10 A recession direction (d ξ , d λ ) of (56), if it exists, can be computed by solving two systems of linear equations.
Proof: We will find a recession direction of (56) by solving the following problem.
If the optimal value of this problem is positive, then (56) has a recession direction. The direction (d ξ , d λ ) can be computed by considering the following three cases: where Σ 0 ∈ R r K ×r K is a diagonal matrix and r K = rank(K). Decomposed = V 0 µ + V 1 ζ. Then (62) is equivalent to
which is equivalent to Σ 0 µ 0 + U TWTρ = U T b,
Then (63) is equivalent to
Setting
Tρ ), we obtain the following system which has a smaller number of variables.
