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Abstract
In this paper, we are concerned with the following problem appearing
in heat transfer:

∂u
∂t
= d1∆u− a(x) · ∇u+ f(u, v), x ∈ Ω, t > 0,
∂v
∂t
= d2∆v − b(x) · ∇v + g(u, v), x ∈ Ω, t > 0,
∂u
∂η
= ∂v
∂η
= 0 or u = v = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω.
Here Ω ⊂ RN (N ≥ 1), is a bounded smooth domain, d1, d2 > 0, f(u, v) and
g(u, v) are smooth functions of (u, v), u0(x) and v0(x) are nonnegative con-
tinuous functions of x, while a(x), b(x) are vector valued functions. Basing
on the relations between a system of ODE and a system of parabolic equa-
tions, we establish some general theories in heat transfer about quenching,
global existence and blowup phenomena, obtain the conditions(even wa-
tershed) on f(u, v), g(u, v), a(x) and b(x) which let the solution be global
existence, quench or blow up, and estimate the bounds for blowup time
and quenching time.
Keywords: Heat transfer; Sub-controlling(or sup-controlling) method;
Quenching; Global existence; Blow up.
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1 Introduction
In this paper, we are concerned with the following problem appearing in heat
transfer: 

∂u
∂t
= d1∆u− a(x) · ∇u+ f(u, v), x ∈ Ω, t > 0,
∂v
∂t
= d2∆v − b(x) · ∇v + g(u, v), x ∈ Ω, t > 0,
∂u
∂η
= ∂v
∂η
= 0 or u = v = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω.
(1.1)
Here Ω ⊂ RN(N ≥ 1), is a bounded smooth domain, d1, d2 > 0, f(u, v) and
g(u, v) are smooth functions of (u, v), u0(x) and v0(x) are nonnegative continuous
functions of x, while a(x), b(x) are vector valued functions. Model (1.1) often
appears in heat transfer, u and v represent the temperature, the terms a(x) · ∇u
and b(x)·∇v are called convection terms, which means that there exists convection
in the course of heat transfer. The local wellposedness of a parabolic system such
as (1.1) was proved under certain assumptions on f(u, v), g(u, v), a(x), b(x),
u0(x) and v0(x)(see [12] and the references therein). In convenience, we denote
the problem (1.1) subject to Neumann boundary condition by (1.1A) and (1.1)
subject to Dirichlet boundary condition by (1.1B).
The motivations of this paper are as follows.
First, we often take a system of ODE as a sub-controlling or sup-controlling
system of parabolic equations, and call the solution of ODE as the sub-solution
or sup-solution of the system of parabolic equations. About the recent results on
the controllability of parabolic equations, we can refer to [9, 10, 14, 32, 40] and
the references therein. Consider the following ODE problem:{
dw
dt
= f(w, z), dz
dt
= g(w, z), t > 0,
w(0) = c1 ≥ 0, z(0) = c2 ≥ 0.
(1.2)
We try to reveal the relations between (1.2) and (1.1) when they contain the same
functions f and g. Roughly speaking, if the solution of (1.2) is global existence(or
blows up in finite time, or quenches in finite time) under certain assumptions on f
and g, then we hope to prove that the solution of (1.1) is also global existence(or
blows up in finite time, or quenches in finite time) under the same assumptions
on f and g with suitable conditions on a(x) and b(x), which is a basic and very
interesting question in this direction.
Remark 1.1. In this paper, (1.1) and (1.2) contain the same functions f and
g means that the expressions of f and g in (1.1) and those in (1.2) are the same.
For example, if f(u, v) = up1vq1 and g(u, v) = up2vq2 in (1.1), then (1.2) contains
the same functions f and g means that f(w, z) = wp1zq1 and g(w, z) = wp2zq2 .
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Second, many authors studied the following problem:

∂u
∂t
= d1∆u+ f(u, v),
∂v
∂t
= d2∆v + g(u, v), x ∈ Ω, t > 0,
∂u
∂η
= ∂v
∂η
= 0 or u = v = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω.
(1.3)
For some special f and g such as f(u, v) = a1v
p1uq1, g(u, v) = a2v
p2uq2 or
f(u, v) = F (u) exp(v−1
v
), g(u, v) = F (u) exp(v−1
v
), they obtain the conditions
which can ensure that the solution of (1.3) is global existence or blows up in
finite time or quenches in finite time. We can refer to [3, 5, 7, 13, 15, 18, 20,
21, 28, 31, 36, 37] and the references therein. However, there are few results on
(1.3) about such conditions on more general f and g. Naturally, we are concerned
with the following question: What conditions on general f and g can make the
solutions of (1.1), (1.2) and (1.3) be global existence, or blow up in finite time,
or quench in finite time? Meanwhile, we are interested in the following question:
How the convection terms a(x) · ∇u and b(x) · ∇v effect the properties for the
solution of (1.1)?
Basing on the motivations above, we hope to establish the conditions on
general f and g which can make the solutions of (1.1), (1.2) and (1.3) be global
existence, or blow up in finite time, or quench in finite time.
We would like to say something about the lectures on blowup phenomenon of
parabolic equations. Blowup for nonlinear evolution equations had been deserved
a great deal of interest ever since the pioneering papers [16, 17]. For the following
scalar semi-linear parabolic equation problem

ut = d∆u+ fˆ(u), x ∈ Ω, t > 0,
∂u
∂η
= 0 or u = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω,
(1.4)
the key condition which makes the solution blow up in finite time is
∫ +∞
c
du
fˆ(u)
< +∞, c > 0.
We can refer to [2, 4, 6, 11, 24, 25, 29, 38] and the references therein. Some authors
also considered the problems of scalar parabolic equation subject to ∂u
∂η
= fˆ(u),
or a system of parabolic equations subject to nonlinear boundary conditions ∂u
∂η
=
r(u, v) and ∂v
∂η
= s(u, v). We can refer to [1, 19, 35] and the references therein.
About the quenching phenomenon for the solution of a parabolic equation,
it was first discussed by Kawarada in [23]. We also can refer to [8, 22, 26, 27] and
the references therein to see more information.
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Since the complexity of interaction between different nonlinearities, for a sys-
tem of nonlinear parabolic equations, non-simultaneous blowup or non-simultaneous
quenching phenomenon may happen, we can refer to [30, 33, 34, 39] and the
references therein. However, we don’t establish general results on the non-
simultaneous blowup or non-simultaneous quenching phenomenon in the frame-
work of theory here, we only give some examples to show the non-simultaneous
blowup or non-simultaneous quenching phenomenon.
We don’t state the precise expressions of our results here in order to control
the length of this section, we will state and prove them in the corresponding
sections. But we would like to compare our results with others below.
1. (i). Our results on blowup and global existence of the solutions to (1.2) and
(1.3) meet with those of others. However, we establish some basic and interesting
results on (1.1), (1.2) and (1.3) for general functions f and g in the framework of
theory and find more interesting phenomena. For instance, from Example 3.2, we
see that: some nonlinearities f(u, v) and g(u, v) make (u, v) blow up but (uαvβ)
exist globally, while some nonlinearities f(u, v) and g(u, v) can make both (u, v)
and (uαvβ) blow up.
(ii) There are few results on (2.25) and (2.27) before. However, by the
results of Theorem A and Theorem 1 in this paper, whether the solution is global
existence or blows up in finite time is determined by m ≤ n or m > n, the
watershed is m = n.
2. Differing to the nonlinear Neumann boundary conditions ∂u
∂η
= r(u, v)
and ∂v
∂η
= s(u, v) under the assumptions of r(u, v) > 0 and s(u, v) > 0, and the
properties for the solution are very dependent on r(u, v) and s(u, v) in [1], (1.1)
and (1.3) have homogeneous Neumann or Dirichlet boundary conditions in this
paper.
3. We establish the results on quenching phenomena for the solutions of (1.1)
and (1.3) with general f(u, v) and g(u, v), while others considered (1.3) with some
special f(u, v) and g(u, v) such as f(u, v) = u−p1v−q1 and g(u, v) = u−p2v−q2.
4. We consider the roles of convection terms a(x) ·∇u and b(x) ·∇v, and find
that some type of convection terms can delay the quenching time, while some
type of convection terms can make the solution exist globally.
The rest of this paper is organized as follows. In Section 2, we will give the
results on (1.1), (1.2) and (1.3) when f and g are separation of variables. In
Section 3, we will give the results on (1.1), (1.2) and (1.3) when f and g aren’t
separation of variables. In Section 4, we will study the quenching phenomenon.
In Section 5, we will consider the roles of the convection terms a(x) · ∇u and
b(x) · ∇v.
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2 The results on (1.1) when f and g are separa-
tion of variables
In this section, we deal with (1.1) in the special case of f(u, v) = f1(v)g1(u)
and g(u, v) = f2(u)g2(v), i.e., f and g are separation of variables. We hope to
judge whether the solution is global existence or blowup in finite time directly by
the structures of f and g.
2.1 Theorem A and Theorem 1
Consider the following ODE problem:
{
wt = f1(z)g1(w), zt = f2(z)g2(w), t > 0,
w(0) = c1 ≥ 0, z(0) = c2 ≥ 0.
(2.1)
Here fi(z) ≥ 0( 6≡ 0), gi(w) ≥ 0( 6≡ 0), i = 1, 2, f
′
1(z) ≥ 0( 6≡ 0) and g
′
2(w) ≥ 0( 6≡ 0).
Assume that
∫ +∞
c1
dw
g1(w)
= +∞ and
∫ +∞
c2
dz
f2(z)
= +∞. Let
∫ w(t)
c1
ds
g1(s)
= G1(w(t)),
∫ z(t)
c2
dθ
f2(θ)
= F2(z(t)). (2.2)
Then (2.1) becomes
{
(G1(w))t = f1(z), (F2(z))t = g2(w), t > 0,
w(0) = c1 ≥ 0, z(0) = c2 ≥ 0.
(2.3)
Let
W (t) = G1(w(t)), Z(t) = F2(z(t)), (2.4)
f˜(Z) = f1[F
−1
2 (Z)], g˜(W ) = g2[G
−1
1 (W )]. (2.5)
(2.1) becomes {
Wt = f˜(Z), Zt = g˜(W ), t > 0,
W (0) = c˜1 ≥ 0, Z(0) = c˜2 ≥ 0.
(2.6)
We have
Theorem A. Assume that f(w, z) = f1(z)g1(w) and g(w, z) = f2(z)g2(w),
fi(z), f
′
i(z) ≥ 0 for z ≥ 0 and fi(z), f
′
i(z) 6≡ 0 in any subinterval of (0,+∞),
gi(w), g
′
i(w) ≥ 0 for w ≥ 0 and gi(w), g
′
i(w) 6≡ 0 in any subinterval of (0,+∞),
i = 1, 2.
(1). If
∫ +∞
c1
dw
g1(w)
< +∞ or
∫ +∞
c2
dz
f2(z)
< +∞. Then the solution of (2.1) will
blow up in finite time for positive initial data.
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(2). Assume that
∫ +∞
c1
dw
g1(w)
= +∞ and
∫ +∞
c2
dz
f2(z)
= +∞. And there exist
0 ≤ c˜3 ≤ c˜1, 0 ≤ c˜4 ≤ c˜2, f˜(Z), f˜
′(Z) ≥ 0 for all Z ≥ c˜3, g˜(W ), g˜
′(W ) ≥ 0 for
all W ≥ c˜4. Let F˜ (Z(t)) =
∫ Z(t)
c˜4
f˜(s)ds and G˜(W (t)) =
∫ W (t)
c˜3
g˜(θ)dθ for t ≥ 0.
Suppose that there exist positive constants ǫ and K such that
ǫG˜(c˜1) ≤ F˜ (c˜2) ≤ KG˜(c˜1). (2.7)
Then the solution of (2.6) is global existence if
∫ +∞
c˜1
ds
f˜ [F˜−1(KG˜(s))]
= +∞ and
∫ +∞
c˜2
dθ
g˜[G˜−1(1
ǫ
F˜ (θ))]
= +∞, (2.8)
and it will blow up in finite time for large initial data if
∫ +∞
c˜1
ds
f˜ [F˜−1(ǫG˜(s))]
< +∞ or
∫ +∞
c˜2
dθ
g˜[G˜−1( 1
K
F˜ (θ))]
< +∞. (2.9)
Here F˜−1 and G˜−1 are the inverse functions of F˜ and G˜ respectively. There-
fore, the solution of (2.1) is global existence or blows up in finite time in the
corresponding case.
Parallel to Theorem A, we have the following conclusions on (1.1) and (1.3).
Theorem 1. Assume that f(u, v) = f1(v)g1(u) and g(u, v) = f2(v)g2(u),
fi(v), f
′
i(v) ≥ 0 for v ≥ 0 and fi(v), f
′
i(v) 6≡ 0 in any subinterval of (0,+∞),
gi(u), g
′
i(u) ≥ 0 for u ≥ 0 and gi(u), g
′
i(u) 6≡ 0 in any subinterval of (0,+∞),
i = 1, 2.
(1). If the assumptions of Theorem A(2) and (2.8) hold, then the solutions of
(1.1A),(1.1B), (1.3A) and (1.3B) are global existence for any nonnegative initial
data (u0, v0).
(2). Suppose that
d1∆u0 − a(x) · ∇u0 + f(u0, v0) ≥ 0 for x ∈ Ω, (2.10)
d2∆v0 − b(x) · ∇v0 + g(u0, v0) ≥ 0 for x ∈ Ω. (2.11)
If the assumptions of Theorem A(1) hold or the assumptions of Theorem
A(2) hold, and (2.9) are true, then the solutions of (1.1A) and (1.3A) will blow
up in finite time for initial data (u0, v0) ≥ (c1, c2). If the solution of (2.1) blows
up in finite time for initial data (c1, c2) = 0, then the solutions of (1.1B) and
(1.3B) will blow up in finite time for any nonnegative initial data (u0, v0). Here
(x1, y1) ≥ (x2, y2) means that x1 ≥ x2 and y1 ≥ y2.
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2.2 A special case of Theorem A and some related results
In order to prove Theorem A and Theorem 1, we first consider a special case
of (1.1), 

ut = d1∆u− a(x) · ∇u+ f(v), x ∈ Ω, t > 0,
vt = d2∆v − b(x) · ∇v + g(u), x ∈ Ω, t > 0,
∂u
∂η
= ∂v
∂η
= 0 or u = v = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω.
(2.12)
Here f(v), f ′(v) ≥ 0 for v ≥ 0, g(u), g′(u) ≥ 0 for u ≥ 0. In convenience,
we also denote the problem (2.12) subject to Neumann boundary condition by
(2.12A) and (2.12) subject to Dirichlet boundary condition by (2.12B). We hope
to establish the conditions on the blowup in finite time and global existence of
the solution to (2.12), which can be judged by the structures of f(v) and g(u)
directly. To do this, we consider the following ODE problem:
{
wt = f(z), zt = g(w), t > 0,
w(0) = c1 ≥ 0, z(0) = c2 ≥ 0.
(2.13)
We have
Theorem A′ 1. Assume that there exist 0 ≤ c3 ≤ c1, 0 ≤ c4 ≤ c2 such that
f(z), f ′(z) ≥ 0 for z ≥ c3, and f(z), f
′(z) 6≡ 0 in any subinterval of [0,+∞),
g(w), g′(w) ≥ 0 for w ≥ c4, g(w), g
′(w) 6≡ 0 in any subinterval of [0,+∞). Let
F (z(t)) =
∫ z(t)
c4
f(s)ds, G(w(t)) =
∫ w(t)
c3
g(θ)dθ, t ≥ 0.
Suppose that there exist positive constants 0 < ǫ < 1 and K > 1 such that
ǫG(c1) ≤ F (c2) ≤ KG(c1). (2.14)
Then the solution of (2.13) is global existence for any initial data (c1, c2) if∫ +∞
c1
ds
f [F−1(KG(s))]
= +∞ and
∫ +∞
c2
dθ
g[G−1(1
ǫ
F (θ))]
= +∞, (2.15)
and it will blow up in finite time for large initial data (c1, c2) if∫ +∞
c1
ds
f [F−1(ǫG(s))]
< +∞ or
∫ +∞
c2
dθ
g[G−1( 1
K
F (θ))]
< +∞. (2.16)
Here F−1 and G−1 are the inverse functions of F and G respectively.
2. (1). Under the condition (2.15), then the solutions of (2.12A) and (2.12B)
are global existence for any nonnegative initial data (u0, v0);
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(2). Suppose that
d1∆u0 − a(x) · ∇u0 + f(v0) ≥ 0 for x ∈ Ω, (2.17)
d2∆v0 − b(x) · ∇v0 + g(u0) ≥ 0 for x ∈ Ω. (2.18)
Under the condition (2.16), if the solution of (2.13) blows up in finite time
for initial data (c1, c2) ≥ 0, then the solution of (2.12A) will blow up in finite
time for initial data (u0, v0) ≥ (c1, c2); Parallelly, if the solution of (2.13) blows
up in finite time for initial data (c1, c2) = 0, then the solution of (2.12B) will
blow up in finite time for any nonnegative initial data (u0, v0).
Proof: 1. First, noticing that f(z) ≥ 0 and g(w) ≥ 0, we know that F (z),
G(w), F−1 and G−1 are all increasing functions.
Let
I(t) = F (z(t))− ǫG(w(t)), J(t) = F (z(t))−KG(w(t)).
Then I(0) ≥ 0, J(0) ≤ 0 and
I ′(t) = (1− ǫ)f(z(t))g(w(t)) ≥ 0, J ′(t) = (1−K)f(z(t))g(w(t)) ≤ 0.
Consequently,
ǫG(w(t)) ≤ F (z(t)) ≤ KG(w(t)),
1
K
F (z(t)) ≤ G(w(t)) ≤
1
ǫ
F (z(t))
and
F−1 (ǫG(w(t))) ≤ z(t) ≤ F−1 (KG(w(t))) ,
G−1
(
1
K
F (z(t))
)
≤ w(t) ≤ G−1
(
1
ǫ
F (z(t))
)
.
f ′(z) ≥ 0 and g′(w) ≥ 0( and 6≡ 0 in any subinterval of (0,+∞)) imply that f(z)
and g(w) are increasing functions, so
f [F−1 (ǫG(w(t)))] ≤ f(z(t)) ≤ f [F−1 (KG(w(t)))],
g[G−1
(
1
K
F (z(t))
)
] ≤ g(w(t)) ≤ g[G−1
(
1
ǫ
F (z(t))
)
].
That is,
f [F−1 (ǫG(w(t)))] ≤ wt ≤ f [F
−1 (KG(w(t)))], (2.19)
g[G−1
(
1
K
F (z(t))
)
] ≤ zt ≤ g[G
−1
(
1
ǫ
F (z(t))
)
]. (2.20)
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Using (2.19) and (2.20), by the sub-solution and sup-solution theory of ODE, it
is easy to verify that the solution of (1.2) is global existence if
∫ +∞
c
ds
f [F−1(KG(s))]
= +∞ and
∫ +∞
c
dθ
g[G−1(1
ǫ
F (θ))]
= +∞,
and it will blow up in finite time for large initial data if
∫ +∞
c
ds
f [F−1(ǫG(s))]
< +∞ or
∫ +∞
c
dθ
f [G−1( 1
K
F (θ))]
< +∞.
2. (1). Under the conditions of (2.15), the solution of (1.2) with c1 =
maxx∈Ω¯ u0(x) and c2 = maxx∈Ω¯ v0(x) can be taken as a sup-solution of (2.12),
which implies that the solution of (2.12) is global existence for any nonnegative
initial data (u0, v0).
(2). Suppose that (2.17) and (2.18) hold. Under the conditions of (2.16), if
the solution of (1.2) will blow up in finite time for initial data (c1, c2), then the
solution of (1.2) with c1 ≤ c
′
1 = minx∈Ω¯ u0(x) and c2 ≤ c
′
2 = minx∈Ω¯ v0(x) can be
taken as a sub-solution of (2.12A), which implies that the solution of (2.12A) will
blow up in finite time for initial data u0(x) ≥ c1 and v0(x) ≥ c2.
If the solution of (1.2) with initial data (c1, c2) = 0 will blow up in finite
time, then we can take the sub-solution in the form of
(u(x, t), v(x, t)) = (u(αtδ(x)), v(βtξ(x))).
Here the functions u(·) and v(·) satisfy
du
dt
= f(v),
dv
dt
= g(u), t > 0,
u(0) = 0, v(0) = 0,
i.e., (u(·), v(·)) is the blowup solution of (1.2) with initial data (c1, c2) = 0. And
α, β are small positive constants to be determined later, the functions δ(x) and
ξ(x) are arbitrary independent nonnegative functions satisfy
d1∆δ − a(x) · ∇δ + p(δ) = 0 in Ω, δ = 0 on ∂Ω (2.21)
and
d2∆ξ − b(x) · ∇ξ + q(ξ) = 0 in Ω, ξ = 0 on ∂Ω, (2.22)
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where p(δ) > 0 and q(ξ) > 0 are continuous functions such that (2.21) and (2.22)
have nonnegative solutions. Obviously, u(x, t) = v(x, t) = 0 for x ∈ ∂Ω, t > 0.
After some computations, we have
ut − d1∆u+ a(x) · ∇u
= αf(v(tβξ(x)))[δ(x) + tp(δ)]− t2d1αβg(u)f
′(v)∇δ · ∇ξ
≤ f(v(tβξ(x))) = f(v), (2.23)
vt − d2∆v + b(x) · ∇v
= βg(u(tαδ(x)))[ξ(x) + tq(ξ)]− t2d2αβf(v)g
′(u)∇δ · ∇ξ
≤ g(u(tαδ(x))) = g(u) (2.24)
for x ∈ Ω and t small enough if α << 1, β << 1. That is, (u, v) is a sub-solution
of (1.1B). Therefore, there exist some x0 ∈ Ω and T > 0 such that
lim
t→T−
[u(x0, t) + v(x0, t)] = +∞
and
T ≤
T ∗
max(αδ0, βξ0)
,
where T ∗ is the blowup time of the solution to (1.2), δ0 = maxx∈Ω δ(x) and
ξ0 = maxx∈Ω ξ(x). 
We would like to give some examples to illustrate the results of Theorem A′.
Example 2.1. f(z) = zp, g(w) = wq. Let c3 = c4 = 0. Then F (z) =
zp+1
p+1
,
G(w) = w
q+1
q+1
,
f [F−1(KG(s))] = C1(p, q,K)s
p(q+1)
p+1 , f [F−1(ǫG(s))] = C ′1(p, q, ǫ)s
p(q+1)
p+1 ,
g[G−1(
1
ǫ
F (θ))] = C ′(p, q, ǫ)θ
q(p+1)
q+1 , g[G−1(
1
K
F (θ))] = C ′2(p, q,K)θ
q(p+1)
q+1 .
The solutions of (2.13) is global existence if and only if pq ≤ 1. Consequently,
the solution of (2.12) is global existence for any initial data if pq ≤ 1, while the
solution of (2.12A) will blow up in finite time if pq > 1 for w0(x) ≥ c1 > 0 and
z0(x) ≥ c2 > 0.
Example 2.2. f(z) = ez, g(w) = ew. Let c3 = c4 = 0. Then F (z) =
ez − 1 ≥ e
z
2
for z > ln 2, G(w) = ew − 1 ≥ e
w
2
for w > ln 2,
f [F−1(KG(s))] ≥ C1(K)e
s, f [F−1(ǫG(s))] ≥ C ′1(ǫ)e
s,
g[G−1(
1
ǫ
F (θ))] ≥ C2(ǫ)e
θ, g[G−1(
1
K
F (θ))] ≥ C ′2(K)e
θ
10
for s, θ large enough. The solutions of (2.13) and (2.12) will blow up in finite
time for nonnegative initial data.
Example 2.3. (i) f(z) = ez, g(w) = lnw. Let c3 = 0, c4 = 1. Then
F (z) ≤ ez, G(w) = wlnw + 1− w,
f [F−1(KG(s))] ≤ C1(K)[sln s + 1− s], f [F
−1(ǫG(s))] ≤ C ′1(ǫ)[sln s+ 1− s].
Obviously,
∫ +∞
1
ds
f [F−1(KG(s))]
≥
∫ +∞
1
ds
C1(K)[sln s+ 1− s]
= +∞.
Although we cannot give the explicit expression of G−1, since G(w) ≤ wlnw for
w > 1, we can obtain
g[G−1(
1
ǫ
F (θ))] ≤ C ′1(p, q, ǫ)θ(1 + ln θ) for θ >> 1.
And ∫ +∞
C
dθ
g[G−1(1
ǫ
F (θ))]
= +∞.
So the solution of (2.13) is global existence for initial data c1 > 1 and c2 ≥ 0. In
fact, we even can construct the following sup-solution of (2.13)
w¯(t) = eMe
Kt
, z¯(t) = MeKt, K > 1, M = max(c1, c2),
and verify that the solution of (2.13) is global existence. Consequently, the solu-
tion of (2.12) is global existence for initial data u0 > 1 and v0 ≥ 0.
(ii) f(z) = ee
z
, g(w) = lnw. Although we cannot write out the explicit
expression of F−1 and G−1, we can construct sub-solution of (2.13) having the
form of
w(t) = e
a
(1−ct)K , z(t) = ln
b
(1− ct)L
, L > K > 1, c ≤ min(
a
L
,
b
a
),
and prove that the solution of (2.13) blows up in finite time. Consequently, the
solution of (2.12) blows up in finite time for large initial data.
(iii) f(z) = ee
z
, g(w) = ln (lnw). Although we cannot write out the explicit
expression of F−1 and G−1, we can construct sup-solution of (2.13) having the
form of
w¯(t) = ee
MeKt
, z¯(t) =MeKt, K > 1, M = max(c1, c2),
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and verify that the solution of (2.13) is global existence. Consequently, the solu-
tion of (2.12) is global existence for initial data u0 > 1 and v0 ≥ 0.
(iv) Generally, consider the ODE problem
{
wt = exp(exp(...(exp(z))...)), zt = ln (ln (...(ln (M + w))...)), t > 0,
w(0) = c1, z(0) = c2.
(2.25)
Here exp(exp(...(exp(z))...)) is m-multiple contained function, ln (ln (...(ln (M +
w))...)) is n-multiple contained function, M is large enough such that
ln (ln (...(ln (M))...)) ≥ 0.
If m > n, and c1, c2 are large enough, we can construct the blowup sub-
solution having the form of
w(t) = exp(exp(...(exp(
a
(1− ct)K
))...)), z(t) = ln (
b
(1− ct)L
).
Here exp(exp(...(exp(s))...)) is (m− 1)-multiple contained function.
If m ≤ n, we can construct the global sup-solution having the form of
w¯(t) = exp(exp(...(M exp(Kt)...)), z¯(t) = MeLt.
Here exp(exp(...(exp(s))...)) is (m+ 1)-multiple contained function.
2.3 The proofs of Theorem A and Theorem 1
In this subsection, we give the proofs of Theorem A and Theorem 1.
The proof of Theorem A: (1). We only prove it in the case of
∫ +∞
c1
dw
g1(w)
<
+∞ and (c1, c2) > (0, 0). The proof in the case of
∫ +∞
c2
dz
f2(z)
< +∞ is similar.
Since fi(z), f
′
i(z) ≥ 0 for z ≥ 0 and fi(z), f
′
i(z) 6≡ 0 in any subinterval of
(0,+∞), gi(w), g
′
i(w) ≥ 0 for w ≥ 0 and gi(w), g
′
i(w) 6≡ 0 in any subinterval of
(0,+∞), i = 1, 2, we have wt ≥ 0 and zt ≥ 0 for t > 0 and can take t0 small
enough such that 0 < c1 = w(0) < w(t0) < +∞, 0 < c2 = z(0) < z(t0) <
+∞, f(z(t)) > f(z(t0)) > f(z(0)) ≥ 0 for t > t0 > 0. (2.1) implies that
f1(z(t))g1(w(t)) > f1(z(t0))g1(w(t)) and
wt = f1(z(t))g1(w(t)) > f1(z(t0))g1(w(t)), t > t0, w(t0) > c1 > 0. (2.26)
But the solution of
wt = f1(z(t0))g1(w(t)), t > t0, w(t0) > c1 > 0
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will blow up in finite time because of
∫ +∞
c1
dw
g1(w)
< +∞. Therefore, the solution
of (2.1) will blow up in finite time.
(2). Noticing that (2.2)–(2.6) and (2.6) has the form of (2.13), by the results
and the proof of Theorem A′, the conclusions of Theorem A are true. 
The proof of Theorem 1: (1). Let (u¯(t), v¯(t)) be the global solution of
(1.2) with initial data
c1 = max
x∈Ω¯
u0(x), c2 = max
x∈Ω¯
v0(x).
It is to verify that (u¯(t), v¯(t)) is a supsolution of (1.1)(or (1.3)) and
u(x, t) ≤ u¯(t), v(x, t) ≤ v¯(t) for x ∈ Ω, t > 0,
which implies that the solutions of (1.1) and (1.3) are global existence.
(2). Let (u(t), v(t)) be the blowup solution of (1.2) with initial data
c1 ≤ min
x∈Ω¯
u0(x), c2 ≤ min
x∈Ω¯
v0(x).
Since ∂f
∂v
≥ 0 and ∂g
∂u
≥ 0, we can apply the comparison principle to (1.1)(or
(1.3)). It is easy to verify that (u(t), v(t)) is a sub-solution of (1.1) (or (1.3)) and
u(x, t) ≥ u(t), v(x, t) ≥ v(t) for x ∈ Ω, t > 0,
which implies that the solutions of (1.1) and (1.3) will blow up in finite time. 
Example 2.4. 1. f1(v)g1(u) = v
puq, f2(v)g2(u) = u
rvs, pr = (1− q)(1− s)
is the watershed for the blowup in finite time and global existence of the solution.
2. f1(v)g1(u) =
vp
uq
, f2(v)g2(u) =
ur
vs
, pr = (q + 1)(s+ 1) is the watershed for
the blowup in finite time and global existence of the solution.
Example 2.5. Consider

ut = d1∆u+ exp(exp(...(exp(v))...)), x ∈ Ω, t > 0,
vt = d2∆v + ln (ln (...(ln (M + u))...)), x ∈ Ω, t > 0,
∂u
∂η
= ∂v
∂η
= 0 or u = v = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω.
(2.27)
Here exp(exp(...(exp(v))...)) is m-multiple contained function, ln (ln (...(ln (M +
u))...)) is n-multiple contained function, M is large enough such that
ln (ln (...(ln (M))...)) ≥ 0.
By the results of Example 2.3 (iv) and Theorem 1, the solution of (2.27) is
global existence for any nonnegative initial data if n ≥ m, while the solution will
blow up in finite time for some initial data if n < m, the watershed is m = n.
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3 The results on (1.1) when f and g aren’t sep-
aration of variables
In this section, we will consider (1.1) when f and g aren’t separation of
variables. Due to the complexity of nonlinearities, whether the solution is global
existence or blowup cannot be judged directly by the structures of f and g, we
need some auxiliary functions. We have
Theorem B (1). Assume that f(w, z) and g(w, z) are locally Lipschitz
continuous functions for (w, z) ≥ 0, and there exist nonnegative smooth functions
h(w) and l(z) such that
f(w, z)h′(w)l(z) + g(w, z)h(w)l′(z) ≤ H [h(w)l(z)], (3.1)
where H(s) is a continuous function for s ≥ 0. If H(s) > 0 for s ≥ 0 and
∫ +∞
0
ds
H(s)
= +∞, (3.2)
or −∞ < H(s) ≤ 0 for s ≥ 0, then h(w)l(z) is global existence.
Especially, if (3.2) holds, f(w, z) ≥ 0, g(w, z) ≥ 0, h′(w) ≥ 0( 6≡ 0) and
l′(z) ≥ 0( 6≡ 0), then the solution of (1.2) is global existence for any nonnegative
initial data.
(2). Assume that f(w, z) and g(w, z) are locally Lipchitz continuous func-
tions for all (w, z) ≥ 0, and there exist nonnegative smooth functions h(w) and
l(z) such that
f(w, z)h′(w)l(z) + g(w, z)h(w)l′(z) ≥ L[h(w)l(z)] ≥ 0, (3.3)
where L(s) is a continuous function for s ≥ 0. If
∫ +∞
c
ds
L(s)
< +∞, c > 0, (3.4)
then h(w)l(z) and the solution of (1.2) will blow up in finite time for large initial
data.
Proof: (1). Multiplying the equation wt = f(w, z) by h
′(w)l(z), the equa-
tion zt = g(w, z) by h(w)l
′(z), then adding the results, we have
h′(w)l(z)wt + h(w)l
′(z)zt = f(w, z)h
′(w)l(z) + g(w, z)h(w)l′(z) ≤ H(h(w)l(z)).
(3.5)
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By the classic results of ODE, if H(s) ≥ 0 with the condition of (3.2) or −∞ <
H(s) ≤ 0, then the solution of the following ODE problem
st = H(s(t)), s(0) = c > 0 (3.6)
is global existence. However, the solution of (3.6) with s(0) = h(c1)l(c2) is a
sup-solution of (3.5). Consequently, h(w(t))l(z(t)) is global existence.
Especially, if (3.2) holds, f(w, z), g(w, z), h′(w) and l′(z) are nonnegative,
then we have wt ≥ 0, zt ≥ 0, h(w) ≥ h(w(t0)) > 0 and l(z) ≥ l(z(t0)) > 0 for
some t0 > 0. Therefore,
h(w(t0))l(z(t)) ≤ h(w(t))l(z(t)), h(w(t))l(z(t0)) ≤ h(w(t))l(z(t)),
which implies that h(w(t)) and l(z(t)) are global existence. By the continuities
and monotonicity of h(w) and l(z), we know that (w(t), z(t)) is global existence
for any nonnegative initial data.
(2). Multiplying the equation wt = f(w, z) by h
′(w)l(z), the equation zt =
g(w, z) by h(w)l′(z), then adding the results, we have
h′(w)l(z)wt + h(w)l
′(z)zt = f(w, z)h
′(w)l(z) + g(w, z)h(w)l′(z) ≥ L(h(w)l(z)).
(3.7)
By the classic theory of ODE, under the condition of (3.4), the solution of the
following ODE problem
st = L(s(t)), s(0) = c > 0 (3.8)
will blow up in finite time for large initial data. The solution of (3.8) with
s(0) = h(c1)l(c2) is a sub-solution of (3.7). Consequently, h(w(t))l(z(t)) will blow
up in finite time for large initial data. By the continuities of h(w) and l(z), we
know that (w(t), z(t)) will blow up in finite time for large initial data. 
Example 3.1. f(w, z) = Aw2z−Bwp, g(w, z) = Cwz2−Dzq(A,B,C,D >
0). If p 6= 2 and q 6= 2, we cannot write f(w, z) and g(w, z) in the form of
f(w, z) = f1(z)g1(w) and g(w, z) = f2(z)g2(w).
(1). However, if 0 < p < 2 and 0 < q < 2, and (w(0), z(0)) > (M,N) with
(M,N) is large enough such that f(w(0), z(0)) ≥ 0 and g(w(0), z(0)) ≥ 0, taking
h(w) = w and l(z) = z, then we can get
(wz)t = (A+ C)w
2z2 − Bwpz −Dwzq, (3.9)
and prove that wz and the solution of (1.2) will blow up in finite time for large
initial data. In fact, by continuities, we have wt ≥ 0 and zt ≥ 0 for all t ≥ 0, and
15
we can write (3.9) as
(wz)t = w
2z2[(A+ C)−
B
w2−pz
−
D
wz2−q
] ≥
(A+ C)
2
(wz)2 := L(wz). (3.10)
Obviously, (wz) will blow up in finite time for large initial data. Moreover, we
even can construct the sub-solution of (1.2) has the form of
(u(t), v(t)) = (
M
(1− ct)
,
N
(1− ct)
)
with w(0) =M , z(0) = N and
AM2N > BMp, CMN2 > DN q
if 0 < p < 2 and 0 < q < 2. Here
c = min(AMN − BMp−1, CMN −DN q−1).
(2). On the other hand, if 0 < p < 2, 0 < q < 2, the initial data w(0) = ǫ1
and z(0) = ǫ2 are small enough such that ǫ
2−p
1 ǫ2 ≤
B
A
and ǫ1ǫ
2−q
2 ≤
D
C
, then (3.9)
can be written as
(wz)t = w
pz(Aw2−pz − B) + wzq(Cwz2−q −D) ≤ 0 ≡ H(wz), (3.11)
the solution of (1.2) is global existence. In fact, we even can let (ǫ1, ǫ2) be a
supsolution of (1.2), and obtain w(t) ≤ ǫ1, z(t) ≤ ǫ2.
Example 3.2. (1). The case of f(w, z) ≤ 0 and g(w, z) ≥ 0 is contained in
the cases of Theorem B. For example: Consider the following problem
{
wt = −Aw
k(t)zl(t), zt = Bw
m(t)zn(t), t > 0
w(0) = c1 ≥ 0, z(0) = c2 ≥ 0.
(3.12)
If there exist α > 0 and β > 0 such that
k + α− 1
α
=
l + β
β
:= p,
m+ α
α
=
n+ β − 1
β
:= q. (3.13)
Then
(wαzβ)t = −Aα(w
αzβ)p +Bβ(wαzβ)q. (3.14)
If 1 < p ≤ q and Aα < Bβ, (wαzβ) will blow up in finite time for positive initial
data .
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(2). In Theorem B and Theorem 2, the conditions f(w, z) ≥ 0, g(w, z) ≥
0, h′(w) ≥ 0 and l′(z) ≥ 0 are needed to keep the solution (w, z) of (1.2) be
global existence. We consider (3.12) again, but we will show that: There exist
A,B, k, l,m and l such that limt→T− w(t) = 0, limt→T− z(t) = +∞ but wz keeps
bounded in [0, T ).
Let
w(t) = (T − t)a, z(t) =
1
(T − t)b
.
Suppose that a, b, k, l, m and n satisfy
a(1− k) + bl = 1, am+ b(1− n) = −1
and
a =
l + 1− n
(1− k)(1− n)− lm
> 0, b =
k − 1−m
(1− k)(1− n)− lm
> 0.
(For example, k = 1, l = 2, m = 1, n = 4, a = b = 1
2
).
If A = a, B = b and initial data
c1 = T
a, c2 =
1
T b
,
then (3.12) has the exact solution (w(t), z(t)) = ((T − t)a, 1
(T−t)b
). Moreover,
limt→T− w(t) = 0, limt→T− z(t) = +∞ but wz keeps bounded in [0, T ) if a ≥ b >
0.
Parallel to Theorem B, we have the following conclusions on (1.1).
Theorem 2. Assume that f(u, v) and g(u, v) are locally Lipchitz continuous
functions for (u, v) ≥ 0, ∂f(u,v)
∂v
≥ 0 and ∂g(u,v)
∂u
≥ 0. Suppose that h(u) ≥ 0 and
h′(u) ≥ 0 for u ≥ 0, l(v) ≥ 0 and l′(v) ≥ 0 for v ≥ 0.
(1). If (3.1) and (3.2) hold, then the solutions of (1.1A), (1.1B), (1.3A) and
(1.3B) are global existence for any nonnegative initial data;
(2). Suppose that (2.10) and (2.11) hold. If (3.3) and (3.4) hold and the
solution of (1.2) blows up in finite time for initial data (c1, c2), then the solutions
of (1.1A) and (1.3A) will blow up in finite time for initial data (u0(x), v0(x)) ≥
(c1, c2). If the solution of (1.2) blows up in finite time for initial data (c1, c2) = 0,
then the solutions of (1.1B) and (1.3B) will blow up in finite time for initial data
(u0(x), v0(x)) ≥ 0.
Proof: The proof is entirely similar to that of Theorem 1. We can take the
solution of (1.2) as the sub-solution or sup-solution of (1.1) and (1.3), then we
can obtain the corresponding conclusions. 
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4 Quenching phenomenon
In this section, we discuss the conditions on f(u, v) and g(u, v) which can
make the solutions of (1.1), (1.2) and (1.3) quench in finite time.
Theorem C (1). Assume that there exist 0 ≤ c′1 ≤ c1, 0 ≤ c
′
2 ≤ c2 such
that f(w, z) and g(w, z) are locally Lipchitz continuous functions, f(w, z) < 0
and g(w, z) < 0 for c′1 < w ≤ c1 and c
′
2 < z ≤ c2. If
lim
w→c′1
|f(w, z)| = +∞ for z ≥ 0, (4.1)
or
lim
z→c′2
|g(w, z)| = +∞ for w ≥ 0, (4.2)
or
lim
(w,z)→(c′1,c
′
2)
|f(w, z)| = +∞, lim
(w,z)→(c′1,c
′
2)
|g(w, z)| = +∞, (4.3)
then the solution of (1.2) will quench in finite time.
(2). Assume that there exist c1 ≤ c
′′
1 < +∞, c2 ≤ c
′′
2 < +∞ such that f(w, z)
and g(w, z) are locally Lipchitz continuous functions, f(w, z) > 0 and g(w, z) > 0
for c1 < w ≤ c
′′
1 and c2 < z ≤ c
′′
2. If
lim
w→c′′1
|f(w, z)| = +∞ for z ≥ 0, (4.4)
or
lim
z→c′′2
|g(w, z)| = +∞ for w ≥ 0, (4.5)
or
lim
(w,z)→(c′′1 ,c
′′
2 )
|f(w, z)| = +∞, lim
(w,z)→(c′′1 ,c
′′
2 )
|g(w, z)| = +∞, (4.6)
then the solution of (1.2) will quench in finite time.
Proof: (1). Since f(w, z) < 0 and g(w, z) < 0, we have wt < 0, zt < 0,
w(t) ≤ c1 and z(t) ≤ c2 in the time interval [0, t] wherever they exist.
On the other hand, by (4.1)–(4.3), there exists T > 0 such that at least one
of the following two cases holds:
Case (i) w(t)→ c′1 and |wt| → +∞ as t→ T
−;
Case (ii) z(t)→ c′2 and |zt| → +∞ as t→ T
−.
In any case, quenching phenomenon happens.
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(2). Since f(w, z) > 0 and g(w, z) > 0 for c1 < w ≤ c
′′
1 and c2 < z ≤ c
′′
2, we
have wt > 0, zt > 0, w(t) ≥ c1 and z(t) ≥ c2 in the time interval [0, t] wherever
they exist.
On the other hand, by (4.4)–(4.6), there exists T > 0 such that at least one
of the following two cases holds:
Case (i) w(t)→ c′′1 and |wt| → +∞ as t→ T
−;
Case (ii) z(t)→ c′′2 and |zt| → +∞ as t→ T
−.
In any case, quenching phenomenon occurs. 
Parallel to Theorem C, we have the following conclusions.
Theorem 3. (1). Assume that there exist 0 ≤ c′1 ≤ minx∈Ω u0(x), 0 ≤
c′2 ≤ minx∈Ω v0(x) such that f(u, v) and g(u, v) are locally Lipchitz continuous
functions, f(u, v) < 0, g(u, v) < 0, ∂f
∂v
> 0 and ∂g
∂u
> 0 for c′1 < u ≤ maxx∈Ω u0(x)
and c′2 < v ≤ maxx∈Ω v0(x). Moreover, suppose that
d1∆u0 − a(x) · ∇u0 + f(u0, v0) ≤ 0 for x ∈ Ω, (4.7)
d2∆v0 − b(x) · ∇v0 + g(u0, v0) ≤ 0 for x ∈ Ω. (4.8)
If one of (4.1)–(4.3) holds, then the solutions of (1.1) and (1.3) will quench in
finite time. Moreover, if f(u, v) ≤ −a1 − a2u and there exists A(x) such that
ϕ1(x)a(x) = ∇A(x) and ∆A(x) ≤ −a3, where a1, a2 > 0, a3 ≥ 0, then the
quenching time satisfies
Tmax ≤
1
λ1d1 + a2
ln
a3c1|Ω|+ a1 + (λ1d1 + a2)
∫
Ω
u0(x)ϕ1(x)dx
a3c1|Ω|+ a1 + (λ1d1 + a2)c
′
1
. (4.9)
If g(u, v) ≤ −b1 − b2v and there exists B(x) such that ϕ1(x)b(x) = ∇B(x) and
∆B(x) ≤ −b3, where b1, b2 > 0, b3 ≥ 0, then the quenching time satisfies
Tmax ≤
1
λ1d2 + b2
ln
b3c2|Ω|+ b1 + (λ1d2 + b2)
∫
Ω
v0(x)ϕ1(x)dx
b3c2|Ω|+ b1 + (λ1d2 + b2)c
′
2
. (4.10)
Here ϕ1 is the first eigenfunction(normalized by
∫
Ω
ϕ1(x)dx = 1) of the following
eigenvalue problem:
−∆ϕ = λ1ϕ in Ω, ϕ = 0 on ∂Ω. (4.11)
(2). Assume that there exist maxx∈Ω u0(x) ≤ c
′′
1 < +∞, maxx∈Ω v0(x) ≤
c′′2 < +∞ such that f(u, v) and g(u, v) are locally Lipchitz continuous functions,
f(u, v) > 0, g(u, v) > 0, ∂f
∂v
> 0 and ∂g
∂u
> 0 for 0 ≤ u ≤ c′′1 and 0 ≤ v ≤
c′′2. Moreover, suppose that (2.10) and (2.11) hold. If one of (4.4)–(4.6) holds,
then the solutions of (1.1) and (1.3) will quench in finite time. Moreover, if
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f(u, v) ≥ a′1 + a
′
2u, a
′
2 > λ1d1, there exists A(x) such that ϕ1(x)a(x) = ∇A(x)
and ∆A(x) ≥ a′3 ≥ 0, then the quenching time satisfies
Tmax ≤
1
(a′2 − λ1d1)
ln
a′3c
′′
1|Ω|+ a
′
1 + (a
′
2 − λ1d1)c
′′
1
a′3c
′′
1|Ω|+ a
′
1 + (a
′
2 − λ1d1)
∫
Ω
v0(x)ϕ1(x)dx
. (4.12)
If g(u, v) ≥ b′1 + b
′
2v, b
′
2 > λ1d2, there exists B(x) such that ϕ1(x)b(x) = ∇B(x)
and ∆B(x) ≥ b′3 ≥ 0, then the quenching time satisfies
Tmax ≤
1
(b′2 − λ1d2)
ln
b′3c
′′
2|Ω|+ b
′
1 + (b
′
2 − λ1d2)c
′′
2
b′3c
′′
2|Ω|+ b
′
1 + (b
′
2 − λ1d2)
∫
Ω
v0(x)ϕ1(x)dx
. (4.13)
Proof: (1). Without loss of generality, we assume that (4.1) holds. Since
∂f
∂v
> 0 and ∂g
∂u
> 0, the comparison principle can be applied to (1.1)(or(1.3)), we
can take the solution of (1.2) with c1 = maxx∈Ω u0(x), c2 = maxx∈Ω v0(x) as a
sup-solution of (1.1)(or(1.3)). (4.7) and (4.8) imply that there exists Tmax < T (T
is the quenching time of (1.2)) such that
lim
t→T−max
inf
x∈Ω
u(x, t) = c1. (4.14)
Consequently,
lim
t→T−max
sup
x∈Ω
|ut − d1∆u+ a(x) · ∇u| = lim
t→T−max
sup
x∈Ω
|f(u(x, t), v(x, t))| = +∞,
and at least one of the following equalities holds:
(i) limt→T−max supx∈Ω |ut(x, t)| = +∞; (ii) limt→T−max supx∈Ω |∆u(x, t)| = +∞;
(iii) limt→T−max supx∈Ω |∇u(x, t)| = +∞.
That is, quenching phenomenon occurs.
To give the estimate for the quenching time, multiplying the first equation
of (1.1)(or (1.3)) by ϕ1(x) and integrating it on Ω, we get
d
dt
∫
Ω
uϕ1(x)dx = −λ1d1
∫
Ω
uϕ1(x)dx−
∫
Ω
ϕ1(x)a(x) · ∇udx+
∫
Ω
f(u, v)ϕ1(x)dx
≤ −λ1d1
∫
Ω
uϕ1(x)dx−
∫
Ω
∇A(x) · ∇udx+
∫
Ω
(−a1 − a2u)ϕ1(x)dx
= −(λ1d1 + a2)
∫
Ω
uϕ1(x)dx+
∫
Ω
∆A(x)udx−
∫
Ω
a1ϕ1(x)dx
≤ −(λ1d1 + a2)
∫
Ω
uϕ1(x)dx− a3c1|Ω| − a1. (4.15)
Letting
y(t) =
∫
Ω
uϕ1(x)dx,
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using (4.15), we have
dy
dt
≤ −(λ1d1+a2)y(t)−a3c1|Ω|−a1, i.e.
dy
(λ1d1 + a2)y(t) + a3c1|Ω|+ a1
≤ −dt.
Integrating it on [0, Tmax), we get
Tmax ≤
1
λ1d1 + a2
ln
a3c1|Ω|+ a1 + (λ1d1 + a2)y(0)
a3c1|Ω|+ a1 + (λ1d1 + a2)y(Tmax)
≤
1
λ1d1 + a2
ln
a3c1|Ω|+ a1 + (λ1d1 + a2)
∫
Ω
u0(x)ϕ1(x)dx
a3c1|Ω|+ a1 + (λ1d1 + a2)c′1
.
(2). Similarly, without loss of generality, we assume that (4.5) holds. Since
∂f
∂v
> 0 and ∂g
∂u
> 0, the comparison principle can be applied to (1.1)(or(1.3)), we
can take the solution of (1.2) with c1 = minx∈Ω u0(x), c2 = minx∈Ω v0(x) as a sub-
solution of (1.1)(or(1.3)). (2.10) and (2.11) imply that there exists Tmax < T (T
is the quenching time of (1.2)) such that
lim
t→T−max
sup
x∈Ω
v(x, t) = c′′2. (4.16)
Consequently,
lim
t→T−max
sup
x∈Ω
|vt − d2∆v + b(x) · ∇v| = lim
t→T−max
|g(sup
x∈Ω
(u(x, t), v(x, t)))| = +∞,
and at least one of the following equalities holds:
(i) limt→T−max supx∈Ω |vt(x, t)| = +∞; (ii) limt→T−max supx∈Ω |∆v(x, t)| = +∞;
(iii) limt→T−max supx∈Ω |∇v(x, t)| = +∞.
That is, quenching phenomenon happens.
Now we give the estimate for the quenching time below. Multiplying the
second equation of (1.1)(or (1.3)) by ϕ1(x) and integrating it on Ω, we have
d
dt
∫
Ω
vϕ1(x)dx = −λ1d2
∫
Ω
vϕ1(x)dx−
∫
Ω
ϕ1(x)b(x) · ∇vdx+
∫
Ω
g(u, v)ϕ1(x)dx
≥ −λ1d2
∫
Ω
vϕ1(x)dx−
∫
Ω
∇B(x) · ∇vdx+
∫
Ω
(b′1 + b
′
2v)ϕ1(x)dx
= (b′2 − λ1d2)
∫
Ω
vϕ1(x)dx+
∫
Ω
∆B(x)vdx+
∫
Ω
b′1ϕ1(x)dx
≥ (b′2 − λ1d2)
∫
Ω
vϕ1(x)dx+ b
′
3c
′′
2|Ω|+ b
′
1. (4.17)
Letting
y˜(t) =
∫
Ω
vϕ1(x)dx,
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using (4.17), we get
dy˜
dt
≥ (b′2 − λ1d2)y˜ + b
′
3c
′′
2|Ω|+ b
′
1, i.e.
dy˜
(b′2 − λ1d2)y˜ + b
′
3c
′′
2|Ω|+ b
′
1
≥ dt.
Integrating it on [0, Tmax), we obtain
Tmax ≤
1
(b′2 − λ1d2)
ln
b′3c
′′
2|Ω|+ b
′
1 + (b
′
2 − λ1d2)y˜(Tmax)
b′3c
′′
2|Ω|+ b
′
1 + (b
′
2 − λ1d2)y˜(0)
≤
1
(b′2 − λ1d2)
ln
b′3c
′′
2|Ω|+ b
′
1 + (b
′
2 − λ1d2)c
′′
2
∫
Ω
ϕ1(x)dx
b′3c
′′
2|Ω|+ b
′
1 + (b
′
2 − λ1d2)
∫
Ω
v0(x)ϕ1(x)dx
.
Theorem 3 is proved. 
Example 4.1. 1. f(u, v) = −u−p1v−q1, g(u, v) = −u−p2v−q2, where p1 ≥ 0,
q1 > 0, p2 > 0, q2 ≥ 0, and the initial data (c1, c2) > (0, 0), then there exists some
T > 0 such that quenching phenomenon happens at T .
2. f(u, v) = u
4−v2
, g(u, v) = v
2−u
, and the initial data (2, 2) > (c1, c2) > (0, 0),
then there exists some T > 0 such that quenching phenomenon happens at T .
Remark 4.1. Since c′1 < maxx∈Ω u0(x) and
∫
Ω
ϕ1(x)dx = 1, we have
1
λ1d1 + a2
ln
a3c1|Ω|+ a1 + (λ1d1 + a2)
∫
Ω
u0(x)ϕ1(x)dx
a3c1|Ω|+ a1 + (λ1d1 + a2)c
′
1
≤
1
λ1d1 + a2
ln
a1 + (λ1d1 + a2)
∫
Ω
u0(x)ϕ1(x)dx
a1 + (λ1d1 + a2)c′1
,
which implies that convection term can delay the quenching time.
5 Some type convection terms make the solu-
tion exist globally
In this section, we will show that some type convection terms a(x) · ∇u and
b(x) · ∇v make the solution exist globally.
Theorem 4. Assume that f(u, v) and g(u, v) are smooth functions for
(u, v) ≥ 0, ∂f
∂v
≥ 0 and ∂g
∂u
≥ 0.
(1). Suppose that the initial data (u0, v0) ∈ C
2(Ω)×C2(Ω), (u0(x), v0(x)) ≥
0, ∇u0(x) 6= 0 and ∇v0(x) 6= 0 for all x ∈ Ω. Moreover, for (1.1A) and (1.3A),
suppose that ∂u0
∂η
≥ 0 and ∂v0
∂η
≥ 0 on ∂Ω. Then there exist a(x) and b(x) such
that the solutions of (1.1A) and (1.1B) are global existence.
(2). Assume that there exist positive constants K > 1, L > 1, c3, c4, p1,
p2, q1 and q2 such that 0 < p1 < 1, 0 < q2 < 1, p2q1 ≥ (1 − p1)(1 − q2),
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c
p1
3 c
q1
4 ≤ λ1d1c3K, c
p2
3 c
q2
4 ≤ λ1d2c4L,
f(c3ϕ
K , c4ϕ
L) ≤ cp13 c
q1
4 ϕ
Kp1+Lq1, g(c3ϕ
K , c4ϕ
L) ≤ cp23 c
q2
4 ϕ
Kp2+Lq2, (5.1)
and
ϕ(x)a(x) · ∇ϕ(x) ≥ (K − 1)|∇ϕ(x)|2, (5.2)
ϕ(x)b(x) · ∇ϕ(x) ≥ (L− 1)|∇ϕ(x)|2. (5.3)
Here ϕ is the first eigenfunction of (4.11) normalised by maxx∈Ω¯ ϕ(x) = 1.
Then the solutions of (1.1A) and (1.1B), are global existence if the initial data
(u0(x), v0(x)) satisfies u0(x) ≤ c3ϕ
K(x) and v0(x) ≤ c4ϕ
L(x).
Proof: (1). Note that ∂f
∂v
≥ 0 and ∂g
∂u
≥ 0, the comparison principle of
a system of parabolic equations can be applied to (1.1). Since ∇u0 6= 0 and
∇v0 6= 0 for all x ∈ Ω, there exist a(x) and b(x) such that
a(x) · ∇u0 ≥ d1∆u0 + f(u0, v0), b(x) · ∇v0 ≥ d2∆v0 + g(u0, v0). (5.4)
We write it as
0 ≥ d1∆u0 − a(x) · ∇u0 + f(u0, v0), 0 ≥ d2∆v0 − b(x) · ∇v0 + g(u0, v0). (5.5)
Combining this and the assumptions of ∂u0
∂η
≥ 0 and ∂v0
∂η
≥ 0 on ∂Ω, we know
that (u0, v0) is a sup-solution of (1.1A) with a(x) and b(x) satisfying (5.4), hence
the solutions of (1.1A) is global existence.
Since a(x) and b(x) satisfy (5.5), and noticing that u0 ≥ 0 and v0 ≥ 0 on
∂Ω, we can take (u0, v0) as a sup-solution of (1.1B). Consequently, the solution
of (1.1B) is also global existence(globally bounded).
(2). Since ∂f
∂v
≥ 0 and ∂g
∂u
≥ 0, we can apply the comparison principle to
(1.1B).
Under the assumptions of f(u, v), g(u, v), a(x) and b(x), taking
(u¯(x, t), v¯(x, t)) = (c3ϕ
K(x), c4ϕ
L(x)),
we have
d1∆u¯− a(x) · ∇u¯+ f(u¯, v¯)
= −λ1d1c3Kϕ
K + c3K(K − 1)ϕ
K−2|∇ϕ|2 − c3Kϕ
K−1a(x) · ∇ϕ+ f(c3ϕ
K , c4ϕ
L)
≤ −λ1d1c3Kϕ
K + c3Kϕ
K−2[(K − 1)|∇ϕ|2 − ϕa(x) · ∇ϕ] + cp13 c
q1
4 ϕ
Kp1+Lq1
≤ [cp13 c
q1
4 − λ1d1c3K]ϕ
K + c3Kϕ
K−2[(K − 1)|∇ϕ|2 − ϕa(x) · ∇ϕ]
≤ 0 for x ∈ Ω, t > 0, (5.6)
23
and
d2∆v¯ − b(x) · ∇v¯ + g(u¯, v¯)
= −λ1d2c4Lϕ
L + c4L(L− 1)ϕ
L−2|∇ϕ|2 − c4Lϕ
L−1b(x) · ∇ϕ+ g(c3ϕ
K , c4ϕ
L)
≤ −λ1d2c4Lϕ
L + c4Lϕ
L−2[(L− 1)|∇ϕ|2 − ϕb(x) · ∇ϕ] + cp23 c
q2
4 ϕ
Kp2+Lq2
≤ [cp23 c
q2
4 − λ1d2c4L]ϕ
L + c4Lϕ
L−2[(L− 1)|∇ϕ|2 − ϕb(x) · ∇ϕ]
≤ 0 for x ∈ Ω, t > 0. (5.7)
Obviously,
(u¯(x, t), v¯(x, t)) = (c3ϕ
K(x), c4ϕ
L(x)) = (0, 0), (5.8)
∂u¯
∂η
= c3Kϕ
K−1∂ϕ
∂η
= 0,
∂v¯
∂η
= c4Lϕ
L−1∂ϕ
∂η
= 0 (5.9)
for x ∈ ∂Ω and t > 0.
(5.6), (5.7), (5.8)(or (5.9)) show that (u¯, v¯) is a sup-solution of (1.1) for
initial data u0(x) ≤ c3ϕ
K(x) and v0(x) ≤ c4ϕ
L(x), which means that the solution
of (1.1) is globally bounded. 
Remark 5.1. Theorem 4 shows that, the convection terms a(x) · ∇u and
b(x) · ∇v can effect the properties for the solutions under certain conditions.
Remark 5.2. The typical f(u, v) and g(u, v) satisfying Theorem 4 are
f(u, v) = up1vq1 and g(u, v) = up2vq2.
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