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Abstract
The aim of this paper is to show a possibility to identify multivari-
ate distribution by means of specially constructed one-dimensional
random variable. We give some inequalities which may appear to
helpful for a construction of multivariate two-sample tests.
Key words: inequalities; multivariate distributions; two-sample
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1 Inequalities for multivariate distributions
Let X and Y be two independent random vectors in Euclidean space IRd or
in separable Hilbert space H. Suppose that X ′ Y ′ are independent copies
of X and Y correspondingly, that is X ′
d
= X and Y ′
d
= Y . The simbol
d
=
here denotes the equality in distribution. Consider two random variables ε
and δ taking two values 0 and 1 with equal probabilities. In addition, let us
suppose that the objects X,X ′, Y, Y ′, ε, δ are mutually independent. Define
one-dimensional random variable
S = δ‖X − Y ‖ − (1− δ)
(
ε‖X −X ′‖+ (1− ε)‖Y − Y ′‖
)
. (1.1)
The following result holds.
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Theorem 1.1. Let the random objects X,X ′, Y, Y ′, ε, δ are as defined above.
Then the random vectors X and Y are identically distributed if and only if
S has a symmetric distribution.
Proof. Let f1(t) = IE exp
(
it‖X − Y ‖
)
, f2(t) = IE exp
(
it‖X − X ′‖
)
, f3(t) =
IE exp
(
it‖Y − Y ′‖
)
be characteristic functions of ‖X − Y ‖, ‖X − X ′‖ and
‖Y − Y ′‖ respectively. It is easy to calculate characteristic function of S. It
has the following form
f(t) = IE exp
(
itS
)
=
1
2
f1(t) +
1
4
(
f2(−t) + f3(−t)
)
.
In the case of X
d
= Y we have f1(t) = f2(t) = f3(t) and
f(t) =
1
2
(
f1(t) + f1(−t)
)
,
so that the distribution of S is symmetric around the origin.
Suppose now that the distribution of S is symmetric around the origin
and show that X
d
= Y . In the case when this distribution is symmetric, then
the mean of sign S exp{−S2/2} exists and equals to zero. However,
IEsign S exp{−S2/2} =
1
2
IE exp
(
−‖X− Y‖2/2
)
−
−
1
4
(
IE exp
(
−‖X −X ′‖2/2
)
+ IE exp
(
−‖Y − Y ′‖2/2
))
.
The equality of this expectation to zero implies that
IE exp
(
−‖X − Y ‖2/2
)
= (1.2)
=
1
2
(
IE exp
(
−‖X −X ′‖2/2
)
+ IE exp
(
−‖Y − Y ′‖2/2
))
.
It is known (see, for example [1]), that the function
L(x, y) = 1− exp(−‖x− y‖2/2)
is a strongly negative definite kernel on Euclidean or on Hilbert space. At
the same time the following inequality holds
IEL(X, Y )−
1
2
(
IEL(X,X ′) + IEL(Y, Y ′)
)
≥ 0.
The equality is attained if and only if X
d
= Y . It is clear that the relation
(1.2) guaranties the equality in previous inequality.
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Note that from the proof of Theorem 1.1 it follows that X
d
= Y if and
only if
‖X − Y ‖
d
= ε‖X −X ′‖+ (1− ε)‖Y − Y ′‖. (1.3)
In other words, it means that multivariate hypothesis X
d
= Y may be
changed by equivalent one-dimensional (1.3).
Let us give previous result in term of an inequality.
Theorem 1.2. Let X,X ′, Y, Y ′, ε, δ be mutually independent random ele-
ments. Suppose that X
d
= X ′, Y
d
= Y ′, and the variables ε δ take the values
0 and 1 only with equal probabilities. The random vectors X and Y take val-
ues in finite-dimensional Euclidean space or in separable Hilbert space and
have continuous distributions. Suppose that h is a strictly convex continu-
ously differentiable function on [0, 1], h(0) = 0. Denote by F (x) cumulative
distribution function of the random variable
S = δ‖X − Y ‖ − (1− δ)
(
ε‖X −X ′‖+ (1− ε)‖Y − Y ′‖
)
and set G(x) = 1− F (−x). Then the following inequality holds∫
∞
−∞
h(F (x))dG(x) +
∫
∞
−∞
h(G(x))dF (x) ≥ 2
∫
1
0
h(u)du. (1.4)
The equality in (1.4) is attained if and only if X
d
= Y .
Proof. In our publication [2] there was given the following result.
Let h be strictly convex continuously differentiable function on [0, 1] such
that h(0) = 0. Suppose that F (x) and G(x) are continuous probability distri-
bution functions (c.d.f.) on real line IR1. Then∫
∞
−∞
h(F (x))dG(x) +
∫
∞
−∞
h(G(x))dF (x) ≥ 2
∫
1
0
h(u)du (1.5)
with equality if and only if F (x) = G(x).
It is clear that the statement of Theorem 1.2 follows from this result and
previous Theorem 1.1.
From above we see that from statistical point the testing of the hypothesis
Ho : X
d
= Y
3
in multidimensional case appears to be equivalent to
H˜o : ”Distribution of S is symmetric around the origin”.
There are many different tests for H˜o and some of them are consistent. How-
ever, in some cases the hypothesis is tested by different procedures. For
example, one of such procedures is based on a property of median. Namely,
if the distribution is symmetric around the origin then its median has to be
zero. Therefore, if the median does not coincides with origin the hypothesis
is rejected. This approach does not work in the case under consideration in
view of the fact that median equals to zero for arbitrary distributed random
vectors X and Y .
It is clear that one may change the norm in construction of S by arbitrary
strongly negative definite kernel (see [1] about terminology). This means,
that it is possible to consider not only multidimensional Euclidean spaces or
Hilbert spaces, but such metric spaces which allows isometric embedding into
Hilbert space. We will consider some such spaces in a separate publication.
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