Amalgamation and injectivity in Banach lattices by Avilés, Antonio & Tradacete, Pedro
ar
X
iv
:2
00
7.
15
26
1v
1 
 [m
ath
.FA
]  
30
 Ju
l 2
02
0
AMALGAMATION AND INJECTIVITY IN BANACH LATTICES
ANTONIO AVILE´S AND PEDRO TRADACETE
Abstract. We study distinguished objects in the category BL of Banach lat-
tices and lattice homomorphisms. The free Banach lattice construction intro-
duced by B. de Pagter and A. W. Wickstead generates push-outs, and combining
this with an old result of H. G. Kellerer on marginal measures, the amalgama-
tion property of Banach lattices is established. This will be the key tool to
prove that L1([0, 1]
c) is separably BL-injective, as well as to give more abstract
examples of Banach lattices of universal disposition for separable sublattices.
Finally, an analysis of the ideals on C(∆, L1), which is a separably universal
Banach lattice as shown by D. H. Leung, L. Li, T. Oikhberg and M. A. Tursi,
allows us to conclude that separably BL-injective Banach lattices are necessarily
non-separable.
Contents
1. Introduction and motivation 1
2. Preliminaries: Kellerer’s Marginal Problem 3
3. Homomorphisms to L1 spaces 8
4. Amalgamation of measure spaces and Banach lattices 11
5. Banach lattices of universal disposition 17
6. Examples of separably BL-injective Banach lattices 22
7. General properties of separably BL-injective Banach lattices 25
8. There are no separably BL-injective separable Banach lattices 27
Acknowledgements 31
References 31
1. Introduction and motivation
Let BL denote the category of Banach lattices with Banach lattice homomor-
phisms, bounded linear operators that commute with any of the lattice operations
∧, ∨, | · |. Following a general categorical language, a Banach lattice Z is (separa-
bly) BL-injective if whenever we have X ⊂ Y (separable) Banach lattices, every
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homomorphism g : X −→ Z can be extended to gˆ : Y −→ Z.
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In a fundamental paper, concerning several distinguished objects in BL, such as
free and projective objects, B. de Pagter and A. W. Wickstead noted that there
are no BL-injectives [7, footnote 1]. The reason for the non-existence of such
objects is based on an unbounded cardinality argument (cf. Theorem 7.4 and
its later comments), which leaves open the question whether BL-injective Banach
lattices for some bounded cardinality can exist, and in particular whether there
exist separably BL-injective ones.
When trying to imitate some of the known constructions of separably injective
Banach spaces [3], we faced an apparently na¨ıf question: Do Banach lattices enjoy
the amalgamation property? That is, given two lattice isometric embeddings u1 :
X0 −→ X1 and u2 : X0 −→ X2, do there exist lattice isometric embeddings
v1 : X1 −→ X3 and v2 : X2 −→ X3 such that v1 ◦ u1 = v2 ◦ u2?
X1 X3?
X0 X2
v1?
u2
u1 v2?
By lattice isometric embeddings we mean Banach lattice homomorphisms that
preserve the norm. This question is actually interesting in its own given its connec-
tion with Fra¨ısse´ theory (see [9, 23]). For Banach spaces, this is quite a straightfor-
ward construction. However, the proof of the amalgamation property of Banach
lattices that we present here is far more complicated, and it relies on three main
ingredients: First, the existence of push-outs, that is based on the idea of free
Banach lattices [7, 4]; Second, a reduction to the case of lattices of the form L1(µ)
; Third, an old result of Kellerer [14] on marginal measures, that gives an amalga-
mation result for measure spaces, Theorem 4.1. Kellerer’s paper is available only
in German, so we decided to reproduce here the most relevant proofs in Section 2.
The reduction to L1 lattices requires the fact that there are plenty of lattice ho-
momorphism into L1 lattices induced by positive elements of the dual, explained
in Section 3. This plays a role analogous to that of dual elements in Banach space
theory, that we cannot use here so proficiently as there are even Banach lattices,
like nonatomic L1(µ), that lack any nonzero homomorphism into the scalar field.
The bridge connecting the categories of measure spaces and L1 Banach lattices are
Iwanik’s theorems [12]. The main result attained at the end of Section 4, Theo-
rem 4.4, is an improved version of amalgamation, where only one arrow is assumed
isometric and the property is transferred to its parallel arrow.
3Once amalgamation is at hand, we can iterate it transfinitely to create Banach
lattices of universal disposition for separable lattices, that in turn are examples
of 1-separably BL-injective Banach lattices. Universal disposition has a similar
definition as separable injectivity, but g and gˆ are isometric lattice embeddings.
The number 1, on the other hand, means that we can make ‖gˆ‖ = ‖g‖. A peculiar
phenomenon here is that we can perform these constructions within the world of
L1 lattices only, and this will yield that L1([0, 1]
c) and variants of it are 1-separably
injective, cf. Theorem 6.5. Further properties of this kind of Banach lattices are
investigated in Section 7 and in particular we show that every separably injective
Banach lattice contains L1[0, 1] and every 1-separably injective Banach lattice
contains L1([0, 1]
ℵ1).
Finally, Section 8 is devoted to the proof that all separably BL-injective Banach
lattices must be nonseparable. This may be compared to Sobczyk and Zippin
theorems, that state that c0 is a separable separably injective Banach space, and
it is in fact the only one, up to isomorphism [28]. Here, it is not c0 but L1[0, 1]
that could look like a reasonable candidate, and the first step will be to remove
it from the list of suspects. The second step will be a careful analysis of the
ideals in the Banach lattice of L1[0, 1]-valued continuous functions on the Cantor
set C(∆, L1[0, 1]), which, as proved by Leung, Li, Oikhberg and Tursi [18], con-
tains lattice isomorphic copies of all separable Banach lattices. This final section
is essentially self-contained. Along the rest of the paper, however, results from
previous sections are often essential.
It should be noted that in the Banach lattice literature one can find earlier work
on extensions of lattice homomorphisms and related notions of injectivity. On
the one hand, the problem of extending lattice homomorphisms from a certain
class of sublattices (namely, majorizing sublattices) has been studied in [5, 21, 24].
This is however very limited for the scope we are analyzing here, as sublattices
are far from being majorizing in general. On the other hand, injective objects in
the category BL+ of Banach lattices and positive operators have been thoroughly
considered in the literature [6, 11, 16, 20, 22, 25], and are usually referred to as
injective Banach lattices. This is why, in order to avoid confusion, we insist on
writing BL before the word injective all along this paper. The categories BL+ and
BL differ essentially in many aspects, and in particular their respective classes of
injective (or partially injective) objects are very different.
For unexplained terms concerning Banach lattices we refer the reader to the
monograph [26].
2. Preliminaries: Kellerer’s Marginal Problem
We fix a finite set I, and for each i ∈ I we fix a set Ωi and a σ-algebra Σi of sub-
sets of Ωi. For every subset T ⊂ I we consider the cartesian product ΩT =
∏
i∈T Ωi,
that we endow with the product σ-algebra ΣT =
⊗
i∈T Σi. In the degenerate case,
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when T = ∅, we will set Ω∅ to be a singleton, and Σ∅ its unique σ-algebra consisting
of the total and the empty sets.
Definition 2.1. Given a measure ν on (ΩI ,ΣI) and a subset T ⊂ I, the marginal
measure νT is the measure on (ΩT ,ΣT ) given by
νT (A) = ν(A× ΩI\T ).
In the above formula, we make a natural identification ΩI = ΩT × ΩI\T . The
Marginal Problem, as considered by Kellerer [14], is the following:
Marginal Problem: If we are given a family of sets T ⊂ P(I), and for each
T ∈ T we are given a measures νT on (ΩT ,ΣT ), under what conditions can we find
a measure ν on (ΩI ,ΣI) such that ν
T = νT for all T ∈ T?
Kellerer provided solutions to two variations of this question: the unrestricted
marginal problem, for general signed measures, and the restricted marginal prob-
lem, when bounds on the desired measure, like being positive, are required. Since
this paper is written in German and it may not be that easy for some readers
(including ourselves) to navigate through it, we will reproduce the proofs.
Theorem 2.2 (Unrestricted marginal problem, Kellerer Satz 2.2). Given T ⊂
P(I), and a family of measures (νT )T∈T, the following are equivalent:
(1) There exists a finite signed measure ν on (ΩI ,ΣI) such that ν
T = νT for
all T ∈ T.
(2) ∀T1, T2 ∈ T we have
νT1∩T2T1 = ν
T1∩T2
T2
.
Proof. The implication (1) ⇒ (2) is obvious. For the converse, we fix arbitrary
probability measures µi in (Ωi,Σi) for every i ∈ I, and µ =
⊗
i∈I µi their product
measure. Notice that the partial products can be viewed as marginals of µ: µT =⊗
i∈T µi for T ⊂ I. Define
ν :=
∑
∅6=S⊂T
(−1)|S|−1 · ν⋂S ⊗ µ
I\
⋂
S,
where |S| denotes the cardinality of the family S, and
⋂
S =
⋂
T∈S T .
Let us check that this works. The first observation is that the marginal of a
product measure is the product of the corresponding marginal measures, in the
sense that if J, T ⊂ I and ν˜ and µ˜ are measures on ΣJ and ΣI\J respectively, then
(ν˜ ⊗ µ˜)T = ν˜T∩J ⊗ µ˜T\J . These two measures clearly coincide on sets of the form
B =
⊗
i∈I Bi, so by Dynkin’s π-λ theorem they are equal. Applying this principle,
we get
5νT =
∑
∅6=S⊂T
(−1)|S|−1 · νT∩⋂S ⊗ µ
T\
⋂
S.
The summand that corresponds to S = {T} gives νT . All other summands can be
groupped into pairs S and S ∪ {T} that have the same value with different sign,
so they cancel. We get that νT = νT as desired. 
Let B(ΣT ) be the set of all bounded measurable functions g : (ΩT ,ΣT ) −→ R.
To each g ∈ B(ΣT ) we can naturally associate g˜ ∈ B(ΣI) by composing with
the natural projection πT : ΩI −→ ΩT onto the coordinates in T . Note that∫
ΩT
g dνT =
∫
ΩI
g˜ dν holds for every g ∈ B(ΣT ).
Theorem 2.3 (Restricted marginal problem, Kellerer Sa¨tze 4.2 and 4.3). Fix two
signed finite measures ν and ν on (ΩI ,ΣI). Given T ⊂ P(I), and a family of
measures (νT )T∈T, the following are equivalent:
(N) There exists a finite signed measure ν on (ΩI ,ΣI) such that ν ≤ ν ≤ ν and
νT = νT for all T ∈ T.
(N∗) Whenever we pick gT ∈ B(ΣT ) for every T ∈ T, the following holds:∑
T∈T
∫
ΩT
gT dνT ≤
∫
ΩI
(∑
T∈T
g˜T
)+
dν −
∫
ΩI
(∑
T∈T
g˜T
)−
dν.
Proof. The first step is to prove the theorem in the case when all σ-algebras Σi
are finite. This is performed in [14, Section 3]. In that case, for every T ⊂ I,
the space ba(ΣT ) of all finite signed measures on (ΩT ,ΣT ) is a finite-dimensional
vector space. Its dual space ba(ΣT )
∗ can be identified with B(ΣI), the action being
given by integration. In turn, any such function f is determined by its values on
the atoms of ΣT . Consider the set
Y =
{
(ν, ν, νT : T ∈ T) ∈ ba(ΣI)× ba(ΣI)×
∏
T∈T
ba(ΣT ) : (N) holds
}
For every atom a =
∏
i∈I ai of ΣI , consider the measure δa ∈ ba(ΣI) concentrated
on a with δa(a) = 1, and the tuples
y0a := (δa, δa, δ
T
a : T ∈ T) ∈ Y,
y1a := (−δa, 0, 0 : T ∈ T) ∈ Y,
y2a := (0,+δa, 0 : T ∈ T) ∈ Y.
We claim that Y is precisely the cone of all linear combinations with nonnegative
scalars of vectors of the form ±y0a, y
1
a, y
2
a. On the one hand, all these elements
clearly belong to Y , and Y is easily seen to be closed under nonnegative linear
combinations. On the other hand, every vector in Y can be written as
(ν, ν, νT : T ∈ T) = (ν, ν, ν
T : T ∈ T) + (ν − ν, 0, 0 : T ∈ T) + (0, ν − ν, 0 : T ∈ T).
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Since our σ-algebras are finite, the first summand is a nonnegative linear combi-
nation, of ±y0a’s, the second summand of y
1
a’s and the third summand of y
2
a’s. By
Weyl’s theorem, cf. [27] or [10, Theorem 4], since Y can be written as the set of non-
negative linear combinations of a finite set of vectors in a finite-dimensional space,
Y can also be written as the intersection of finitely many closed linear half-spaces.
That means, that there exists a finite set S ⊂
(
ba(ΣI)× ba(ΣI)×
∏
T∈T ba(ΣT )
)∗
such that
(ν, ν, νT : T ∈ T) ∈ Y ⇐⇒ ∀ s ∈ S 〈s, (ν, ν, νT : T ∈ T)〉 ≤ 0.
For a matter of convenience, let us write an element s ∈ S as
s = (s,−s, sT : T ∈ T) ∈ B(ΣI)× B(ΣI)×
∏
T∈T
B(ΣT ),
so that we can write the above condition as
y ∈ Y ⇐⇒ ∀s ∈ S
∑
T∈T
∫
ΩT
sT dνT ≤
∫
ΩI
s dν −
∫
ΩI
s dν.(⋆)
Claim A. If s ∈ S, then ∑
T∈T
s˜T = s− s.
Proof of Claim A: For every ν ∈ ba(ΣI) we have (ν, ν, ν
T : T ∈ T) ∈ Y and
(−ν,−ν,−νT : T ∈ T) ∈ Y . Applying (⋆) we get two reverse inequalities, that
together give ∑
T∈T
∫
ΩT
sT dν
T =
∫
ΩI
s dν −
∫
ΩI
s dν.
The first term can be rewritten using the formula
∫
ΩT
g dνT =
∫
ΩI
g˜ dν,∫
ΩI
(∑
T∈T
s˜T
)
dν =
∫
ΩI
s dν −
∫
ΩI
s dν.
Since this holds for every ν ∈ ba(ΣI), Claim A follows.
Claim B. If s ∈ S then ∣∣∣∣∣∑
T∈T
s˜T
∣∣∣∣∣ ≤ s+ s.
Proof of Claim B : For every nonnegative ν ∈ ba(ΣI) we have (−ν, ν, ν
T : T ∈ T) ∈
Y and (−ν, ν,−νT : T ∈ T) ∈ Y . Applying (⋆) we get two reverse inequalities,
that together give ∣∣∣∣∣∑
T∈T
∫
ΩT
sT dν
T
∣∣∣∣∣ ≤
∫
ΩI
s dν +
∫
ΩI
s dν.
7Similarly as before, we can rewrite∣∣∣∣∣
∫
ΩI
(∑
T∈T
s˜T
)
dν
∣∣∣∣∣ ≤
∫
ΩI
(s+ s) dν.
Since this holds for every nonnegative ν ∈ ba(ΣI), Claim B follows.
Now, let us suppose that y = (ν, ν, νT : T ∈ T) satisfies (N
∗) and we will show
that y ∈ Y . For this, we pick s ∈ S and we check the required inequality (⋆) using
claims A and B:
∑
T∈T
∫
ΩT
sT dνT ≤
∫
ΩI
(∑
T∈T
s˜T
)+
dν −
∫
ΩI
(∑
T∈T
s˜T
)−
dν
=
1
2
∫
ΩI
(∑
T∈T
s˜T
)
d(ν + ν) +
1
2
∫
ΩI
∣∣∣∣∣∑
T∈T
s˜T
∣∣∣∣∣ d(ν − ν)
≤
1
2
∫
ΩI
(s− s) d(ν + ν) +
1
2
∫
ΩI
(s+ s) d(ν − ν)
=
∫
s dν −
∫
s dν.
This finishes the cases when the σ-algebras are finite. As a remark, it is natural
to wonder whether the previous argument can be adjusted to work for the infinite
case as well. The key point is that we would need the set Y to be closed in the
weak∗ topology in order to be written as an intersection of suitable closed half
spaces. We do not see how to prove that.
Now we consider the general case. The measures ν, ν and {νT : T ∈ T} are again
fixed. By the already proven finite case, for every finite σ-algebra F ⊂ ΣI of the
form F =
⊗
i∈I Fi we can find a measure ν[F ] : F −→ R such that ν[F ]
T = νT |F
for every T ∈ T, and ν|F ≤ ν[F ] ≤ ν|F . Consider the nonnegative measure
µ = ν − ν and write the latter inequality as
0 ≤ ν[F ]− ν|F ≤ µ.
By the Radon-Nikody´m theorem, we can find fF ∈ L1(ΩI , F, µ|F ) ⊂ L1(ΩI ,ΣI , µ)
such that 0 ≤ fF ≤ 1 and ν[F ](A)− ν(A) =
∫
A
fF dµ for all A ∈ F . The set F of
all finite σ-algebras F =
⊗
i∈I Fi ⊂ ΣI can be viewed as a directed set ordered by
inclusion, and {fF : F ∈ F} is a net in the set {f ∈ L1(ΩI ,ΣI , µ) : 0 ≤ f ≤ 1}.
The latter set, being an order interval, is a weakly compact set in L1(ΩI ,ΣI , µ).
Let f be a cluster point of that net in the weak topology. We claim that the
formula ν(A) =
∫
A
f dµ+ ν(A) gives the measure ν that we are looking for. Since
0 ≤ f ≤ 1 we get that ν ≤ ν ≤ ν. On the other hand, fix a set of the form
B =
∏
i∈T Bi ∈ ΣT , and F =
⊗
i∈I Fi ∈ F such that Bi ∈ Fi for i ∈ T . Then we
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have the equality
νT (B) = ν[F ]
T (B) =
∫
B×ΩI\T
fF dµ+ ν(B × ΩI\T ).
Since Bi ∈ Fi for i ∈ T holds for all F above a given one in the net, we get that
νT (B) =
∫
B×ΩI\T
f dµ+ ν(B × ΩI\T ) = ν
T (B).
We conclude that the measures νT and ν
T coincide on all the sets of ΣT of the
form B =
∏
i∈T Bi. By Dynkin’s π-λ-theorem, νT = ν
T as desired. 
The fact that we shall actually use is the following corollary about finite positive
measures:
Corollary 2.4. Given T ⊂ P(I), and a family of finite positive measures (νT )T∈T,
the following are equivalent:
(1) There exists a finite positive measure ν on (ΩI ,ΣI) such that ν
T = νT for
all T ∈ T.
(2) For ∀T1, T2 ∈ T we have
νT1∩T2T1 = ν
T1∩T2
T2
.
Proof. By Theorem 2.2 we can find a signed measure ν such that νT = νT for all
T ∈ T. Let ν be the variation of this signed measure and let ν be the constantly
zero measure. It is easily checked that condition (N∗) of Theorem 2.3 holds, and
this gives the conclusion. 
3. Homomorphisms to L1 spaces
Given two measures µ and ν, we observe that if T : L1(µ) −→ L1(ν), is a
lattice isometric isomorphism, then it preserves the measure, in the sense that∫
Tf dν =
∫
f dµ for all f ∈ L1(µ). This is because
∫
f dµ = ‖f ∨0‖−‖f ∧0‖. In
the following lemma we collect, for convenience, some elementary characterizations
of the L1(µ) lattices of σ-finite measures.
Lemma 3.1. For a measure µ the following are equivalent:
(1) There exists a probability measure ν such that L1(µ) ≃ L1(ν).
(2) There exists a finite measure ν such that L1(µ) ≃ L1(ν).
(3) There exists a σ-finite measure ν such that L1(µ) ≃ L1(ν).
(4) L1(µ) is ccc (every family of strictly positive pairwise disjoint elements is
countable)
(5) µ is σ-finite.
(6) There exists a function f ∈ L1(µ) with full support.
(7) L1(µ) is a weakly compactly generated Banach space.
9Proof. Implications (1) ⇒ (2) ⇒ (3) ⇒ (4) are obvious. For (4) ⇒ (5) take
a maximal pairwise disjoint family of sets with positive measure, that must be
countable. For (5) ⇒ (6), take a sequence {An} of pairwise disjoint sets of finite
measure that cover the space, and define f =
∑
1
2nµ(An)
1An. For (6)⇒ (1) we can
suppose that f is positive of norm one. Then, on the same underlying measurable
space consider the new measure ν(A) =
∫
A
f dµ. We have a lattice isometry
T : L1(µ) −→ L1(ν) given by T (g) =
g
f
, with inverse T−1(h) = h · f . Also,
(1)⇒ (7), as BL2(ν) is a weakly compact set in L1(ν) whose linear span is dense.
Finally, (7)⇒ (4), because if µ is not σ-finite, then L1(µ) contains a complemented
copy of ℓ1(Γ) for some uncountable Γ, which implies that L1(µ) cannot be weakly
compactly generated. 
Given a Banach space E, there are always plenty of operators E −→ R. This is a
very powerful tool, that allows to study E through its dual E∗. On the other hand,
for a Banach lattice X , it may even happen that no Banach lattice homomorphism
X −→ R exists. This is the case when X = L1(µ) with µ nonatomic. In spite
of this, there is a trick to produce nontrivial homomorphisms of the form X −→
L1(ν), that allows to reduce some problems for general Banach lattices to the case
of lattices of the form L1(ν).
Given a positive element x∗ ∈ X∗, we define a lattice seminorm on X given by
‖z‖x∗ = x
∗(|z|). After making a quotient by the elements of norm 0, this becomes
a norm that satisfies ‖|x| + |y|‖x∗ = ‖x‖x∗ + ‖y‖x∗ for all x, y. This identity
extends to the completion of this normed lattice, which, by Kakutani’s theorem
[19, Theorem 1.b.2], is lattice isometric to a Banach lattice of the form L1(νx∗).
The formal identity induces a homomorphism ψx∗ : X −→ L1(νx∗) of norm one.
The measure νx∗ works like an extension of x
∗ in the sense that for every z ∈ X ,
(♯) x∗(z) =
∫
ψx∗(z)dνx∗ .
The measure νx∗ is not completely determined by x
∗ because L1(ν) and L1(ν
′)
may be lattice isometric for different measures ν, ν ′. However, we can consider the
following
Definition 3.2. A positive element x∗ ∈ X∗+ will be called σ-finite if L1(νx∗) is as
in Lemma 3.1.
Lemma 3.3. Let X be a Banach lattice and x ∈ X a positive element of norm one.
Then there exists a σ-finite positive element x∗ ∈ X∗ such that x∗(x) = 1 = ‖x∗‖.
Proof. First, we start with any positive y∗ ∈ X∗ of norm one with y∗(x) = 1. Find
an associated measure space (Ωy∗ ,Σy∗ , νy∗) as above. We are going to produce
then a second positive x∗ ∈ X∗ with x∗(x) = 1 and moreover νx∗ will be taken to
be a probability. Let A = {ω ∈ Ωy∗ : ψy∗(x)(ω) > 0} be the support of ψy∗(x).
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Define
x∗(z) =
∫
A
ψy∗(z)dνy∗
and the measure space (A,Σy∗ |A, νx∗) by
νx∗(B) =
∫
B
ψy∗(x)dνy∗ .
This is a probability measure by (♯) above. In order to check that this works, we
have to find a lattice isometric embedding
ψx∗ : (X, ‖ · ‖x∗) −→ L1(νx∗)
with dense range. The definition is
ψx∗(z) =
ψy∗(z)
ψy∗(x)
∣∣∣∣
A
First,
‖ψx∗(z)‖ =
∫
A
|ψy∗(z)|dνy∗ =
∫
A
ψy∗(|z|)dνy∗ = x
∗(|z|) = ‖z‖x∗ .
Second, for the density, given f ∈ L1(νx∗) and ε > 0, notice that we can view
f · ψy∗(x) as an element of L1(νy∗) (declaring value 0 out of A). Since ψy∗ has
dense range, there exists z ∈ Z such that
‖ψy∗(z)− fψy∗(x)‖L1(νy∗) < ε,
and we get
‖ψx∗(z)− f‖L1(νx∗) =
∫
A
|ψx∗(z)− f | ψy∗(x) dνy∗ < ε.

We finish this section by recalling Maharam’s classification of L1 Banach lattices,
that will be relevant in some later discussions. We refer to Sections 14 and 15 of
[17], culminating at the corollary of Theorem 15.3. If κ is a cardinal, the product
[0, 1]κ is endowed with the product measure of the Lebesgue measure on each
factor. If τ is a cardinal and X a Banach lattice, ℓ1(τ,X) will be the ℓ1-sum of τ
many copies of X .
Theorem 3.4 (Maharam). Every Banach lattice of the form L1(µ) is lattice iso-
metric to an ℓ1-sum of Banach lattices of the form ℓ1(Γ) or L1([0, 1]
κ),
L1(µ) ≃ ℓ1(Γ)⊕1
(⊕
i∈I
ℓ1(τi, L1([0, 1]
κi))
)
ℓ1
.
11
The above expression is actually unique if the cardinals κi and τi are always taken
to be either 1 or uncountable. This restriction is necessary because if 1 ≤ α ≤ ℵ0
then L1([0, 1]) ≃ L1([0, 1]
α) and L1([0, 1]
κ) ≃ ℓ1(α, L1([0, 1]
κ), cf. [17, Theorem
14.10]. Sometimes the products {0, 1}κ of the 1
2
-discrete measure on {0, 1} are
considered instead of [0, 1]κ, but this is irrelevant since L1([0, 1]
κ) ≃ L1({0, 1}
κ)
when κ is infinite.
For the following elementary lemma it is more convenient to write Maharam’s
decomposition without grouping summands by cardinalities.
Lemma 3.5. Suppose that we have two L1 spaces that can be written in the form
L1(µ) ≃
(⊕
i∈I
L1([0, 1]
κi)
)
ℓ1
, L1(ν) ≃
(⊕
j∈J
L1([0, 1]
κ′j)
)
ℓ1
in such a way that |J | ≤ |I| and supj∈J κ
′
j ≤ mini∈I κi. Then, for every separable
sublattice X ⊂ L1(µ), there exists Y ≃ L1(ν) such that X ⊂ Y ⊂ L1(µ).
Proof. We can suppose that J is infinite because, as we mentioned before, we
have that L1([0, 1]
κ) ≃ ℓ1(ℵ0, L1([0, 1]
κ). Every element f ∈ L1(µ) is supported
on countably many summands of the ℓ1-sum. Moreover, each nonzero component
fi ∈ L1([0, 1]
κi) of f depends on countably many coordinates of the cube. Since
X is separable, this means that we have
X ⊂
(⊕
i∈I0
L1([0, 1]
Ai)
)
ℓ1
⊂ L1(µ),
where I0 and Ai ⊂ κi are countable sets. Here we identify L1([0, 1]
Ai) as the set
of all g ∈ L1([0, 1]
κi) that (some representative) depend only on coordinates from
Ai, in the sense that x|Ai = y|Ai implies g(x) = g(y). By enlarging the set I0 and
taking large enough sets A′i for i ∈ I0 we get a copy of L1(ν) as required. 
4. Amalgamation of measure spaces and Banach lattices
A function f : Ω −→ Ω′ between measure space (Ω, ν) and (Ω′, ν ′) is measure-
preserving if it is measurable and ν ′(A) = ν(f−1(A)) for all A ∈ Σ′.
Theorem 4.1 (back-amalgamation of measure-preserving maps). Let (Ωi, νi) be
finite positive measure spaces for i = 0, 1, 2. If f1 : Ω1 −→ Ω0 and f2 : Ω2 −→
Ω0 are measure-preserving, then there exists another finite positive (Ω3, ν3) and
measure-preserving g1 : Ω3 −→ Ω1, g2 : Ω3 −→ Ω2 with f1 ◦ g1 = f2 ◦ g2.
Proof. We take the product space Ω0 × Ω1 × Ω2. For i = 1, 2, we consider the
measure ν0i on the product (Ω0 × Ωi,Σ0 ⊗ Σi) given by
ν0i(A) = νi{x ∈ Ωi : (fi(x), x) ∈ A}.
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We apply Corollary 2.4 to
T = {{0}, {1}, {2}, {0, 1}, {0, 2}}
and the associated measures ν0, ν1, ν2, ν01, ν02. The intersection hypothesis is easily
checked, as for i = 1, 2 and A ∈ Σ0, B ∈ Σi:
ν0i(A)
{0} = ν0i(A× Ωi) = νi{x ∈ Ωi : (fi(x), x) ∈ A× Ωi} = ν1(f
−1
i (A)) = ν0(A),
ν0i(B)
{i} = ν0i(Ω0 ×B) = νi{x ∈ Ωi : (fi(x), x) ∈ Ω0 ×B} = νi(B).
The conclusion is that there exists a positive measure ν012 on the product
(Ω0 × Ω1 × Ω2,Σ0 ⊗ Σ1 ⊗ Σ2)
with marginal measures ν0, ν1, ν2, ν01, ν02 at the respective sets of coordinates. Now
consider the set
Ω3 = {(x0, x1, x2) ∈ Ω0 × Ω1 × Ω2 : x0 = f1(x1) = f2(x2)}
and endow it with Σ3 and ν3 the restrictions of the product σ-algebra and the
measure ν012 respectively. Notice that Ω3 is in fact a set of full measure, because
ν012{(x0, x1, x2) : x0 6= f1(x1)} = ν
{0,1}
012 {(x0, x1) : x0 6= f1(x1)}
= ν01{(x0, x1) : x0 6= f1(x1)}(1)
= ν1{x1 : (f1(x1), x1) ∈ {(x0, x1) : x0 6= f1(x1)}}
= 0,
and similarly
(2) ν012{(x0, x1, x2) : x0 6= f2(x2)} = 0.
Let g1 : Ω3 −→ Ω1 and g2 : Ω3 −→ Ω2 be the projections onto the respective
coordinates. This satisfies the desired properties. It is clear that
f1g1(x0, x1, x2) = x0 = f2g2(x0, x1, x2)
for all (x0, x1, x2) ∈ Ω3. Finally, about the measure preserving property, for A ∈ Σi,
i = 1, 2:
ν3(g
−1
i (A)) = ν012{(x0, x1, x2) : x0 = f1(x1) = f2(x2), xi ∈ A},
but by (1) and (2) above, and the definition of ν0i, this implies that
ν3(g
−1
i (A)) = ν012{(x0, x1, x2) : x0 = fi(xi), xi ∈ A}
= ν
{0,i}
012 {(x0, xi) : x0 = fi(xi), xi ∈ A}
= ν0i{(x0, xi) : x0 = fi(xi), xi ∈ A}
= νi(A).

As a side remark, Theorem 4.1 is also true if we change everywhere the word
positive by signed, just by calling Theorem 2.2 instead of Corollary 2.4.
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Lemma 4.2. Let ν0, ν1, ν2 be positive measures such that ν0 is σ-finite. If we have
isometric lattice embeddings u1 : L1(ν0) −→ L1(ν1) and u2 : L1(ν0) −→ L1(ν2),
then we can find another positive measure ν3 and isometric lattice embeddings
v1 : L1(ν1) −→ L1(ν3) and v2 : L1(ν2) −→ L1(ν3) with v1 ◦ u1 = v2 ◦ u2.
Proof. In the first case, we suppose that all measures ν0, ν1, ν2 are finite and the
embeddings u1, u2 are measure preserving. In that case, a result of Iwanik [12]
provides, for i = 1, 2 measure-preserving fi : Ωi −→ Ω0 such that ui(h) = h ◦ fi
for all h ∈ L1(νi). We can then apply Theorem 4.1 and define vi(h) = gi ◦ h.
We consider now the general case. By Lemma 3.1, we can suppose that ν0 is
a probability measure. Let I0 ∈ L1(ν0) be the constant function equal to 1. For
i = 1, 2, we consider Ii = ui(I0), Si the support of Ii, the measure ν˜i on Si given
by ν˜i(B) =
∫
B
Ii dνi, and u˜i : L1(ν0) −→ L1(ν˜i) given by
u˜i(h) =
ui(h)
Ii
∣∣∣∣
Si
.
The measures ν0, ν˜1, ν˜2 are finite (in fact probability measures), and u˜1, u˜2 are
measure preserving isometric embeddings. So we can apply the first case considered
in this proof, and we obtain lattice isometric embeddings v˜i : L1(ν˜i) −→ L1(ν˜3)
with v˜1 ◦ u˜1 = v˜2 ◦ u˜2. Finally, we take
L1(ν3) = L1(ν˜3)⊕1 L1(ν1|Ω1\S1)⊕1 L1(ν2|Ω1\S2)
and vi : L1(νi) −→ L1(ν3) as
v1(h) = v˜1
(
h
I1
∣∣∣∣
S1
)
⊕ h|Ω1\S1 ⊕ 0,
v2(h) = v˜2
(
h
I2
∣∣∣∣
S2
)
⊕ 0⊕ h|Ω2\S2 .

We do not know if the technical condition that ν0 is σ-finite can be removed
from Lemma 4.2.
In the remaining of the section, we will focus on the push-out construction
for Banach lattices. Before introducing this, we need to recall the following tool:
Given a Banach space E, the free Banach lattice generated by E is a Banach lattice
FBL[E] together with a linear isometric embedding δ : E → FBL[E] with the
property that for every Banach lattice X and every operator T : E → X , there
is a unique lattice homomorphism Tˆ : FBL[E] → X such that T = Tˆ ◦ δ, and
moreover ‖Tˆ‖ = ‖T‖. This notion was introduced in [4], extending an earlier
construction of free Banach lattices over a set of generators given in [7].
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In categorical terms, for objects A0, A1, A2 and morphisms αi : A0 → Ai, i =
1, 2, a push-out diagram is an object PO = PO(α1, α2) together with morphisms
βi : Ai → PO, i = 1, 2, making commutative the diagram
A1 PO
A0 A2
β1
α2
α1 β2
and with the universal property that if β ′i : Ai → B are such that β
′
1α1 = β
′
2α2,
then there is a unique γ : PO→ B such that γβi = β
′
i for i = 1, 2, as the following
diagram illustrates:
B
A1 PO
A0 A2
β1
β′
1
γ
α2
α1 β2
β′
2
In the case of Banach lattices, the above definition may be called an isomor-
phic push-out. The definition of the isometric push-out adds the extra con-
dition that max{‖β1‖, ‖β2‖} ≤ 1, and in the universal property we have that
‖γ‖ ≤ max{‖β ′1‖, ‖β
′
2‖}. It is an easy exercise, using the universal property, that
the isomorphic push-out is uniquely determined up to lattice isomorphism, while
the isometric push-out is uniquely determined up to lattice isometry. In the sequel,
we will always consider isometric push-outs.
Let us see how to make the push-out construction in the category BL: Given
Banach lattices X0, X1, X2 and lattice homomorphisms Ti : X0 → Xi for i = 1, 2,
letX1⊕1X2 denote the direct sum equipped with the norm ‖(x1, x2)‖ = ‖x1‖+‖x2‖
and let ji : Xi → X1 ⊕1 X2 denote the canonical embedding for i = 1, 2. Let Z
be the ideal in FBL[X1 ⊕1 X2] generated by the families (δ(j1|x|)− |δ(j1x)|)x∈X1,
(δ(j2|y|)− |δ(j2y)|)y∈X2, (δj1T1z − δj2T2z)z∈X0 . Let
PO = FBL[X1 ⊕1 X2]/Z,
and let Si = qδji : Xi → PO, for i = 1, 2, where q : FBL[X1⊕1X2]→ PO denotes
the canonical quotient map.
Theorem 4.3. Given Banach lattices X0, X1, X2 and lattice homomorphisms Ti :
X0 → Xi for i = 1, 2, with the notation given above, the following is an isometric
push-out diagram in the category BL:
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X1 PO
X0 X2
S1
T2
T1 S2
Proof. First note for i = 1, 2, since δ(ji|x|)− |δ(jix)| ∈ Z for every x ∈ Xi, and q
is a lattice homomorphism, we have that
Si(|x|) = qδji(|x|) = q(|δji(x)|) = |Si(x)|,
for x ∈ Xi. Similarly, commutativity of the diagram follows from the fact that
δj1T1x − δj2T2x ∈ Z for every x ∈ X0. Notice also that max{‖S1‖, ‖S2‖} ≤ 1
because all components in the the definition Si = qδji are of norm bounded by 1.
It remains to check the universal property. To this end, let Y be a Banach lattice
and for i = 1, 2, letRi : Xi → Y be lattice homomorphisms such thatR1T1 = R2T2.
Let R : X1⊕1X2 → Y be given by R(x1, x2) = R1x1 +R2x2. By the properties of
the free Banach lattice, we can consider Rˆ : FBL[X1⊕1X2]→ Y to be the unique
lattice homomorphism such that Rˆδ = R. Note that ‖Rˆ‖ ≤ max{‖R1‖, ‖R2‖}.
Moreover, we have that
Rˆ(δ(ji|x|)− |δ(jix)|) = Ri|x| − |Rix| = 0,
for x ∈ Xi and i = 1, 2. Similarly, for z ∈ X0 we have
Rˆ(δj1T1z − δj2T2z) = R1T1z − R2T2z = 0.
Therefore, it follows that Z ⊂ kerR˜. Hence, there is a lattice homomorphism
R˜ : PO → Y such that Rˆ = R˜q with ‖R˜‖ ≤ max{‖R1‖, ‖R2‖}. Note that, for
i = 1, 2 and every x ∈ Xi we have
R˜Six = R˜qδjix = Rˆδjix = Rjix = Rix.
Finally, suppose T : PO → Y is a lattice homomorphism satisfying TSi = Ri for
i = 1, 2. We claim that T = R˜. Indeed, since q is a quotient map, this is equivalent
to Tq = R˜q = Rˆ. Now, for i = 1, 2 and x ∈ Xi we have
Tqδjix = TSix = Rix = Rˆδjix.
Since the sublattice generated by elements of the form (δj1x)x∈X1 and (δj2x)x∈X2
is dense in FBL[X1 ⊕X2], this proves the claim. 
As a remark, the same idea of combining the free construction and quotients
gives not only push-outs but also more general colimits of norm-bounded diagrams
in the category BL.
Theorem 4.4. Let
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X1 PO
X0 X2
T˜1
T2
T1 T˜2
be an isometric push-out diagram in the category BL. If the lower arrow T2 is
isometry, then the upper arrow T˜1 is also an isometry.
Proof. We fix x1 ∈ X1 and we want to prove that ‖x1‖ ≥ ‖T˜1(x1)‖. The reverse
inequality is trivially true since ‖T˜1‖ ≤ 1. Since these are all lattice norms and
lattice homomorphisms that preserve the absolute value, we can suppose that x1 is
a positive element. By the push-out universal property, as given in Theorem 4.3,
it is enough to find a commutative diagram in BL
X1 Z
X0 X2
Tˆ1
T2
T1 Tˆ2
such that ‖Tˆ1(x1)‖ = ‖x1‖ and max{‖Tˆ1‖, ‖Tˆ2‖} ≤ 1. By Lemma 3.3, we can
pick a positive σ-finite element x∗1 ∈ X
∗
1 of norm one such that |x
∗
1(x)| = ‖x1‖.
We let x∗0 = x
∗
1 ◦ T1. Since T2 is an isometric embedding of Banach lattices, by
the positive version of Hahn-Banach (cf. [26, Proposition 1.5.7]), we can find a
positive x∗2 ∈ X
∗
2 such that x
∗
2 ◦ T2 = x
∗
0 and ‖x
∗
2‖ = ‖x
∗
0‖ ≤ ‖x
∗
1‖ = 1. Now,
for every i = 0, 1, 2 we can consider the Banach lattice L1(νx∗i ) that comes with
a canonical morphism induced by the formal identity ψx∗i : Xi −→ L1(νx∗i ). For
i = 1, 2, we also have naturally induced T¨i : L1(νx∗
0
) −→ L1(νx∗i ) that are in fact
isometric lattice embeddings because for any y ∈ X0 we have
‖T¨i(y)‖x∗i = x
∗
i (|Tiy|) = x
∗
i (Ti|y|) = x
∗
0(y) = ‖y‖x∗0 .
So we have a commutative diagram
X1 L1(νx∗
1
)
X0 L1(νx∗
0
)
X2 L1(νx∗
2
)
ψx∗
1
ψx∗
0
T1
T2
T¨1
T¨2
ψx∗
2
where, moreover, ‖ψx∗
1
(x1)‖x∗
1
= x∗1(|x1|) = ‖x1‖. Keep in mind Lemma 3.1. Since
we chose x∗1 to be σ-finite, L1(νx∗1) is ccc, therefore L1(ν
∗
x0
) is ccc as well, because
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T¨1 is a lattice embedding. By Lemma 4.2, we can close the diagram with isometric
lattice embeddings v1, v2:
X1 L1(νx∗
1
)
X0 L1(νx∗
0
) L1(ν3)
X2 L1(νx∗
2
)
ψx∗
1
v1
ψx∗
0
T1
T2
T¨1
T¨2
ψx∗
2
v2
This is the way to close the square that we were looking for. 
Corollary 4.5 (Amalgamation of Banach lattices). If T1 : X0 −→ X1 and T2 :
X0 −→ X2 are isometric lattice embeddings between Banach lattices, then there
exists a Banach lattice X3 and isometric lattice embeddings S1 : X1 −→ X3 and
S2 : X2 −→ X3 with S1 ◦ T1 = S2 ◦ T2.
Proof. The isometric property is transferred from the lower to the upper arrow of
the push-out, but by symmetry also from the left to the right arrow. 
5. Banach lattices of universal disposition
In this section, embedding will always mean isometric lattice embedding.
Definition 5.1. Let C be a class of Banach lattices. We say that X is of universal
disposition for C if for every embeddings f : R −→ S and g : R −→ X with S ∈ C,
there exists an embedding h : S −→ X with h ◦ f = g.
The terminology is taken from [3], where the analogous notion in the category
of Banach spaces is considered. The concept is commonly considered in other
contexts under different names, cf. for instance [15]. It is related to the notion
of saturation in model theory. Fra¨ısse´ limits correspond to countable structures
that are of universal disposition for their finite substructures. Amalgamation is
the key property to prove the existence of such objects. There are also uniqueness
results based on back-and-forth arguments, but they typically require the Contin-
uum Hypothesis when talking about universal disposition for countably generated
substructures. Parovichenko’s theorem states that, under CH, P(N)/fin is the
unique Boolean algebra of size c of universal disposition for countable subalgebras.
There is a Banach space of density c of universal disposition for separable spaces,
and it is unique under CH [3]. Once we have amalgamation at hand, we prove sim-
ilar results in the category of Banach lattices (Theorem 5.3), and in the category
of L1 Banach lattices (Theorem 5.2).
Theorem 5.2. The Banach lattice ℓ1(c, L1([0, 1]
c)) is of universal disposition for
the class of separable Banach lattices of the form L1(ν).
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Proof. We are not going to work directly on ℓ1(c, L1([0, 1]
c)). Instead, we will first
construct an abstract Banach lattice L1(µ) of universal disposition of density c,
and later we shall see that if there are such things, then ℓ1(c, L1([0, 1]
c)) must be
one of them. We will make the construction in similar way as in [2]. First recall
Kakutani’s theorem [19, Theorem 1.b.2] stating that a Banach lattice X is lattice
isometric to some L1(ν) if and only if
(♮) ∀x, y ∈ X ‖|x|+ |y|‖ = ‖x‖ + ‖y‖.
We will construct a continuous increasing chain of Banach lattices
{Xα ≃ L1(µα) : α ≤ ω1}
by transfinite induction. The measure that we are looking for will be µ = µω1.
At a limit step α, the lattice Xα will the be the completion of the increasing
union
⋃
β<αXβ. Property (♮) is clearly preserved under such a procedure and this
guarantees that Xα will be of the form L1(µα) if all previous Xβ were of the form
L1(µβ). Now we describe the successor step. We fix a partition of c into c many
pieces of size c,
c =
⋃
α<c
Cα
with the additional property that, for all α < c, Cα ∩ α = ∅. Once some Xγ has
been constructed we enumerate all (up to lattice isometry) diagrams of embeddings
of the form
L1(µγ)
L1(ν) L1(ν˜)
with L1(ν˜) separable, in the form
L1(µγ)
L1(νξ) L1(ν˜ξ)
iξ
jξ for ξ ∈ Cγ.
Now, if we have constructed all Xγ for γ ≤ α and we want to define Xα+1, we pick
the γ < α such that α ∈ Cγ. Then we have a diagram of embeddings
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L1(µα)
L1(µγ)
L1(να) L1(ν˜α)
iα
jα
that, by Lemma 4.2, we can close as
L1(µα) L1(µα+1)
L1(µγ)
L1(να) L1(ν˜α).
iα
jα
Of course, we can assume that the upper arrow is formally an inclusion. This
finishes the construction. The fact that L1(µω1) is of universal disposition is clear.
If we have a diagram
L1(µω1)
L1(ν) L1(ν˜)
with L1(ν˜) separable, then the range of horizontal arrow, being separable, must
be contained inside some L1(µγ) for some γ < ω1. Therefore our diagram must be
essentially realized as
L1(µω1)
L1(µγ)
L1(να) L1(ν˜α)
iα
jα
and then we extend as
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L1(µω1)
L1(µα) L1(µα+1)
L1(µγ)
L1(να) L1(ν˜α).
iα
jα
This finishes construction of L1(µ) of density c and universal disposition for sep-
arable L1 lattices. This L1(µ) must have a Maharam decomposition as in The-
orem 3.4, where Γ = ∅. If otherwise Γ 6= ∅, the embedding sending the con-
stant functions to functions supported on one γ ∈ Γ could not be extended to
L1[0, 1]. Moreover, because of the density, all cardinals |I|, κi, τi related to the
decomposition are bounded above by c. Applying Lemma 3.5, we get that for
every separable sublattice X of ℓ1(c, L1([0, 1]
c)), there exists Y ≃ L1(µ) such that
X ⊂ Y ⊂ ℓ1(c, L1([0, 1]
c)). This transfers the universal disposition property from
L1(µ) to ℓ1(c, L1([0, 1]
c)). 
Theorem 5.3. There exists a Banach lattice of density c that is of universal
disposition for all separable Banach lattices.
Proof. Just repeat the previous proof with arbitrary Banach lattices instead of
L1(ν)’s, and make push-outs and call Theorem 4.4 instead of calling Lemma 4.2.
Unlike before, we do not have a concrete representation to give a posteriori. 
Under the Continuum Hypothesis (CH), the Banach lattice of density c and
universal disposition for separable sublattices is unique up to lattice isometry. This
is the classical Cantor’s back-and-forth argument, cf. [3, Proposition 3.16]. Some
extra information that can be stated in ZFC is that if X is of universal disposition
for separable Banach lattices, then Definition 5.1 holds under the milder hypothesis
that R is separable and S has density ℵ1 (instead of S being separable). This is
because we can write S =
⋃
α<ω1
Sα as the union of a continuous tower of separable
sublattices starting at S0 = R, and then find successive compatible extensions
gα : Sα −→ X by induction. In particular X will contain lattice isometric copies
of all Banach lattices of density ℵ1.
All the statements in the previous paragraph hold as well if we substitute Banach
lattices by L1 Banach lattices everywhere. It is unclear to us if, in some set-
theoretic model that negates CH, Maharam decompositions involving cardinals
less than c could give an L1 Banach lattice of universal disposition for separable
L1 lattices.
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Finally, we want to make a comment about completeness. Although the lattices
L1(ν) are all complete, a Banach lattice of universal disposition for separable
Banach lattices is not. In fact, most increasing sequences lack a supremum. The
unavoidable exception are the weakly convergent sequences. First, an elementary
lemma:
Lemma 5.4. Let (xn)n∈N be an increasing sequence in a Banach lattice X and let
x∞ ∈ X be an upper bound of the sequence. The following are equivalent:
(1) x∞ = supY {xn} for every Banach lattice Y with X ⊂ Y .
(2) x∞ = supY {xn} for every Banach lattice Y with latX{xn, x∞} ⊂ Y .
(3) x∞ = supY {xn} for every separable Banach lattice Y with latX{xn, x∞} ⊂
Y .
(4) x∞ is the limit of the sequence xn in the weak topology.
Proof. For (4)⇒ (1), notice that if we have xn ≤ y ≤ x∞ for all n, then by taking
limit on n, we get that for every positive x∗ ∈ X∗
〈x∗, x∞〉 ≤ 〈x
∗, y〉 ≤ 〈x∗, x∞〉.
Sin x∞ and y coincide on all positive functionals, they are equal.
For (1)⇒ (4), if x∞ 6= lim
w xn, then there must exist a nonprincipal ultrafilter
U on the natural numbers such that xU := limU xn 6= x∞. This limit is taken in
the double dual Y = X∗∗ in the weak∗ topology, where we know that all balls are
compact, so limit along ultrafilters of bounded sequences always exist. For every
n < m we have that xn ≤ xm ≤ x∞. If we fix n and make m converge along the
ultrafilter U we obtain that, for every positive x∗ ∈ X∗,
〈x∗, xn〉 ≤ 〈x
∗, xU〉 ≤ 〈x
∗, x∞〉.
It follows that xn ≤ xU ≤ x∞ for every n. Since xU 6= x∞, we got that x∞ 6=
supY {xn}.
Once we know that (4)⇔ (1), since condition (4) does not change if we restrict
to a sublattice of X that contains all xn and x∞, the equivalence (1)⇔ (2) follows.
Finally, (2) ⇔ (3) because if we find xn ≤ y < x∞ in some Y , then we can
restrict to the separable lattice generated by all xn, x and y. 
Proposition 5.5. If a Banach lattice X is of universal disposition for separable
Banach lattices then the following holds: An increasing sequence has a supremum
if and only if it is weakly convergent. In particular, X contains bounded above
increasing sequences without a supremum.
Proof. Suppose that the sequence has a supremum x∞ in X but is not weakly
convergent. By condition Lemma 5.4, we could find a separable Banach lattice Y
with latX{xn, x∞} ⊂ Y and an upper bound of the sequence y ∈ Y with y < x∞.
By the universal disposition property of X, we can find Y inside X, contradicting
that x∞ is the supremum in X. Conversely, if the sequence is weakly convergent to
some x, then again by the Lemma 5.4 we get that x = sup{xn}. Since X contains
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(many) copies of all separable Banach lattices there are many bounded increasing
sequences that do not converge weakly, hence have no supremum. In fact if an
increasing sequence xn does not have a supremum inside a given sublattice, then
it will not have it in X, because we cannot make a sequence weakly convergent by
passing to a larger space. 
6. Examples of separably BL-injective Banach lattices
Definition 6.1. A Banach lattice Z is separably BL-injective if for every separable
Banach lattice Y , X a closed sublattice of Y and T : X → Z a lattice homomor-
phism, then there exists a lattice homomorphism T˜ : Y → Z which extends T ; in
other words, the following diagram commutes:
Y
T˜
&&◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
X
T
//
?
OO
Z
If there is λ > 0 such that there is always an extension with with ‖T˜‖ ≤ λ‖T‖,
then we say Z is λ-separably BL-inyective.
Note that an argument similar to [3, Proposition 1.6] shows that every separably
BL-injective Banach lattice is λ-separably BL-injective for some λ ≥ 1. The work
done in the previous section gives our first examples of separably BL-injective
objects:
Theorem 6.2. The (resp. L1) Banach lattices of universal disposition for sepa-
rable (resp. L1) Banach lattices are 1-separably BL-injective.
Proof. Consider first the case when X is of universal disposition for separable
Banach lattices. Suppose that X ⊂ Y are separable Banach lattices and T :
X −→ X is a lattice homomorphism. We can then make a push-out
Y PO
X T (X) X
j
i
By Lemma 4.4, i is an isometric lattice embedding, so by the universal disposition
property of X we can find an embedding R : PO −→ X that closes the diagram,
and R ◦ j will be the homomorphism that we are looking for. The proof for the L1
case will be similar with an additional step. Suppose that X ⊂ Y are separable
Banach lattices and T : X −→ L1(µ) is a lattice homomorphism. First of all, since
X is separable, the range of X is contained in a separable closed sublattice Z of
L1(µ). Because of Kakutani’s theorem and Lemma 3.1, we can write Z ≃ L1(ν)
with ν a probability measure. Next step is to produce a push-out
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Y PO
X L1(ν) L1(µ)
j
i
By Lemma 4.4, i is an isometric lattice embedding. By the Hahn-Banach theorem,
we can find a positive element z∗ ∈ PO∗ of norm one that extends the measure
functional on L1(ν). That is, z
∗(i(f)) =
∫
f dν for all f ∈ L1(ν). Now consider
Y PO L1(νz∗)
X L1(ν) L1(µ)
j ψz∗
i
Notice that ψz∗ ◦ i is an isometric lattice embedding. Because of the universal
disposition property of L1(µ), we can find an isometric lattice embedding Rmaking
a commutative diagram
Y PO L1(νz∗)
X L1(ν) L1(µ)
j ψz∗
Ri
The homomorphism R ◦ ψz∗ ◦ j is the one that we are looking for. 
The following two operations generate new separably BL-injective from old ones.
The proofs are straightforward.
Proposition 6.3. Let Z be a λ-separably BL-injective Banach lattice and let X ⊂
Z be a sublattice which is complemented by a lattice projection of norm λ′. Then
X is λ · λ′-separably BL-injective.
Proposition 6.4. If (Zi)i∈I are λ-separably BL-injective Banach lattices, then the
sum (⊕i∈IZi)ℓ∞ is also λ-separably BL-injective .
If L1(µ) is of universal disposition for separable L1 lattices, then µ cannot be
σ-finite because we observed, in the comments after Theorem 5.3, that L1(µ)
must contain copies of every L1(ν) of density ℵ1. However, we do have that
L1([0, 1]
c) is 1-separably BL-injective. Given a cardinal κ, we say that a measure µ
is everywhere of type at least κ if in Maharam’s decomposition, as in Theorem 3.4,
we have that Γ = ∅ and κi ≥ κ for all i.
Theorem 6.5. For every scalar λ ≥ 1 there is a cardinal κ(λ) ≤ c such that L1(µ)
is λ-separably BL-injective if and only if µ is everywhere of type at least κ(λ).
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Proof. Let κ(λ) be the least cardinal such that L1([0, 1]
κ) is λ-separably BL-
injective. By Theorem 5.2, Theorem 6.2 and Proposition 6.3, L1([0, 1]
c) is 1-
separably BL-injective, and therefore κ(λ) ≤ c. Now we take an L1(µ) and we
consider its Maharam decomposition as in Theorem 3.4. If L1(µ) is λ-separably
injective, then κi ≥ κ(λ) for all i by Proposition 6.3. Also Γ = ∅ because otherwise
R would be lattice complemented in L1(µ), and hence also BL-separably injective.
It is an easy observation that R does not have this property because the homomor-
phism that sends each constant function in L1[0, 1] to its constant value cannot
be extended (anyway, more general Theorems 7.5 and 8.5 will be proved later).
For the converse, if µ is everywhere of type at least κ(λ), then by Lemma 3.5
every separable sublattice of L1(µ) will be contained in a lattice isometric copy of
L1([0, 1]
κ(λ)), and this allows to transfer λ-separable BL-injectivity property from
L1([0, 1]
κ(λ)) to L1(µ). 
The fact that all these cardinals κ(λ) are uncountable will be later established
in Proposition 8.1, but we do not know much more. It could well be the case that
κ(λ) = c or perhaps that κ(λ) = ℵ1 for all λ ≥ 1. Or maybe they sit in some
nontrivial place in Cichon´’s diagrams. These subtle set-theoretic discussion about
cardinals does not apply to the examples of the kind of Theorem 5.3, that cannot
have density character less than c:
Proposition 6.6. If a separably BL-injective Banach lattice Z contains a copy of
c0, then dens(Z) ≥ c.
Proof. Remember that if Z contains a subspace isomorphic to c0, then Z contains a
sublattice isomorphic to c0. Let X = c0 and T : X → Z denote the corresponding
lattice homomorphism (which is an into isomorphism). For every infinite set A ⊂
N, let 1A ∈ ℓ∞ denote the characteristic function of A and letXA be the (separable)
sublattice of ℓ∞ generated by c0 and 1A. By assumption there is an extension
TA : XA → Z. We claim that the family {TA(1A)}, of cardinality c, is separated in
the sense that the distance between every two different vectors is bounded below
by a fixed constant. Indeed, let A 6= B be infinite subsets of N. For j ∈ N, let
ej ∈ c0 denote the unit vector basis. Suppose there is j ∈ A\B. Note that
|TA(1A)− TB(1B)| ≥ TA(1A)− TB(1B) ≥ T (ej)− TB(1B) = TB(ej − 1B).
Hence, we have
|TA(1A)− TB(1B)| ≥ TB(ej − 1B) ∨ 0 = TB((ej − 1B) ∨ 0) = T (ej).
Since T is a lattice isomorphism, we have that
‖TA(1A)− TB(1B)‖Z ≥ ‖T (ej)‖Z ≥
1
‖T−1‖
.
By symmetry, the same inequality holds when there is some j ∈ B\A. Therefore,
the family {TA(1A) : A ⊂ N} is separated, as claimed. 
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7. General properties of separably BL-injective Banach lattices
After getting some examples, we collect now some basic properties of BL-
injective Banach lattices.
Proposition 7.1. Every separably BL-injective Banach lattice Z has the interpo-
lation property. That is, for every two sequences (xn), (yn) ⊂ Z such that xn ≤ ym
for every m,n ∈ N, there is z ∈ Z such that xn ≤ z ≤ ym for every m,n ∈ N.
Proof. Let (xn)n∈N, (ym)m∈N ⊂ Z such that xn ≤ ym for every m,n ∈ N. Let
X be the separable sublattice of Z generated by (xn)n∈N, (ym)m∈N. Since X
∗∗ is
Dedekind complete, in particular, there is w ∈ X∗∗ such that xn ≤ w ≤ ym for
every m,n ∈ N. Let Y be the separable sublattice of X∗∗ generated by X and
w. Let T˜ : Y → Z be a lattice homomorphism extending the formal inclusion
T : X → Z. Clearly, z = T˜w satisfies the requirements. 
Condition (2) is weaker than σ-Dedekind completeness (every countable set that
is bounded above has a supremum). In fact, Proposition 5.5 gives a separably BL-
injective Banach lattice that is not σ-Dedekind complete.
Our next goal is to show that all BL-injective Banach lattices contain copies of
L1[0, 1] in every nonzero ideal.
Lemma 7.2. Let (Ω,Σ, ν) be some finite measure space, Z be a Banach lattice and
T : L1(ν) → Z be a non-zero lattice homomorphism. Then there exists a nonzero
measurable set B ⊂ Ω such that the restriction T |L1(B) is a lattice isomorphism.
Proof. Let T : L1(ν) → Z be a non-zero lattice homomorphism. In particular,
z0 = TχΩ is positive and non-zero in Z, so we can consider z
∗
0 ∈ Z
∗
+ such that
‖z∗0‖ = 1 and z
∗
0(z0) = ‖z0‖ > 0, and by Lemma 3.3 we can assume z
∗
0 is σ-
finite. Let ψz∗
0
: Z → L1(νz∗
0
) be the lattice homomorphism induced by Kakutani’s
theorem. Let now
R = ψz∗
0
T : L1(ν)→ L1(νz∗
0
).
Proceeding as in Lemma 3.3, we can assume (up to a lattice isomorphism) that
(Ωz∗
0
,Σz∗
0
, νz∗
0
) is a finite measure space and
R(χΩ) = χΩz∗
0
.
Hence, [12, Theorem 1] yields that there is some measurable function ϕ : Ωz∗
0
→ Ω
such that
Rf = f ◦ ϕ
for every f ∈ L1(Ω). For every A ∈ Σ, considering f = χA and taking norms
above, we get
νz∗
0
(ϕ−1(A)) ≤ ‖R‖ν(A).
This allows us to define a measure µR on (Ω,Σ) as follows: for each A ∈ Σ, let
µR(A) = νz∗
0
(ϕ−1(A)) = ‖RχA‖L1(νz∗
0
).
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It is straightforward to check that µR is a σ-additive measure which is absolutely
continuous with respect to ν. Hence, by Radon-Nikodym theorem there is g ∈
L1(ν) such that
µR(A) =
∫
A
g dν,
for every A ∈ Σ.
Since R(χΩ) = χΩz∗
0
, we have that
∫
Ω
g dν = νz∗
0
(Ωz∗
0
). In particular, there must
exist B ∈ Σ with ν(B) > 0 and δ > 0 such that gχB ≥ δ. It follows that for every
measurable set A ⊂ B we have
‖RχA‖L1(νz∗
0
) = µR(A) ≥ δν(A).
Therefore, by a standard argument using simple functions, it follows that
‖Rf‖L1(νz∗
0
) ≥ δ‖f‖L1(ν),
for every f ∈ L1(ν) which is supported on B. In other words, the restriction
R|L1(B) : L1(B)→ L1(νz∗0 )
is a lattice isomorphism. As a consequence, if we set Z0 = T (L1(B)), then Z0 is a
closed sublattice of Z which is lattice isomorphic to L1(B). 
Let cons([0, 1]κ) be the one-dimensional sublattice of L1([0, 1]
κ) consisting of the
constant functions.
Lemma 7.3. Let κ be a cardinal and Z a Banach lattice such that every homomor-
phism T : cons([0, 1]κ) −→ Z extends to a homomorphism Tˆ : L1([0, 1]
κ) −→ Z.
Then every ideal of Z contains a lattice isomorphic copy of L1([0, 1]
κ).
Proof. It is a direct consequence of Lemma 7.2. 
Theorem 7.4. There exists no injective Banach lattice.
Proof. By Lemma 7.3, it should contain copies of L1([0, 1]
κ) for all cardinals κ. 
The original proof of Theorem 7.4 by de Pagter and Wickstead relies on the same
homomorphism extension, but instead of Lemma 7.2 they use a less informative
cardinality argument.
Theorem 7.5. If Z is a separably BL-injective Banach lattice, then every nonzero
ideal of Z contains a lattice isomorphic copy of L1[0, 1].
Proof. A direct consequence of Lemma 7.3. 
Theorem 7.5 can be improved when Z is 1-separably BL-injective. For this, we
observe a phenomenon that parallels what happens in Banach spaces [3, Lemma
2.28]: 1-separable injectivity implies separable-to-ℵ1 injectivity.
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Lemma 7.6. Suppose Z is a 1-separably BL-injective Banach lattice. For every
Banach lattice Y with dens(Y ) = ℵ1, and every lattice homomorphism T : X → Z
with X a sublattice of Y , there is a lattice homomorphism T˜ : Y → Z extending
T with ‖T˜‖ = ‖T‖.
Proof. Let T0 = T : X → Z be a lattice homomorphism. We can write Y as
an increasing union of separable sublattices (Xα)α<ω1 with X0 = X and Xξ =⋃
α<ξ Xα for every limit ordinal ξ. Since Z is 1-separably BL-injective, for every
α < ω1, there is an extension of Tα : Xα → Z to a lattice homomorphism Tα+1 :
Xα+1 → Z with ‖Tα+1‖ = ‖T‖. Also, for every limit ordinal ξ we have extensions
Tξ : Xξ → Z with ‖Tξ‖ = ‖T‖. Hence, by transfinite induction we get a lattice
homomorphism extension T˜ : Y → Z with ‖T˜‖ = ‖T‖. 
Theorem 7.7. If Z is a 1-separably BL-injective Banach lattice, then every nonzero
ideal of Z contains a lattice isomorphic copy of L1([0, 1]
ℵ1).
Proof. Combine Lemma 7.6 with Lemma 7.2. 
We do not know if the injectivity constant 1 is really necessary in Theorem 7.7.
In fact, we do not know if every separably BL-injective Banach lattice is isomorphic
to a 1-separably BL-injective Banach lattice.
A corollary of Theorem 7.7 is that 1-separably BL-injective Banach lattices must
be nonseparable. Getting the result without that annoying 1 is the goal of the next
section.
8. There are no separably BL-injective separable Banach lattices
Throughout, L1 = L1[0, 1] will denote the space of Lebesgue integrable real
functions on the interval [0, 1] equipped with the Lebesgue measure m. Let us
start with the fact that L1 cannot be separably injective. The idea of the proof
is, in a certain way, a higher dimensional analogue of the fact that there are no
non-zero lattice homomorphisms from L1 to R.
Proposition 8.1. L1[0, 1] is not separably injective.
Proof. Consider L1([0, 1]
2) the space of integrable functions on the square [0, 1]2
equipped with Lebesgue measure m(2). Let X be the closed sublattice of L1([0, 1]
2)
consisting of those functions f : [0, 1]2 → R such that f(x, y) = f(x) for m-almost
every x, y ∈ [0, 1]. Let
T : X → L1[0, 1]
be the lattice homomorphism given by identifying each f ∈ X with f(·, y) for
those y where it is well defined. If L1[0, 1] were separably injective, then there
would be a lattice homomorphism
Tˆ : L1[0, 1]
2 → L1[0, 1]
extending T . Let us see that this is impossible.
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By [12], as Tˆ χ[0,1]2 = χ[0,1], there exists a measurable function ϕ : [0, 1]→ [0, 1]
2
such that
(3) m(ϕ−1(A)) ≤ ‖T‖m(2)(A)
for every measurable set A ⊂ [0, 1]2 and
Tˆ f = f ◦ ϕ
for every f ∈ L1([0, 1]
2). Note that ϕ must be of the form ϕ(x) = (ϕ1(x), ϕ2(x))
with ϕ1(x) = x for almost every x ∈ [0, 1] and ϕ2 : [0, 1] → [0, 1] is measurable
(just take the function f(x, y) = x which belongs to X , so that x = Tf(x) = ϕ1(x)
for almost every x ∈ [0, 1]).
By Lusin’s theorem (cf. [13, Theorem 17.12]) the Lebesgue-measurable function
ϕ coincides almost everywhere with a Borel function. Hence, we can assume that
the set A = ϕ([0, 1]) is analytic, being the image of a Polish space under a Borel
function, so in particular, A is measurable ([13, Proposition 14.4 and Theorem
21.10]). Note that A∩{x}× [0, 1] = {(x, ϕ2(x))} has measure zero for almost every
x ∈ [0, 1], thus by Fubini’s theorem it follows that A has measure zero. However,
ϕ−1(A) = [0, 1] which has measure 1. This is a contradiction with (3). 
It was shown in [18] that L1-valued continuous functions on the Cantor space,
C(∆, L1), is a separable universal lattice, that is, every separable Banach lattice
embeds lattice isometrically into C(∆, L1). In particular, if Z were a separable,
separably BL-injective Banach lattice, then it would embed lattice isometrically
into C(∆, L1) and by injectivity, Z would be the range of a lattice homomorphism
projection in C(∆, L1). The kernel of this projection must be an ideal in C(∆, L1),
so let us first see how these ideals look like.
In what follows let us set J to be a closed ideal of C(∆, L1).
Lemma 8.2. Given g ∈ L1, ε > 0 and ω ∈ ∆, suppose there is f ∈ J such that
‖g − f(ω)‖1 < ε. Then there exists f1 ∈ C(∆, L1) and f2 ∈ J such that f1(ω) = g
and
‖f1 − f2‖ < 2ε.
Proof. Since ∆ is metrizable, let us denote by d(·, ·) a distance in ∆ inducing its
topology. Since f ∈ J ⊂ C(∆, L1) there exists δ > 0 such that for every t ∈ ∆
with d(ω, t) < δ we have
‖f(t)− f(ω)‖1 < ε.
Let ϕ ∈ C(∆) be a continuous function such that 0 ≤ ϕ ≤ 1, ϕ(ω) = 1 and
ϕ(s) = 0 for every s ∈ ∆ with d(s, ω) ≥ δ. Now, let f1, f2 ∈ C(∆, L1) be given for
t ∈ ∆ by
f1(t) = ϕ(t)g, f2(t) = ϕ(t)f(t).
Clearly, since |f2| ≤ |f |, we have that f2 ∈ J . Also,
f1(ω) = ϕ(ω)g = g.
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Finally, we have
‖f1 − f2‖ = sup
t∈∆
‖ϕ(t)|g − f(t)|‖1 = sup
d(t,ω)<δ
‖ϕ(t)|g − f(t)|‖1
≤ sup
d(t,ω)<δ
‖g − f(t)‖1 ≤ sup
d(t,ω)<δ
‖g − f(ω)‖1 + ‖f(ω)− f(t)‖1
< 2ε.

For each ω ∈ ∆ let
Jω = {g ∈ L1 : ∀ε > 0, ∃f ∈ J, ‖g − f(ω)‖1 < ε}.
Lemma 8.3. For every ω ∈ ∆, Jω is a closed ideal of L1 which can also be
described as
Jω = {g ∈ L1 : ∀ε > 0, ∃f ∈ C(∆, L1), f˜ ∈ J, f(ω) = g, ‖f − f˜‖ < ε}.
Proof. Clearly, Jω is a closed linear subspace of L1. Note also that if g ∈ Jω, then
|g| ∈ Jω. Indeed, if f ∈ J is such that ‖g − f(ω)‖1 < ε, then |f | ∈ J satisfies
‖|g| − |f |(ω)‖1 ≤ ‖g − f(ω)‖1 < ε.
Now let g ∈ J+ω and let 0 ≤ h ≤ g. We claim that h ∈ Jω. Indeed, using [1,
Lemma 4.16], and the fact that the ideal generated by g in L1 is a projection band,
then there is T : L1 → L1 with 0 ≤ T ≤ IL1 and Tg = h. We can thus define the
operator T˜ : C(∆, L1)→ C(∆, L1) given for f ∈ C(∆, L1) and t ∈ ∆ by
(T˜ f)(t) = T (f(t)).
Clearly, ‖T‖ ≤ 1. Therefore, if f ∈ J is such that ‖g − f(ω)‖1 < ε, then T˜ f ∈ J
satisfies that
‖h− T˜ f(ω)‖1 = ‖Tg − T (f(ω))‖1 ≤ ‖T‖‖g − f(ω)‖1 < ε.
This shows that h ∈ Jω as claimed.
More generally, if g ∈ Jω and h ∈ L1 satisfy |h| ≤ |g|. Then by the first
paragraph of the proof, it follows that |g| ∈ Jω. Now, since 0 ≤ h+ ≤ |g| and
0 ≤ h− ≤ |g|, by the previous argument we get that both h+, h− ∈ Jω. Hence,
h = h+ − h− ∈ Jω, and so we have seen that Jω is a closed ideal of L1.
Finally, let us see that
Jω = {g ∈ L1 : ∀ε > 0, ∃f ∈ C(∆, L1), f˜ ∈ J, f(ω) = g, ‖f − f˜‖ < ε}.
It is clear that if g satisfies that for every ε > 0, there exist f ∈ C(∆, L1) and
f˜ ∈ J such that f(ω) = g and ‖f − f˜‖ < ε, then in particular ‖f(ω)− f˜(ω)‖ < ε,
so g = f(ω) ∈ Jω. Therefore,
{g ∈ L1 : ∀ε > 0, ∃f ∈ C(∆, L1), f˜ ∈ J, f(ω) = g, ‖f − f˜‖ < ε} ⊂ Jω.
The converse inclusion follows from Lemma 8.2. 
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Note that as Jω is a closed ideal of L1, then there is a (possibly empty) measur-
able set Aω such that
Jω = {f ∈ L1 : fχAω = 0}.
Proposition 8.4. If J is a closed ideal in C(∆, L1), then
J = {f ∈ C(∆, L1) : f(ω) ∈ Jω, ∀ω ∈ ∆}.
Proof. Given J , let
J1 = {f ∈ C(∆, L1) : f(ω) ∈ Jω, ∀ω ∈ ∆}.
By Lemma 8.3, Jω is a closed ideal of L1 for every ω ∈ ∆, so it is straightforward
to check that J1 is a closed ideal in C(∆, L1). It is also clear that J ⊂ J1.
For the converse inclusion, let f ∈ J1 and ε > 0. For each ω ∈ ∆, there is gω ∈ J
such that
‖f(ω)− gω(ω)‖1 < ε.
By uniform continuity, there exist δω > 0 such that for every t ∈ ∆ with d(t, ω) <
δω
‖f(t)− gω(t)‖1 < 2ε.
Let Bω ⊂ ∆ denote the open ball of center ω and radius δω. Since ∆ is compact,
there exist ω1, . . . , ωn ∈ ∆ such that
∆ =
n⋃
i=1
Bωi.
Let
g = gω1 ∨ . . . ∨ gωn .
Clearly, g ∈ J . Thus, if we consider f ∧g ∈ J1∩J , and t ∈ Bωi for some 1 ≤ i ≤ n,
then we have
0 ≤ f(t)− f(t) ∧ g(t) ≤ f(t)− f(t) ∧ gωi(t) = (f(t)− gωi(t)) ∨ 0.
Therefore,
‖f(t)− f(t) ∧ g(t)‖ ≤ ‖f(t)− gωi(t)‖1 < 2ε.
It follows that
‖f − f ∧ g‖ = sup
t∈∆
‖f(t)− f(t) ∧ g(t)‖1 = sup
1≤i≤n
sup
t∈Bωi
‖f(t)− f(t) ∧ g(t)‖1 < 2ε.
As ε > 0 was arbitrary and J is closed, it follows that f ∈ J . This finishes the
proof. 
We may notice that the assignment ω 7→ Aω is lower semi-continuous with
respect to the L1 norm. In general, it need not be continuous.
Theorem 8.5. There is no (non-zero) separably BL-injective separable Banach
lattice.
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Proof. Let us suppose that Z is a non-zero, separable, separably BL-injective
Banach lattice. In particular, since Z is separable, by [18], it is lattice isometric
to a sublattice of C(∆, L1). For the sake of simplicity, let us also denote Z the
corresponding sublattice of C(∆, L1). Using that Z is separably BL-injective, we
can extend the identity on Z to a lattice homomorphism projection P : C(∆, L1)→
Z. Let J = KerP , which is a closed ideal in C(∆, L1) such that Z is lattice
isomorphic to the quotient C(∆, L1)/J .
By Proposition 8.4, for each ω ∈ ∆, there is a measurable set Aω ⊂ [0, 1] such
that
J = {f ∈ C(∆, L1) : f(ω)χAω = 0, ∀ω ∈ ∆}.
Note that there must exist some ω0 ∈ ∆, such that m(Aω0) > 0. Otherwise, we
would have J = C(∆, L1) which would imply Z = 0. We claim that Z contains
a sublattice isomorphic to L1, which is complemented by a lattice homomorphism
projection.
Indeed, let T : C(∆, L1)/J → L1(Aω0) be the lattice homomorphism given
by T (f + J) = f(ω0)|Aω0 , that is, the restriction of f(ω0) to Aω0 . Note that
S : L1(Aω0) → C(∆, L1)/J given by S(g) = g + J , where g(ω) = g for every
ω ∈ ∆, defines a lattice homomorphism such that TS is the identity on L1(Aω0).
Therefore, ST defines a lattice homomorphism projection of C(∆, L1)/J onto a
sublattice which is lattice isomorphic to L1(Aω0), hence lattice isomorphic to L1.
Thus, since Z is separably BL-injective, by Proposition 6.3, so would be L1.
However, this is a contradiction with Proposition 8.1 and the proof is finished. 
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