Consider a spin system obtained by coupling two distinct Sherrington-Kirkpatrick (SK) models with the same temperature and external field whose Hamiltonians are correlated. The disorder chaos conjecture for the SK model states that the overlap under the corresponding Gibbs measure is essentially concentrated at a single value. In the absence of external field, this statement was first confirmed by Chatterjee [2] . In the present paper, using Guerra's replica symmetry-breaking bound, we prove that the SK model is also chaotic in the presence of external field and the position of the overlap is determined by an equation related to Guerra's bound and the Parisi measure.
Introduction and Main Results
Let us begin by recalling the definition of the Sherrington-Kirkpatrick (SK) model and the Parisi formula. Suppose that ξ : R → R is a convex function satisfying ξ(x) = ξ(−x), ξ ′′ (x) > 0 if x = 0, and ξ (3) ≥ 0 if x > 0. For each N, we consider a centered Gaussian process H = H N indexed by the configuration space Σ N = {−1, +1} N with covariance
where
is called the overlap of the configurations σ 1 and σ 2 . Let h be a random variable and (h i ) i≤N be i.i.d. copies of h. Then the SK model with external field h possesses the Hamiltonian, −H(σ) + i≤N h i σ i , σ = (σ 1 , σ 2 , . . . , σ N ) ∈ Σ N and its corresponding Gibbs measure is defined as
where Z N is a normalizing factor, called the partition function. Let us also define
This quantity is usually called the free energy for the SK model in physics and its thermodynamic limit lim N →∞ p N can be computed by the Parisi formula described below.
Consider an integer k ≥ 0 and numbers
It helps to think of the triplet k, m, q as a probability measure µ on [0, 1] that has all its mass concentrated at a finite number of points q 1 , . . . , q k+1 and µ([0, q p ]) = m p for 1 ≤ p ≤ k + 1. Let z 0 , . . . , z k+1 be independent Gaussian r.v.s with Ez 2 p = ξ ′ (q p+1 ) − ξ ′ (q p ) for 0 ≤ p ≤ k + 1. Starting with
we define by decreasing induction for 1 ≤ p ≤ k + 1,
where E p means the expectation on the r.v.s z p , z p+1 , . . . , z k+1 . If m p = 0 for some p, we define X p = E p X p+1 . Finally, we define X 0 = EX 1 . Set P(ξ, h, µ) = P k (m, q) = log 2 + X 0 − 1 2
where θ(x) = xξ ′ (x) − ξ(x). We define P(ξ, h) = inf k,m,q P k (m, q), where the infimum is over all choices of k, m, and q as above. Then the Parisi formula says that the thermodynamic limit of the free energy can be computed as lim N →∞ p N = P(ξ, h).
This formula was first rigorously proved in Talagrand [8] .
We are now ready to formulate the disorder chaos problem in the SK model. Let 0 ≤ t ≤ 1. Suppose that H 1 = H 1 N and H 2 = H 2 N are two centered Gaussian processes having the same distribution as H and they are correlated in the following way,
That is, we allow a portion 1 − t of independence between two systems. Consider the coupled Hamiltonian
N . Proceeding as before, we define its corresponding free energy and Gibbs measure, respectively, by
and
In the case of t = 1, that is,
N , the limiting distribution of the overlap under G ′ N is known to be nontrivial on the low temperature regime. If 0 < t < 1, the conjecture of disorder chaos states that the overlap takes only essentially one value under G ′ N . The phenomenon of chaos itself was first conjectured by Fisher and Huse [3] . Early discussion on the disorder chaos for the SK model can be found in [1] and [6] . For further references in the physics literature, one may refer to [5] . However, the mathematically rigorous results have appeared only lately. In the absence of external field, Chatterjee [2] recently confirmed this conjecture and discovered that the overlap is concentrated at 0.
In the present work, we aim to prove that the disorder chaos conjecture also holds in presence of external field. Moreover, we find that when there is chaos, the position of the overlap can be described by an equation, which is related to the Parisi measure and can be formulated as follows. Suppose that µ is a Parisi measure and c is the smallest value of the support of µ. Recall from the Definition 14.11.5 in [12] , µ is the limit of a sequence of stationary measures (µ n ) and P(ξ, h, µ n ) → P(ξ, h). For each µ n , consider Φ n : R × [0, 1] → R satisfying
with Φ n (x, 1) = log cosh x. We conclude from [9] that (Φ n ) converges uniformly and denote its limit by Φ. Furthermore, [9] also implies that the partial derivative of Φ with respect to x exists. For each 0 < v < 1, we define
for 0 ≤ u ≤ v and 0 ≤ t ≤ 1, where χ 1 and χ 2 are jointly Gaussian with Eχ 2 1 = Eχ 2 2 = ξ ′ (v) and Eχ 1 χ 2 = tξ ′ (u). In particular, when v = c and 0 ≤ t < 1, we are able to determine the number of the solutions of ϕ c (·, t) = 0. Now, the quantitative result of the disorder chaos in the SK model is stated as follows. Theorem 1. Suppose that 0 < t < 1 and Eh 2 > 0. Then the SK model has disorder chaos, namely, for any ε > 0, the following holds
where K is a constant depending on t, ξ, h, ε, and µ.
A consequence of Theorem 1 is that even though we do not know that the Parisi measure µ is unique, the quantity u t is independent of the choice of µ. However, the convergence rate K in (6) does depend on µ. In [9] and [10] , other types of chaos problems in the SK model are also proposed, such as, chaos in temperature and chaos in external field. Again, the rigorous results are still scarce. Theorem 1 is the first result in chaos problems of any kind in the SK model with external field. To the best of our knowledge, the only other two instances of chaos problems in spin glasses are in the work of Chatterjee [2] , who proved chaos in disorder in the SK model without external field and in the work of Panchenko and Talagrand [7] , who established chaos in external field in the spherical SK model.
The approach of the present paper is motivated by Talagrand's proof of the positivity of the overlap in the SK model, see Section 14.12 [12] . We also refer to a sketch of a possible proof for the disorder chaos problem discussed in Research Problem 15.7.14. [12] . From these, we prove that Proposition 2. Let 0 < t < 1 and Eh 2 > 0. For ε > 0, there exists some ε * > 0 such that
for all |u − u t | ≥ ε, where ε * is a constant depending on t, ξ, h, ε, and µ.
As an immediate consequence of the Gaussian concentration of measure phenomenon, see Theorem 13.4.3 in [12] , Theorem 1 follows from Proposition 2. Let us continue by giving a brief description of how we proceed to prove Proposition 2. The approach for proving (7) is based on the Guerra replica symmetry-breaking bound that was used in [8] for two coupled systems at the same temperature and external field. We then divide our discussion into three cases: −1 ≤ u ≤ 0, 0 ≤ u ≤ c ′ , and c ′ < u ≤ 1, where c ′ satisfies c ′ > c and is very close to c. In the presence of external field, we adapt a similar argument as Talagrand's proof to conclude (7) for −1 ≤ u ≤ 0. In the case that 0 ≤ u ≤ c ′ , if there is chaos, the system should exhibit "high temperature behavior" and u t should be determined by an equation related to the Parisi measure as is the case of the classical SK model in the high temperature regime, see Chapter 2 in [11] . This observation then leads to (7) . The most difficult part of our study is the case when c ′ < u ≤ 1. We establish an iterative inequality, which is very sensitive to the parameter t. From the construction of the Parisi measure, we are able to find parameters such that (7) holds even in the absence of external field.
The paper is organized as follows. Throughout the whole paper, we assume that the external field h satisfies Eh 2 > 0 and every Gaussian r.v. is centered. In Section 2, we first give the formulation of an extended version of Guerra's replica symmetry-breaking bound and explain why this is applicable to our study. We then continue to carry out the core of the proof of Proposition 2. In Section 3, we state some results that help to control Guerra's bound. Most of their proofs can be found in [12] . Section 4 is devoted to proving (7) for −1 ≤ u ≤ 0 based on the same argument as the Section 14.12 in [12] . In Section 5, we study how Guerra's bound relates to the definition of ϕ v and give the proof of Proposition 1. Together they imply (7) for 0 ≤ u ≤ c ′ . Finally, we develop an iterative inequality and prove (7) for c ′ < u < 1 in Section 6.
Methodology
Let us first state an extension of the Guerra replica symmetry-breaking bound. Suppose that −1 ≤ u ≤ 1 and η ∈ {−1, +1} satisfies u = η|u|. For a given integer κ ≥ 1, we consider numbers
For 0 ≤ p ≤ κ, suppose that we are given independent pairs of jointly Gaussian r.v.s (y
and y 1 p and y 2 p are independent if τ ≤ p ≤ κ. For our convenience, from now on, we set sh(x) = sinh x, ch(x) = cosh x, and th(x) = tanh x. Starting with
we define by decreasing induction for p ≥ 1,
where E p denotes expectation in the r.v.s y j n for n ≥ p. In the case of n p = 0 for some p,
Theorem 2. We have
Recalling Guerra's original bound [4] , (9) is a kind of two dimensional extension. Its proof and a more generalized version can be found in Section 15.7 [12] . We now check that for any triplet k, m, q, we can find parameters (8) such that the right-hand side of (9) is equal to 2P k (m, q). Let k, m, q satisfy (1) and τ with 1 ≤ τ ≤ k + 2 satisfying
Without loss of generality, we may assume that |u| is in the list of q. Indeed, we can always consider a new triplet k + 1, m ′ , q ′ obtained by inserting |u| into q and keeping m fixed in the following way:
Then |u| is in the list of q ′ and from (2), one can easily check that P k (m, q) = P k+1 (m ′ , q ′ ). Let us notice that this concept, though simple, will simplify many of our future discussions.
We specify the following values for (8) :
Let λ = 0. From Theorem 2, it follows that
Let y 
To bound Y 0 from above, we need the following lemma, which can be proven by following the same idea as Proposition 12 in Section 6 of this paper and is left as an exercise. (8) such that P k (m, q) can be recovered by the right-hand side of (9) . We then expect that (7) holds by suitable choice of parameters. It turns out that this can be done and leads to the following three crucial propositions. They are the main ingredients of the proof of Proposition 2 and their proofs are deferred to Section 4, 5, and 6, respectively. Proposition 3. For 0 < t ≤ 1, there exists a number ε * < 0 depending only on t, ξ, and h such that for every u ≤ 0, p u,N ≤ 2P(ξ, h) − ε * .
Proposition 4. For 0 ≤ u ≤ c and 0 ≤ t ≤ 1 we have
If 0 ≤ t < 1, then there exists a γ > 0 depending on µ and t such that
for every c ≤ u ≤ c + γ.
Proposition 5. Suppose that 0 < t < 1 and c < c
Proof of Proposition 2: Let 0 < t < 1. From Proposition 3, there exists ε * 1 depending only on t, ξ, and h such that for every −1 ≤ u ≤ 0,
Now, for given ε > 0, we set
Since u t is the unique solution of ϕ c (·, t) in [0, c], it follows that ε * 2 > 0 and from (12) ,
whenever 0 ≤ u ≤ c and |u − u t | ≥ ε. Since we also know ϕ c (c, t) < 0, from (13), there exists some γ > 0 depending only on µ and t such that
for every c ≤ u ≤ c + γ, where ε *
ϕ c (c, t) 2 > 0. Let us put c ′ = c + γ in Proposition 5. Then there exists ε * 4 > 0 depending only on t, ξ, h, c ′ such that
whenever c ′ ≤ u ≤ 1. Finally, we obtain (7) by combining (14), (15), (16), and (17) together and letting ε * = min (ε
Preliminary Results
Let k, m, q be given by (1) . Suppose that (z p ) 0≤p≤k+1 are independent Gaussian r.v.s with Ez
Starting with A k+2 (x) = log chx, we define
for 0 ≤ p ≤ k + 1. If m p = 0, we define A p (x) = EA p+1 (x + z p ). Then it should be clear that
for every 1 ≤ p ≤ k + 2 and X 0 = EA 0 (h). Since we will be working with (A p ) 0≤p≤k+2 for much of the remainder of this paper, we summarize some quantitative results in Lemma 2.
Lemma 2. For every 0 ≤ p ≤ k + 2, we have
where C is a constant depending only on ξ.
Proof. We only prove that
For the other statements, one may refer to Lemma 14.7.16 [12] . Since A p is an even function, it suffices to prove that A ′′ p (x) ≤ C exp(−2x) for x ≥ 0. Let τ 1 ≥ 1 be the smallest integer with m τ 1 > 0 and τ 2 ≤ k be the largest integer with m τ 2 < 1. Suppose for the moment that there exists C 1 > 0 such that
for x ≥ 0 and τ 1 ≤ p ≤ τ 2 . By construction, for x ≥ 0 and 0 ≤ p < τ 1 , we have that
for x ≥ 0 and τ 2 < p ≤ k + 2, it is easy to see that
So in the following, we may assume, without loss of generality, that 0 < m 1 , m k < 1 and 1 ≤ p ≤ k.
For
For each p ′ with p ≤ p ′ ≤ k, let us consider a sequence of independent copies of z p ′ ,
These sequences are independent of each other and of (u jpj p+1 ...
Then from Theorem 14.2.1 in [12] ,
Taking derivatives, we obtain
where the first inequality holds since chy − shy = exp(−y) and |shy| ≤ chy, while the second inequality follows from 2chy ≥ exp y. Let us now turn to the computation of this quantity
Then we can write
Starting from
we define by decreasing induction for p ≤ p ′ ≤ k,
where E p ′ means the expectation with respect to the r.v.
From formula (14.27) in [12] , (20) can be computed as
Using the independence of z p , z p+1 , . . . , z k , it is easy to compute that
Therefore, we obtain
and from (21), this implies
Finally, we are done by letting C = 4 exp(2ξ ′ (1)).
As a consequence of Lemma 2, we have the following lemma.
Lemma 3. There exists a number M depending only on ξ and h such that for every
where 
Proof. The first inequality is Lemma 14.12.8 [12] and from there, a similar argument yields the second inequality.
Recall that the external field h in this paper is always assumed to satisfy Eh 2 > 0. Based on this assumption, we set up the definition for the Parisi measure from [12] .
Definition 1. Given ε > 0 we say that k, m, q satisfy condition MIN(ε) if the following occurs. First, the sequences
and P k (m, q) realizes the minimum of P k over all choices of m and q.
Definition 2. Suppose that µ is a probability measure associated to k, m, q. Then we say that µ is ε-stationary for some ε > 0 if k, m, q satisfy condition MIN(ε).
Definition 3. We say that a probability measure µ is a Parisi measure (corresponding to the function ξ and external field h) if there exist a sequence (ε n ) with ε n ↓ 0 and a sequence of probability measures (µ n ) such that the following two conditions hold:
µ is the limit of (µ n )
Definition 1 is the same as Definition 14.5.3. [12] , while our definition on the stationarity in Definition 2 is stronger than that in Definition 14.11.4. [12] . This is just for technical purposes and it should be clear that under these assumptions, our future arguments are still valid. 
where ζ p = h + 0≤n<p z n and
Here, M is a constant depending only on ξ and h.
Proof. These results are (14.222) and (14.461) in [12] .
At the end of this section, we will find a manageable bound for p u,N via Guerra's bound. Recall that the right-hand side of (9) depends on (8). If we keep every parameter but λ fixed, then it is a quantity depending only on λ, and for clarity, we denote it by α(λ). For the same reason, we also think of Y 0 as a function of λ. Recall the random variables (y j p ) 0≤p≤κ,j=1,2 defined in Theorem 2. Suppose that (y p ) 0≤p≤κ are independent Gaussian r.v.s with E(y p )
we define D p for 0 ≤ p ≤ κ by decreasing induction :
where E p means the expectation with respect to y n , y
For the second derivative of Y 0 , we have for every λ,
Proof. The proofs of (28) and (29) are essentially the same as that of the part b) of Proposition 14.6.4 [12] . Also, (30) and Lemma 14.6.5 [12] have the same proof.
Corollary 1. We have
Proof. This is an immediate consequence of (30).
Let us remark here that (31) helps us in at least two ways: First, it reduces the difficulty of choosing parameters since we do not have to choose λ now. Second, this inequality gives us a reasonable way to choose parameters. Roughly speaking, in many cases, we choose parameters in such a way that the quantity α(0) is very close to P(ξ, h), while the term
2 is the error that we expect to obtain on the right-hand side of (7).
Proof of Proposition 3
This section is devoted to proving Proposition 3. Our approach is based on Talagrand's proof of the positivity of the overlap in Section 14.12 [12] . Suppose that u = −v for 0 ≤ v ≤ 1. Proposition 3 relies on the following two results: 
In both cases, we conclude Proposition 3 by using Proposition 8 and we are done.
Notice that since the proof of Proposition 8 is essentially the same as that of Proposition 5, we defer it to Section 6. Now we turn to the proof of Proposition 7 and proceed with the following lemma: 
Proof. This is a typical application of the Gaussian interpolation technique and the Cauchy-Schwarz inequality. For details, one may refer to the Lemma 14.9.5 [12] .
Suppose that k, m, q is a triplet satisfying MIN(ε). Based on our discussion in Section 2, we may assume, without loss of generality, that v = q a for some a. The only thing we have to keep in mind is that when using (27), we will not be able to use the value p = a. From the assumption that q
Note that s ≤ a. We consider the following numbers
and apply (34) to Theorem 2. Recall that we use α to denote the right-hand side of (9).
Lemma 6. Assuming (33) and (34), we have
Proof. The proof is the essentially the same as that of Lemma 14.12.7 in [12] .
In view of (31) and (35), our goal is then to bound α ′ (0) form below. Proposition 6 implies that D 1 (x) = A a (x) and so
where χ 1 and χ 2 are Gaussian with E(χ 1 )
. By using (32),
where χ is standard Gaussian. Since ξ ′ (v) ≤ vξ ′′ (v), it follows that from (36),
To use (37), we have to bound the quantity
from above. The starting point of the proof is that from (27),
Lemma 7. Assuming (33), there exists δ 0 > 0 depending only on ξ and h such that when δ ≤ δ 0 , we have
Proof. This is Lemma 14.12.9 in [12] .
As a conclusion, by assuming (33) and using (34), we see that (22), (37), (38), and (39) together imply
Next, let us consider the other case that for some 1 ≤ s ≤ k + 1,
Since q a+1 ≥ q a ≥ v − δ and m a ≤ m s−1 ≤ δ, we may assume, without loss of generality, that s = a + 1. Consider the following numbers
and apply (42) to (9).
Lemma 8. Assuming (41) and (42), we have
Proof. A similar proof as Lemma 6 yields the announced statement.
Again, our goal is to bound α ′ (0) from below. From (29), we have D 2 (x) = A a+1 (x) and then
where χ 1 and χ 2 are jointly Gaussian with E(χ 1 )
where χ is standard Gaussian. Let us apply p = a + 1 to (27) and use the fact q a+1 ≥ v. Then we have
Lemma 9. Assuming (41), we have
Proof. One can find the proof from Lemma 14.12.9. [12] .
Using (47) and EA
and from (22), (44), (45), (48), and ξ
Proof of Proposition 7: First we complete the proof for the case (33). Let M 1 be the constant obtained from (35) and (40) and assume, without loss of generality, that M 1 ≥ 1 and 1/16M
and combining this with (35) yields
Letting ε 0 be sufficiently small completes our proof of this case. For the second case (41), using (49) and Lemma 8, we may argue similarly to obtain the announced result.
Proof of Proposition 4
For given 0 ≤ v < 1, recall the definition of ϕ v from (5) . In this section, we first study how the Guerra bound relates to ϕ v and then study some of its basic properties to conclude Propositions 1 and 4.
Let k, m, q be given by (1) . Suppose that µ is the probability measure associated to k, m, q and Φ is the corresponding solution of (4) . Recall the definition of (A p ) 0≤p≤k+2 from (18). Then Φ and (A p ) 0≤p≤k+2 can be related in the following way. Let (g p ) 0≤p≤k+1 be i.i.d. standard Gaussian r.v.s. For q ∈ [0, 1] , we have that Φ(x, 1) = A k+2 (x) if q = 1 and
For fixed u and v with 0 ≤ u ≤ v < 1, we suppose q a ≤ v < q a+1 for some 0 ≤ a ≤ k +1 and consider numbers
Let us apply (51) to (8) and recall that we use α(λ) to denote the right-hand side of (9).
Lemma 10. For 0 < δ < c, we have
The derivative of α at 0 can be computed as
where χ 1 and χ 2 are two Gaussian r.v.s with E(χ 1 )
Proof. Without loss of generality, we may assume that v = q a and u = q b with 0 ≤ b ≤ a. Let us write
So (52) holds. From (28), we have D 2 (x) = A a (x) and then Y 0 = 2EA a (h + χ) , where χ is Gaussian with Eχ 2 = ξ ′ (q a ). Since χ has the same distribution as 0≤p<a z p , from Jensen's inequality, A p (x) ≥ EA p+1 (x + z p ) and iterating this inequality implies
So Y 0 ≤ 2EA 0 (h) = 2X 0 and this together with (54) yields (52). Next, using (29) and (50), we obtain
. This completes our proof. Now, suppose that µ is a Parisi measure and c is the smallest value of the support of µ. By Definition 3, µ is the limit of a sequence of stationary measures (µ n ) such that P(ξ, h, µ n ) → P(ξ, h). By Definition 2, for each µ n , there exist k, m, q and ε > 0 such that k, m, q satisfy MIN(ε). Here, to clarify notation, we keep the dependence of k, m, q, and ε on n implicit. For u and v satisfying 0 ≤ u ≤ v < 1, we consider numbers (51) associated to u, v, and µ n , and we use α n to denote the right-hand side of (9) . Suppose that Φ n is the solution of (4) associated to µ n . Recall that we define Φ as the uniform limit of (Φ n ). An argument similar to the proof of Theorem 3.2 [9] implies that in the sense of uniform convergence, 
Proof. Using (52), we have for 0 < δ < c,
and this implies (55) by letting δ tend to zero. For (56), we use (53).
Let us now turn to the study of some basic properties of ϕ c . Recall from (5) and (56), for fixed 0 < v < 1, ϕ v is defined by 
For given k, m, q, let us recall the definition of (A p ) 0≤p≤k+2 from (18). We also recall the definitions of (W p ) 1≤p≤k+1 and (ζ p ) 1≤p≤k+1 from Lemma 4. Let us proceed with the following lemmas.
Lemma 11. Let ε > 0 and 0 < δ < c. Suppose that l and l ′ are fixed integers with
Here, M depends only on ξ and h.
Proof. Similar arguments as (14.468) and (14.469) in [12] will yield the announced results immediately.
Lemma 12.
We have
where χ denotes a Gaussian r.v. with Eχ 2 = ξ ′ (c).
Proof. Recall that each µ n corresponds to k, m, q, and ε. Since 0 < c < 1, for each n there exists some 0 ≤ s ≤ k + 1 such that q s ≤ c < q s+1 . Let us first claim that
and if lim n→∞ q s+1 = c, then we further have
Let 0 < δ < c be fixed. Suppose that 1 ≤ l ≤ s + 1 is the largest integer such that q l−1 ≤ c − δ. Since lim n→∞ µ n ([0, c − δ]) = 0, we have that for large n, m p ≤ ε for every 0 ≤ p ≤ l − 1. Using (57),
On the other hand, since c − δ ≤ q p ≤ c < q s+1 for l ≤ p ≤ s, using (58), we also get
Using the triangle inequality, (63), and (64), it follows that lim sup
Similarly, if lim n→∞ q s+1 = c, using the triangle inequality, (63), and (65), we obtain lim sup
Since δ > 0 is arbitrary, our claim follows. Now, let us assume, without loss of generality, that the following limits exist, 
Notice that from the stationarity of µ n , q p = 0 if and only if p = 0, and also q p = 1 if and only if p = k + 2. If q s = 0 for all but finitely many n, then s + 1 = 1 ≤ k + 1 for large n and so c + = c. If q s+1 = 1 for all but finitely many n, then s = k + 1 for large n and so c − = c. Finally, if 0 < q s and q s+1 < 1 for infinitely many n, then these s satisfy 1 ≤ s ≤ k and (66). Hence, in the following argument, we assume further that one of the following cases holds:
(i) 1 ≤ s ≤ k + 1 for all n and c − = c.
(ii) 1 ≤ s + 1 ≤ k + 1 for all n and c + = c.
(iii) 1 ≤ s ≤ k for all n and (66) holds.
If (i) holds, then from (26), (27), and (61), we have
where χ s is Gaussian with E(χ s ) 2 = ξ ′ (q s ). If (ii) holds, again from (26) and (27), we have
Using (62) and proceeding as in (i), we obtain the announced results, where χ s+1 is Gaussian with E(χ s+1 ) 2 = ξ ′ (q s+1 ). Finally, for the case (iii), the same argument completes our proof.
where M is a constant depending only on ξ and h.
Proof. Define for each n, 
Then ϕ n,v (u, t) can be written as
and for i = 1, 2,
So for 0 ≤ u ≤ v and 0 ≤ t ≤ 1, by using Gaussian integration by parts,
This means Γ 2 > 0 and from (70) and (72), we obtain
Thus, the convexity of ϕ v (·, t) follows from (73). By (60) and (69), we know (u, t) = 0 for u 3 < u < u 2 . Thus, ϕ c (u, t) = 0 for u 3 ≤ u ≤ u 2 , which contradicts to the convexity of ϕ c (·, t) since ϕ c (c, t) < 0. (5), (31), (55), and (56), we get that for u, v, t with 0 ≤ u ≤ v < 1 and 0 ≤ t ≤ 1,
Proof of Proposition 4 : Combining
Applying v = c to this inequality, we obtain (12) . Suppose that 0 ≤ t < 1 is fixed. It is easy to see that
By the continuity of θ, we may also let γ be small enough such that θ(v) − θ(c) < 
Proof of Proposition 5
In this section, our main goal is to establish an iterative inequality that is used in the proofs of Propositions 5 and 8. Let us start by stating our main result as follows. Suppose that y 1 and y 2 are jointly Gaussian r.v.s with E(y 1 ) 2 = E(y 2 ) 2 = 1 and Ey 1 y 2 = t ≥ 0. Define
2 for x 1 , x 2 ∈ R and 0 ≤ w ≤ 1. For convenience, we sometimes simply denote F 1 by F. Recall the constant C stated in Lemma 2. Set C 0 = t 2(1+t)C 2 . For 0 < |u| ≤ 1, let η ∈ {−1, +1} satisfy u = η|u|. Then the following inequality holds.
Proposition 11.
There exists a constant K 1 depending only on C and ξ such that the following statement holds. Suppose that 0 < c 1 < c 2 < 1 and
and k, m, q are such that for some 1 ≤ s ≤ k + 1,
Then we have
for every u with c 2 ≤ |u| ≤ 1, where K 2 is a constant depending only on ξ.
As consequences of Proposition 11, Propositions 5 and 8 now follow. Since c is the minimum of the support of µ, µ([0, c 1 ] ) > 0. From the definition of µ, there exists a sequence of stationary measures (µ n ) such that µ n → µ weakly and P(ξ, h, µ n ) → P(ξ, h). For each n, µ n corresponds to some k, m, q. We assume that c 1 is in the list of q and c 1 = q s for some 1 ≤ s ≤ k + 1. Then for large n,
Proof of Proposition
. We then apply Proposition 11 to obtain for every c ′ ≤ u ≤ 1,
Since 0 < t < 1, we have that ε * > 0. Letting n tend to infinity completes our proof.
Proof of Proposition 8 : Notice that from the given condition, we have v ≥ δ. Let c 1 = v − δ and c 2 = v − δ/2. Without loss of generality, we may assume that δ > 0 is small enough such that (76) holds. Since (77) is satisfied and |u| = v > c 2 , it follows that from (78),
* (v) > 0 and the announced result follows by letting ε 1 be sufficiently small.
At this moment, we will explain the motivation of the proof of Proposition 11. Let us apply (10) to Theorem 2 and recall the definitions of (Y p ) 0≤p≤k+2 and (y 
For 0 ≤ p < τ, from Lemma 1 and again using decreasing induction, we also have
To prove (78), we expect that when 0 < t < 1, equality will not hold in (79), and with the help of the condition (77), the small difference between the two sides will keep accumulating over p. Let us emphasize that this should be true even in the absence of external field. A similar approach is also presented in Section 14.12 of Talagrand's book [12] , where he considered the case t = 1 and used the Cauchy-Schwarz inequality to quantify the difference. However, in the case 0 < t < 1, his argument no longer holds. We then resort to another approach using the Gaussian interpolation technique.
Before we state our main estimate, for convenience, let us set up a definition. Let C 1 > 0 be a constant and y be a standard Gaussian r.v. Suppose that m and ω are two fixed numbers with 0 ≤ m ≤ 1 and ω ≥ 0 and A is a real-valued function defined on R such that E exp mA(x + y √ w) and EA(x + y √ w)
exist for x ∈ R and 0 ≤ w ≤ ω. We define
Here, if m = 0, T (x, w) is defined as EA(x+ y √ w). Then we say that A satisfies condition
for x ∈ R and 0 ≤ w ≤ ω. 
for some constant K 1 depending only on C 1 and L such that for any given numbers
, w 0 = 0, and 0 ≤ w 1 , w 2 , . . . , w ℓ ≤ L, the following inequality holds
and we define δ 0 (n) = 1 if n = 0 and 0 otherwise.
Let us explain how to use this inequality. Observe that the left-hand side of (83) differs from (11) by the ℓ + 1 quantities
at the present stage. Most of them will be preserved in the new stage by
So after one step, we obtain (ℓ + 1) + 1 terms in the new stage. Continued iterations of (83) lead to a sum of these small quantities that will converge to some positive number if w is not too small at each iteration. This is the main reason we need the growth control on C 0 ℓ , C 1 ℓ , . . . , C ℓ ℓ through (82). Now, we return to the proof of Proposition 11. Let k, m, q be a given triplet. Recall the definition of (A p ) 0≤p≤k+2 from (18).
Let (B n ) 0≤n≤k ′ +2 be defined in the same way as (A p ) 0≤p≤k+2 by using the triplet k ′ , m ′ , q ′ . Then it should be clear that B 2 = A p and so
where y is a standard Gaussian r.v. Since (B n ) 0≤n≤k ′ +2 satisfies (19), this completes our proof.
Proof of Proposition 11 : Let C be the constant in Lemma 2 and L be the smallest integer such that L ≥ ξ ′ (1). Suppose that K 1 is obtained from Proposition 12 by using C 1 = C and L. Again, without loss of generality, we may assume that c 1 = q s 1 , c 2 = q s 2 , and u = q a for 1 ≤ s 1 < s 2 ≤ a ≤ k + 2. Let us consider the following numbers
Recall the definition of (y
for
Clearly, if p = s 2 , then (85) is true. Suppose that (85) holds for some p + 1 with s 1 < p + 1 ≤ s 2 . Let us consider the following numbers ℓ =s 2 − p − 1 m =m p α 0 =0 and α n = β n+p,p+1 for 1 ≤ n ≤ ℓ w 0 =0 and w n = n+p−1 l=p+1 η l for 1 ≤ n ≤ ℓ.
(86)
From the definition of w n , we know that 0
, applying (86) to Proposition 12, we obtain (C n ℓ ) 0≤n≤ℓ satisfying (82), that is,
Using (84) and (87), we know 0 ≤ η p ≤ 1 2C 0 ℓ and moreover,
Let w = η p . If u > 0, then (85) holds since
and it follows by applying (y 1 , y 2 ) = (y
where again, we use (88) for the second inequality. This completes the proof of our claim. Next, set γ s 1 ,s 2 = 2C 0 s 2 −1 n=s 1 m n η n + K 1 and assume that for 0 ≤ p < s 1 ,
We claim that for 0 ≤ p ≤ s 1 , 
We conclude from (90) and (93) that 0 < η p < 1 2C 0 ℓ and C n ℓ η p ≤ 1/2 for 0 ≤ n ≤ ℓ. Note that 1 − x ≥ exp(−2x) if x ≤ 1/2. This and (93) together imply
Set w = η p . Now, if u > 0, using (94), we obtain
If u < 0, we obtain (91) by using (89), applying (y 1 , y 2 ) = (y for n ≥ s 1 . We then obtain
Since we can partition [c 1 , c 2 ] so that max s 1 ≤p≤s 2 −1 η p is arbitrary small, by passing to the limit,
and we are done.
At the end of this section, we will prove Proposition 12 and we proceed by two lemmas.
Lemma 14. For any x 1 , x 2 ∈ R, 0 ≤ w ≤ 1 8 , and w ′ ≥ 0, we have
Proof. First we prove that for x 1 , x 2 ∈ R and 0 ≤ w ≤ 1 4 ,
If (96) holds, then
and this implies (95) since for w ′ ≥ 0,
where y 1 and y 2 are jointly Gaussian r.v.s. with E(y 1 ) 2 = E(y 2 ) 2 = 1 and Ey 1 y 2 = t. To prove (96), for fixed x 1 , x 2 , let us set ϕ(w) = F (x 1 , x 2 , w). Define G(x, y) = (thx − thy)
2 . Using Gaussian integration by parts, we have
Since
We may also compute the second derivative of ϕ and this yields that 1 2 max 0≤w≤1 |ϕ ′′ (w)| ≤ C, where C is a constant independent of t, w,x 1 , x 2 . So
Set δ i = wi/N. It is easy to see by induction
In particular, if we put i = N and let N tend to infinity, we obtain and Ey 1 y 2 = tE(y 1 ) 2 . Let (z 1 , z 2 ) be an independent copy of (y 1 , y 2 ). Define (z G n (u) =F (x 1 + V n,1 (u), x 2 + V n,2 (u), w n ) G n,j (u) =F j (x 1 + V n,1 (u), x 2 + V n,2 (u), w n ) G n,ij (u) =F ij (x 1 + V n,1 (u), x 2 + V n,2 (u), w n ), where F j is the partial derivative of F with respect to the j-th variable and F ij means the second partial derivative of F with respect to i-th and then j-th variables. Define the interpolation functions α n E z F (x 1 + z n 1 , x 2 + z n 2 , w n ).
In the following, we will try to find an upper bound for ϕ ′ (0). Consider α n (G n,1 (0) + G n,2 (0)) .
Let us try to find an upper bound for J 0 (0) first. Since
it is easy to see from (95) Here, the first inequality holds by using the induction hypothesis. The second inequality is obtained by observing the fact that β n,i ≤ C 0 ω + K and T (·, δ i ) satisfies A(m, δ N −i , C 1 ) and applying (97). Since 
