Badel
Average tract HH income p054001/p052001
Average white HH income p153i001/p151i001
Average black HH income p153b001/p151b001
Average both races HH income (P153a001+...P153g001-p153i001-p153b001) /(P151a001+...P151g001-p151i001-p151b001)
Median gross rent H063001
Median value (owner-occupied) H085001
Median selected monthly owner costs H091001 (owner-occupied with mortgage)
Median number of rooms in unit H027002 (owner) characteristics and using the residual from this regression as the measure of the price of housing services. 2 The benchmark measure of (Y, R, P) is composed of the log of mean earnings, the fraction of white households, and the "clean" log value of housing for owners. Results for alternate configurations after replacing one of the variables with an alternative measure are also presented. This changing-one-variable-at-a-time strategy results in three additional sets of variables. Each configuration is denoted by the name of the variable that changes with respect to the benchmark configuration (see Table 2 for the variables in each variable configuration).
Sample Selection
The baseline sample aims to provide a comprehensive picture of the distribution of income, racial composition, and house prices in U.S. metro areas. Metropolitan statistical areas (MSAs) with populations of at least 1 million are considered. Since the focus is on the black and non-Hispanic white populations, the sample is further restricted to MSAs where at least 10 percent of the population is black.
Within each selected MSA, the sample is restricted to Census tracts where less than 50 percent of the population reports being neither black nor non-Hispanic white. To guarantee the exclusion of rural areas, only the Census tracts with at least 100 people per square kilometer are retained. 3 Attention is also restricted to tracts with at least 200 households and no more than 25 percent of the population living in group quarters. 4 Application of these sample selection criteria results in a set of 28 MSAs in 25 states including 80.7 million people and 17,815 Census tracts. The largest MSA in the sample is New YorkNorthern New Jersey-Long Island, with 3,850 tracts; the smallest is Raleigh-Durham-Chapel Hill, with 157 tracts. Table 3 presents the number of observations deleted by each criterion. Table 4 lists some summary statistics of the final sample. The section on robustness compares the results obtained under the baseline sample with those obtained under four variations of the sample selection criteria. 
CLUSTERING ALGORITHM
Cluster analysis attempts to classify a large set of objects into a small number of groups (clusters). A perfect classification is obtained if the large set is composed of a small number of groups of identical objects. For example, a dataset composed of only zeros and ones can be perfectly classified with two clusters.
A common clustering method consists of minimizing a square error (SE) criterion. The method used is known as the K-means algorithm and creates a partition of a set containing I objects into K mutually exclusive subsets (where I ≥ K). How? Suppose each element i ∈ I is described by the vector x i . The algorithm searches for a partition of I into subsets {C 1 , C 2 , C 3 ,…, C k ,…, C K } that minimizes the within-cluster variation of x i (or the SE) around each group's centroid c k . The centroid c k of cluster C k is usually taken to be the vector of averages of x i taken over all elements i belonging to the cluster C k :
where w i is a weighting factor equal to the number of households in each tract.
Conceptually, the optimal partition could be found by computing the SE for every possible partition of I and then choosing the one that produces the smallest SE. In practice, the search needs to be conducted with a heuristic algorithm known as "iterative relocation. " 5 A cluster resulting from iterative relocation has two desirable properties. First, each cluster has a centroid, which is the mean of the objects in that cluster. Second, each object belongs to the cluster with the nearest centroid. On the downside, this type of algorithm does not guarantee finding the optimal partition, and its outcome depends on the initial partition. For all clustering exercises reported here, the clustering procedure is applied 10 times using random starting values, and the cluster that minimizes the SE is reported.
Normalization of Data
A cluster's outcome is sensitive to the relative scaling of variables that describe each tract. One solution to this problem is to normalize each component of x i to have a sample mean of 0 and a sample variance of 1. This method is referred to as z score normalization in what follows. 6 An alternative normalization method, based on the Mahalanobis transformation, accounts for the correlations across components of x i . This method normalizes the data by the inverse of the sample covariance matrix of x i , Ŵ -1 . In this case, SE becomes the standard error of the mean (SEM):
A comparison of selected results using z score and Mahalanobis normalizations is provided.
RESULTS
This section describes the results of the clustering exercise. The main results are obtained by applying the clustering algorithm once to the full sample of neighborhoods from all MSAs. Alternate results obtained by applying the algorithm separately to each MSA are reported in the "Regional Stability" subsection.
Cluster Validity
How much of the variance can be captured by a clustering representation? One way to address this question is to assess the "compactness" of a cluster. 7 I use an intuitive indicator of compactness to address the validity of the clusters obtained and complement it with a visual summary of the distribution of (Y, R, P) within and between clusters.
The compactness indicator compares the SE from the clustering algorithm with the overall variability of x i with respect to the vector of sample means, c. 8 In what follows, this measure is referred to as R 2 because of its mechanical similarity to the familiar concept from standard econometric analysis:
A value of R 2 = 1 means that the data consist of K types of identical elements. Table 5 presents the R 2 values obtained for K = 2, 3, 4, 5, 6 and each of the selected variable configurations using z score and Mahalanobis normalizations. Not surprisingly, compactness increases with K. For K = 2, R 2 averages 31 percent across all variable configurations and normalizations and its maximum is 37 percent. The average increases to 47 percent when K = 3 and increases further to 65 percent as K increases from 3 to 6. Thus, most of the gains in explanatory power occur at K = 2 and K = 3. These clusterings provide a reasonable degree of compactness while maintaining an acceptable level of complexity. With K ≥ 4, the complexity becomes substantially greater without a significant increase in explanatory power. Figures 1 and 2 show a variety of statistics regarding the distribution of (Y, R, P) within and between clusters for K = 2 and K = 3, respectively. These plots reflect a large degree of similarity across different variable configurations measuring (Y, R, P) and large differences in the distributions of each variable across clusters.
For instance, consider the first column of Figure 1 . The blue boxes depict the interquartile range of the distribution of racial configuration (i.e., the fraction of white households in the neighborhood) in each cluster. For all rows, the interquartile ranges of each cluster do not intersect. Average incomes show a similar result (see the second column). In contrast, all interquartile ranges for the average price of housing services of the two clusters intersect, although the central tendency is the same as for income.
The brackets in each plot in Figure 1 represent the range between the 5th and 95th percentiles of each distribution. For the fraction of white residents, the 95th percentile of neighborhoods of type I is below the median of neighborhoods of type II (depicted as the center of the corresponding blue box) and is also below the mean (depicted by a vertical solid line). For all variable configurations, the 5th percentile of neighborhood II is above the mean and the median of neighborhood I. Figure 2 shows the K = 3 case. As shown in the first column, the separation of the distributions of racial configuration across clusters becomes larger between neighborhoods of type A and neighborhoods of type B and C than it is between neighborhoods of type I and II for K = 2. In turn, the distributions in neighborhoods of type B and C overlap substantially. The second column shows a different picture for income: Income distribution in neighborhood C is separated from those in neighborhoods A and B, while those in neighborhoods A and B exhibit significant overlap. The third column shows that patterns for distributions of house prices behave more like the patterns for income than those for race.
In summary, an off-the-shelf clustering procedure can be used to capture (i) up to 37 percent of the variation in income, racial configuration, and housing service prices across U.S. neighborhoods using only two representative neighborhoods and (ii) up to 52 percent of the variation using three representative neighborhoods.
Spatial Contiguity
Spatial theories of human capital formation emphasize spillovers across geographic locations. A common view states that the strength of these interactions declines with geographic distance. Therefore, the degree to which the tracts in each cluster are spatially contiguous suggests that the classification is potentially consistent with theories featuring spatial spillovers. In contrast, a low degree of contiguity would imply that each cluster is composed of scattered geographic areas, so that potential spatial spillovers would not have a large scope of action. In this article, spatial contiguity is not imposed in any way. 9 However, spatial contiguity serves here as an additional measure of cluster adequacy.
Two strategies are used to assess spatial contiguity. The first computes a simple indicator that measures the fraction of neighborhoods of a class C k to which the average neighborhood in C k is "connected. " The second strategy presents a few maps indicating the location of each class of neighborhoods in selected MSAs.
To measure contiguity, I begin with a pair of neighborhoods A and B. The Census Bureau provides the geographic coordinates at one internal point of each neighborhood, denoted as p A and p B . A neighborhood's radius can be defined as the radius (r A , r B ) of a circle with the same geographic area as the corresponding neighborhood. Then, say that neighborhoods A and B are adjacent if distance(p A , p B ) ≥ κ max(r A , r B ), where κ ≥ 1 is an arbitrary constant. A connected set of neighborhoods is defined as a set of neighborhoods that cannot be separated into two subsets without separating at least one pair of adjacent neighborhoods.
The adjacency parameter of the contiguity indicator is set to κ = 2.5. This means that two tracts in the same cluster are considered adjacent if the distance between their Census-assigned internal points is less than 2.5 times the larger of their neighborhood radiuses. Table 6 shows that, using the z score normalization and K = 2, type I neighborhoods are connected to 40 percent of their own type within an MSA and type II neighborhoods are connected to 64 percent of neighborhoods of their own type within an MSA. Thus, representative neighborhoods defined by the clustering procedure describe large geographic areas with homogeneous characteristics. Also, the expected number of same-type tracts adjacent to a randomly selected neighborhood lies between 5.6 and 7.2. Similar results hold using the Mahalanobis normalization.
For K = 2, type I neighborhoods tend to be substantially less connected than type II neighborhoods. This obeys the fact that type I neighborhoods form "islands" in a "sea" of type II Table 6 Cluster Contiguity: κ = 2.5 neighborhoods (see the "MSA Maps" subsection below). Connectedness is lower because several MSAs contain more than one "island. " For K = 3, type B neighborhoods tend to be less connected than the other two types.
MSA Maps
Figures 3 to 8 are maps corresponding to selected areas of three MSAs in the sample. For each MSA, the K = 2 and K = 3 characterizations are depicted in different shades of blue.
The two-neighborhood characterization exhibits a striking degree of contiguity. In the selected MSA, type I (low-income) neighborhoods form a small number of large areas, which are surrounded by type II (high-income) neighborhoods. This is remarkable given that (i) no geographic location information was used in the clustering procedure and (ii) the number of tracts within each "island" is large. For example, the Washington-Baltimore-Arlington MSA contains 1,453 tracts, of which 378 are type I. Almost all of these tracts are grouped into three islands (see Figure 7) .
Finally, the three-neighborhood characterization is consistent with the two-neighborhood characterization. The type I (low-income) cluster of the two-neighborhood characterization is basically the same as the type A cluster in the three-neighborhood characterization. Therefore, the degree of contiguity for type A areas is also remarkable in the three-neighborhood characterization (Table 6 ). Roughly, the type II (high-income) neighborhoods of the two-neighborhood characterization are split into two new types (labeled B and C) when proceeding from K = 2 to K = 3. In the three-neighborhood characterization, type B neighborhoods exhibit the lowest degree of contiguity. These types of neighborhoods appear to the eye as transition areas between the clearly defined "islands" of type A and the "sea" of type C neighborhoods.
Regional Stability
Recall that so far all results correspond to applying the clustering algorithm once to all neighborhoods in the sample. This subsection addresses whether the characterization of neighborhood is meaningful at the MSA level for K = 2, 3. The question is approached at two levels. First, do all MSAs contain a roughly similar fraction of each type of neighborhood, or are neighborhoods of each type concentrated in particular MSAs? In other words, are the fractions of each type stable across MSAs? Second, would the classification of neighborhoods differ substantially if centroids were allowed to vary across MSAs? The answers are yes and no, respectively.
First, Table 7 presents the percentage of each neighborhood class by MSA for K = 2 and K = 3. Each class of neighborhood exists in each MSA in roughly the same percentages, with standard deviations close to 8 percent for K = 2 and between 7.6 and 13.7 percent for K = 3. Second, to allow for different centroids across MSAs, I cluster neighborhoods independently for each MSA using the benchmark variable configuration and z score normalization for K = 2, 3, 4. Then I use the cluster similarity measure to compare these clustering results with those for all MSAs pooled. Table 8 shows the percentage of neighborhoods classified in
Figure 4
Chicago-Gary-Kenosha MSA: K = 3 NOTE: The figure shows selected neighborhoods of the corresponding MSA. Names of counties within the MSA are also listed. 
THE NATURE OF REPRESENTATIVE NEIGHBORHOODS

Two-Neighborhood Clustering
Two-neighborhood clustering provides the following characterization: Type I neighborhoods contain 27 percent of all households, have 4,800 residents per square kilometer, and cover about 4,600 square kilometers ( Table 9 ). The population density of type I neighborhoods is about twice the density of type II neighborhoods, while the land area for type I neighborhoods is about one-fifth that of type II neighborhoods.
The K = 2 characterization reflects strong segregation by race. Of the households residing in type I neighborhoods, 32 percent are white, while 84 percent of households in type II neighborhoods are white (Table 10 ).
The K = 2 characterization also exhibits strong segregation by income. Household earnings average $33,591 in type I neighborhoods, representing 54 percent of average earnings in type II neighborhoods ($61,889). Household income averages $41,747 in type I neighborhoods, representing 56 percent of average income in type II neighborhoods ($74,577) (see Table 10 ).
Among black households, the average income for those in type I neighborhoods is 70 percent of the income for those in type II neighborhoods. For white households, type I neighborhood income is 58 percent of type II neighborhood income; for households in other racial categories the number is 62 percent. In type I neighborhoods, the average income of black households is $40,076, which is 90 percent of the average income of white households in that type of neighborhood ($44,727), while it is 74 percent in type II neighborhoods. Finally, the price of a unit of housing services is $10,405 in type I neighborhoods, representing 73 percent of the price in type II neighborhoods ($14,268) (see Table 10 ). This ratio is higher than the ratio observed for income, meaning that prices vary less than incomes across the two neighborhoods. This observation echoes a finding from the cross-MSA literature. Davis and OrtaloMagne (2011) present evidence that the share of housing expenditures in income is constant in the United States. They show that a model with constant expenditure shares (i.e., with CobbDouglas preferences for housing and nonhousing consumption) and identical agents implies that prices should disproportionately reflect differences in incomes across MSAs. As in our two-neighborhood representation, the price measures provided by Davis and Ortalo-Magne vary less than incomes across MSAs. They find this observation puzzling viewed through the lens of their model. 
Three-Neighborhood Clustering
The three representative neighborhoods are denoted by A, B, and C. The three-neighborhood clustering generates the following characterization. Type A neighborhoods cover 3,200 square kilometers, while type B neighborhoods cover 17,000 square kilometers and type C neighborhoods cover 10,000 square kilometers. The population density of type A neighborhoods is about 5,300 residents per square kilometer, while the density is much lower in the other two neighborhoods: 2,100 per square kilometer in type B and 2,700 per square kilometer in type C (see Table 9 ). In terms of racial configuration, there is a strong concentration of black households in type A neighborhoods, while type B and C neighborhoods contain similarly large percentages of white households. Only 21 percent of households in type A neighborhoods are white, while 81 percent and 85 percent of households in type B and C neighborhoods, respectively, are white (Table 11) .
Percentage differences in income between type A and B neighborhoods and between type B and C neighborhoods are similar, generating three approximately equally spaced strata. Average earnings are $33,142, $47,106, and $76,303 in type A, B, and C neighborhoods, respectively. Thus, the ratio of average earnings of A with respect to B is 0.70, while the ratio of B to C is 0.62. The picture is similar for average income. Incomes in type A, B, and C neighborhoods average $40,899, $57,696, and $93,407, respectively (see Table 11 ).
For black households, the ratio of average income for those in type A neighborhoods to those in type C neighborhoods is 0.61. This between-neighborhoods ratio is 0.46 for white households and 0.52 for households in other racial categories. These ratios of average income by race in neighborhoods type B with respect to C are 0.75 for black households, 0.62 for white households, and 0.69 for households of other races. This shows that, in terms of averages, the sorting of households in ascending order of income into neighborhoods A, B, and C holds not only for aggregate populations but also for each race separately. The black-to-white ratio of average income is 0.91, 0.84, and 0.69 in type A, B, and C, neighborhoods, respectively, while the overall ratio is 0.61. 10 The fact that the within-neighborhood ratios are above 0.61 suggests that within-neighborhood racial inequality is smaller than overall racial inequality for every neighborhood. This was also a feature of the two-neighborhood characterization (see Tables 10 and 11 ). Also, it is interesting to note that, as in the K = 2 case, cross-neighborhood differences are less marked for the price of housing services than for income; the ratio of the price of housing services in A with respect to B is 0.95, while the B to C ratio is 0.65.
ROBUSTNESS
This section determines the degree to which Census tracts in the sample are classified in the same way under (i) several variable configurations and variable normalization strategies and (ii) several variations of the sample selection criteria.
Variable Configuration/Normalization
First, the clustering procedure is applied under each possible (variable configuration, normalization strategy) combination. Then, the resulting clusterings are compared and a measure of clustering similarity is applied to determine whether the results are similar.
There is a natural measure of similarity in the literature that works well when the number of clusters K is small. The measure takes two different clusterings, say
K }, and counts the fraction of objects that are classified into the same group in both clusterings. 11 The results are striking for K = 2. In the worst case, 90 percent of neighborhoods are classified in the same group. On average, 94 percent of neighborhoods are classified in the same group. In many cases, the classification is identical. The results for K = 3 are less robust so they are provided in Table 12 . In the worst case, 76 percent of neighborhoods are classified in the same group, but in most cases, more than 80 percent are classified in the same way.
The similarity across these clusterings suggests that racial configuration, income, and price of housing services provide a meaningful characterization of neighborhoods. Regardless of the diverse measures and normalizations used, the neighborhoods are similarly classified.
Sample Selection Criteria
Sample selection criteria are varied to examine the robustness of the representativeneighborhood characterizations presented in the previous two subsections. I consider the following four variations of sample selection criteria:
1. including MSAs with populations above 250,000 (versus 1 million in the baseline sample); 2. including MSAs with a 5 percent (or more) black population (versus 10 percent in the baseline sample); 3. including neighborhoods with 90 percent or less of "other race" households (versus 50 percent or less in the baseline sample); and 4. excluding neighborhoods with average earnings above $150,000 (versus no upper limit in the baseline sample).
The clustering procedure is applied to each sample variation. Table 13 presents the values of the centroids for (Y, R, P), as well as other important characteristics of the two-neighborhood characterization for the baseline sample and sample variations 1 through 4.
Sample variations 1 and 2 result in a dataset containing neighborhoods from 56 and 41 MSAs, respectively (compared with 28 MSAs in the baseline sample). Table 13 shows that sample variation 1 leaves the two-neighborhood characterization virtually unchanged with respect to the baseline sample. 12 Sample variation 2 implies changes in the racial composition of the sample. The overall fraction of black households in the sample falls from 0.19 to 0.16 with respect to the baseline. This change is reflected in the neighborhood characterization. The fraction of white households in type I neighborhoods moves from 0.32 to 0.40. This is the only appreciable change in the neighborhood characterizations imposed by the sample variation 2. Sample variation 3 implies the addition of 1,098 tracts to the sample (the number of MSAs remains 28). This change leaves the neighborhood characterization virtually unchanged. Finally, sample variation 4 implies the deletion of 212 observations, with no appreciable effects on the two-neighborhood characterization. Therefore, the results obtained in the baseline sample for the high-earnings neighborhood (type II) are not affected by the presence of a small fraction of neighborhoods with very large average earnings.
REMARKS AND CONCLUSION
This article explores the existence of a suitable representative-neighborhood characterization of metropolitan U.S. data. Such a characterization allows complex neighborhood-level data to be simplified. A simple characterization permits a transparent interpretation of data through models featuring a small number of neighborhoods with the advantage that the characterization has a direct geographic counterpart (see Figures 3 to 8) .
One potential use of this characterization is to impose empirical discipline on quantitative models with a small number of locations. The main advantages for quantitative models calibrated to match a representative-neighborhood characterization are simplicity and clarity, yet such calibration has another appealing feature. The K-means clustering algorithm, as applied here, provides a partition of neighborhoods that minimizes a sum of squares criterion. Therefore, if the representative neighborhoods are reproduced by locations in a quantitative model, such a model will achieve the best possible fit to neighborhood-level data under the sum of squares criterion. This feature provides a rationale for fitting more-complex models to match aspects of the characterization developed in this article. NOTE: HH, household. Sample variations 1 through 4 correspond to the following sample selection criteria: (1) including MSAs with population above 250,000 (versus 1 million in baseline sample); (2) including MSAs with 5 percent or more black population (versus 10 percent in baseline sample); (3) including neighborhoods with 90 percent or less of "other race" households (versus 50 percent or less in baseline sample); (4) excluding neighborhoods with average earnings above $150,000 (versus no upper limit in the baseline sample). *Benchmark variable configuration, z score normalization, K = 2.
APPENDIX
Price of Housing Services
The data contain three sources of information regarding expenditures for housing services. The first source is the median gross rent variable. This is the median rent paid by renter households in a tract. The measure is designed to include the cost of utilities and fees, such as condo fees, when applicable, in addition to rent. The second source is the median house value variable. This measure is computed by the Census Bureau using market values of housing units reported by home-owning households. The housing literature uses these values to construct an expenditure measure or implicit rental value (IRV). The third source is the median selected monthly owner costs variable. This measure is constructed by the Census Bureau to estimate the monthly cost of housing for homeowners. 13 Median tract house values are converted into median annual IRVs using a procedure based on Poterba (1992) . This procedure consists of applying an annual user-cost factor to house values. A factor of 8.93 percent of the house value is used. 14 8 Since x i and c are vectors, the "overall variability" is defined as the sum of each component's variation (see the denominator in the expression for R 2 ).
9 A branch of classification analysis deals with the clustering of objects that are described by a vector of variables (x i ) and also by their position on a plane. In some cases, it may be desirable that objects in the same class are also spatially contiguous. In the problem of digital image segmentation, it is usually desirable that adjacent pixels belong to the same class. See, for example, Theiler and Gisler (1997) . In the extreme, one could restrict all elements in a given class to be contiguous. This constrained clustering problem is known as regionalization (see, for example, Duque, Church, and Middleton, 2006) . A simpler approach (i) includes the spatial coordinates of each object in the vector of characteristics x i and (ii) applies an unconstrained clustering algorithm. The algorithm will tend toward generating clusters that are "close" in the plane.
10 These ratios are not provided in the tables but are easily calculated from income entries in Table 11. 11 This task is complicated by the fact that the subindexes labeling each cluster can be assigned arbitrarily (i.e., there is no way to decide which cluster in C 1 corresponds to any particular cluster in C 2 ). Therefore, one should examine all possible permutations of the cluster subindexes and choose the one yielding the maximum fraction of coincidences. If P is the set of all possible permutations p(k) of the indexes (1,2,3...k...K), then the measure can be expressed as where the "absolute value" denotes the number of elements in a cluster C k . 12 The results shown in Table 13 compare only the (Y, R, P) averages across Census tracts (centroids). However, analysis of higher moments of (Y, R, P) in each representative neighborhood shows these are remarkably stable across different samples as well. Details are available from the author upon request. 13 The selected monthly owner costs variable includes reported payments of mortgages, deeds of trust, contracts to purchase, or similar debts on the property (including payments for the first mortgage, second mortgage, home equity loans, and other junior mortgages); real estate taxes; fire, hazard, and flood insurance on the property; utilities (electricity, gas, water, and sewer); and fuels (oil, coal, kerosene, wood, and so on). It also includes monthly condominium fees or mobile home costs (installment loan payments, personal property taxes, site rent, registration fees, and license fees).
14 Calabrese et al. (2006) 
