Abstract-In orthogonal frequency-division multiplexing (OFDM) digital communication systems, an uncorrected frequency offset can lead to a severe degradation of the system performance. This paper describes a technique to mitigate the influence of frequency offset on system performance by applying a weighted discrete Fourier transform (DFT) to a novel OFDM frequency-assignment scheme in which null carriers are regularly inserted among modulated data carriers. This frequency-assignment scheme makes possible the application of a window function at the demodulator to broaden the signal spectrum and renders the demodulated signal more immune to the influence of frequency offset. In addition, a variant of this frequency-assignment scheme also leads to a DFT-based measurement technique for easy and accurate determination of the frequency offset. Interpolation algorithms and frequency-assignment schemes suitable for both initial frequency acquisition and subsequent frequency tracking are described in detail. The Rife and Vincent (Class-I) windows are examined and their estimation results are obtained for an additive white Gaussian noise (AWGN) and a multipath fading channel.
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I. INTRODUCTION

O
RTHOGONAL
frequency-division multiplexing (OFDM) is a bandwidth-efficient digital communications scheme that was first proposed by Chang [1] . Compared with the conventional time-domain single-carrier modulation (SCM), OFDM can be viewed as a frequency domain multicarrier modulation (MCM) technique. As a result, OFDM is robust to time-domain impulsive interference and multipath propagation effects that are the main obstructions to high data rate transmission for the SCM scheme. However, as a parallel transmission technique, OFDM is very sensitive to frequency-domain interferences such as frequency-offset and tone interference.
Many factors can lead to frequency-offset interference; the most evident are the movement-induced Doppler shift and the frequency difference between local oscillators in the transmitter and the receiver. The frequency offset, after being normalized to the actual frequency spacing between transmitted carriers, can be divided into an integer-offset and a residual part with an absolute value of less than 0.5. The integer offset manifests itself as a frequency-index mismatch between the transmitted and received carriers while a nonzero residual offset can disturb the orthogonality between the discrete Fourier-transform (DFT) demodulated carriers. As a result, the signal amplitude of each demodulated carrier is reduced and in the demodulated signal of one carrier, there is interference coming from other carriers, so-called intercarrier interference (ICI). These effects can reduce the signal-to-interference ratio (SIR) in the demodulated signal and can degrade the system performance.
In Section II of this paper, we will describe a novel OFDM frequency-assignment scheme in which null carriers are inserted among the modulated data carriers. We will also show that an OFDM symbol shaping with a proper window function on this novel frequency-assignment scheme leads to a SIR in the demodulated signal, which is more immune to the influence of the ICI. In Section III, we will introduce an accurate DFT-based frequency-estimation technique using this new OFDM scheme and so-called Rife and Vincent (Class-I) window functions. For a DFT-based OFDM demodulation, the implementation of our estimation algorithm is very simple indeed.
The use of DFT in frequency estimation for single and multiple tones from a finite number of noisy discrete-time observations is first discussed in [2] and [3] . In [3] , a window-functionbased algorithm is also used to suppress multifrequency tone interference. Some similar works on window-function-based estimation have also been reported in [4] and [5] . Rife and Vincent [6] provided a detailed discussion on estimation algorithms implemented for a class of window functions that later carried their names. In [7] , Nogami and Nagashima introduced a DFTbased frequency-offset estimation algorithm using the Hanning window for OFDM systems. In Section III of this paper, we will generalize the estimation algorithm in [7] with the Rife and Vincent (Class-I) window functions [6] . We will also modify this algorithm to make it more suitable for real-time frequency estimation and tracking. In addition, we will provide a detailed analysis of the estimation accuracy and bit-error rate (BER) performance of the OFDM system with our proposed frequency-offset estimation algorithm and assuming quaternary phase-shift keying (QPSK) modulation.
Many algorithms have been proposed for OFDM frequencyoffset estimation [7] - [13] . For most of these algorithms, frequency-offset estimation is implemented in two steps; the integer offset is first estimated and then the residual offset is determined. In general, these algorithms can be classified into the following two categories. The first is "blind" algorithm, i.e., no special training signals are required. This is usually achieved 0018-9545/03$17.00 © 2003 IEEE by exploiting some time-or frequency-domain redundancy in the OFDM signal structure. One typical example is the joint OFDM symbol-timing and frequency-synchronization scheme described in [8] - [10] , which makes use of the cyclically extended guard interval inserted in the OFDM symbol frame. Another estimation algorithm using the signal-subspace resolution method [11] exploits the frequency-domain redundancy, i.e., the unused anti-aliasing carriers at each side of the signal spectrum, usually referred to as virtual carriers. In this algorithm, both integer and residual components of the frequency offset can be estimated simultaneously. In general, blind algorithms are particularly suitable for frequency tracking because they require no special signal-structure arrangements. However, they are not suitable for initial frequency acquisition because an accurate estimation usually needs an averaging over a large number of OFDM symbols. And in high-rate package-data transmission, the time for initial frequency synchronization needs to be as short as possible, preferably only one or two symbol intervals.
In such cases, the second class of estimation algorithm that uses special training signals to provide fast synchronization may be more suitable. One example is the algorithm proposed in [12] and [13] , which computes the differential phase between one OFDM block and its cyclic repetition. This algorithm can be implemented in either the time [12] or frequency domain [13] . Note that the algorithm mentioned earlier that uses the cyclically extended guard interval could be considered as a special case of that in [12] in which only a small fraction of signal block is cyclically repeated as the guard interval. However, the maximum number of carries that can be transmitted for the algorithm in [12] and [13] is only half of the total number of OFDM carriers, which may be too low for this algorithm to be suitable for frequency tracking. In Section III of this paper, we will describe OFDM symbol structures that can be efficiently implemented for initial frequency acquisition and subsequent frequency tracking.
II. A NOVEL OFDM CARRIER-ASSIGNMENT SCHEME AND FREQUENCY-OFFSET CONTROL
In this section, we will first describe a novel OFDM carrier-assignment scheme in which null carriers are inserted among modulated carriers. This frequency-assignment scheme is a generalized version of the one proposed by Nogami and Nagashima in [7] . Then we will analyze the effect of the frequency offset on the performance of this novel OFDM carrier-assignment scheme.
A. Novel OFDM Carrier-Assignment Scheme
Let the OFDM symbol period excluding the cyclically extended guard interval be (seconds) and the lowpass equivalent bandwidth (two-sided) of the OFDM signal be (Hz). Assume that the time-frequency product is equal to an even integer and, therefore, in one OFDM symbol, a total number of orthogonal carriers with frequencies , can be transmitted. The frequency in our analysis is normalized to the actual intercarrier frequency spacing . In addition, we assume that is large 16 , which is usually true for most practical OFDM systems. In the conventional OFDM carrier-assignment scheme, all except anti-aliasing carriers at each side of the allocated bandwidth are transmitted, resulting in active carriers. Fig. 1 (a) shows a novel carrier-assignment scheme in which only out of carriers with frequency are modulated with , . Note that and . Let , be the frequency spacing between two adjacent transmitted carriers.
B. Frequency Offset and SNIR
In a channel with frequency offset, the received complex baseband equivalent signal , corresponding to the Nyquist sampling rate of , is (1) where is the channel-induced frequency offset, is the transfer function of the channel at frequency and is assumed to be unchanged during one OFDM symbol period (this corresponds to a slow-fading radio frequency channel), and are the equivalent lowpass additive white Gaussian noise (AWGN) samples and are assumed to be independent complex Gaussian random variables, each with zero-mean and variance, . Let the frequency offset be written as (2) where is an integer and denotes the residual offset . Because we have assumed that the OFDM lowpass-equivalent signal is band-limited, the maximum value of is assumed to be less than the number of unused anti-aliasing carriers at each edge .
The conventional demodulator for the received OFDM signal is implemented by feeding the sequence directly into an -point DFT processor. However, with the new carrier-assignment scheme described in Fig. 1(a) , we present here an alternative demodulation procedure by first multiplying with a real-valued window sequence , before the DFT demodulation. For convenience, the window sequence is assumed to satisfy the condition . The sequence is then fed into the DFT demodulator to obtain the -point weighted DFT sequence , i.e.,
Here we define the discrete-time Fourier transform (DTFT) of as It can be seen from (3) and (4) that the sequence is actually obtained by sampling at a set of integer frequencies , . In Fig. 1(b) , we show the spectral sequence corresponding to the set of transmitted carriers at frequencies, , in Fig. 1(a) . It can be seen that there are spectrum clusters in , corresponding to the originally transmitted carriers with modulation signals , . In each cluster, more than one nonzero DFT elements is observed due to the fact that the window function tends to broaden the signal spectrum. Let , denote the element in for and denote its adjacent elements. Then
where denotes the largest integer that is less than its argument.
, and represent, respectively, the signal, the ICI, and the noise components in . Let and denote, respectively, the DTFT of the window sequence and the squared window sequence , i.e., and . Then (6)
and , is the DFT of the weighted noise sequence and can be shown to be a set of complex Gaussian random variables with zero mean and covariance where denotes the complex conjugate.
We now describe the statistical properties of the ICI component . First, we assume that the signal satisfies the condition that and where denotes the delta function. That is, the modulation points are independent with zero-mean and constant average power . In addition, the average channel gain is assumed to be constant, i.e.,
. With these assumptions and a large , we can regard that is a Gaussian random variable with zero mean and variance (8) We define the average OFDM symbol energy per carrier as . It can be easily shown that where is the one-sided power spectral density of the AWGN in the radio frequency (RF) channel. Let denote the average signal-to-noise-plus-interference ratio (SNIR) in the demodulated signal , then (9) where (10) In (9), the processing loss [4] is a window function-performance index to reflect the reduction of the SNIR after the DFT demodulation of the weighted signal . As given in (10), it is the ratio of the squared scalloping loss and the equivalent noise bandwidth (ENBW). The scalloping loss reflects the amplitude reduction of the demodulated DFT signal due to the residual frequency offset . The equivalent noise bandwidth ENBW is defined as the ratio of the weighted to the nonweighted (assuming a rectangular window) noise powers. It is a measure of the noise-power enhancement after windowing. The normalized ICI is a measure of the amount of residual ICI in the demodulated signal after the side-lobe spectrum suppression of the window function. It is dependant on , , and the frequency spacing between carriers. In summary, the application of the window function has three main effects, as follows: broadening the spectrum of the demodulated signal, suppressing the ICI component, and amplifying the noise component in the demodulated signal.
C. Class-I Rife and Vincent Window Function
As an illustration of the above parameter definitions relating to the window function, we describe here a family of Class-I Rife and Vincent window functions [6] with weights (14) where denotes the order of the window function and the coefficients in (14) are (15) Note that the Class-I windows of order 0 and 1 are the wellknown rectangular window and the Hanning window, respectively. Under the condition that is large, i.e., and , it can be shown that the DTFT of the Class-I Rife and Vincent windows of order is (16) In Fig. 2 , we show the normalized amplitude spectrum for the Class-I windows of order , 4, and their corresponding time responses. From the spectrum plots, it can be seen that a higher order Class-I window suppresses the side-lobes more substantially, but broadens the main-lobe width by a larger amount. This implies that a higher order window is capable of suppressing the amount of ICI and, thus, the in (9) more substantially. However, this only happens if the spacing between the transmitted carriers is kept at least at twice of the normalized one-sided main-lobe bandwidth (BW), which is for the Class-I window of order . It should be noted that the Class-I windows satisfy the condition that for integer and . This implies that the orthogonality between the transmitted carriers is maintained, provided that the intercarrier spacing is kept to be at least BW. Table I shows the ENBW at for the Class-I windows of order from 0 to 4. Note that although a higher order window tends to have less scalloping loss due to its larger BW, it suffers from a greater ENBW due to the weighted noise. Fig. 3 shows the processing loss , which is a measure of the combined effect of and ENBW for the Class-I windows of order from 0 to 4.
From the above results, the choice of the Class-I window for a minimized in (9) can be made for some special cases. 1) For a channel without frequency offset, i.e., , the in (9) becomes . Hence, the rectangular window should be chosen because it gives the minimum processing loss at zero frequency offset, i.e.,
, compared with all the other Class-I windows as is shown in Fig. 3 . In this case, becomes equal to . 2) For a noisy channel with frequency offset, i.e., when is quite low such that , the can then be approximated as . In this case, the window function should be chosen to maximize ; that is, to minimize the processing loss. Hence, from Fig. 3 , a lower order Class-I window should be chosen. 3) For a noiseless channel with frequency offset, i.e., when is high enough to make , is then approximated as . In this case, the window function chosen should be able to minimize and, as well, have a moderate value of the processing loss.
D. SNIR for Rectangular and Hanning Window Functions
It can be easily seen from (9) that only the residual offset component in the frequency offset can affect . In addition, is an even function of . In order to study the effect of on the demodulated carrier SNIR, the in (9) is plotted versus in Fig. 4 for the rectangular and the Hanning windows and dB. It is assumed that for the OFDM carrier-assignment scheme in Fig. 1(a) , the intercarrier spacing between the transmitted carries is equal, i.e., , . In addition, is chosen to be at least for each plot in order to maintain the orthogonality between transmitted carries at zero . We also assume that the spectrum utilization efficiency , defined as the ratio of to , is maximized. This is achieved when in the corresponding carrier-assignment scheme for each plot. It is observed that, compared with the case without windowing (i.e., with the rectangular window), the OFDM signal with the Hanning window is more immune to the residual-frequency offset and, hence, leads to a less SNIR degradation as increases. However, at zero , the OFDM signal with the Hanning window has a 1.76-dB loss in the SNIR, compared with the case without windowing, due to the fact that the Hanning windowing amplifies the noise component. Another price that has to be paid for the Hanning windowing is that the maximum spectrum utilization efficiency is now only half that for the case without windowing. This is because the main-lobe bandwidth of the Hanning window is twice that of the rectangular window. Therefore, a higher level constellation for data modulation must be used with the Hanning window to compensate for the loss in spectrum-utilization efficiency. Because a significant improvement of the SNIR can be achieved with a higher order Class-I window when the residual frequency offset is present, the carrier-assignment scheme in Fig. 1 (a), together with a higher level constellation of carrier modulation, is a better solution than the conventional OFDM carrier assignment scheme.
III. FREQUENCY-OFFSET ESTIMATION AND TRACKING
In Section II, we have described and analyzed a novel OFDM carrier-assignment scheme in which frequency nulls are assigned between modulated carries. This scheme makes possible the use of window function to broaden the received signal spectrum and by so doing renders the demodulated signal more immune to the effect of residual frequency offset in the received OFDM signal. As is shown in [7] , this new OFDM scheme, together with the Hanning window, can also provide a frequency-domain estimation algorithm for the frequency offset. In this section, we will spend our effort to make a more thorough analysis of this algorithm. In addition, we will generalize this algorithm to make it applicable to other window functions and suitable for both initial frequency acquisition and subsequent frequency tracking. Lastly, we will discuss some issues on the algorithm implementation.
A. Initial Frequency Acquisition
1) Carrier-Assignment Scheme: In Fig. 5(a) , we illustrate a typical carrier-assignment scheme suitable for initial frequency acquisition. Here, we assign maximum number of carriers that can be transmitted 256, number of transmitted pilot carriers 7, frequency of the first pilot carrier 96, spacing between adjacent pilot carriers , , where is a pseudorandom sequence known to the receiver. In this case, . This pilot OFDM symbol is transmitted before data communication is commenced. It can be used to implement many tasks such as frequency and timing synchronization as well as channel estimation. In general, the initial frequency offset is a random variable and may be of a large value in the order of several intercarrier spacing . Therefore, the initial frequencyacquisition range needs to be sufficiently large in order to accommodate anypossible frequency-offset values. This end is achieved by assigning unequal and pseudorandom spacing between transmitted carriers, as shown in Fig. 5 (a) and described in [7] .
2) Maximum-Likelihood Estimation of Frequency Offset: As shown in Appendix A, a maximum-likelihood (ML) estimation of the frequency offset for the carrier assignment scheme in Fig. 5(a) can be obtained to be (17) where is the DTFT of the received signal and corresponds to the maximum acquisition range. Note that is the defined in (4) for the rectangular window function. For an ML estimator, the estimation variance tends to be equal to its unbiased Cramer-Rao (CR) lower bound. In Appendix A, the conditional estimation variance of the ML estimator in (17) is derived as (18) where is the average symbol energy over all transmitted carriers. It is to be noted that the conditional estimation variance in (18) for this ML estimator is in fact not dependent on the actual frequency offset . The ML estimation by (17) is actually a search of for all the values of within the range of . In practice, this search routine is difficult to implement if a fast algorithm for the frequency acquisition is needed. Another difficulty for implementing this ML algorithm is that at the initial frequency-acquisition stage, the channel estimation for in (17) may not be available before the frequency synchronization is successfully achieved. Hence, we have to consider suboptimal estimation algorithms to implement this search routine. As we have mentioned earlier, the frequency offset in the initial acquisition is usually random and of a large value. Therefore, as is suggested in [2] , the search routine for can be efficiently implemented in a two-step operation, i.e., a coarse-search step followed by a fine-search step. If we re-express as (
where , is a nonnegative integer and denotes the integer closest to its argument. It can be easily verified that . It should be noted that when , and in (19) become and defined in (2) . In the coarse search, we will estimate the value of and locate the unknown frequency offset in a small range of . In the subsequent fine search, we will then proceed to estimate the residual frequency offset .
3 and then feeding into a -point DFT processor.
Let denote the discrete-time cross-correlation function of two sequences, and for , i.e.,
where is related to the set of frequencies assigned for transmitted carriers in Fig. 5(a) , i.e., for and is zero otherwise. Then, the output of the coarse search, which is a suboptimal estimate of in (19), becomes (23) In Fig. 6(a) and (b) , the function , corresponding to the carrier assignment scheme in Fig. 5(a) , is plotted for two cases, and , respectively. The value of in each plot is shown in Table II . For both cases, . To illustrate the mean value of , it is assumed that there is no noise and fading in the channel. In Fig. 6(a) and (b) , one global peak and several local peak regions can be seen in each plot of . It can be shown that the number of local peak regions and their amplitudes relative to the global peak are actually determined by the autocorrelation function of the sequence and the maximum frequency-acquisition range. It is obvious that the global peak region corresponds to the actual frequency offset and that the global peak position satisfies the condition (see Table II ). It can be seen in Fig. 6(a) that for , the global peak tends to become a single peak when the residual offset approaches 0, but splits into two equal peaks when approaches 0.5. A similar observation can be made for the case with in Fig. 6(b) . In summary, when the frequency offset approaches even-integer multiples of , IN FIG. 6 i.e., approaches zero, a single peak can be detected in the global peak region while when approaches odd-integer multiples of , i.e., approaches , two nearly equal amplitude peaks are present in the global peak region.
The fact that the global peak position becomes ambiguous from when the residual frequency approaches its limiting values of should not hinder the detection of in the coarse search. This is because, as long as the global peak is detected to be either one of these two peaks, we can correctly determine that the actual frequency offset will be between and . However, as will be explained in the following fine search, the correct choice of the actual peak in the global peak region from its adjacent elements is critical for the accurate estimation of the residual frequency offset . a) Peak-detection probability: In order to quantify the performance of the residual frequency-offset estimation algorithm to be formulated later in the fine search, we define here the peak-detection probability for the correct detection of the actual peak as approaches . In Appendix B, we derive an expression of , which is an even function of . Here, we only show in Fig. 7 (a) and (b) the plots of versus for values of at 30, 35, and 40 dB and for and , respectively. It can be seen that for a specific value of , say 10 , the threshold value beyond which the correct peak cannot be detected is a monotonically increasing function of . This indicates that given a specific value of , increasing can lead to a higher value of and, thus reduce, the range of within which the peak cannot be correctly detected.
b) Peak detection when : When and, due to the noise corruption, may become indistinguishable from as approaches or from as approaches . Hence, we have to find an alternative solution for the correct detection of the actual global peak position . One practical way is to set a threshold value defined (with reference to Appendix B) as (24) and compare it with the ratio , . If either one of these two ratios is greater than , we will then double the DFT size , i.e., and , . To illustrate how this algorithm works, we look at Fig. 6(a) for the case of and . It can be seen that there are two peaks in the global peak region with 4 or 5 due to . Hence, we can conclude that with a high probability, the actual value of or that of will be greater than . However, if we double the DFT size for the same value of but with , becomes 0 and it can be seen that in Fig. 6(b) there is only one single peak present and .
4) The Fine Search:
After the coarse search and the correct determination of , the residual frequency offset within the range of will be accurately estimated in this section. In the coarse search, peaks , and are found in . It is, thus, conjectured that can be estimated by interpolating and its adjacent elements in each peak region, because these elements bear the information on and, as well, have a high SNIR. However, this may not be true when . In this case, as approaches zero, it can be easily seen from Fig. 6(a) that the SNIR of both and decreases to zero and, hence, cannot be used for estimating . This is because the normalized one-sided main-lobe BW for the rectangular window is only one. Therefore, it is reasonable here to apply a window function in order to broaden the signal spectrum and then can be used to estimate . We will consider the DTFT of in (4) at a set of discrete frequencies, i.e., (25) where as in the coarse search. Similar to , there are also peaks in , , and . With the same approach as in Section II, we can express each and its adjacent elements in terms of the signal, ICI, and noise components. For a high and negligible ICI, we can assume that and for each peak region and (26) We note that because the coefficients of the window function are real values, the amplitude spectrum is symmetric and, hence, from (26) . is then estimated from each peak region to be (27) where denotes the inverse function of . The final output of the fine search becomes (28) where is the combining weight that minimizes the estimation variance of (see Appendix C) and is equal to
If the channel estimation for is not available at the frequency-synchronization stage, the combining weight in (29), under the condition of a high SNIR, can be approximated as (30) The final estimation of the frequency offset after the coarse and fine searches becomes (31) where can be chosen to be either or in (28). It should be noted that for a high SNIR, can be assumed to be correctly determined in the course search. Therefore, the estimation accuracy of in (31) is in fact mainly determined by . c) Estimation variance of : We now consider the estimation accuracy of . First, for a high SNIR, the estimator of in (28) can be assumed to be unbiased. Hence, the estimation variance of , can be taken as a good accuracy index, which is derived in Appendix C as (32) From (32), it can be seen that is dependent on the actual residual frequency offset and is inversely proportional to both and . We will next look at the effect of Class-I Rife and Vincent window function on . In Fig. 8 , we show given by (32) versus for dB, , and various combinations of window function order and DFT size . Note that the acquisition range of in each plot with DFT size is . The corresponding plot of is just the reflection of that of with respect to the vertical axis and, thus, is not shown in Fig. 8 . We also include, in the same figure, the curve of for the ML method given in (18) and the curve of for the differential phase (DP) method given by (33) [12] and [13] , for comparison (33) Several observations can be obtained from Fig. 8 . First, is higher than for all combinations of window-function order and DFT-size . This is due to the fact that our algorithm, rather than using the whole spectrum, uses only two DFT elements, i.e., and , from each peak region to determine . This obviously leads to a loss of information. Second, the higher order Class-I window results in a larger value of , compared with the lower order Class-I window. This is because in (32) is inversely proportional to and from Fig. 3 a higher order window gives a smaller value of in the given range of . Finally, is of the same order as . This is not surprising because the DP method in [12] and [13] is actually a ML method as well. It can also be seen that the acquisition range of is fixed to be .
d) Choosing between and :
The estimation accuracy of can be further improved if we assign a rule for choosing between and as the final estimate of in (31). From Fig. 8 , it can be seen that increases significantly as becomes less than zero. However, for , the estimation variance for , by symmetry, should be much smaller where is defined in (A2-9) and [see (38) at the bottom of the next page]. In Fig. 9 , we show the new estimation variance given in (36) for the rectangular window with and the Hanning window with , dB, and . Compared with the corresponding plots of and in the same figure, it can be seen that a significant reduction of the estimation variance is achieved by applying the selection rule given by (35). In addition, it can be seen that is an even function of . 5) Summary of the Initial Frequency Acquisition: Finally, we summarize the algorithm for the initial frequency acquisition as follows:
Step 1) Choose a proper DFT size and obtain , .
Step 2) Calculate in (22) Step 6) Estimate the actual frequency offset as in (31). Control the local oscillators in the receiver to correct this frequency-offset error. The frequency-synchronization system will then switch from the initial acquisition mode to the tracking mode.
6) BER Performance Comparison:
In this section, we will compare the performance of different methods presented earlier for OFDM frequency-offset estimation based on an analysis of the BER in the AWGN channel. For simplicity, we assume that the carrier modulation for OFDM data symbols is QPSK. The BER corresponding to a normalized frequency offset will then become
where is the complementary error function as defined in (A2-9) and is defined in (9) . It is assumed here that the rectangular window is applied to the OFDM data symbol.
The initial residual-frequency offset before correction , defined in (19), can be assumed to be uniformly distributed between where is the acquisition range in the fine search. For example, for the DP method and for the case , of our proposed method . Let be the resultant frequency offset after the correction, i.e., where is the estimated frequency offset in the fine search and is its probability density function (pdf) conditional on . By numerical simulation, we have verified that for both the DP and our proposed method, under the assumption of high in the pilot symbol, is approximately normal with zero mean and variance equal to the estimation variance defined in (33) and (36), respectively. The average BER for the OFDM data symbol after the offset correction can be then expressed as (40) where (41) In Fig. 10 , we show the data symbol BER after the offset correction in (41) versus the initial frequency offset for the OFDM data symbols. For comparison, the BER before the offset correction is also shown in the same figure. The SNR for the pilot symbols for offset estimation is set to be 20 and 30 dB, respectively, indicated by the dash and solid lines in the figure. The SNR per carrier for the data symbols is set to be 13 dB. It is noted that the BER of the data symbol improves significantly after the frequency-offset correction. In addition, the BER improvement after the correction is not dependent on due to the fact that the estimation variance of the frequency offset in (32) and (33) does not change significantly with . It is also noted that with the pilot symbol SNR increasing from 20 to 30 dB, the BER improves for all methods due to the fact that is inversely proportional to . However, when becomes equal to 30 dB, the BER converges to that of the single-carrier QPSK in the AWGN channel for all methods.
The average BER over all initial frequency offsets in (40) is plotted in Fig. 11 versus different pilot symbol SNR . The data symbol SNR per carrier is still 13 dB. Because is inversely proportional to , the BER performance also increases proportionately. However, when is greater then 32 dB, all methods provide approximately the same BER performance as the single-carrier QPSK. It is inferred from this that the BER performance is linearly related to the estimation variance up to a threshold value of the pilot symbol SNR . Beyond this threshold (38) Fig. 10 . BER versus initial frequency offset. SNR, reducing the estimation variance further has negligible effects on improving the BER performance for both the DP and our proposed method.
B. Frequency Tracking
After the initial frequency acquisition, the frequency-offset error in the receiver oscillators will be corrected and data communication is initiated. However, due to the various random factors in the transmission channel, such as Doppler shift and frequency drift in the oscillators, the frequency offset may be consistently present in the demodulated signal and if not compensated accurately, may cause severe performance degradation.
Hence, frequency tracking is still necessary to maintain reliable data communications.
1) Carrier-Assignment Scheme: In Fig. 5(b) , we show a carrier-assignment scheme in which frequency tracking is incorporated into data transmission. We assign , number of unused anti-aliasing carriers (for each side) 32, number of transmitted data carriers 170, number of transmitted pilot carriers 4, spacing between adjacent data carriers 1, spacing between adjacent data and pilot carriers 4, and frequencies for pilot carriers . Obviously, in this OFDM symbol, we have chosen four pilot carriers out of the total of 174 transmitted carriers for frequency tracking. Compared with the carrier-assignment scheme for initial frequency acquisition in Fig. 5(a) , the overhead in terms of the number of pilot and null carriers is now reduced significantly and the spectrum utilization efficiency for Fig. 5(b) is (42) From (42), given , , and , is determined completely by and the spacing between pilot and data carriers . Obviously, is large when both and are kept small. By adjusting and , a flexible value of can be obtained. With the parameter values in Fig. 5(b) , is equal to 68% as compared to the maximum for the DP method in [12] and [13] , which is only 37.5% assuming that and . Unlike in the initial frequency acquisition, the possible values of frequency offset in the tracking mode are usually limited in a much smaller range. This is because the frequency offset in the OFDM system, like the Doppler shift or the frequency drift of oscillators, usually cannot change abruptly with time. Hence, the OFDM symbol with the carrier assignment shown in Fig. 5(b) can be inserted regularly into the normal OFDM data symbols to achieve frequency tracking. In addition, the fact that the value of the frequency offset in the tracking mode is limited in a smaller range leads to a simplified estimation algorithm here, compared to that at the initial frequency-acquisition stage. This is so because the coarse search adopted at the initial acquisition stage for determining the large frequency deviation is actually unnecessary here in the tracking stage. Therefore, we can assume here that an algorithm similar to that described in the fine search with the frequency offset at the tracking stage assumed to be equal to . However, here, the ICI components in the demodulated pilot signals have to be taken into consideration because the number of null carriers in Fig. 5(b) has now been reduced significantly.
2) Simulation Results: In order to demonstrate the effect of the ICI on the estimation accuracy at the tracking stage, we implement the Monte-Carlo simulation in the AWGN channel and the multipath fading channel, respectively. In the simulation, we assume that the carrier modulation is taken to be QPSK. For the multipath fading channel, the channel is assumed to be slow fading and have paths with delays of and complex amplitude gains , . For convenience, we assume that and the other , are independent random variables that satisfy the condition that and where denotes the inserted guard interval and is assumed to be . It is also assumed that , are independent complex Gaussian random variables with zero mean and equal variance, i.e., , for all . Then, the transfer function of the channel at frequency , becomes for
Note that the defined in (1) is equal to at frequency . In Fig. 12 , we show the simulation results for the estimation variance versus frequency offset for dB and two cases with the rectangular and Hanning window, respectively. The negative half of for each plot shown is only its symmetrical reflection with respect to the vertical axis and, hence, is not shown in the figure. Note that the frequency offset-tracking range is for each plot with DFT size . We ran the Monte-Carlo simulation 1000 times for each data point in the plots. Several new observations can be obtained here. First, compare the plot of obtained for an AWGN channel with that of shown in (36) for the rectangular window with . It can be seen that the former is significantly greater than the latter due to the effect of ICI. However, with the Hanning window, their performances become indistinguishable and the effect of ICI has been reduced significantly by the spectrum side-lobe suppression of the Hanning window. Therefore, it can be easily seen that the Hanning window or other higher order Class-I windows should be chosen for frequency estimation at the tracking stage. Second, is also plotted for the Hanning window case in a multipath fading channel, for two values of the number of pilot carriers , and , respectively. It is evident from (36) that the estimation variance depends only on the received signal energy over all pilot carriers, rather than that for each individual pilot carrier. Therefore, for the performance in a multipath fading channel is unaffected by the multipath, compared to that in an AWGN channel. However, for , the estimation variance degrades significantly because the single pilot carrier suffers from selective fading in the frequency domain. A rule of thumb here is that we should assign the number of pilot carriers (interspaced as distantly as possible) to be greater than to achieve the frequency-domain diversity of the received energy over all pilot carriers. This is so because the ratio of is usually designed to be equal to the channel coherent bandwidth and, hence, the total OFDM signal bandwidth can be divided into an approximate number of independently faded regions. In the simulation, and ; hence, needs to be at least 4.
C. Algorithm Implementation
In this section, we will briefly discuss some issues on the implementation of the estimation algorithm with the Class-I Rife and Vincent window functions.
1) Implementation of Inverse Function in (27): First, we will look at the practical methods to implement the algorithm given in (27) for the residual frequency-offset estimation. We note here that the inverse function in (27) may not be of a simple form for most practical window functions. Therefore, numerical techniques are necessary to determine approximately. However, if the Class-I Rife and Vincent window function is used, it can be shown from (16) that when a simple inverse function can be obtained as (44) Hence, in order to reduce the complexity of the estimation algorithm, we may apply the Class-I Rife and Vincent windows with the DFT size . Obviously, the Hanning window is a good choice for many circumstances in our earlier discussion because it can provide an accurate estimation at both initial frequency acquisition and frequency tracking.
However, for the Class-I Rife and Vincent window with other DFT sizes, a simple expression of cannot be obtained. Here, we suggest that a -point linear piecewise interpolator may be used to approximate at values of other than the selected points. We have verified numerically that for the Class-I Rife and Vincent windows of order 0 to 4 and , the maximum square error between the output of a 21-point (equal-spaced) linear interpolator and the actual value of the corresponding function , is less than 10 . This is much smaller compared to the required estimation variance in most practical applications.
2) Obtaining Weighted DFT From Nonweighted DFT : Next, we will introduce a very efficient frequency-domain implementation method for obtaining the weighted DFT sequence from the nonweighted DFT sequence , with the same DFT size . This implementation is required at both initial frequency acquisition (the fine search) and frequency-tracking stages. For the Class-I Rife and Vincent windows given in (14), it can be shown that 
where is the sequence obtained by shifting (cyclically) the sequence by . Equation (46) implies a much simpler method of obtaining with the Class-I window function from the nonweighted DFT sequence , as compared to direct DFT processing of the product sequence .
IV. CONCLUSION
In this paper, we introduce a novel OFDM carrier-assignment scheme in which null carriers are inserted among transmitted carriers. At the receiver, we apply window function on the received signal samples before DFT demodulation. Because the weighted signal spectrum has a broad main-lobe bandwidth and substantially suppressed side-lobe amplitude, the influence of frequency offset on the SIR of the demodulated signal can be significantly reduced. We show that the orthogonality among transmitted carriers is maintained if a Class-I Rife and Vincent window function is applied. The trade off for the use of window function is shown to be the enhanced influence of the additive noise and reduced spectrum utilization efficiency. A DFT-based algorithm suitable for both initial frequency acquisition and subsequent frequency tracking has also been presented in this paper. If we assume that the average signal power and , are both large from (A1-5), (18) in the main text can be derived.
APPENDIX II PEAK DETECTION PROBABILITY IN THE COARSE SEARCH
In this appendix, we will derive an expression for the peak detection probability defined in Section III-A3a as the residual frequency offset approaches . In the coarse search, the correct detection of the global peak , which maximizes given in (22) of the main text, is achieved when is greater than all the other values of for and . As illustrated in Fig. 6 For the carrier-assignment scheme in Fig. 5(a) of the main text, we have assigned a sufficiently large number of null carriers betweenpilotcarriers.Therefore,wecanassumethattheICIcomponent in the demodulated sequence is negligible and, hence, can be neglected in the analysis. In addition, if we assume that the value of is sufficiently high and the sequence posses of a good cross-correlation behavior (i.e., high correlation peak at zero delay and low correlation values at nonzero delays) in the frequency-acquisition range of , the probability in (A2-1) can be assumed to be one. Furthermore, from Next, we will consider the sequence of random variables , . According to the central-limit theorem, we can assume that the pdf of for large is approximately normal and, hence, the in (A2-2) for and can be derived to be (A2 -8) where is the complementary error function defined as (A2 -9) and [see (A2-10) at the top of the page]. It can be shown that (A2-8) also holds for and .
APPENDIX III RESIDUAL FREQUENCY-OFFSET ESTIMATION VARIANCE
In this appendix, we will derive (32) in the main text. For the -point weighted DFT sequence , given in (25) of the main text, let and denote, respectively, the peak element and its adjacent elements where . Similar as in Appendix B, under the condition of a high and negligible ICI in and , it can be shown that From (A3-9) and assuming is large, (32) in the main text can be derived.
