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Differential phase contrast (DPC) imaging in the scanning transmission electron microscope is applied to
the study of a charged antiphase domain boundary in doped bismuth ferrite. A clear differential signal is
seen, which matches the expected direction of the electric ﬁeld at the boundary. However, further study
by scanned diffraction reveals that there is no measurable deﬂection of the primary diffraction disc and
hence no signiﬁcant free E-ﬁeld in the material. Instead, the DPC signal arises from a modulation of the
intensity proﬁle within the primary diffraction disc in the vicinity of the boundary. Simulations are used
to show that this modulation arises purely from the local change in crystallographic structure at the
boundary and not from an electric ﬁeld. This study highlights the care that is required when interpreting
signals recorded from ferroelectric materials using both DPC imaging and other phase contrast techni-
ques.
& 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
In magnetic materials, it has long been known that magnetic
induction (or at least the component of this perpendicular to the
electron beam) results in measurable (if small) electron beam
deﬂections in the transmission electron microscope (TEM), gen-
erally in the microradian range. Such deﬂections have formed the
basis of a number of imaging techniques, which are collectively
referred to as Lorentz microscopy and all rely on the effect of the
Lorentz force on the incident electrons. One technique that is of
particular interest to the current paper is differential phase con-
trast (DPC) imaging [1,2], whereby an electron beam is scanned
across the sample and the central disc of the diffraction pattern is
projected onto a quadrant detector, i.e., one that is split into four
quadrants. In practice, an eight-segment octant detector, in which
the central quadrant detector is surrounded by an annulus that is
itself split into four sections, is used. The annular section of the
detector is more sensitive to small deﬂections of the bright-ﬁeld
(BF) disc [2].r B.V. This is an open access articleThe same technique can be applied to the study of electric
ﬁelds in materials. Hence, it has often been assumed that an in-
cident electron beam would be deﬂected in a ferroelectrically
polarised material. The electron beam deﬂection due to an E-ﬁeld
in a material was originally calculated by Fuchs and Liesk [3] using
a simple expression based on the treatment of polarisation as it
applies to a simple linear isotropic homogeneous (LIH) dielectric.
The deﬂection angle was estimated to be
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where Uacc is the accelerating voltage, P is the polarisation and εr is
the relative permittivity of the material. This equation was derived
from the earlier textbook of Glaser [4].
The resulting value of the deﬂection angle can be relativistically
corrected, as outlined by Lichte et al. [5], as would be necessary for
accelerating voltages used in modern TEMs, i.e., principally be-
tween 60 and 300 kV at the time of writing. Such an assumption
that E-ﬁelds due to polarisation in materials lead to beam de-
ﬂection has been used in a range of studies, including recent ap-
plications of DPC imaging by Shibata et al. [6,7] and Lohr et al. [8].
Similar assumptions underlie the interpretation of imagesunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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electron holography, from materials where internal electric ﬁelds
due to polarisation are expected [5,9–11].
The counterpart to such studies of phase contrast is to perform
atomic resolution imaging and to calculate the polarisation in-
directly on a unit-cell by unit-cell basis from the local atomic
shifts. Such measurements have been performed using both high-
resolution TEM (HRTEM) and scanning TEM (STEM) imaging, and
have been used to reveal details of structures including domain
walls, ferroelectric vortex structures and antiferroelectric order-
ings [12–17]. This technique is, however, labour intensive, espe-
cially in the post-processing of the atomic resolution data, and
often limited to a rather small ﬁeld of view. Thus, there are clear
advantages for imaging structures on the tens of nanometre scale
or above using DPC imaging.
It is certainly the case that measurable DPC signals can be re-
corded from both ferroelectric domain structures [7] and quantum
wells in polar semiconductors [8]. It is, however, not always clear
whether this signal arises solely or even primarily from a beam
deﬂection, as envisaged in the simple model described above. The
present study investigates the DPC signal associated with unusual
negatively-charged antiphase boundaries in doped bismuth fer-
rite, which have previously been characterised exhaustively using
atomic-resolution techniques to reveal the structure and to infer
the polarisation proﬁle close to the boundaries [18]. The DPC signal
that we record is compared with the results of a scanned diffrac-
tion investigation of these boundaries, as well as with calculated
STEM diffraction patterns, in order to determine the origin of the
recorded contrast.2. Experimental
The specimen studied in this work had a composition of
(Bi0.85Nd0.15)(Fe0.9Ti0.1)O3 and was prepared as a ceramic by a
mixed-oxide method, as described in detail by Kalantari et al. [19].
The material was prepared for analysis by using a modiﬁed fo-
cused ion beam (FIB) procedure. First, a section was cut through a
sintered ceramic disc and polished to a very high quality surface
ﬁnish using progressively ﬁner grades of diamond paste, con-
cluding with colloidal silica. It was then imaged uncoated using an
environmental scanning electron microscope (FEI Quanta 200F). A
grain that had a plane normal close to a o1004 axis was iden-
tiﬁed using an EDAX electron back scatter diffraction (EBSD) sys-
tem and careful records were made of the area, noting the posi-
tions of useful ﬁducial markers (grain shapes and porosity in the
ceramic). The section was then coated lightly with gold and
transferred to the FIB, where the area of interest was extracted as a
lamella, with a surface normal close to a o1004 axis in the grain
of interest, as determined by comparison with the EBSD map. The
grain of interest was placed approximately in the centre of the FIB
section. The FIB section was carefully lifted out and attached to an
Omniprobe support grid, prior to ﬁnal FIB milling to a thickness of
100 nm in the area of interest. The sample was then further
thinned using Ar ions in a Fischione Nanomill operated at an ac-
celerating voltage of 500 V until the area of interest was a few nm
thick at its thinnest edge, while having minimal contamination or
surface damage. Comparisons of contrast in HRTEM images with
simulations suggest that the thinnest areas have specimen thick-
nesses on the order of 4 nm. The areas used for scanned dif-
fraction were somewhat thicker, probably on the order of 20–
40 nm thick.
DPC imaging was performed using a probe-corrected JEOL
ARM200F STEM equipped with a cold ﬁeld emission gun (FEG)
operated at 200 kV. In order to obtain controllable very low con-
vergence angle probes that are limited in their size by diffractionand not aberrations, customised electron probes were formed with
the objective lens turned off (i.e., speciﬁcally designed for Lorentz
imaging [20]) using a combination of the condenser lenses and the
probe aberration corrector. This conﬁguration provides improved
sensitivity in DPC imaging, as it is much simpler to detect small
shifts of the probe if it only subtends a small angular range in the
back focal plane. The DPC signal was recorded using a customized
octant detector (Deben UK Ltd) of similar design to that described
by Chapman et al. [2]. The diffraction pattern was carefully aligned
to give zero differential signal in the absence of a specimen and
the signal ampliﬁers were adjusted to give the same gain for each
detector segment. Different beam convergence semi-angles (as
deﬁned by different condenser apertures) showed similar trends,
with smaller condenser apertures resulting in higher sensitivity
but poorer spatial resolution, while larger condenser apertures
resulted in improved spatial resolution at the expense of poorer
sensitivity to small disc shifts. In the example shown in this paper,
a 40 mm condenser aperture was used in ﬁeld-free mode to give a
probe semi-angle of 1.68 mrad, which corresponds to a theore-
tical probe diameter of 0.75 nm according to the Abbé criterion.
The camera length was adjusted so that the BF disc fell on the
inner quadrants, with all of the diffraction spots outside the outer
radius of these inner quadrants.
The data from the four inner quadrants was processed as pairs of
differential images, corresponding to differentiation in two ortho-
gonal directions. The images sometimes contained monotonic var-
iations in the DPC signal across the image due to slight specimen
thickness variations. These effects were compensated by subtracting
an appropriate thickness wedge from the signal to produce a dif-
ferential signal on a ﬂat background. The two perpendicular differ-
ential images were then processed to produce a colour map showing
both the strength and the direction of the DPC signal, according to a
colour wheel [21]. (In Lorentz microscopy, such a map is related di-
rectly to the magnitude and direction of the projected transverse (i.e.
in-plane) magnetic induction in the specimen). The present
paper seeks to determine whether the map can be related directly to
the projected transverse component of the electric ﬁeld.) The colour
images also contain some random colour noise in the background,
which arises from a number of sources, but is always ampliﬁed in
DPC imaging, since this is a differential technique involving sub-
traction of one large signal from another. Sources of colour noise can
include surface roughness, specimen thickness and orientation
changes, as well as surface contamination and local electron beam
induced charging. Since the sample was imaged uncoated to max-
imise any electric ﬁeld effects, local charging of surface features is
likely to be present.
Scanned diffraction data was recorded on a Gatan Orius charge-
coupled device (CCD) camera using the Gatan Diffraction Imaging
plug-in for DigitalMicrograph (Gatan Inc., Pleasanton, CA). A probe
semi-angle of 1.35 mrad was obtained by using a 30 mm con-
denser aperture in Lorentz STEM mode, as described above, cor-
responding to a probe size of 1 nm.
Simulations of diffraction patterns were performed for appro-
priately constructed supercells using Dr. Probe software [22]. Dif-
fraction patterns were calculated using a multislice approach for
specimen thicknesses in 12 unit cell (4.76 nm) steps up to a spe-
cimen thickness of 28.56 nm. Results are shown below for a spe-
cimen thickness of 23.8 nm (but similar trends are seen for all
thicknesses). In all cases, an accelerating voltage of 200 kV and a
probe semi-angle of 1.35 mrad were used, in order to match the
experimental conditions.
3. Results
DPC STEM images were observed to show clear signals at an-
tiphase boundaries. Fig. 1 shows a representative example. In
Fig. 1. Differential phase contrast signal recorded from an antiphase boundary in doped bismuth ferrite. The direction and strength of the differential signal are indicated by
colours, according to the colour wheel shown. A signal is observed in the left–right direction close to the boundary, which changes sign abruptly at the boundary. The arrow
shows the approximate position and direction of the proﬁle shown in Fig. 3 below. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article)
Fig. 3. Synthetic DPC linescan calculated from the diffraction patterns shown in
Fig. 2 (orange), compared with the right–left DPC signal across the part of the
boundary shown in Fig. 1 (blue). (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article).
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when using such differential techniques, a strong and consistent
DPC signal pointing to the right is observed immediately to the left
of the boundary, decreasing to zero at the boundary core, before
increasing to a signal of similar magnitude pointing to the left on
the right of the boundary. If this signal were coming from disc
shifts, then it would correspond to peak disc displacements of the
order of 5 to 6 mrad. This signal could be interpreted as suggesting
the presence of an E-ﬁeld on each side of the boundary, pointing
towards the boundary core. This conclusion would suggest that the
boundary is negatively charged, which is known to be the case
from previous work on atomic-resolution characterisation of the
structure of such boundaries and the polarisation of the sur-
rounding perovskite [18].
When scanned diffraction is performed on a similar antiphase
boundary, it is immediately noticeable that the diffraction discs do
not move measurably and that simple deﬂection of the diffraction
discs is not responsible for the DPC signal. A set of diffraction discs
from one such scan is shown in Fig. 2. In using phase correlation of
all the discs, no detectable disc shift was identiﬁed. The sensitivity
of this measurement would have been sufﬁcient to detect shifts of
the disc centroid of better than 0.1 pixels, indicating that any disc
deﬂection could not have exceeded 1.3 mrad without being de-
tected. In contrast, the relativistically corrected version of equation
[1], as quoted by Lichte et al. [5], would have predicted a beam
deﬂection of 20 mrad for a sample thickness of 20 nm, a di-
electric constant of 400 [19], a peak polarisation of 0.6 Cm2
[18] and an accelerating voltage of 200 kV. It is thus clear that disc
deﬂection cannot explain the DPC signal recorded from boundaries
in this polar ordered dielectric.
Whilst there is a certain intensity gradient across the disc,
probably arising from a slight mistilt of the specimen away from
an edge-on orientation of the boundary, it is noticeable that the
contrast within the diffraction discs changes as the probe isFig. 2. Scanned diffraction discs recorded across an antiphase domain boundary of the
scale shown in the bar. The twenty discs shown were recorded with a spacing of 0.5 nm.
position of the disc is essentially ﬁxed.scanned across the boundary. The manner in which this contrast
changes through the scan correlates with the differential signal
seen in the DPC images. In order to conﬁrm that this intensity
variation within the discs on scanning correlates with the DPC
signal, a synthetic DPC linescan was calculated by using the dif-
ference between the lower right and top left of each disc, as shown
in Fig. 3. This linescan has the same form of signal as that seen in
the DPC image shown in Fig. 1(a proﬁle of the right‐left DPC signal
for part of the boundary in Fig. 1 is also shown in Fig. 3), with a
clear dip to the left of the boundary, a clear peak to the right of the
boundary and a very similar length-scale of the differential signal.
Thus, it is clear that in this case the DPC signal is caused pre-
dominantly by contrast variations within the primary diffraction
disc.same type as that shown in Fig. 1, shown in left-to-right order on the false-colour
The centre of the boundary is approximately at disc 8 or 9. As noted in the text, the
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The lack of an observed disc shift in diffraction patterns re-
corded from a ferroelectric or polar-ordered material makes sense
from the viewpoint of the theory of ferroelectrics. In a simple di-
electric material, the D ﬁeld arising from the charges is mostly
screened by the presence of polarisation, such that E is small:
D E P. (2)0ε= +
For the simple idealised case of a LIH dielectric, the following
equations apply:
P ( 1) E (3a)r 0ε ε= −
D E (3b)r 0ε ε=
E
P
( 1)
.
(3c)r 0ε ε
=
−
Eq. 3a simply relates the polarisation of the material to the
strength of the applied electric ﬁeld, E, yielding a simpliﬁed ex-
pression for D in terms of E (Eq. 3b). Eq. 3c provides the justiﬁ-
cation for the often-quoted Eq. 1. These equations have also pro-
vided the basis for the classical interpretation of electron holo-
graphic phase images recorded from dielectrics [9,10]. However, a
key point has been neglected in prior attempts to understand DPC
images and electron holographic phase images recorded from
ferroelectrics, which are materials that support spontaneous po-
larisation. For ferroelectric materials imaged in the absence of an
applied ﬁeld, there will always be a remanent polarisation locally
in each domain. In this case, E¼0, while P¼D. It should therefore
be clear that any ferroelectric will have no E ﬁeld within the
material in the absence of an applied ﬁeld (although E ﬁelds may
be observed as stray ﬁelds outside the specimen, or at charged
domain boundaries and grain boundaries, due to unbalanced
surface charges). For this reason, the correct interpretation of ei-
ther DPC images or electron holographic phase images recorded
from ferroelectrics or other polar-ordered materials cannot pro-
ceed from any model that has free E ﬁelds in the material. While it
is undeniable that there is contrast present in DPC images and in
electron holographic phase images recorded from ferroelectric
materials [5–8,11–23,24], the interpretation of this contrast is not
straightforward. It should be noted that Szwarcman et al. recently
published a careful electron holography study of single and mul-
tiple domain BaTiO3 nanocrystals, in which they concluded that a
phase gradient was associated with ferroelectric ordering, but
were unable to establish whether it arose from internal ﬁelds or
diffraction effects [23].
In the present work, the structural changes that occur in the
vicinity of the negatively charged antiphase boundaries are al-
ready well understood. There is a signiﬁcant polarisation of the
material up to a distance of approximately 5–7 unit cells on either
side of the boundary – with a peak value close to 1 cm2. This is
coupled to a signiﬁcant tetragonal distortion of the perovskite cells
from a bulk pseudocubic parameter of about 3.965 Å to a boundary
value of about 4.3 Å [18]. The decay of the polarisation with dis-
tance probably occurs due to the presence of excess Ti4þ dopants
in the BiFeO3 in this region, which results in a state where P de-
cays to zero and the E-ﬁeld is zero in accordance with Gauss' law:
. D . E . P , (4)c0ε ρ∇ = ∇ + ∇ =
where ρc is the free charge density, in this case arising from the
excess Ti4þ . Such a structure almost certainly formed during sin-
tering of the ceramic [18] to minimise any long-range ﬁelds. Thus,
there is local stabilisation of a pseudotetragonal, polar-ordered
phase [18] in a material that would otherwise be stable in anantiferroelectric state with a structure closely related to PbZrO3
[19,25]. As shown previously, this pseudotetragonal phase is
closely related to the widely-studied T-phase of BiFeO3, which
can be stabilized by compressive in-plane strain [26]. The electro-
statics of this structural model are summarised in more detail in
the Supplementary Material. As a consequence of the polarisation
to either side of the boundary, the structure is highly non-
centrosymmetric in this region. It is well known that the breaking
of centrosymmetry in real space results in the appearance of
asymmetry between opposite diffraction spots in a diffraction
pattern [27]. This effect has previously been used to study polar
ordering in both semiconductors [28–31] and ferroelectrics [32].
Theoretically, it occurs through a breaking of Friedel's law, which is
obeyed in the case of kinematical diffraction and would lead to the
diffraction pattern of a non-centrosymmetric structure being
indistinguishable from a centrosymmetric one. In practice, dyna-
mical diffraction is dominant in all but the very thinnest of
specimens (typicallyo5 nm) and so Friedel's law is almost always
broken for real polar specimens observed in the electron micro-
scope. This situation should not, however, cause any change within
the BF disc, which should have the symmetry of the Laue group
(i.e., Friedel's law should be obeyed for the BF disc, except with
tilted illumination) [27]. This behaviour can be conﬁrmed using
Bloch wave simulations [33], as shown in the Supplementary
Material. Clearly, a centrosymmetric BF disc will give no DPC
signal, unless it is deﬂected by an E or B ﬁeld.
Furthermore, any local change in density, crystallographic
strain, crystallographic orientation or specimen thickness at the
interface will also cause the appearance of a differential signal in
the immediate locality [9]. For the boundary in question, the
density at its centre is expected to be reduced when compared to
that in the bulk material. Even for a simple head-to-head or tail-
to-tail charged domain wall, local atomic movements will cause a
noticeable local change in density close to the interface. Such
changes in density were previously inferred to be the prime con-
tributor to phase contrast recorded from 24° tilt boundaries in
SrTiO3, without any need to invoke space charge or electric ﬁelds
[34].
In order to separate these effects, simulations of convergent
beam electron diffraction patterns were performed for pseudote-
tragonal BiFeO3 with a polarisation of 1 cm-2 arranged at a head-
to-head domain wall. (The supercell for such a model is easier to
construct than one for the actual boundary, although comparable
results were seen for a crude simulation of a supercell of the actual
antiphase boundary structure and is shown in Figure S3 of the
Supplementary Material). Since the structure model was calcu-
lated using neutral atom scattering factors, the results show the
effects on electron diffraction of the screened Coulomb potential of
the atomic core charges alone. Local electric ﬁelds due to the po-
larisation are thus not included. The patterns were simulated in
2 nm steps starting 8 nm to the left of the boundary (as illustrated
in Figure S3 of the Supplementary Material). Thus, the polarisation
vector should point to the right for the ﬁrst four patterns, the
domain wall should be at the ﬁfth pattern and the ﬁnal four pat-
terns should have a polarisation vector pointing to the left; this is
exactly what is seen in our simulations in Fig. 4. As has previously
been observed in both experiments and simulations of polarised
materials, there is a strong left–right contrast asymmetry in the
ﬁrst order diffraction spot [29–35], with the brighter side in-
dicating the polarisation direction. In the patterns furthest from
the boundary, there is almost no contrast asymmetry in the pri-
mary disc. This is typical of patterns simulated for large crystals of
ferroelectric materials containing no domain boundary [27] and
agrees with simulations presented in the Supplementary Material.
As the probe is moved towards the boundary from the left, a bright
feature enters the primary disc from the right, gradually moving to
Fig. 4. Simulations of diffraction patterns calculated for a specimen thickness of 20 nm, a probe convergence semi-angle of 1.35 mrad and an accelerating voltage of 200 kV
for a head-to-head domain boundary constructed from a pseudotetragonal BiFeO3 unit cell with a polarisation of 1 Cm2 (i.e., similar to the peak polarisation in our
material). These were calculated at 2 nm intervals whilst scanning across the boundary, with the 5th CBED pattern being exactly at the boundary.
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and then moves to the left once the beam has passed the
boundary. This is exactly the behaviour seen in our experiment, as
shown in Fig. 2. Thus, it is clear that a large part of the contrast
that is seen in the primary diffraction disc is simply a consequence
of diffraction effects arising from the presence of the boundary.
As a test, the same situation was simulated for a tail-to-tail
domain boundary. The asymmetry of the ﬁrst order diffraction
spots was reversed, as expected, but the asymmetry in the primary
disc was exactly the same as in Fig. 4, showing that this effect can
arise purely from the presence of the boundary, without any need
to include the effects of electric ﬁelds. Thus, the DPC signal ob-
served in Fig. 1 can be explained by diffraction contrast effects
alone, without any need for an explanation that includes electric
ﬁelds within the material.
In the work described here, care was taken to use a small
convergence angle for the probe to ensure that the diffraction
discs did not overlap for perfect crystal. If, however, the diffraction
discs are allowed to overlap with the primary disc, then the con-
trast asymmetries in those diffraction discs (which are prominent
in the simulations shown in Fig. 4 and have previously been noted
in other studies, such as that of Spellward and Preston [29]) will
contribute to the DPC signal, depending on the collection angle
used for the DPC quadrants. This overlap may explain at least part
of the DPC contrast attributed to electric ﬁelds in other studies
[7,8], especially where the convergence angles are high enough to
give a resolution of much better than 1 nm and the discs overlap. It
should be noted, at this point, that it should be possible to separate
the effects of asymmetry within the BF disc, which arises mainly
from the boundary itself, from the effects of polarisation on the
crystal structure, which mainly causes asymmetry between op-
posite diffraction spots, by appropriate examination of scanned
diffraction data. It may therefore be possible to explicitly map both
effects separately by suitable processing of a scanned diffraction
dataset. Similarly, using the annular DPC setup it should be pos-
sible to ensure that only the diffraction discs fall on the annular
detector quadrants and the BF disc falls exclusively on the inner
quadrants, resulting in the simultaneous collection of DPC signals
sensitive to polarisation and boundary structure. Consequently,
polarisation mapping using DPC imaging or scanned diffraction is
highly feasible, especially by making use of scanned diffraction in
combination with faster direct electron detectors.
There are, of course, other systems where electric ﬁelds exist in
materials that are not ferroelectric but more closely approximate a
linear dielectric, such as p-n junctions or quantum wells insemiconductors. In these materials, it is also possible that dif-
fraction contrast arising from non-centrosymmetry and/or sharp
interfaces is still a major contributor to DPC and electron holo-
graphic signals, and not the E ﬁeld alone. Since there are minimal
changes in density at a p-n junction in a single semiconductor, it is
likely that diffraction effects are minimal in this case. On the other
hand, in quantum wells and heterostructures, material changes at
interfaces may be expected to cause signiﬁcant diffraction contrast
effects. Clearly, in order to understand any DPC or electron holo-
graphic phase contrast signal, scanned diffraction investigations
are of great beneﬁt. As noted previously by Ravikumar et al. [9],
diffraction contrast effects at boundaries can result in the mis-
interpretation of holographic phase images. Nevertheless, in
principle, it is clear that a number of effects may be happening
simultaneously in such cases, including disc shifts, changes in
asymmetry between opposed diffraction spots and changes within
the bright ﬁeld disc. With care and using scanned diffraction, it
would be possible to separate these effects.
Additional complications arise when the material meets a surface
or interface. In such cases, the correct boundary conditions have to be
observed, resulting in changes in the E, P and D ﬁeld distribution in
the material. For a free surface to vacuum, this situation is expected to
result in a fringing E ﬁeld that can deﬂect the diffraction discs, as well
as changing the polarisation distribution in the material. It might be
expected that one could image the fringing E ﬁelds using DPC ima-
ging or electron holography. Unfortunately, the surfaces of thin
samples prepared for electron microscopy are often damaged by the
preparation process – this already applies for samples prepared by Ar
ion milling and is typically worse for samples prepared using Ga ions
in a focused ion beam instrument. This damage can lead to local
conductivity of the surface that quenches the stray ﬁelds, or the
creation of surface electronic states that pin the Fermi level at speciﬁc
positions and thus alter the electronic structure of the material within
a few nm of the surface. Thus, stray ﬁelds outside ferroelectrics may
well be more difﬁcult to observe than would be desirable. More sig-
niﬁcant effects may happen if the dielectric material is in contact with
a metal or a good electrical conductor. This situation can result in total
quenching of all lateral components of the ﬁeld at the interface and
can be calculated by the method of image charges [36,37]. Tomo-
graphic reconstruction of the potential is possible in some cases in
order to separate surface effects from bulk effects in a p-n junction
and to see truly bulk-like behaviour [38].
In the particular case of semiconductors, E-ﬁelds associated
with p-n junctions and quantum wells are a topic of signiﬁcant
technological interest. The surfaces of TEM samples of such
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the presence of surface states and due to the effects of specimen
preparation [39]. A quantitative interpretation of phase contrast
may also require simulations performed using specialist ﬁnite
element software [40,41]. It is nevertheless the case, even here,
that polarisation of the semiconductor and the presence of inter-
faces may add diffraction contrast to the list of effects contributing
to the signal, as indicated above.
It should be noted that electric ﬁelds in free space do give rise
to signiﬁcant and measureable shifts of diffraction discs. In
forthcoming work, we will present data showing disc deﬂections
of tens of microradians as a consequence of electric ﬁelds in free
space and we will discuss the usefulness of scanned diffraction for
characterising free space electric ﬁeld distributions.
It is thus clear that detailed quantitative differential phase
contrast or electron holographic studies of such materials beneﬁt
from studies of scanned diffraction in order to provide an un-
ambiguous interpretation of the contrast. In some materials, no-
tably ferroelectrics, no signiﬁcant disc shifts are observed and the
signal arises primarily from diffraction effects. In the case of di-
electrics examined under an applied ﬁeld or semiconductor
junctions, there may be a combination of a disc deﬂection and
asymmetries within the diffraction pattern due to polarisation or
interfaces. Which is the dominant effect needs to be examined in
each case before any unambiguous interpretation of experimental
data is possible.5. Conclusions
Differential phase contrast signals are observed at charged
antiphase boundaries in a Nd,Ti co-doped BiFeO3 ceramic. The
signals are similar in magnitude but have opposite signs on either
side of the boundary. Scanned diffraction experiments performed
on the same boundaries show no evidence of disc deﬂection by
electric E-ﬁelds. The intensity distribution within the discs does,
however, depend on the position of the beam with respect to the
boundary and changes as one scans across the boundary, in a way
that explains the DPC results. This lack of disc movement is in
accordance with predictions for this case, where the E-ﬁeld should
be zero and there should be a gradual reduction of polarisation
going away from the boundary due to excess Ti4þ in the per-
ovskite. The same would apply for a ferroelectric in the absence of
an externally applied ﬁeld, since there should be zero E-ﬁeld
within each grain, with the P- and D-ﬁelds balancing exactly. In
the present study, the differential signal arises primarily from to a
local structural change at the interface (and a consequent change
in local density), leading to contrast within the primary diffraction
disc. We show that differential signals could also arise from
asymmetry between opposed ﬁrst order reﬂections in the dif-
fraction pattern due to the effects of polarisation on the crystal
symmetry. Our results suggest that the majority of DPC and elec-
tron holographic signals that have been recorded from similar
boundaries in ferroelectric materials may have arisen from dif-
fraction effects associated with local changes in density, crystal-
lographic orientation, specimen thickness or non-centrosymmetry
of the unit cell. Further investigations are necessary to understand
the behaviour of diffraction discs in linear dielectrics with low
dielectric constants. It is expected that both disc deﬂections and
diffraction contrast may then contribute to the signal. Conse-
quently, careful scanned diffraction studies of the effects of po-
larisation ﬁelds are essential for a better understanding of DPC and
electron holographic signals recorded from dielectric materials
and nanostructures.Acknowledgements
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