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Abstract. Phase contrast imaging seeks to reconstruct the complex refractive index
of an unknown sample from scattering intensities, measured for example under
illumination with coherent X-rays. By incorporating refraction, this method yields
improved contrast compared to purely absorption-based radiography but involves a
phase retrieval problem which, in general, allows for ambiguous reconstructions. In this
paper, we show uniqueness of propagation-based phase contrast imaging for compactly
supported objects in the near-field regime, based on a description by the projection-
and paraxial approximations. In this setting, propagation is governed by the Fresnel
propagator and the unscattered part of the illumination function provides a known
reference wave at the detector which facilitates phase reconstruction. The uniqueness
theorem is derived using the theory of entire functions. Unlike previous results based
on exact solution formulae, it is valid for arbitrary complex objects and requires
intensity measurements only at a single detector distance and illumination wavelength.
We also deduce a uniqueness criterion for phase contrast tomography, which may be
applied to resolve the three-dimensional structure of micro- and nano-scale samples.
Moreover, our results may have some significance to electronic imaging methods due
to the equivalence of paraxial wave propagation and Schro¨dinger’s equation.
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1. Introduction
The advent of coherent X-ray sources, such as synchrotrons and - more recently - free-
electron-lasers, has allowed to extend the scope of radiography to quasi-transparent
specimen by phase-sensitive imaging techniques [44]. Examples include micro- or nano-
scale objects composed mainly of light elements, most prominently biological cells
[4, 38, 54] but also organic or ceramic foams [5, 12]. Phase contrast imaging seeks to
reconstruct the spatially varying complex refractive index n = 1−δ+iβ of such samples
from measurements of scattered wave fields. In particular, the approach takes into
account the real component δ governing the refractive phase shifts that are imprinted to
transmitted radiation. For the specimens and wavelengths in question, δ is typically up
to three orders of magnitude larger than the absorptive part β [12, 21, 36]. Consequently,
solely absorption-based approaches are bound to result in poor contrast. On the other
hand, refractive information is encoded entirely in the phase of the transmitted wave
fields which cannot be observed directly by common CCD detectors due to their physical
limitation to wave intensities [45]. The required phase sensitivity can be achieved either
by interferometric techniques [8, 40, 57], or by measuring the propagated wave field on a
distant detector rather than close to the exit-surface of the sample [18, 42, 47, 49]. In the
latter setting, which is studied in this work, diffraction encodes the phase information
into observable intensities. This naturally raises the question whether the encoding is
unambiguous, i.e. whether the phase can be recovered uniquely from the data.
In the far-field limit of large distances between sample and detector where the
propagation essentially reduces to a Fourier transform [45], this problem has been subject
to extensive analytical studies based on the complex analysis approach of Akutowicz and
Walther [1, 2, 56]. See for instance [31, 39] for reviews. The principal result for the
reconstruction of a compactly supported function from Fourier intensity data is that
solutions to the phase retrieval problem are in general highly non-unique in R. On the
contrary, non-trivial ambiguities are “pathologically rare” in higher dimensions [3, 15],
occurring only for objects within a set of measure zero [9, 20]. Absolute uniqueness can
be shown to hold under additional a priori assumptions on the object, such as vanishing
absorption, suitable regularity and symmetric- or symmetry-breaking structure [27, 30].
However, ab initio reconstructions require iteratively updated support estimates [14, 34]
in order to overcome the “trivial” ambiguities induced by the invariance of the data
under translations and reflections of the object. Far-field phase contrast, better known
as coherent diffractive imaging, has been successfully applied to 2D- and 3D-imaging of
quasi-transparent specimen (β = 0) [37, 38] and single-material objects (β ∝ δ) [11, 33].
On the contrary, this work is concerned with phase contrast imaging in the near-field
regime, also called the holographic- or Fresnel regime, characterized by moderate detector
distances. Propagation in this regime is described by the Fresnel propagator. The
detected wave field is composed of the incident illumination beam plus a perturbation
induced by the scattering on the object. In the far-field case, the former component
usually gives non-negligible contributions only around the center of the diffraction
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pattern, often blocked by a beam stop in order not to damage the detector. In the near-
field regime, in contrast, the unscattered part of the probing beam typically manifests
itself in a bulk background intensity at the detector, representing a global reference
wave. As discussed in [39] for the example of speckle holography, the presence of such
a known reference signal in the data may eliminate phase retrieval ambiguities.
The near-field phase retrieval problem has been proven to be uniquely solvable for
general compactly supported objects, given at least two independent intensity patterns
recorded at different detector distances or incident wavelengths [24]. To the best of our
knowledge, no equally general analogue has ever been derived for a single measurement
setting. Previous results [26] only guarantee unique recovery of either the phase or the
amplitude of a complex-valued signal if the other part is known. However, the latter
study does not exploit the perturbational algebraic structure of near-field data arising
from the superposition of the unknown object with the reference probe wave field.
Exact solution formulae for near-field phase contrast imaging from a single intensity
measurement are restricted to single-material samples. Additionally, these approaches
assume small propagation distances to approximate the transport-of-intensity equation
[46, 50] or weak absorption and slowly varying phase shifts [55]. For general objects, δ
and β have to be determined independently. Referring to the “phase vortex” counter-
example [43], it is commonly argued that two real-valued intensity patterns are not
only sufficient but also necessary for uniqueness of such a reconstruction [10]. Yet,
we emphasize that the studied vortical wave fields may never arise from scattering on
compact samples. Moreover, recent numerical results [51] for phase contrast tomography
suggest that intensity data from a single detector distance may be sufficient for
unique recovery of δ and β. This work indeed aims to disprove the widely believed
existence of ambiguities in single-distance near-field phase contrast imaging - at least for
compactly supported objects illuminated by plane waves or Gaussian beams. Our central
uniqueness result, based on growth estimates for entire functions, reads as follows:
Theorem 1. Let S ′(Rm) ⊃ S ′c(Rm) denote the tempered (and compactly supported)
distributions and F : S ′(Rm) → S ′(Rm) the Fourier transform. For w ∈ C∞(Rm)
everywhere nonzero, α ∈ C \ R and pˇ ∈ S ′c(Rm) \ {0} define forward operators
F, Flin : S ′c(Rm)→ C∞(Rm) by
F (h) = |F(pˇ) exp(α(·)2) + F(w · h)|2 (1a)
Flin(h) = |F(pˇ) exp(α(·)2) + F(w · h)|2 − |F(w · h)|2 (1b)
Then F and Flin are well-defined and injective. Moreover, any h ∈ S ′c(Rm) is uniquely
determined by data F (h)|U or Flin(h)|U restricted to an arbitrary open set U ⊂ Rm.
Physically, the first summand in (1a) is associated with the unscattered probe beam,
whereas the second gives the scattering perturbation h induced by the specimen. The
operator Flin represents a linearization of F valid for small h, i.e. for weak objects in a
suitable sense, an assumption which is underlying to commonly used near-field phase
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retrieval techniques based on the so-called contrast transfer function [17, 49, 12, 36, 32].
Details on the physical problem of near-field phase contrast imaging and how it matches
the framework of Theorem 1 are discussed in section 2. Section 3 gives a recap of the
theory of entire functions as a preparation for the proofs of the main results in section 4.
2. Physical problem
Figure 1 shows an idealized setup for propagation-based phase contrast imaging with
X-rays: incident coherent electromagnetic waves of wavenumber k interact with an
unknown object of thickness L in the beam line, leading to a slightly perturbed wave field
at the exit-surface E0. We parametrize the object by its refractive index n = 1− δ+ iβ
where δ and β, governing refraction are absorption, respectively, are real-valued and
compactly supported. The intensity of the scattered radiation is measured in the
detector plane Ed at finite distance d > 0 to the object. Although the physical setting
in Figure 1 is three-dimensional, we consider the more general case of m ∈ N lateral
dimensions, denoted by x, plus the axial z-direction.
Figure 1. Idealized setup for propagation-based phase contrast imaging: incident
coherent radiation, visualized by plane wave fronts, is scattered on a compactly
supported object. The resulting phase shifts and absorption manifest in the intensity
profiles recorded at Ed (courtesy of Aike Ruhlandt, personal communication).
It is well known that the cartesian components of a monochromatic electromagnetic
wave in a medium of refractive index n can be described by a single complex-valued
time-independent field Ψ, governed by the Helmholtz equation [45]
∆Ψ + k2n2Ψ = 0. (2)
The model of phase contrast imaging considered in this work is based on the paraxial-
and the projection approximations [45]. We discuss these briefly here, referring to [24]
for detailed error estimates.
The paraxial approximation requires that Ψ is of the form Ψ(x, z) = eikzΨ˜(x, z)
where the envelope Ψ˜ is slowly varying on axial lengthscales 1/k. Substituting this
ansatz into (2), the contribution ∂2z Ψ˜ may then be neglected against higher orders in k,
yielding the paraxial Helmholtz equation for the evolution of Ψ˜ [45]:(
2ik∂z + ∆⊥ − 2k2(δ − iβ)
)
Ψ˜ = 0. (3)
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Here, ∆⊥ denotes the Laplacian in the lateral coordinate x and quadratic terms in δ, β
have been neglected as these decrements of the refractive index are typically several
orders of magnitude smaller than one in the considered X-ray regime.
The projection approximation corresponds to a description of the scattering
interaction by geometrical optics: within the sample domain z ∈ [−L; 0] in Figure 1
containing the support of δ, β, diffraction of traversing X-rays is neglected by omitting
the lateral coupling term ∆⊥Ψ˜ in (3). Although this approximation may seem crude for
visible light, it is typically very accurate for the large wavenumbers k and comparably
thin objects encountered in X-ray radiography. Under the assumption ∆⊥Ψ˜ = 0,
(3) reduces to the ordinary differential equation (∂z + ik(δ − iβ)) Ψ˜ = 0. Solving this
equation for z ∈ [−L; 0], we obtain the following approximation for the scattered wave
field Ψz := Ψ(·, z) = eikzΨ˜(·, z) at the exit-surface z = 0:
Ψ0(x) = Ψ˜(x,−L)︸ ︷︷ ︸
=:P (x)
· exp
(
−ik
∫ 0
−L
(δ(x, z)− iβ(x, z)) dz
)
︸ ︷︷ ︸
=:O(x)
. (4)
P denotes the probe function describing the incident illumination wave field and O is the
object transmission function encoding the sample structure [53]. The exponential of the
line integrals over δ and β describes an accumulation of phase shifts and attenuation,
respectively, of the X-rays traversing the object.
Between the sample’s exit surface E0 and the detector plane Ed in Figure 1, the
scattered wave field propagates in vacuum, characterized by a constant refractive index
n = 1. In this stage of the considered imaging system, diffractive effects are retained in
our model by solving (3) analytically for δ = β = 0. This yields a relation between the
wave field Ψd at the detector and Ψ0 described by the Fresnel propagator DFd [45]:
Ψd(x) = DFd (Ψ0)(x) := ei(kd−mpi/4)
(
k
2pid
)m/2
exp
(
ikx2
2d
)
·
∫
Rm
Ψ0(x
′) exp
(
ikx′2
2d
)
exp
(
− ikx·x
′
d
)
dx′. (5)
Physically, the detection of the scattered radiation in the plane Ed is limited to
recording wave intensities represented by the squared modulus of the propagated wave
field Ψd. This means that the phase information is lost in the measurement process, a
defect known as the phase problem of optics. Combining (4) and (7), we find that the
observed data in our model of propagation-based phase contrast imaging is given by
Id = |Ψd|2 = |DFd (P ·O)|2. (6)
The principal imaging problem considered in this work lies in reconstructing the object
transmission function O from intensities Id by solving the phase retrieval problem (6).
We show that Theorem 1 guarantees uniqueness of such a reconstruction if the probe
function P is known and of suitable form.
To this end, we introduce dimensionless coordinates ξ := (k/d)1/2x, ξ′ := (k/d)1/2x′
and corresponding fields wF(ξ) := exp(iξ
2/2), ψz(ξ) := Ψz(x) in (5). This yields
ψd = DF(ψ0) := γeikdwF · F(wF · ψ0) (7)
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where F denotes the m-dimensional Fourier transform and γ := e−impi/4. Defining
I(ξ) := Id(x), p(ξ) := P (x), o(ξ) := p(x), h := p · (o− 1) and using (7), (6) becomes
I = |DF(p · o)|2 = |DF(p) +DF(h)|2 =
∣∣∣∣e−ikdγwF DF(p) + F(wF · h)
∣∣∣∣2 . (8)
Physically, h describes the perturbation of the X-ray wave field induced by the scatterer.
By our assumption of compactly supported δ and β, (4) implies that o(ξ) = 1 for
all ξ ∈ Rm \ Ω outside a bounded domain Ω ⊂ Rm so that h has compact support.
Moreover, O can be recovered uniquely from h if p is known and everywhere nonzero.
Hence, feasibility of the considered imaging problem reduces to the question whether
any compactly supported h is uniquely determined by data of the form (8).
Figure 2. Simulated near- and far-field phase contrast for a disc-shaped object
transmission function O of radius R (left figure, O = exp(−i − 110 ) inside the disc),
corresponding to scattering on a refracting and weakly absorbing specimen. Center
figures (linear color scale) show intensity data simulated according to (6) for P = 1 and
2pid/(kR2) = 10−4 and 10−3, respectively, representing the near-field imaging regime
considered in this work. The rightmost plot (log-scale) shows the frequently studied
case of Fourier intensities |F(P ·O)|2, valid in the far-field limit d→∞.
As discussed in the introduction, a frequently studied phase retrieval problem is
the reconstruction of a compactly supported signal f from the squared modulus of
its Fourier transform |F(f)|2. Note that the intensity data defined in (8) is quite
different from this well-known setting in that the object dependent part F(wF · h)
is superimposed with the reference signal e
−ikd
γwF
DF(p) which is essentially given by the
propagated probe. It is the presence of this reference term in (8) which will be shown to
permit application of Theorem 1 for suitable (non-compactly supported) fields p and thus
yield uniqueness of the considered imaging problem. On the contrary, the present work’s
approach is inapplicable to the classical phase retrieval problem, studied for instance in
[26, 27, 30, 31], where the total signal f ≈ p ·o (and not just the perturbation h induced
by the scatterer) is assumed to be compactly supported.
Phase retrieval from plain Fourier data, however, arises naturally as the far-field
limit of (8): if the exit wave Ψ0 = P ·O is non-negligible only within a domain of diameter
 (d/k) 12 , then the approximation wF ≈ 1 is justified so that |DF(p ·o)|2 ≈ |F(p ·o)|2 by
(7). The qualitative differences between near- and far-field imaging are illustrated by the
numerical examples plotted in Figure 2. Due to the moderately small detector distances
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in the near-field setting, the measured intensities typically show wavy fringes arising
from diffractive propagation effects along with traces of direct contrast, i.e. real-space
representations of bulk object features such as the disc-shaped shadow in the mid-left
and mid-right images. On the contrary, far-field data represented by the rightmost image
in Figure 2 is by definition given by Fourier space information only, corresponding to
an entirely diffractive encoding of the sample structure.
Mathematically, the difference between near- and far-field governed by the Fresnel
propagator DF and the Fourier transform F , respectively, is perhaps most prominent
for illumination by plane waves, described by a constant probe field p = p0 ∈ C \ {0}:
while F maps constants to scaled Dirac-deltas, meaning that the propagated probe
merely provides a strongly localized reference wave in the far-field, a laterally uniform
background signal is obtained in the Fresnel regime since e−ikdDF(p0) = p0. By (8), the
near-field intensity data under plane wave illumination is thus of the form
I(ξ) =
∣∣∣∣p0γ exp
(
− iξ
2
2
)
+ F(wF · h)(ξ)
∣∣∣∣2 . (9)
The forward map F : h 7→ I defined by (9) matches the assumptions of Theorem 1
with pˇ = (2pi)m/2(p0/γ)δ0 and α = −i/2 where δ0 denotes the Dirac-delta distribution
centered at 0. Linearizing F at h = 0 yields an operator Flin of the form (1b),
representing the physically relevant limit of weakly scattering samples.
A more realistic class of probe functions is given by Gaussian beams propagating in
axial direction. These constitute analytical solutions to the paraxial Helmholtz equation
(3) in vacuum, such that the lateral intensity profile is everywhere of Gaussian shape
[52]. More precisely, the propagated probe beam in the detector plane Ed is of the form
DF(p)(ξ) = p0eikd exp(α0ξ2) with p0 ∈ C \ {0}, <(α0) < 0 (10)
If the focal point of the beam is located left of Ed, i.e. if the wave field is divergent at
the detector, we further have =(α0) ≤ 0 so that the resulting probe term
e−ikd
γwF
DF(p)(ξ) = p0
γ
exp(αξ2) with α = α0 − i
2
(11)
to be substituted into (8) is in accordance with the assumptions of Theorem 1.
All in all, our analysis shows that Theorem 1 is applicable to the considered setting
of near-field phase contrast imaging, i.e. we have proven the following corollary:
Corollary 2 (Uniqueness of near-field phase contrast imaging). Any object transmission
function O ∈ 1 +S ′c(Rm), arising from a compactly supported sample illuminated by a
known probe function P of Gaussian- or plane wave shape via (4), is uniquely determined
by intensity data (Id)|U of the form (6) measured at a single distance d > 0 on any open
set U ⊂ Rm. Moreover, O is uniquely determined by linearized intensities (Id,lin)|U with
Id,lin := Id −
∣∣DFd (P · (O − 1))∣∣2, i.e. uniqueness is retained in the weak scattering limit.
Proof. Apply Theorem 1 to the operators defined by (8), (9), (11). Use o = 1+h/p.
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Note that we only claim unique reconstruction of O from the data, not of the line
integrals over δ and β in (4). Indeed, recovery of the the latter requires inversion of
a pointwise exponential which is potentially non-unique due to the 2pi-periodicity of
exp in the imaginary part. Physically, this gives rise to the phase-wrapping problem:
refractive phase shifts of the transmitted radiation by more than a wavelength may
not be measured unambiguously. For many scatterers of interest, however, the induced
refraction is sufficiently weak for phase-wrapping ambiguities to be excluded a priori.
On the other hand, the line integrals in (4) provide merely a shadow image of the
actual sample. In order to resolve the spatially varying refractive index n = 1− δ + iβ
itself, the object in Figure 1 can be rotated by angles −θ⊥ ∈ S1 in the plane spanned by
the x1- and z-axes, changing the incident angle of the probing X-rays. This is the setting
of phase contrast tomography. Mathematically, it corresponds to a composition of the
axial integration in (4) with rotations of δ, β, which is equivalent to integrating along
the axes θ⊥. Identifying the rotational plane with R2, the ensemble of these rotated line
integrals may be written as the two-dimensional Radon transform R2 [41]
R2f(θ, x) =
∫
R
f(xθ+yθ⊥) dy for f : R2 → C, x ∈ R, θ⊥ ⊥ θ ∈ S1(12)
Setting Rg(θ, x1, . . . , xm) := R2(g(·, x2, . . . , xm, ·))(θ, x1) for g : Rm+1 → C, the object
transmission functions Oθ for the different incident angles are thus given by
Oθ = exp (−ikRθ(δ − iβ)) where Rθf := R(f)(θ, ·). (13)
According to Corollary 2, these are uniquely determined by the corresponding near-field
intensities {Id,θ}θ∈S1 . By (13), this implies that the object δ− iβ can be recovered from
the tomographic data if both the pointwise exponential and the Radon transform in
(13) are invertible. The former requires to restrict to non-phase-wrapping objects which
induce refractive phase shifts of at most one wavelength. These considerations lead to
the following corollary which is proven in section 4:
Corollary 3 (Uniqueness of phase contrast tomography modulo phase-wrapping). Any
compactly supported object δ − iβ ∈ S ′c(Rm+1) s.t. 0 ≤ kR(δ) < 2pi, illuminated
by a known Gaussian beam- or plane wave probe function P , is uniquely determined
by tomographic intensity data {(Id,θ)|U}θ∈V of the form (6), (13) measured at a single
distance d > 0 on any open sets U ⊂ Rm, V ⊂ S1. Moreover, uniqueness is retained in
the weak scattering limit represented by a linearization of (6), (13) at δ − iβ = 0.
We conclude this section with some remarks concerning possible generalizations of
the considered idealized setup. Firstly, note that the setting of Theorem 1 allows for
much more general probe functions than the above examples, although this generality
is difficult to translate into a particular set of admissible choices. Moreover, if the
illumination is unknown, an additional flat field measurement of the intensity profile
without an object in the beam line may be used to normalize the scattering intensities
by division through the empty beam data. This procedure yields a good approximation
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of the hypothetical data in the idealized case of plane wave illumination if the probe
field varies only on coarse length scales compared to the object structure [19]. Finally,
note that the above derivations assume a parallel beam geometry, i.e. non-divergent
incident radiation, whereas state-of-the-art phase contrast imaging setups often use cone
beams emanating from a point-like micro-focus X-ray source. However, we emphasize
that measurements obtained with cone beam illumination can be associated with an
approximate parallel beam setup via the Fresnel scaling theorem [48, 49] or incorporated
explicitly into the model [25].
3. Mathematical preliminaries
In the following, we review elements of the theory of entire functions. The given overview
is based on the more detailed treatment in [7, 13, 16]. The relevance of entire functions
to phase retrieval is due to the well-known Paley-Wiener-Schwartz theorem:
Theorem 4 (Paley-Wiener-Schwartz [23]). Let K ⊂ Rm compact and convex. Then, if
u is a distribution of order N ∈ N ∪ {0} with support contained in K and uˆ := F(u), uˆ
has an extension to an entire function and there exists a constant C > 0 such that
|uˆ(ξ)| ≤ C(1 + |ξ|)N exp
(
sup
x∈K
=(ξ) · x
)
for all ξ ∈ Cm (14)
Conversely, any entire function uˆ satisfying (14) is the complex extension of the Fourier
transform of a distribution u of order ≤ N and support in K.
The essence of the result is that compactly supported objects can be identified with
entire functions of limited growth via the Fourier transform. Owing to the relatedness
of the transforms by (7), the same holds true for the Fresnel propagator.
For simplicity, we restrict to univariate entire functions f : C → C. In order to
apply the presented theory in the proof of Theorem 1, multivariate functions g : Cm → C
will be identified with families {gξ0}ξ0∈Cm−1 with gξ0(ξ) := g(ξ, ξ0). The principal idea
lies in estimating the growth behavior of entire functions, characterized by
Mf (r) := max
ξ∈C:|ξ|=r
|f(ξ)| and mf (r) := min
ξ∈C:|ξ|=r
|f(ξ)|. (15)
Asymptotic bounds on f give rise to the definition of its order λf and type τf :
λf :=

0 for f constant
lim sup
r→∞
log logMf (r)
log r
else
(16a)
τf :=
 0 if λf = 0lim sup
r→∞
r−λf logMf (r) else
(16b)
We say that order 1 entire functions are of exponential order. According to Theorem 4,
the Fourier transform of any compactly supported function is an entire function of at
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most exponential order of finite type. Moreover, note that order and type of an entire
function f is preserved under Schwarz reflection f 7→ f ∗, defined by
f ∗(ξ) := f(ξ) for all ξ ∈ C. (17)
By definition, adding a lower order entire function g, λg < λf to f does not change
its order, nor its type. Likewise, it is clear that multiplication with g cannot increase
any of these properties. For the growth estimates to be made, we further need that they
may neither decrease if g is of at most exponential order and not identically zero:
Lemma 5 (Decay bounds for low order entire functions [7]). Let f be an entire function
of order 0 ≤ λf ≤ 1 that is not identically zero and let ε > 0. Then
lim sup
r→∞
mf (r)Mf (r)
1+ε > 0
In particular, if f is at most of exponential type τf , then lim supr→∞mf (r)e
(τf+ε)r =∞.
The essential message of Lemma 5 is that non-vanishing factors of at most exponential
order may never weaken super-exponential growth.
From the perspective of the theory of entire functions, the images of the operators
F, Flin considered in Theorem 1 are of a very particular structure: by expanding
the squared moduli in (1a) and (1b), we obtain linear combinations of Fourier
transforms of compactly supported distributions, i.e. order≤ 1 entire functions according
to Theorem 4, scaled with different quadratic-exponential factors exp(αjξ
2). The
uniqueness statement in Theorem 1 will follow from the surprising insight that these
summands may never balance one another due to their inconsistent super-exponential
growth behavior in the complex plane, i.e. are linearly independent:
Lemma 6 (Linear independence of Fresnel factors). For K ∈ N, let f1, . . . , fK : C→ C
be entire functions of order ≤ 1 such that for pairwise different α1, α2, . . . , αK ∈ C
N∑
j=1
fj(ξ) exp
(
αjξ
2
)
= 0 for all ξ ∈ C. (18)
Then f1 = f2 = . . . = fN = 0.
Proof. We choose jmax ∈ {1, . . . , K} s.t. |αjmax| = max1≤j≤K |αj| and show fjmax = 0.
The general statement then follows by inductively repeating this maximum index choice.
Writing αj = |αj| exp(iϕj), we consider a diagonal in the complex plane given by
D := {r exp (−iϕjmax/2) : r ∈ R} .
Then we have by construction∣∣exp(αjξ2)∣∣ = exp (|αj| cos(ϕj − ϕjmax)|ξ|2) for all ξ ∈ D.
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Since for all j ∈ {1, . . . , K} \ {jmax} either |αj| < |αjmax| or ϕj /∈ ϕjmax + 2piZ and
|αj| = |αjmax| holds true, there exists an ε > 0 such that for all ξ ∈ D, j 6= jmax∣∣exp(αjξ2)∣∣ ≤ exp ((|αjmax| − 2ε)|ξ|2) = exp (−2ε|ξ|2) ∣∣exp(αjmaxξ2)∣∣ ,
i.e. the growth of exp(αjmaxξ
2) along D exceeds that of all other exp(αjξ
2) by a super-
exponential factor. Using (18) and the triangle inequality, this implies for all ξ ∈ D
|fjmax(ξ)| exp
(
ε|ξ|2) ≤ N∑
j=1, j 6=jmax
exp (ε|ξ|2) |fj(ξ)| |exp(αjξ2)|
|exp(αjmaxξ2)|
≤
N∑
j=1, j 6=jmax
|fj(ξ)| exp
(−ε|ξ|2) . (19)
As the fj are of at most exponential order, the right hand side of (19) must vanish
for |ξ| → ∞. Using the notation introduced in (15) and the definition of the order in
(16a), we obtain for the same reason
lim sup
r→∞
log log
(
Mfjmax (r)
1+ε
)
log r
= lim sup
r→∞
log logMfjmax (r)
log r
≤ 1
< lim sup
r→∞
log log (exp (εr2))
log r
. (20)
Hence, there exists a constant C > 0 such that
CMfjmax (r)
1+ε ≤ exp (εr2) for all r ∈ R. (21)
Now assume that fjmax 6= 0. Then an application of Lemma 5, (15) and (21) yields
lim sup
ξ∈D, |ξ|→∞
|fjmax(ξ)| exp
(
ε|ξ|2) ≥ C lim sup
|ξ|→∞
mfjmax (|ξ|)Mfjmax (|ξ|)1+ε > 0
= lim sup
|ξ|→∞
N∑
j=1, j 6=jmax
|fj(ξ)| exp
(−ε|ξ|2)(22)
in contradiction to (19). Hence, we conclude that fjmax = 0.
4. Proof of the main results
With the preparations of section 3, we are now in a position to prove Theorem 1. For
completeness, we start by showing well-definedness:
Lemma 7. The operators F, Flin in Theorem 1 are well-defined. If <(α) ≤ 0, then
furthermore F (S ′c(Rm)) ⊂ S ′(Rm) and Flin(S ′c(Rm)) ⊂ S ′(Rm).
Uniqueness of propagation-based phase contrast imaging 12
Proof. For h ∈ S ′c(Rm), we have w · h ∈ S ′c(Rm) so that F(pˇ) and F(w · h)
have extensions to entire functions in Cm by Theorem 4. In particular, this implies
F(pˇ),F(w · h) ∈ C∞(Rm). Hence, the same holds true for F (h) and Flin(h) defined by
F (h)(ξ) = |F(pˇ)(ξ) exp(αξ2) + F(w · h)(ξ)|2
Flin(h)(ξ) = |F(pˇ)(ξ) exp(αξ2) + F(w · h)(ξ)|2 − |F(w · h)(ξ)|2.
For <(α) ≤ 0, all terms inside the moduli are of at most algebraical growth in Rm so
that F (h) and Flin(h) define tempered distributions, i.e. F (h), Flin(h) ∈ S ′(Rm).
The proof of our central injectivity result in Theorem 1 essentially amounts to
rewriting the condition F (h)|U − F (h˜)|U = 0 for two objects h, h˜ that coincide in their
images as a linear combination of the form (18) and to apply Lemma 6:
Proof of Theorem 1. Well-definedness has already been shown in Lemma 7. To prove
injectivity, let h, h˜ ∈ S ′c(Rm) be such that F (h)|U = F (h˜)|U or Flin(h)|U = Flin(h˜)|U . By
expanding the squared moduli in (1a) and (1b), this yields for all ξ ∈ U
0 = F(pˇ)∗(ξ) · exp(αξ2) · F(w · (h− h˜)) (ξ)
+ F(pˇ) (ξ) · exp(αξ2) · F(w · (h− h˜))∗(ξ) (23)
+ s ·
(
F(w · h)∗(ξ) · F(w · h)(ξ)−F(w · h˜)∗(ξ) · F(w · h˜)(ξ)
)
.
where f ∗(ξ) = f(ξ) and s ∈ {0, 1} depends on whether Flin or F is considered. Since
the Schwarz reflection ∗ preserves analyticity and pˇ, w · h,w · h˜ ∈ S ′c(Rm) have compact
support by assumption, the right hand side of (23) defines an entire function in Cm
according to Theorem 4. By Taylor expansion in U ⊂ Rm, this implies in particular
that (23) holds for all ξ = (ξ1, . . . , ξm) ∈ Cm where the complex extension of ξ2 is
defined as ξ21 + . . .+ ξ
2
m (not as a Hermitean inner product).
In order to apply the 1D theory of section 3 to the considered m-dimensional setting,
we define for fixed but arbitrary ξ0 ∈ Rm−1
aξ0(ξ) := F(w · h)(ξ, ξ0)
a˜ξ0(ξ) := F(w · h˜)(ξ, ξ0)
bξ0(ξ) := F(pˇ)(ξ, ξ0) · exp(αξ20).
(24)
Substituting (24) into (23) yields for all ξ ∈ C
0 = b∗ξ0(ξ) · (aξ0(ξ)− a˜ξ0(ξ)) · exp(αξ2)
+ bξ0(ξ) · (a∗ξ0(ξ)− a˜∗ξ0(ξ)) · exp(αξ2) (25)
+ s ·
(
a∗ξ0(ξ) · aξ0(ξ)− a˜∗ξ0(ξ) · a˜ξ0(ξ)
)
.
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Since aξ0 , a˜ξ0 , bξ0 : C→ C are entire functions of at most exponential order by Theorem 4
and α /∈ R holds by assumption, (25) exactly matches the setting of Lemma 6 with
f1 := b
∗
ξ0
· (aξ0 − a˜ξ0)
f2 := bξ0 · (a∗ξ0 − a˜∗ξ0)
f3 := s · (a∗ξ0 · aξ0 − a˜∗ξ0 · a˜ξ0).
(26)
and exponents α1 := α, α2 := α, α3 = 0. Hence, it follows that f1 = f2 = f3 = 0.
As ξ0 ∈ Rm was arbitrary, the derived result holds for all ξ0 ∈ Rm. Re-substituting
the expressions in f1 = b
∗
ξ0
· (aξ0 − a˜ξ0) according to (24), this yields
F(pˇ)∗ · F(w · (h− h˜)) = 0. (27)
Both factors in (27) define entire functions in Cm. As such, they are either almost
everywhere nonzero in Rm or vanish identically. By the assumption pˇ ∈ S ′c(Rm) \ {0},
the first case must hold for the factor F(pˇ)∗. Consequently, (27) implies F(w·(h−h˜)) = 0
and thus h = h˜ by bijectivity of F : S ′(Rm) → S ′(Rm) and the existence of 1
w
. By
generality of h, h˜ ∈ S ′c(Rm), this proves injectivity of the operators
FU : S
′
c(Rm)→ C∞(U); h 7→ F (h)|U
Flin,U : S
′
c(Rm)→ C∞(U); h 7→ Flin(h)|U .
As outlined in section 2 and stated in Corollary 2, the obtained result is applicable
to a commonly-used model of near-field phase contrast imaging with X-rays. We
conclude this section with the proof of Corollary 3, extending the uniqueness statement
to tomographic imaging of compactly supported non-phase-wrapping specimen:
Proof of Corollary 3. By Corollary 2, the object transmission functions {Oθ}θ∈V can be
uniquely reconstructed from the data. As exp : C → C is injective on {z ∈ C : −2pi <
=(z) ≤ 0}, the same holds true for {Rθ(δ − iβ)}θ∈V due to the relations
Oθ = exp(−ikRθ(δ − iβ)) and 0 ≤ kR(δ) < 2pi.
The Radon transform relates to the Fourier transform via the Fourier-Slice-Theorem.
See [41] for details. In particular, {Rθ(δ − iβ)}θ∈V uniquely determines F(δ − iβ) on
some wedge-shaped open subset WV ⊂ Rm+1 which is defined by the angles in V . On
the other hand, F(δ − iβ) is entire analytic according to Theorem 4 since δ − iβ is
compactly supported. Hence, the values on WV uniquely determine F(δ − iβ) in Rm+1
and are thus sufficient for the reconstruction of the unknown object.
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5. Conclusions
In this paper, we have proven Theorem 1 showing uniqueness of phase retrieval of
compactly supported objects superimposed upon a certain class of known reference
signals - both for the general nonlinear problem and for a linearization valid in the
weak object limit. Notably, this uniqueness is deterministic and absolute - unlike many
previous results for reconstructions from plain Fourier intensity data [9, 20, 3, 6, 27, 30],
which hold only modulo “trivial” ambiguities or sets of measure zero.
As motivated in section 2, the obtained result is applicable to a commonly
used model of holographic near-field phase contrast imaging with coherent X-rays,
an emerging technique of photonic nanoscopy. In the form of Corollary 3, we have
furthermore covered the setting of phase contrast tomography, permitting the resolution
of three-dimensional variations of a sample’s complex refractive index. It is often tacitly
assumed [43, 10] that at least two intensity measurements at different detector distances
are necessary in these imaging setups to uniquely recover both the refractive phase
shifts and the absorption imprinted upon the incident radiation traversing the specimen.
The present work has shown this common belief to be untrue in principle. Moreover,
the proven uniqueness theorem might also have some significance to electronic imaging
methods owing to the equivalence of the dynamics of paraxial electromagnetic waves
applied herein, described by (3), and Schro¨dinger’s equation in quantum mechanics.
However, in order to evaluate the practical applicability of our single-measurement
result to experimental imaging setups with common point-like micro-focus X-ray sources,
it needs to be supplemented with stability estimates. A promising starting point possibly
lies in the analysis of the linear forward operator arising in the weak scattering limit.
By bounding the ill-posedness of the phase retrieval problem, stability results may shed
a light onto how robust image reconstruction is against noisy measurements as well as
with respect to systematic inaccuracies in the physical model - as induced for instance by
the finite coherence and incomplete knowledge of the probing beam in realistic imaging
setups. Likewise, it is necessary to investigate whether the derived uniqueness is stable
under relaxation of the paraxial- and projection approximations made in our description
of the imaging system. This may elucidate how the present work relates to recent
uniqueness results [28, 29] for phaseless inverse scattering within the framework of the
full Helmholtz equation. Interestingly, the theorems derived therein require intensity
data for a continuous interval of wavenumbers of the coherent incident waves. At
least for the tomographic point-source-illumination setup considered in [28], our single-
measurement result - requiring illumination only with a single coherent probe - suggests
that these assumptions might be relaxed considerably.
Recent numerical results for phase contrast tomography, obtained via alternating-
projection-type algorithms [51] and iteratively regularized Newton-type methods [35]
as proposed in [22], indicate that reconstructions of general, refracting and absorbing
samples are feasible, yet severely ill-posed. Hence, we conclude that considerable
effort has to be put into tailoring reconstruction algorithms for single-distance phase
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contrast imaging in order to render it a viable option in realistic experimental situations.
The uniqueness results of the present work merely provide a first theoretical proof of
concept, emphasizing the necessity and significance of further algorithmic, theoretical
and experimental developments in this emerging imaging technique.
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