We consider a twisted quantum wave guide i.e. a domain of the form Ω θ := r θ ω × R where ω is a connected open and bounded subset of R 2 and r θ = r θ (x 3 ) is a rotation by the angle θ(x 3 ) depending on the longitudinal variable x 3 . We are interested in the spectral analysis of the Dirichlet Laplacian H acting in Ω θ . We suppose that the derivativeθ of the rotation angle can be written asθ(x 3 ) = β − ε(x 3 ) with a positive constant β and ε(x 3 ) ∼ L|x 3 | −α , |x 3 | → ∞. We show that if L > 0 and α ∈ (0, 2), or if L > L 0 > 0 and α = 2, then there is an infinite sequence of discrete eigenvalues lying below the infimum of the essential spectrum of H, and obtain the main asymptotic term of this sequence.
Introduction
In this paper we deal with the spectrum of the Dirichlet Laplacian in the twisted waveguide Ω θ := r θ ω × R where ω is a connected open and bounded subset of R 2 with sufficiently regular boundary, and r θ = r θ (x 3 ) is a rotation by the angle θ(x 3 ) depending on the longitudinal variable x 3 .
If the twisting of Ω θ is only local, then it does not affect the essential spectrum of the Dirichlet Laplacian. However, it does stabilise the discrete spectrum against possible negative perturbations. Namely, it has been found out recently that, provided ω is not rotationally symmetric, the local twisting of Ω can be interpreted as a kind of a repulsive perturbation, see [10, 13] . This has several consequences such as the absence of weakly coupled bound states of Schrödinger operators in twisted waveguides, see [13] , [21] .
From this point of view the effect of a local twisting of a three-dimensional waveguide is similar to the effect of a local magnetic field in a two-dimensional waveguide, [12] . Moreover, if the twisting is not local but constant, then it even increases the infimum of the essential spectrum of the Dirichlet Laplacian, see [14] . This is again reminiscent of the situation in two-dimensional strips with constant magnetic field, see [11, 15] . On the other hand, any local decrease of a constant twisting will induce at least one bound state of the corresponding Dirichlet Laplacian, see [14] .
In the present paper we study in more detail the properties of these bound states induced by twisting. It is well known that the Schrödinger operator with a slowly decaying potential possesses infinitely many bound states, and that the asymptotic distribution of these bound states depends on the behaviour of the potential at infinity, see e.g. [22, 24] . Our aim is to obtain analogous asymptotic results for the bound states which are not induced by an external potential, but by the twisting of the waveguide.
We start with the analysis of the unperturbed operator, which corresponds to a constant twisting. This operator is translationally invariant in the longitudinal direction and therefore allows a fiber decomposition with fiber operators which have purely discrete spectrum, see Subsection 2.2. As in the model with constant magnetic field, [11, 15] , we first analyze the structure of the corresponding band functions. In particular, we prove the existence of an effective mass at the bottom of the spectrum of the unperturbed operator, see Theorem 3.1. Then we show that if the constant twisting is perturbed by the function ε = ε(x 3 ) which decays slowly enough at infinity, then the resulting operator has infinitely many discrete bound states accumulating from below at the infimum of the essential spectrum. Finally, we employ the approach of [23] in order to study the rate of accumulation of these bound states. Roughly speaking, our main result, Theorem 4.4, says that the rate of accumulation is determined by the rate of decay of ε at infinity, and by the geometry of the cross-section ω.
The Dirichlet Laplacian

The general case
Let ω be a bounded domain in R 2 with C 2 -boundary. Furthermore, we suppose that ω contains the origin of R 2 . Set Ω = ω × R. For x = (x 1 , x 2 , x 3 ) ∈ Ω we write x = (x t , x 3 ) with x t = (x 1 , x 2 ). Assume that θ ∈ C 1 (R) and its derivative is bounded on R. Define the twisted domain
We consider the Dirichlet Laplacian −∆ D in L 2 (Ω θ ), i.e. the self-adjoint operator generated in L 2 (Ω θ ) by the closed quadratic form
Here H 1 0 (Ω θ ) denotes, as usual, the closure of C ∞ 0 (Ω θ ) in the topology of the standard first-order Sobolev space H 1 (Ω θ ). Introduce the transform
It is easy to see that U is a unitary operator from
Denote byθ the derivative of θ. Define the operator Hθ as the self-adjoint operator generated in L 2 (Ω) by the closed quadratic form
. By a straightforward computation we find out that Hθ acts on its domain as
Moreover, since ω is a bounded domain, and we impose Dirichlet boundary conditions, the operator Hθ is strictly positive, and hence boundedly invertible in L 2 (Ω).
Remark 2.1. If ω is a disk centered at the origin, then Ω θ = Ω for any twisting θ, and the operator Hθ is unitarily equivalent to H 0 . Note that H 0 has purely absolutely continuous spectrum (see e.g. (2.4) below).
Constant twisting
In this subsection we assume that the twisting is constant, i.e. there exists β ∈ R such thatθ(x 3 ) = β for every x 3 ∈ R. Let F be the partial Fourier transform with respect to x 3 , i.e.
Due to the translational invariance in the x 3 -direction, the operatorĤ β := F H β F * admits a direct integral decomposition
where
is the self-adjoint operator generated in L 2 (ω) by the closed quadratic form
Evidently, for each p ∈ R the quadratic form q p induces an equivalent norm on H 1 0 (ω). Moreover, since the quadratic form Re i ω ∂ ϕ uudx t , u ∈ H 1 0 (ω), is relatively bounded with respect to the quadratic form q 0,β [u] with zero relative bound, we find that h β (p), p ∈ C, is a Kato analytic family of type B (see [18] or [24, Theorem XII.10] ). Further, since ω is a bounded domain with C 2 -boundary, the domain of the operator [2] ). Next, by the compactness of the embedding
be the non-decreasing sequence of the eigenvalues of h β (p), p ∈ R. Since h β (p) is a Kato analytic family, the functions R ∋ p → E j (p) ∈ (0, ∞), j ∈ N, are continuous piece-wise analytic functions (see e.g. [24, Theorem XII.12] ). The mini-max principle easily yields
Therefore, the general theory of analytically fibred operators (see e.g. [24, Section XIII.16]) implies that the spectrum of the operator H β is purely absolutely continuous. In summary, we have
Furthermore, for p ∈ R introduce a family {ψ j (x t ; p)} ∞ j=1 of eigenfunctions of the operator h(p) which satisfy 6) and form an orthonormal basis in L 2 (ω). By the embedding H 2 (ω) ֒→ C l (ω) with l ∈ [0, 1), we have ψ j (·; p) ∈ C l (ω), j ∈ N; in particular, the eigenfunctions ψ j (·; p) are continuous and bounded on ω. Moreover, since the operator h β (p) is strongly elliptic with coefficients in C ∞ (ω), we have ψ j (·; p) ∈ C ∞ (ω), j ∈ N (see e.g. [2] , [24] ). Next, note that h β (0) is a strongly elliptic operator with real coefficients. Therefore, E 1 (0, β) is a simple eigenvalue of h β (0). Hence, we can choose ψ 1 (·; 0) to be real and positive in ω (see e.g. [16, Theorem 8 .38]). Moreover, there exists δ > 0 such that the eigenvalue E 1 (p) is simple for p ∈ [−δ, δ], and therefore the mapping [−δ, δ] ∋ p → E 1 (p) ∈ (0, ∞) is analytic. Similarly, ψ 1 (·; p) could be chosen so that the mapping [−δ, δ] ∋ p → ψ 1 (·; p) ∈ H 2 (ω) is analytic. At the end of this section, we establish for further references a criterion which guarantees that ω is a disk centered at the origin. 
Proof. For brevity set ψ(x t ) = ψ 1 (x t ; 0), x t ∈ ω. Note that (2.7) implies ∂ ϕ ψ = 0 identically in ω since ψ ∈ C ∞ (ω). (i) Assume that (2.7) holds true. Since ψ is radial, it satisfies the equation
Since ψ is radial, regular, and satisfies (2.8) in B ǫ we find that
, where J 0 is the zeroth-order Bessel function (see e.g. [1, Section 9.1]), and c = 0; if c = 0, then the unique continuation principle (see e.g. [17] ) would imply that ψ = 0 identically in ω which contradicts the fact that ψ is an eigenfunction. Note that
Comparing (2.8) with (2.10), and bearing in mind the unique continuation principle, we find that (2.9) holds for all x t ∈ ω. Let now {C α } be the set of the connected components of ∂ω. Fix α and introduce the function ̺ α by C α ∋ x t → ̺ α (x t ) := |x t | ∈ (0, ∞). Set I α := ̺ α (C α ). Since C α is connected, and ̺ α is continuous, I α should be connected too, i.e. I α is a one-point set, or a bounded interval of positive length. Due to the Dirichlet boundary conditions, we have ψ(x t ) = 0 for all x t ∈ C α , i.e. J 0 (E 1/2 r) = 0 for all r ∈ I α . Since J 0 has at most a finite number of zeros on any bounded interval, all I α are one-point sets, i.e. all C α are arcs of circles centered at the origin. Since ∂ω ∈ C 2 , all C α are circles. Since that ω is connected and contains the origin, it is a disk centered at the origin.
(ii) Assume now that ω is a disk of radius R ∈ (0, ∞), centered at the origin. Passing to polar coordinates (r, ϕ), and writing
we find that h β (0) is unitarily equivalent to ⊕ m∈Z H m , where H m , m ∈ Z, is the operator generated in L 2 ((0, R); rdr) by the closure of the quadratic form
The spectra of all the operators H m are discrete. Since E = inf m∈Z inf σ(H m ), and H m ≥ H 0 for all m ∈ Z, we find that E coincides with the first eigenvalue of H 0 , which is simple. Letψ be the real-valued eigenfunction of H 0 which satisfies H 0ψ = Eψ and R 0ψ
(r) 2 rdr = 1. Since E is a simple eigenvalue of h β (0), it is not an eigenvalue of any H m with m = 0. Therefore, ψ(x t ) =ψ(|x t |), x t ∈ ω, i.e. ψ is radial.
Existence of an Effective Mass at the Origin
In this section assume thatθ is equal to the constant β ∈ R, and investigate the properties of the first band function E 1 (p), p ∈ R. We show that E 1 (0) attains its minimum value E at p = 0 and only at p = 0, and the minimum is non-degenerate, i.e. E ′′ 1 (0) > 0. In this case, following a terminology established in the solid-state physics (see e.g. [19] ), we say that there exists an effective mass at the origin. The existence of an effective mass at the bottom of the absolutely continuous spectrum is an important problem in the spectral analysis of many operators of the mathematical physics (see e.g. [19, 23, 9, 4] ).
For β ∈ R define
To prove the Theorem 3.1 we need the following technical result:
4)
Proof. The starting point of the proof is the mini-max principle
Change the functional variable v = ψ 1 u. Note that ψ
Integrating by parts, and bearing in mind that the function ψ 1 (·; 0) is real-valued, we easily get
Taking into account the eigenvalue equation
, we find that (3.5) and (3.6) imply (3.4).
Proof of Theorem 3.1. We first prove the lower bound. For β = 0 it follows from the Lemma 3.2 and
Let us now consider the case β = 0. Pick η ∈ (0, 1). Then we have
and the lower bound in (3.3) follows from Lemma 3.2. By the mini-max principle (3.5), and the fact that ψ 1 is real-valued, we get
which gives the upper bound in (3.3).
Since ǫ ω (β) < 1, and E 1 (p, β) depends analytically on p near the origin, Theorem 3.1 entails the following
i.e. at the origin there exists an effective mass. As a corollary,
Moreover, for each p ∈ R, p = 0, and β ∈ R we have E 1 (p, β) > E 1 (0, β).
4 Eigenvalue Asymptotics for the Dirichlet Laplacian with Non-Constant Twisting
Perturbation of the twisting
In this section the constant parameter β > 0 is fixed, and we now consider the case where the derivative of the twisting is given bẏ
where the perturbation ε ∈ L ∞ (R) satisfies ε(x) ≥ 0, x ∈ R, and lim x→±∞ ε(x) = 0. By (2.2), the operator H β−ε can be written as
and Remark 4.1. In a completely different context, a second-order perturbation with decaying coefficients which preserves the essential spectrum, has been considered in [3] .
Putting together (4.4) and (2.4), we find that
where E is defined in (2.5).
4.2 Main result on the asymptotic distribution of the discrete spectrum of H β−ε
It was shown in [14] that a local decrease of the twisting induces the existence of at least one bound state below E provided that ω is not radially symmetric. In other words, even if ε is compactly supported then H β−ε has at least one discrete eigenvalue. Here we show that there is actually an infinite number of bound states appearing below E if the perturbation ε decays sufficiently slowly at infinity, and describe the asymptotics as E ↑ E of the number of bound states less than E. We will impose on ε one of the following assumptions:
Assumption 4.2. Suppose that ε ∈ C 1 (R), and there exist constants α > 0 and C > 0 such that In order to formulate our main result, we need the following notations. Let T be a linear self-adjoint operator acting in a given Hilbert space and such that τ := inf σ ess (T ) > −∞. Then N(T ; t), t ∈ (−∞, τ ), denotes the number of eigenvalues of T lying on the interval (−∞, t), and counted with the multiplicities. 
where µ is defined in (3.
8), and B is the Euler beta function. (ii) Suppose that Assumption 4.3 holds with α = 2. Then we have
lim λ↓0 | ln λ| −1 N(H β−ε ; E − λ) = 1 π 2β L µ ∂ ϕ ψ 1 (·, 0) 2 L 2 (ω) − 1 4 1/2 + . (4.7) If, moreover, 2β L ∂ ϕ ψ 1 (·, 0) 2 L 2 (ω) < µ 4 , then N(H β−ε ; E − λ) = O(1), λ ↓ 0. (4.8)
(iii) Suppose that Assumption 4.2 holds with α > 2. Then we have (4.8).
Remark 4.5. Similarly to the potential perturbation case, the rate of divergence of N(H β−ε ; E − λ) when λ ↓ 0 is determined by the decay rate α of the perturbation. The asymptotic coefficients in (4.6) and (4.7) also depend on the limit L, the constant β, and the geometry of the cross-section ω through the factor ∂ ϕ ψ 1 (·, 0) L 2 (ω) . Note that if ∂ ϕ ψ 1 (·, 0) L 2 (ω) = 0, then the asymptotic coefficients in (4.6) and (4.7) vanish. However, in this case Proposition 2.2 implies that ω is a disk centered at the origin. By Remark 2.1, then Hθ has purely absolutely continuous spectrum for arbitrary θ, and, in particular, N(H β−ε ; E − λ) = 0 for any λ > 0.
Auxiliary results
This subsection contains some auxiliary results needed for the proof of Theorem 4.4. Let X 1 and X 2 be two Hilbert spaces. We denote by S ∞ (X 1 , X 2 ) the class of linear compact operators T : X 1 → X 2 . If X 1 = X 2 = X, we write S ∞ (X) instead of S ∞ (X, X). Let T = T * ∈ S ∞ (X). Denote by P J (T ) the spectral projection of T associated with the interval J ⊂ R. For s > 0 set n ± (s; T ) := rank P (s,∞) (±T ).
hold for s 1 > 0 and s 2 > 0 (see [6, Chapter I, Eq. (1.31)]).
If T j ∈ S ∞ (X 1 , X 2 ), j = 1, 2, then the Ky Fan inequalities 
, and the inequality
. Then, evidently, the operator f Gh is bounded, and we have
Then f Gh is Hilbert-Schmidt, and we have
Applying a standard bilinear interpolation (see [5, Section 4 .4]), we get (4.13). 
(4.14)
for each s > 0.
The following lemma contains standard results on the eigenvalue asymptotics for 1D Schrödinger operators with decaying attractive potentials.
with some constants α > 0 and C > 0. Let > 0, and Then we have
(ii) Assume that (4.16) holds with α = 2. Then we have
If, moreover, l < The first part of the lemma is quite close to [24, Theorem XIII.82] , the proof of the second part can be found in [20] , while the third part follows from the result of [24, Problem 22, Chapter XIII].
Proof of Theorem 4.4
The strategy of the proof of Theorem 4.4 is to reduce the problem of the eigenvalue asymptotics of H β−ε to the one for an effective one-dimensional Schrödinger operator
where µ is defined in Corollary 3.3, and the effective potential is given by
Once this is done, we use Lemma 4.9 to conclude the proof. The reduction to the one-dimensional problem is rather lengthly and therefore we will divide it in several steps.
Projection on the bottom of the essential spectrum
Pick δ > 0 so small that the eigenvalue E 1 (p) is simple for p ∈ [−δ, δ]. As explained in at the end of Section 2, we assume that the mappings
acting in L 2 (ω). Denote by χ δ : R → {0, 1} the characteristic function of the interval (−δ, δ). Set
Evidently, P is an orthogonal projection acting in L 2 (Ω). Put Q = Q δ := I − P δ . Since P and Q commute with H −1/2 β , they leave H 1 0 (Ω) invariant. Denote by Z 1 (ε) = Z 1 (ε, β, δ) (respectively, Z 2 (ε) = Z 2 (ε, β, δ)) the self-adjoint operator generated in the Hilbert space P L 2 (Ω) (respectively, in QL 2 (Ω)) by the restriction onto P H 1 0 (Ω) (respectively, onto QH 1 0 (Ω)) of the quadratic form Q β−ε defined in (2.1). Then the mini-max principle implies
(Ω) and put v = P u, w = Qu so that u = v + w. Then we have
where ·, · denotes the scalar product in L 2 (Ω), and W ε,β is the operator defined in (4.3). Next, fix ν ∈ (0, 1), and on P D(H 1/2 β ) = P L 2 (Ω) define the operators
Note that the operators G j P , j = 3, 4, 5, 6, are bounded (and compact) in L 2 (Ω). Integrating by parts, we easily find that
Hence, we have
Denote by Z
Similarly, denote by Z + 2 (ε) = Z + 2 (ε, β) the self-adjoint operator generated in QL 2 (Ω) by the closed quadratic form
Then, (4.19) implies
Since V(x) → 0 as |x| → ∞, and ω is a bounded domain, we find that the multiplier by V is a relative compact perturbation of H β−ε . Using this fact and the compactness of the resolvent difference H −1
β , we easily check that the difference of the resolvents of the operators Z + 2 (ε) and Z 2 (0) is a compact operator. Therefore,
and
which combined with (4.20) implies
Fix η ∈ (0, 2β). Recalling (4.2) and (4.3), we get
Denote byZ
Similarly, denote byZ
Then (4.22) -(4.23) implies
Now estimates (4.18), (4.21) , and (4.24) entail
The last equation shows that the eigenvalue asymptotics of H β−ε is determined by the asymptotics of the reduced operator P H β−ε P modulo some error terms.
Reduction to a one-dimensional problem
We introduce the operator U :
Then U is a unitary operator and using (4.26) it can be directly verified that
where M(λ) is the multiplier by
Applying the Birman-Schwinger principle, the Weyl inequalities (4.9), and definition (4.10), we find that for each s ∈ (0, 1) we have
Note that on the right-hand sides of (4.28) and (4.29) there are just linear combinations of terms of the form n * (r; Γ j a λ ) with r > 0 independent of λ and j = 0, . . . , 6. The rest of the proof of Theorem 4.4 reduces to the asymptotic analysis as λ ↓ 0 of these terms. Our aim is to show that only the ones corresponding to the operator Γ 0 contribute to the main asymptotic term of N(H β−ε ; E − λ) as λ ↓ 0. First, we show that
for every r > 0. To this end, it suffices to apply (4.14) with
Further, for j = 0, 2, 3, 5, 6 we define the operatorsΓ j :
(Ω) as integral operators whose kernels are obtained by substituting ψ 1 (x t ; 0) for ψ 1 (x t ; p) in the expressions for the integral kernels of Γ j . Denote byΓ j,δ the restriction ofΓ j onto L 2 (−δ, δ). Setã
Pick s ∈ (0, 1), and bearing in mind (3.9) choose δ > 0 so small that we have
Our next goal is to show that the quantities n * (r; Γ j a λ ), r > 0, j = 2, 3, 5, 6, appearing at the right-hand sides of (4.28) and (4.29) are bounded under the hypotheses of Theorem 4.4 (ii) -(iii), and do not contribute to the main asymptotic term as λ ↓ 0 of N(H β−ε ; E − λ) under the hypotheses of Theorem 4.4 (i), even though in the last case they might not be bounded in contrast to the cases j = 1, 4. The upper bound in (4.31) combined with the mini-max principle, and the Ky Fan inequalities (4.11) imply
It is quite easy to see that
for r > 0 and j = 2, 3, 5, 6; for example, if j = 2 it suffices to apply (4.14) with
, and m ∈ [2, ∞) large enough, and if j = 3, 5, 6, the argument is the same with appropriate choice of f , g, and h. Now, the Birman-Schwinger principle implies that for each r > 0 we have
where H is the 1D Schrödinger operator defined in Lemma 4.9, and 
Eigenvalue asymptotics for the one-dimensional operator
Finally, we will show that the quantities n * (r; Γ 0 a λ ), r > 0, on the right-hand sides of (4.28) and 
