Mobile ad hoc network (MANET) is a group of mobile nodes which communicates with each other without any supporting infrastructure. Routing in MANET is extremely challenging because of MANETs dynamic features, its limited bandwidth and power energy. Nature-inspired algorithms (swarm intelligence) such as ant colony optimization (ACO) algorithms have shown to be a good technique for developing routing algorithms for MANETs. Swarm intelligence is a computational intelligence technique that involves collective behavior of autonomous agents that locally interact with each other in a distributed environment to solve a given problem in the hope of finding a global solution to the problem. In this paper, we propose a hybrid routing algorithm for MANETs based on ACO and zone routing framework of bordercasting. The algorithm, HOPNET, based on ants hopping from one zone to the next, consists of the local proactive route discovery within a node's neighborhood and reactive communication between the neighborhoods. The algorithm has features extracted from ZRP and DSR protocols and is simulated on GlomoSim and is compared to AODV routing protocol. The algorithm is also compared to the well known hybrid routing algorithm, AntHocNet, which is not based on zone routing framework. Results indicate that HOPNET is highly scalable for large networks compared to AntHocNet. The results also indicate that the selection of the zone radius has considerable impact on the delivery packet ratio and HOPNET performs significantly better than AntHocNet for high and low mobility. The algorithm has been compared to random way point model and random drunken model and the results show the efficiency and inefficiency of bordercasting. Finally, HOPNET is compared to ZRP and the strength of nature-inspired algorithm is shown.
Introduction
A mobile ad hoc network (MANET) [33, 41] is a decentralized group of mobile nodes which exchange information temporarily by means of wireless transmission. The network topology is unstructured and nodes may enter or leave at their will. A node can communicate to other nodes which are within its transmission range. However, to communicate to nodes out of its range, a node uses the help from other nodes which play a ''bridge" role to receive and forward messages. Therefore, a node in a MANET acts as both a terminal and a router. There are many applications for MANET. For example, in a military field, search and rescue operations, or any remote geographical area where is no base station for communication.
Routing in MANET [36] is extremely challenging because of MANETs dynamic features, its limited bandwidth and power energy. Due to nodes constantly moving, the network topology changes frequently: a good route will probably be unavailable after a short while. This would result in having each node along the route update their routing table frequently, causing many control packets to flood through the network, consuming precious network resources. Therefore, to discover and maintain a route in the MANET environment is difficult.
Routing algorithms for a MANET can be classified into three categories: proactive, reactive and hybrid. In a proactive routing protocol, each node periodically broadcasts its routing table(s) to its neighbors, allowing all nodes to have a consistent network view. The advantage of this protocol is the short response time in determining a good route from source to destination due to the up to date network topology in each node. This short response time, however, is at the expense of consuming a large portion of network bandwidth for the non-productive control packets to maintain a network overview at each node. Moreover, most of the established route are never used, wasting network resources. Protocols such as DSDV, Fisheye and WRP [31, 29, 25] fall into this category. In contrast, in a reactive routing protocol, a node does not need to periodically broadcast the routing table thereby improving network bandwidth. A node establishes a route to its destination, only on demand. However, a node may suffer from long waiting time before it can transmit the data packets since a node may not know which neighbor to select as the next hop to forward the packet due to the dynamic network topology. Consequently, the node has to find a new route to the destination on the fly. Protocols such as AODV, DSR, ABR and TORA [32, 20, 40, 28] fall into this category.
A hybrid protocol, such as zone routing protocol (ZRP) [14, 30] , combines the advantages of both proactive and reactive protocols. In ZRP, the network is divided into zones with each node belonging to one of the routing zones. Each node proactively maintains a routing table for nodes within its zone and reactively finds a route to its destination if the destination node lies beyond its zone. In ZRP [15] , the zones can be configured to the changes in the network topology through a single parameter, zone radius. The zone radius plays a significant role in the ZRP framework. For example, if the network consists of many slow moving nodes or the demand for routes is high, then large routing zones may be preferred. On the other hand, if some of the nodes in the network move fast or when the demand for routes is low, small routing zones may be preferred. These routing zones can be reset by adjusting the radius of the zones. By changing this parameter the balance of proactive and reactive contributions can be adjusted. In an ad hoc network nodes move continuously, changing the topology of the network. This would require frequent exchange of update information among the network nodes leading to increase in traffic. In proactive protocols, the update information is sent to all the nodes in the network. However, ZRP limits the scope of the proactive procedure only to the node's local neighborhood (zone). ZRP is based on the idea that the changes in the network topology should have a local effect only. That is, if a node moves, or a new link is added, the entire network need not be informed of the change as in proactive protocols since this is a local event. Only the nodes within the nodes neighborhood need to be informed, thereby reducing the cost of topological updates.
Route discovery in ZRP is not based on neighbor broadcast flooding as in reactive protocols. The reactive component of ZRP is based on ''bordercasting". The idea of bordercasting in ZRP is important in reducing the routing request packets because they are not blindly sent to all the nodes but only to peripheral nodes, thus reducing the overhead.
ZRP seems like a hierarchical routing protocol when in fact it is a flat routing protocol. In a hierarchical network [17] , nodes are grouped together (often disjoint) into clusters. Each node in the cluster has an address, (cluster id, nodes id), that determines the location of the node within the hierarchy. When a node moves, the cluster membership and the address also changes complicating the mobility management protocol. In many cluster based algorithms, each cluster has a designated leader/head and the leader represents the cluster at higher levels. The leaders are meant to help relay inter-cluster traffic information. However, these cluster heads pose a problem. Since communication between clusters is through cluster heads, it is very centralized routing leading to network congestion problems. Also, if a cluster head fails then the cluster head reselection algorithm has to be initiated wasting network resources, bandwidth and computational power. In ZRP, every node is equal. There is no dominant node. There is a one to one correspondence between a node and the routing zones. There is no hierarchy. Therefore, the routing zones maintain the details of local network topology. The request to find a route is specifically sent to the border nodes which may overlap with other zones and, therefore, routes are determined between individual nodes. Relaying information between border nodes reduces the traffic overhead. In clusters, however, the routes are determined between higher level network entities and communication between nodes in different clusters is prohibited. This may lead to sub-optimal routes. In ZRP, bordercasting prevents sub-optimal routes since the border zones may overlap with other zones. These border nodes may serve as internal nodes for other zones which allows network topological information to be shared among the zones.
Over the last few years, self configuring, self healing algorithms have been considered as a solution to many large scale multihop networks such as in sensor networks [45] . Recently, there is an increasing interest in the use of swarm intelligence (SI) [12] or nature inspired algorithms for routing in MANET. Swarm intelligence is a computational intelligence technique that involves collective behavior of autonomous agents that locally interact with each other in a distributed environment to solve a given problem in the hope of finding a global solution to the problem. Ant colonies, bird flocking, animal herding and fish schooling are examples in nature that use swarm intelligence. The foraging behavior of ants [3] , bees [43] and the hill building behavior of termites [35] has inspired researchers in developing an efficient routing algorithm for mobile ad hoc networks. There are lots of similarities between mobile ad hoc networks and ants. MANETs environment is unstructured, dynamic and distributed like the ants environment. In MANETs, the route request packet interact with each node locally to get routing information similar to ants that use pheromones to get local information. The traditional protocols for MANETs and ant based algorithms provide multiple paths. They are both self configuring and self organizing systems. The foraging behavior of ants and the interaction behavior of MANETs to deliver packets from source to destination is similar. The goal for both systems is to find the shortest path. In this paper, we propose a hybrid routing algorithm for MANETs based on ACO [9, 11, 3] using the idea of zone routing protocol. The algorithm consists of the local proactive route discovery within a nodes neighborhood and reactive communication between the neighborhoods.
ACO is based on the behavior of a group of artificial ants in search of a shortest path from the source to the destination. These artificial ants mimic real ants in nature in search of food from the nest to the destination. The ants deposit a chemical substance called pheromone that other ants can sense on their journey to the destination. The ants interact with each other and the environment using the pheromone concentration. As with any perfume, if not reapplied, the scent evaporates. As the ants travel, the longer paths lose their pheromone concentration making the ants to choose the shortest path.
ACO has been applied to many combinatorial optimization problems [2, 10, 23] . In network optimization problems, ant based routing has been applied to static telecommunication network. Existing ant based routing protocols for MANET [3, 39, 4, 18, 13, 16] are very promising when compared to conventional routing algorithms. They are more efficient, more robust and are able to discover multiple paths. However, all of these protocols have scalability and control packet overhead problems due to the fact that each node has to keep in its routing table, the pheromone amount from all its neighbors to all other nodes in the network or to desired destinations. If the number of nodes in the network is small, for example, less than 100, the table size is not a concern. However, when the network size grows, the routing table size of each node increases dramatically, which not only consumes a large portion of the mobile nodes' memory, but also costs a lot of computation power to retrieve, modify or insert a new record in the routing table. Consequently, end to end delay becomes large.
In the literature, AntHocNet [4] , based on ACO, has been proposed as a hybrid routing algorithm for mobile ad hoc networks. This algorithm reactively finds a path between source and destination on demand and proactively maintains the existing routes. When a node desires a route to a destination, the reactive part of the algorithm is initiated. The proactive part of the algorithm serves to maintain and reinforce the existing routes by updating the routing table. This involves two different subprocesses: pheromone diffusion and proactive ant sampling. The proactive ant sampling is similar to AntNet [3] . The pheromone diffusion algorithm is similar to Bellman-Ford [1] shortest path algorithm. In the pheromone diffusion process, all nodes periodically broadcast the pheromone information over the network. This is a large overhead of network resources in AntHocNet. This problem is resolved in our algorithm using ACO together with ZRP. In our approach, the proactive component is limited to within a particular zone and is therefore localized. This dramatically reduces the control overhead packets when compared with AntHocNet. Furthermore, AntHocNet does not scale well for large networks. The route maintenance is expensive with the ants broadcasting update information over the network. In our approach, we send ants to border nodes only. These ants will not flood the network, but will instead be directed to the destination by using the nodes' local routing table. In other words, the ants hop from one zone to another via the border nodes using the local information. Since, in our algorithm we do not flood the network or broadcast routing information as in AntHocNet, increase in network size will have very less impact on the performance of the algorithm as shown in the experimental results. In other words, our approach overcomes the difficulty of scalability faced by AntHocNet. Also, link failure in AntHocNet involves broadcasting the entire network which again is another overhead. In our algorithm, the handling of link failures depends on whether the route is within a zone or outside a zone. If it is within a zone, another route will be easily determined since the intra routing table is locally proactively maintained. However, if it is outside the zone, local repair first begins within the respective zone. If an alternative path can be found, the buffered packets will be sent to the destination and will inform the source of the alternative route. Otherwise, an error message will be sent to the source. The handling of link failures is again based on the idea that repairs should be handled in a localized fashion first. Other nodes in the network should not get involved unless the problem is unrepairable. In other words, our approach handles link failure efficiently without introducing additional cost.
The novelty and contribution of our work is the localization process. Our algorithm is neither cluster based nor hierarchical. As mentioned before, our approach handles some of the important problems in mobile ad hoc networks such as route discovery, scalability and link failures by incorporating ACO, a robust algorithm that handles dynamic topological changes efficiently to find multipaths together with ZRP which can adapt to a wide variety of network scenarios due to its localization process. To our knowledge, this is the first work that combines the concept of ZRP and ACO.
The rest of the paper is organized as follows. In the next section, we will present the existing routing protocols for both ant based and conventional routing. In Section 3, we will explain our algorithm in detail. Section 4 presents the performance evaluation of the algorithm compared to AODV routing protocol, AntHocNet and ZRP. We will present the results for various zone radius and evaluate the performance for random way point model and random drunken model. Finally, we will present our conclusion.
Related work
The IETF MANET Working Group has developed a number of protocols for mobile ad hoc networks. As Fig. 1 shows, these protocols can be generally classified into three groups, namely, proactive, reactive hybrid protocols.
Proactive routing protocols
Routing algorithms can be classified as link-state routing or distance vector routing. In this section, we give a brief introduction to these routing mechanisms.
Link-state routing
In link-state routing, every node keeps a complete view of the network topology at all times. Each node periodically broadcasts its outgoing link cost to every other node in the network and constructs a routing tree used to forward packets. Most of today's wired network routing algorithm [24, 6] use link-state method. Link-state routing algorithms have very little response time when the upper layer application needs to send out data to its peers or to the other nodes since it has all the routing information about the network. However, this advantage is at the expense of a fairly large portion of network traffic being consumed by the non-productive control packets. For an ad hoc network, whose topology changes frequently, linkstate routing algorithms would spend most of the time constructing a routing tree to forward packets leading to a very inefficient algorithm. OLSR [6] , TBRPF [26] , FSR [29] , STAR [19] are some link-state routing protocols. Among these, FSR is regarded as the most efficient protocol.
FSR attempts to reduce routing table update overheads while keeping a short response time. The network nodes are divided into different groups according to the number of hops needed between two nodes. The closer the groups are to a node, the more frequent are the node's corresponding link states propagated. This strategy makes the closer nodes to be updated constantly for more accurate network topology information. For the distant nodes, the topology progressively becomes more accurate as the packet moves towards them. The advantage of FSR is that a considerable amount of routing packets are reduced, thus less control overhead. However, FSR is not scalable for large networks. The distant nodes have to wait a relatively long time before they get the updated link states. The nodes may therefore construct a routing tree with inaccurate information. This is disastrous for large networks. Furthermore, because each node has to store a complete network topology, a large part of the memory and CPU time would be consumed when the network size grows.
Distance vector routing
In a distance vector routing algorithm, each node keeps in its routing [31] and WRP [25] are protocols based on distance vector routing. DSDV is the most popular protocol based on distributed Bellman-Ford routing algorithm.
Although proactive routing protocols have very little response time, broadcasting information to keep the nodes up to date on the topology changes is waste of bandwidth. In an ad hoc network, due to constant changes in network topology, proactive routing algorithms alone is not feasible since each node in the network has to be notified about the network topology changes by periodically broadcasting each node's routing table, even when some routes are never used.
Reactive routing
In order to reduce the control packet overhead, reactive routing protocols have been proposed. With reactive routing algorithms, a node does not have to maintain routes to all other nodes constantly. Instead it finds a route to the destination only on demand. An on-demand routing protocol usually consists of two phases: route discovery and route maintenance. In the route discovery phase, the source node sends out a route request packet (RREQ) to find a route to the destination node. When a packet arrives at an intermediate node (not its destination), the node checks to see if it has a route to the destination and sends out a route reply packet (RREP) to the source if such a route is found. After the source receives the RREP, it begins to send out data packets using the newly created route. When a packet arrives at a node, and the link is broken due to a node on the route moving away or due to node failure, route maintenance phase is initiated. In this phase, the node sends out an error packet to the source. Upon receiving the error packet, if the source still needs a route to the destination and does not have an alternative route to the destination, the source re-initiates a RREQ to find a new route.
AODV [32] , DSR [20] , TORA [28] and ABR [40] are a few reactive routing protocols. In AODV, the route is recorded in intermediate nodes along the path making it a scalable algorithm. However, a node may need to wait for a long time before the route to the destination is created. If there are frequent link failures, the control packet overhead may increase in the network. DSR uses source routing method. Each node keeps in its cache a nodes routing sequence from the source to the destination. Unlike AODV, DSR does not record the route in a hop-by-hop fashion. DSR supports asymmetric links. This is important for an ad hoc network because nodes in a MANET may have different transmission range which results in asymmetric links. DSR supports multiple routes which can reduce the response time because the source with multiple routes does not have to wait to find a new route to the destination due to link failures. ABR's focus is on finding a long-lived path. ABR is similar to DSR in route discovery phase, and similar to AODV in the data transmission phase which is a hop-byhop basis. ABR is therefore a hybrid source routing and hop-by-hop routing protocol. ABR relies on nodes sending Hello messages to its neighbors to maintain a stable route. For a MANET, this mechanism will consume the node's en- ergy and cause network congestion. Furthermore, ABR depends heavily on local repair mechanism which could contribute to not only long end to end delay but also more network control overhead.
In summary, reactive routing produces less control overhead, thus increasing packet delivery ratio, improving network efficiency. However, its response time could be very long. Furthermore, during the route discovery period, data packets may be dropped. Even worse, if nodes move frequently, the network spends most of its battery power to maintain its current routes, thus increasing control packet overhead.
Hybrid routing
Hass et al. [14, 30] proposed a hybrid routing protocol called Zone Routing Protocol in the effort to combine the features of proactive and reactive protocols. In ZRP, each node proactively maintains an internal routing table of the link information of nodes that are within a variable sized routing zone of radius Ç . A reactive routing protocol is used for finding paths outside of the node's zone. In ZRP, packets are broadcast within a node's zone thereby preventing control packets flooding the network. The response time is fast for finding paths within its zone. For finding routes outside of the node's zone, the node sends out a query packet to the border nodes of the zone. Zone radius Ç plays a very important role for ZRP performance. If Ç is set too small, a node has very limited view about the network, which enforces a node to send out route request packet frequently. Hence, the average delay time is too long making ZRP act as a reactive protocol. On the contrary, if Ç is too large, a node has to maintain a large routing table. If the broadcast topology changes within its zone a large portion of network traffic maybe consumed by the control packets.
Chang and Hsu [5] proposed a cluster based approach using the characteristics of the minimum connected dominating set approach proposed by Das [7] . Each mobile node communicates the connectivity information with its neighbors and determines a dominating value that is either a positive or non-negative value. These nodes are grouped into positive cluster or negative cluster. The positive cluster helps in maintaining the topology information of the network. This adaptive dynamic network construction algorithm proposed in the paper reduces message complexity and provides an efficient network update.
Another hybrid routing protocol, SHARP, proposed by Ramasubramanian et al. [34] based on ZRP [14] , finds the balance point between proactive and reactive routing by adjusting the degree to which information is propagated proactively versus the degree to which routing is discovered reactively. Unlike ZRP, SHARP adapts to changing network characteristics and traffic behavior. The protocol can be used as a purely reactive protocol in a quiescent network or be used as a purely proactive routing for hosts to which routes are in wide demand. SHARP uses efficient mechanisms to dynamically manipulate the radius of its routing zones. The proactive routing protocol in SHARP creates and maintains a directed acyclic graph rooted at the destination. The destination can vary the zone radius independently to achieve some application specific goals such as reducing packet overhead or delay jitter. AODV is used in the reactive routing protocol of SHARP. Since SHARP enables application specific adaptation strategies, different destination nodes achieve different application specific goals leading to large traffic overhead.
DHR [27] proposed by Park and VanVoorst is a hybrid routing algorithm that utilizes location information. DHR maintains the location of destinations and location of nodes in existing routes. This is done by creating a proactive zone around the path or route under question. The information of the path is restricted to nodes within the zone. The zones in ZRP are static while zones in DHR are dynamic. Once the path is no longer needed the zone is destroyed. The proactive zones in DHR reuse existing portion of paths to find routes to destination faster. In ZRP, the zones are used to route packets along border nodes. These border nodes may not necessarily find a path faster and increase control overhead.
As an enhancement to the ZRP framework Samar et al. [37] , proposed the IZRP (independent zone routing protocol) framework. In IZRP unlike ZRP, different nodes may have different sized routing zones to provide a balance between proactive and reactive routing. IZRP is more similar to the cluster centric approach. The results indicate that IZRP reduces the routing traffic control by 60% compared to ZRP. However, the trade off between the overhead and the benefits of the IZRP scheme is not investigated.
Wang and Olariu [42] developed a two zone routing protocol based on ZRP. Each node maintains two zones, a crisp zone and a fuzzy zone. The size of these zones can be adjusted resulting in lower total running control overhead. The protocol bears some resemblance to FSLS/FSR [38] protocol. TZRP maintains a reactive component while FSLS does not. The results indicate that TZRP is more adaptive to high mobility when traffic locality holds. The paper claims that ZRP is a special case of TZRP.
Recently, Liang and Hass [22] proposed virtual backbone routing (VBR) scheme that combines the philosophy of ZRP with hierarchical routing. VBR limits the proactive component to the local routing zones only, as in ZRP while the reactive component restricts route queries to within the virtual backbone. It uses the distributed database coverage heuristic for backbone generation and maintenance and also for dynamic local zone construction and maintenance as the network topology changes. A node can join or leave the VB at any time depending on the movement of nodes and changes in the link topology. A VB node serves as a database queried by source nodes for the link-state information of nodes within the zone. When a node wants to communicate with another node outside its zone, it sends a query to its nearest database (VB node). If the route is not found in the database, the node broadcasts the route query to all other databases through the virtual links between the VB nodes. After receiving the route query, a database whose routing zone contains the destination, sends a route reply, through the reversed VB path and back to the query originating database. Each database along the way computes the best route segments that it can see within its zone and appends them in the route reply packet. Route queries are always directed to certain locations in the network, avoiding flooding in the network.
This reduces the overall control traffic in the network. High node mobility in the network may pose a problem due to the operations that have to be performed to regenerate the VB. Also the reactive component tends to transmit a lot of control traffic.
Ant based routing
AntNet and ABC [3, 39] are among the earliest algorithms that use ant colony optimization methods to solve routing problems for wired network. Both are proactive algorithms. AntNet uses two ants, forward and backward ants to find the shortest route from the source to the destination. The forward ant searches for the route from the source to destination, while the backward ant changes the status of the links by increasing the pheromone concentration on the links along the path. ABC, which is also similar to AntNet is considered to be more efficient since the algorithm uses less control overhead packets.
ARA [13] (ant colony based routing algorithm) proposed by Gunes et al. is one of the first ACO algorithms for finding routes in mobile ad hoc networks. It is a reactive algorithm which consists of three phases: route discovery, route maintenance and route failure handling. Forward and backward ants are used in the route discovery phase. The route maintenance phase does not use any specialized ants, but rather uses data packets to maintain the route between the source and destination. If the source receives a route failure notification, the source re-initiates a route discovery phase. ARA paved the way for many more ant colony optimization algorithms for MANETs since it is not scalable and does not detect cycles.
ARAMA [16] is a proactive routing algorithm. The main task of the forward ant as in other ACO algorithms for MANETs is to collect path information. However, in ARA-MA, the forward ant takes into account not only the hop count factor, as most protocols do, but also the links local heuristic along the route such as the node's battery power and queue delay. ARAMA defines a value called grade. This value is calculated by each backward ant, which is a function of the path information stored in the forward ant. At each node, the backward ant updates the pheromone amount of the node's routing table, using the grade value. The protocol uses the same grade to update pheromone value of all links. The authors claim that the route discovery and maintenance overheads are reduced by controlling the forward ant's generation rate. However, they do not clarify how to control the generation rate in a dynamic environment.
Islam et al. [18] propose an on demand routing algorithm called source update algorithm. The routing update scheme in this algorithm solves the all pair shortest path problem unlike other protocols which solves the single source shortest path problem. The algorithm uses an exploration technique instead of an exploitation technique and detects cycles. The disadvantage of this algorithm is that it does not scale well for large networks.
AntHocNet is a hybrid ant based routing protocol proposed by Di Caro [4] in the effort to combine the advantages from both AntNet and ARA. AntHocNet reactively finds a route to the destination on demand, and proactively maintains and improves the existing routes or explore better paths.
In AntHocNet, ant maintains a list of nodes it has visited to detect cycles. The source node sends out forward ants and when it receives all the backward ants, one generation is completed. Each node i keeps the identity of the forward ants, the path computation, number of hops, of the ant from the source to node i, and the time the ant visited node i. Note that more than one ant may have reached node i and therefore the identity of the ant is important. When an ant arrives at a node, the node checks the ant's path computation and the time it reached node i. If the path computation and time are within a certain limit of those produced by another ant of the same generation then the ant is forwarded. Otherwise, the ant is discarded.
In case of a link failure at a node and no alternative paths are available, the node sends a reactive forward ant to repair the route locally and to determine an alternative path. If a backward ant is received for the reactive forward ant, the data packets are sent along the newly found path and all its neighbors are notified about the change in route. Otherwise, the node sends a notification to all its neighbors of the lost destination paths which in turn initiates forward ants from the neighbors.
In the literature, AntHocNet is considered a well known hybrid algorithm. However, route maintenance is expensive with the reactive forward ants flooding the network. Each node keeps a table with all possible destination routes which leads to scalability problems.
HOPNET algorithm
The HOPNET algorithm consists of the local proactive route discovery within a node's neighborhood and reactive communication between the neighborhoods. The network is divided into zones which are the node's local neighborhood. The size of the zone is not determined locally but by the radius length measured in hops. Therefore, a routing zone consists of the nodes and all other nodes within the specified radius length. A node may be within multiple overlapping zones and zones could vary in size. The nodes can be categorized as interior and boundary (or peripheral) nodes. Boundary nodes are at a distance from the central node. All other nodes less than the radius are interior nodes.
In Fig. 2 , if the radius of the zone is 2 then for node S, nodes A, D, F, G are boundary nodes, and nodes B, E, C are interior nodes. All other nodes are exterior nodes (outside Fig. 2 . Example. the zone). In order to construct a zone, a node, and determining border nodes, a node needs to know its local neighbors. This is achieved by a detection process based on replies to hello messages transmitted by each node.
Routing table
Each node has two routing tables: Intrazone Routing Table (IntraRT) and Interzone Routing Table (InterRT). The IntraRT is proactively maintained so that a node can obtain a path to any node within its zone quickly. This is done by periodically sending out forward ants to sample path within its zone and determine any topology changes (such as nodes moving away, link failure, new nodes entering the zone, etc.). Once a forward ant reaches a destination, a corresponding backward ant is sent back along the path discovered. The InterRT stores the path to a node beyond its zone. This source routing table is setup on demand as routes outside a zone is required. The peripheral nodes of the zone are used to find routes between zones.
Route discovery
This section explains the route discovery within a zone and between zones. The network can be represented as a graph G ¼ ðV; EÞ where V is the number of vertices (nodes) and E is the number of edges (links). We apply the ACO algorithm to find the shortest or best path from a given source to the destination. Each link e ¼ ðv i ; v j Þ is associated with two variables: uðv i ; v j Þ represents the pheromone value on each link and wðv i ; v j Þ represents the time (a period for which the links may be in connection). The pheromone value gets updated by the ants as they traverse the links. The ants change the concentration of the pheromone value on their journey to the destination and on their way back to the source.
Route discovery within a zone
The route discovery within a zone is accomplished by using an intrazone routing table, IntraRT.
A node sends out internal forward ants periodically to all its neighbors to maintain the IntraRT. Note that we distinguish between internal forward ant that is used within a zone and external forward ant that is sent between zones. The size of the IntraRT table is the degree of the node times all the nodes within its zone. The rows indicate the neighbors of nodes which are one hop away and the column represents all the nodes in the zone. There are four elements in the routing table for a particular (row, column) pair: hpheromone, visited times, hops, SeqNOi. Pheromone is the amount of pheromone concentration on the link, visited times indicates the number of times the link has been visited by the ants, hops is used to indicate the number of hops between the node and all the nodes within its zone. Note that the hops field helps to distinguish between a peripheral node and an internal node. That is, if hops is equal to the zone's radius Ç , then the node in the column is an internal node, otherwise it is a peripheral node.
The data structure of the ant contains Source, Destination, SequenceNO, Type, Hops and Path. Each ant is tagged with a sequence number, stored under SeqNO in the table, to uniquely identify the ant's generation and avoid duplication of packets from a node. The Source field stores the source node address; Destination field stores the destination address. This field is left blank for internal forward ant and stores the destination node's address for external forward ants; Source and destination nodes incrementally generate a sequence number SequenceNO each time forward ants or backward ants are sent out. The pair (Source, SequenceNO) can uniquely identify the ant's generation; There are five types of ants. This is indicated in the Type field. 0 for internal forward ant, 1 for external forward ant, 2 for backward ant, 3 for notification ant, 4 for error ant; Hops field indicates the number of hops a forward ant can move. For internal forward ant, the zone radius is assigned and for external forward ant, we leave this field blank. Path field represents the sequence of nodes between source and destination.
When a source node v S wishes to send data to a destination v D , it first looks up the columns of its IntraRT to see if the destination lies in its zone. If it finds the destination in its IntraRT, then the route discovery process is done. Note, if the destination is within a zone, there will always be a route to the destination since the IntraRT is proactively maintained.
In our algorithm, an ant chooses a node that produces the best path from the node to the destination. To do so, an ant first selects a node that has not yet been visited by other ants. The ant explores all the links adjacent to a node that has not yet been visited before selecting the next hop node. If there exists no such unvisited node, the ant searches for the next hop by considering the pheromone concentration. This exploration strategy guarantees that no link is missed and thereby no good path is missed.
As mentioned above, the rows in the routing table indicate the neighbors of node v i which are one hop away and the column represents all the nodes within a zone. When an ant selects a node v j as its next hop node from v i , the ant moves to node v j and updates the pheromone for entry ðv i ; v S Þ in v j 's routing table [18] , where v S is the source node. That is, an ant deposits some pheromone on the routing table entry corresponding to the neighbor node it just came from ðv i Þ and to the source node, which is viewed as a destination node [8] . This we call as the source update algorithm. This is based on the idea that since ants collect path information as they traverse from source to the current node, the ants can therefore modify the entries of the routing table that influence the routing of ants from the source node.
In a simple ant colony optimization meta-heuristic algorithm [13] , the pheromone concentration on a link ðv i ; v j Þ along which an ant travels is increased by the following equation:
where Du is a constant amount of pheromone, and along all other links the pheromone is decremented by the following equation:
where E is the evaporation coefficient provided by the user. Note that Du depends on the application [8] .
In our algorithm for mobile ad hoc networks, since we use the source update algorithm [8] , which involves considering the path from current node v i to source node, v S , the pheromone entry in ðv i ; v S Þ in v j 's routing table is reinforced. Therefore, the quality of the solution of ant k would be the total time, T k of the path just traversed by ant k from v S to v j and Eq. (1) would become
. T k represents the total time required to traverse from v S to v i plus the time on the link ðv i ; v j Þ, which can be represented as, T k ¼ Tðv S ; v i Þ þ wðv i ; v j Þ. is a constant parameter which is used for defining high quality solutions with low cost [8] . has to be chosen appropriately to avoid fast or slow evaporation.
In summary, the amount of pheromone increase along entry ðv i ; v S Þ is given by
The pheromone concentration on all other entries not equal to v i in the same column ðv S Þ in v j 's routing table is decremented using the evaporation equation below
Note that this equation is similar to Eq. (2) with the exception that since we are considering the source update algorithm, we have to decrement the pheromone value on all entries ðv l ; v S Þ; 8l-i in the source column.
On its way back to the source, an ant again updates the pheromone concentration. However, the ant updates it for the destination column. 
where T 0 is Tðv S ; v D Þ À Tðv S ; v k Þ. This emphasizes more pheromone concentration on the path that is closest to the destination. All other neighboring node's pheromone concentration in column v D are decremented as above (Eq. (5)). For further description of the source update technique, please refer to [18] . Note that by allowing an ant to always perform the source update, it allows another ant which considers the source as the destination to find the path easily. That is, if node v i is the source for an ant traveling to destination v D , then the ant updates the pheromone content of the source column in the routing table of the node ðv k Þ that it has just visited and selects the next hop by considering the entries in the destination column for the neighboring nodes of v k . By doing so, the ant selects the next node based on the best path that one of its neighboring nodes can provide. Also, updating the source column indicates the best available path that is reachable from the source to v k . When another ant considers v i as its destination, it always considers the destination column ðv i Þ to find the best path. The pheromone concentration in the entries in v i indicates the best path from its current node's neighbors to v i . This is already updated by the arrival of previous ants that considered it as the source resulting in determining the overall best path to the destination.
Route Discovery between zones
The interzone routing table, InterRT, is used when a node fails to find the destination within its zone in the IntraRT table. The table consists of four fields: Destination, SeqNo, Path and Expire. The path (stored in the Path field) to a destination (Destination) is stored in the table for a certain period of time as indicated in the Expire field. When a source wishes to send data packets to a destination out of its zone, it checks the InterRT to determine if a route has already been discovered by a previous ant recently. If the path has not expired, the node immediately sends out packets along the nodes indicated in the Path field. That is, the packet can be ''self-directed" to the destination along the path. Otherwise, the node sends external forward ants to find a path to the destination.
The external forward ants are first sent by the node to its peripheral or border nodes. This is easy to do, since the IntraRT keeps an updated path information for all the nodes within its zone which also includes the border nodes. At the boundary, the peripheral nodes check to see if the destination is within its zone by searching for the destination or path in its IntraRT table or InterRT table  if the destination is outside the zone. If the destination is not within its zone and the path has expired, the ants are forwarded to the next zone via the other peripheral nodes within its zone. This process continues until the destination is found. Note that the sequence number of the ants allows duplicate ants to be discarded. At the destination, the sequence number of the forward ant just received is compared with the sequence number indicated in the IntraRT table for destination. If the former is greater, then the forward ant is converted to a backward ant (type field changes from 1 to 2) in the ant's data structure. The backward ant inherits the path stored in the forward ant's data structure and traverses back to the source. On the other hand, if the sequence number of the forward ant is less or equal to the sequence number stored in the IntraRT table for the destination, the ant dies since the smaller sequence number indicates that either the ant is outdated or the same sequence number indicates that another ant of the same generation has been received. When the backward ant reaches the source, the source node inserts a record in its InterRT table for the destination and the path obtained from the backward ant. The source then sends the packet along the path to the destination.
An example of the route discovery between zones is given below using Fig. 2 . Assume the source, S wants a route to the destination, T. Since T does not belong to S's zone, S will send an external forward ant to its peripheral nodes A, D, F and G using the route indicated in its IntraRT table. When the ant arrives at nodes A, G and F, these ants will die because these peripheral nodes do not have any neighbors to send the packet out. Node D, first looks through the IntraRT table to check if T is within its zone. In this example, T will not be in the table. Therefore, D will send the ant to its peripheral nodes K and M. Note that D will not send the ant to the other peripheral nodes S and A because the ant comes from C, which would discard any ants that are sent back to it. This is routing overhead control mechanism. This mechanism will help the ant to be directed away from the source node. Thus, the mechanism prevents the ants flooding across the entire network. D appends its address to Path field and sends out the ant to its border nodes M (hS, D, Mi) and K (hS, D, Ki). Similarly, M can not find T in its zone. Node M, therefore, sends the ant to its peripheral nodes Q ; U and R. Both U and R find the destination node T within their zone. U and R then send forward ants with their appended addresses to node T via the path indicated in path field of node T in IntraRT table.
The backward ant traverses in the reverse direction (for example, hT, U, M, D, Si) to source S from destination T with the type field in the data structure changed from 1 to 2.
Note that the HOPNET algorithm is able to find multiple paths from a source to a destination.
Route maintenance
A route can be invalid due to nodes along the route moving away or a link being broken. If the damaged route is an internal one within a zone, it will recover after a period because the IntraRT is proactively maintained. If an interzone route is invalid, the upstream node of the broken link will conduct a local repair procedure, trying to find an alternative path to the destination while buffering all the packets it receives. If the node successfully finds a new path to the destination, it will send all the buffered packets to the destination via the newly found route, meanwhile, a notification ant will be sent to the source to let the source node know the change of route. All nodes on the path that the notification ant visits will update their inter routing table (InterRT) to remove any invalid routes. The source will replace the related path with the path value in the notification ant. If such an alternative path can not be found, an error ant will be sent to the source node. After receiving the error ant, if the source node still needs a route to the destination, it will initiate a new forward ant to find a route to the destination following the route discovery procedure described in the previous section.
A psuedocode of the proactive and reactive intra zone and inter zone routing algorithm is given in the Appendix.
Experimental results
We evaluate our algorithm in a number of simulation scenarios. The test scenarios are obtained by varying specific parameters in a base scenario. Our implementation is done in the GloMoSim simulation environment. GloMoSim supports routing protocols for purely wireless networks. Therefore, we compare the performance of our algorithm to one of the well known protocols, AODV, supported in GloMoSim. In the base scenario, 50 nodes are placed in a rectangular area of 3000 Â 1000, they move according to the random way mobility model (RWP) [21] . In this model, each node selects a random destination within the simulation area and moves in a speed uniformly distributed between 0 m/s and the maximum speed of 10 m/s. The node travels towards the new destination and upon arrival it pauses for the specified time period and then proceeds as previously described. Simulations were run for a total of 900 s each time. The data traffic was generated by 20 constant bit rate (CBR) sources, with sending rates of single 64-bytes every 3 s. We use the 802.11 protocol at the MAC layer. The radio propagation range is set to 250 m and the data rate is 2 Mbit/s. This base scenario is used for the experiments unless otherwise indicated. Fig. 3 shows the end to end delay of HOPNET in comparison to AODV protocol. HOPNET produces better end to end delay results than AODV. This is attributed to the zone framework and the local intrazone routing table and interzone routing table. The intrazone table proactively maintains all the routes within its zone and interzone stores the the path to the destination that the ants recently visited. These tables contribute to fast end to end packet transmission since the paths are readily accessible. The evaporation rate also contributes to the paths. In HOPNET, we can adjust the evaporation rate. If the evaporation rate is too slow such as 10%, the simulation results indicate the ants travel in a cycle. We found the evaporation rate of 20-25% to be suitable for our algorithm. By adjusting the evaporation rate of pheromone on the links, the ants can traverse on the links or ignore the links by decrementing the pheromone concentration. The evaporation rate helps in discarding links that are broken. These reasons allow HOPNET to produce better end to end delay results. Fig. 4 shows the figure for delivery ratio for HOPNET and AODV. There are two reasons an intermediate node will not be able to deliver packets: the pheromone concentration along the neighboring links is zero or the node has moved away. In the latter case, the upstream node of the broken link will conduct a local repair procedure, trying to find an alternative path to the destination while buffering all the packets it receives. If the node successfully finds a new path to the destination, it will send all the buffered packets to the destination via the newly found route, meanwhile, a notification ant will be sent to the source to let the source node know the change of route. In the former case, the ants cannot select any links to travel if all their links, upstream and downstream are zero and the data packet is dropped at that node, hence higher delivery ratio in AODV than HOPNET. Note that as the network size increases and with more neighbors for a node, the delivery ratio for HOPNET is better than AODV. This is because the ants can choose from multiple paths rather than a single path as in AODV.
Fig . 5 shows the control overhead of HOPNET and AODV. AODV is a pure reactive protocol. HOPNET is proactive within a zone. The control packets are periodically sent out within a zone to maintain the routes in the zone. This is a major contributing factor to the overhead in HOP-NET. As the network size increases with more neighbors for a node, the node has more choices for paths to destination and therefore, the routes between zones has multiple paths. This is seen in the figure for nodes larger than 30 and is better than AODV.
Figs. 6-8 show the end to end delay, delivery ratio and overhead respectively for various network sizes and zone radius. As the network size increases and radius increases, we see that the end to end delay in Fig. 6 is less, for example node 200, radius 4. This is because the algorithm starts to behave proactively accommodating a lot of nodes within one zone.
For nodes 200 and 100 after radius of 3, the delivery ratio in Fig. 7 increases. In this case, the network is dense and the ants are able to find multiple paths. On the other hand, for nodes less than 100 as the radius increases, we see from the figure that the delivery ratio decreases. This is because there is not many multiple paths for smaller networks.
As the zone radius increases for large networks, the overhead in Fig. 8 is also high. This is due to the congestion of the network with more neighbors and thereby sending more ants to keep the tables updated.
The next few experiments are comparison results between AntHocNet and HOPNET. AntHocNet [4] is a hybrid ant based routing algorithm that reactively finds a path to the destination on demand and proactively maintains and improves the existing routes. It is not based on the ZRP framework as HOPNET. In HOPNET, we form zones among the nodes and each node proactively maintains a routing table to all its internal nodes within a zone. A node initiates a reactive route discovery procedure for paths outside its zone. Though HOPNET is also a hybrid algorithm involving reactive and proactive protocols, it is based on cluster or zone formation unlike AntHocNet. This approach provides better scalability.
We compare HOPNET with AntHocNet in the next few figures. We used the same simulation set up used in the AntHocNet paper [4] . AntHocNet also uses the random way mobility model as HOPNET. The base scenario is as follows: the area is 1500 Â 300 with 50 nodes randomly placed in this area with maximum speed of 20 m/s and simulation time of 900 s and pause time of 30 s. Similar to the paper [4] , we used different test scenarios derived from the base scenario by changing some of the parameters. Fig. 9 shows the delivery ratio by increasing the simulation area. The simulation area is increased from the base scenario of 1500 Â 300 m 2 to 2500 Â 300 m 2 . As the authors [4] indicate, progressively extending the long side of the simulation area, makes the paths longer and the network sparser. We notice from the figure that HOPNET gives a slightly lower delivery ratio than AntHocNet. This we attribute to using a constant zone radius of 2. Though the network becomes sparse, combining the nodes into zones with a zone radius of two allows better route maintenance of paths and route discovery. The ants hop from one zone to another zone rather than one node to another node as in AntHocNet. The information obtained about the paths within a zone is maintained within a zone in one central place and therefore, accessibility and route discovery by the ants is faster. This we think is the reason for not producing a degrading delivery ratio performance for HOPNET compared to AntHocNet. Fig. 10 shows the scalability results of AntHocNet and HOPNET. As per the discussions in [4] , starting from 50 nodes in a 1500 Â 300 m 2 area, we multiply the terrain edges by a scaling factor and the number of nodes by the square of this factor, up to 200 nodes in a 3000 Â 1000 m 2 area. We notice that HOPNET scales extre- Fig. 10 . HOPNET vs. AntHocNet: delivery ratio vs. scaling factor. Fig. 9 . HOPNET vs. AntHocNet: delivery ratio vs. simulation area. mely better than AntHocNet. The advantage of HOPNET in terms of delivery ratio increases in comparison to AntHocNet. The size of the network has very little impact on the routing algorithm. It is here that HOPNET shows its strength. Fig. 11 illustrates the results due to the mobility of the nodes by varying the pause time from 0 and 900 s. At pause time 0 the nodes move constantly, and as we increase the pause time to 900 s, all nodes are static. This figure shows a similar trend as in the previous figure. For nodes with less mobility with longer pause times, the delivery ratio for HOPNET is comparable to AntHocNet. We notice that for high mobility from 0 to 10 s, HOPNET produces better delivery ratio than AntHocNet. However, as the mobility changes from 20 to 70 s, we see that the delivery ratio for HOPNET decreases then picks up after 70 s and is stable at higher pause times once the nodes become stable. AntHocNet on the other hand, increases the delivery ratio from 10 to 30 s and then decreases again until it reaches 70 s. The reason for the stability at higher pause times and better delivery ratios at low mobility is due to the zone radius which is set to two. The authors [4] do not compare the overhead incurred by their algorithm in comparison to AODV. We speculate that since AntHocNet needs to sample the route constantly unlike HOPNET, which maintains within the zone, AntHocNet would produce substantial overhead.
Since HOPNET produces a comparable delivery ratio for high mobility (0-10 s) and from 70 s and beyond, we wanted to test our hypothesis that HOPNET may perform better if we increased the zone radius. Fig. 12 illustrates the results for zone radius 4. Fig. 13 shows the comparison for radius 2 and 4. The results show that the fluctuation we noticed from 20 to 70 s in Fig. 11 is not seen in Fig. 12 and is steady. Between 70 and 400 s, HOPNET outperforms AntHocNet. AntHocNet though does slightly better between 20 s and 30 s the results fluctuate for high mobility and is not steady. This is because of the rapid moving nodes that cause an existing route to be invalid, and AntHocNet may happen to find an alternative route to the destination while HOPNET also finds an alternative route, but it has to update its internal routing table and create route for destination beyond its zone, which may lead to some packets getting dropped. However, as we can see, with the increase in pause time, HOPNET outper- forms AntHocNet because most destination may fall into the source node's zone, thus data packets are sent out to the destination immediately since the algorithm has a good route maintenance policy. For those packets that are to be sent out of the zone, they are directed to the border node quickly. If the network is static (pause time = 900), HOPNET achieves 97.09% data packet delivery ratio. On the contrary, in AntHocNet, data packets may collide with its ongoing sampling control packets which get dropped due to its network congestion.
The experiments above indicate that HOPNET scales extremely well and is more advantageous in terms of packet delivery ratio in comparison to AntHocNet. The network size has no effect on the packet delivery ratio. If we increase the zone radius we noticed that the packet delivery ratio was stable for both high and low mobility. These experiments illustrate the strength of HOPNET's zone routing protocol. The zone routing framework together with an ant based routing algorithm is well suited for mobile ad hoc networks.
The next set of experiments were done using the Random Drunken model. In this model, each node moves independently with the same average speed and continuously within the region without pausing at any location. It changes direction after every unit of distance. The model can provide us with knowledge of HOPNET performance in an environment where nodes change directions very quickly but links stay relatively stable [44] . The simulation setup is the base scenario presented for the experiments using the random way point model at the beginning of the experimental section. Fig. 14 shows the performance results of HOPNET with AODV in terms of delivery ratio. As can be seen, the HOP-NET and AODV perform the same for 10 to 50 nodes, and beyond 50 nodes, HOPNET's performance exceeds that of AODV. In the random drunken model, the nodes are continuously moving. When the number of nodes is small, some of the nodes which act as border nodes, move away. This implies that HOPNET has to perform route maintenance continuously for routes not within its zone and therefore the packet delivery ratio drops at node 50. On the other hand when the number of nodes is large, the border nodes, though they move, are still within the vicinity of their zones and the designated routes exist limiting the need for determining a new route. In AODV, when nodes move, route maintenance has to be done to find new routes by broadcasting and therefore the delivery ratio steeps low. This experiment emphasizes that bordercasting plays a significant and important role in high packet delivery ratio when nodes are on the move. Fig. 15 represents the overhead. When the number of nodes is small, as we explained above, the border nodes move, new border nodes have to be determined and new routes have to be recalculated increasing the overhead in the system. As the number of nodes increase, the nodes are within its own zone and finding the new border nodes is not necessary thereby decreasing the overhead. Fig. 16 shows the end to end delay experienced by HOP-NET and AODV. The end to end delay for HOPNET decreases as the number of node increases actually producing better packet delivery ratio and less overhead as the figures above emphasize. This is again due to bordercasting and as the nodes space gets dense the destination nodes are within their zones. The source node can route its packet to the destination without delay. [42] . When the zone size is small (1 or 2), the reactive and proactive algorithm work together to find a route to the destination outside the zone. When the zone radius increases, the proactive part of the algorithm will have more input into the overall performance of the algorithm. ZRP uses link-state routing protocol within the zones while we use ACO. Link-state routing produces more overhead as can be seen in the figure. This experiment emphasizes that importance of ACO in HOPNET.
Conclusion
We proposed a novel routing algorithm for MANETs. The network is divided into zones to achieve scalability. The algorithm supports proactive routing within a zone and reactive routing between zones. To our knowledge, our algorithm is the first effort to design an ant based routing protocol that uses zone routing framework. The algorithm is efficient and is comparatively better than AODV for end to end delay and delivery ratio. The overhead decreases and is better than AODV as the network size increases. Experiments indicate that the zone radius has significant impact on packet delivery ratio for high and low mobility. When the zone radius is increased we notice that HOPNET outperforms AntHocNet for pause times 70-400 s. HOPNET is quite stable for high and low mobility unlike AntHocNet that fluctuates during the various pause times. We show through these experiments the size of the network has no impact on the routing algorithm and is highly scalable compared to AntHocNet. The algorithm has been compared to random way point model and random drunken model. HOPNET performs better than AODV, and the results using the random drunken model show that bordercasting is not always efficient. For small number of sparse nodes, due to the continuous movement of border nodes, new routes had to be determined continuously using the route maintenance strategy proposed in the paper. For large number of nodes, the nodes tend to be within the zone radius and performance of packet delivery ratio increases. The algorithm is also compared to ZRP. When the zone size is small (1 or 2) , the reactive and proactive algorithm work together to find a route to the destination outside the zone. For larger zone radius, we notice that the proactive part is used by both ZRP and HOPNET. However, since ZRP uses link-state routing for its proactive part, more overhead is incurred compared to ACO used in HOPNET. This experiment emphasizes the importance of using ACO in the routing algorithm for MANETs. Parimala's research interests are on the design, development, implementation and performance evaluation of parallel and multithreaded algorithms for applications such as computational biology, computational finance, medical imaging or computational medicine on advanced architectures. Her current research interests include developing distributed algorithms for mobile ad hoc networks using nature inspired algorithms such as ant colony optimization techniques. She has published several papers in the above areas in leading journals and conferences and has graduated many students. Parimala has organized conferences as local chair, program chair and tutorial chair. She has been serving as a reviewer and program committee member for many conferences. She has also been a reviewer for many leading journals. She is a member of the ACM and IEEE societies. Tulsi has developed a curriculum for cross-disciplinary computational finance course at University of Manitoba and currently teaching this at both graduate and undergraduate level. He has trained and graduated many students in this area. His research interests include Scientific and Grid Computing, Bio-inspired algorithms for Finance, MCommerce Applications, and Mathematical Finance, where he has been training many graduate students.
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