We consider solution of linear ill-posed problem Au = f by Tikhonov method and by Lavrentiev method. For increasing the qualification and accuracy of these methods we use extrapolation, taking for the approximate solution linear combination of n ≥ 2 approximations of Tikhonov or Lavrentiev methods with different parameters and with proper coefficients. If the solution u * belongs to R((A * A) n ) and instead of f noisy data f δ with f δ − f ≤ δ are available, maximal guaranteed accuracy of Tikhonov and Lavrentiev approximations is O(δ 2/3 ) and O(δ 1/2 ), respectively, versus accuracy O(δ 2n/(2n+1) ) and O(δ n/(n+1) ) of corresponding extrapolated approximations. We propose several new rules for a posteriori choice of the regularization parameter, including modifications of the monotone error rule. Extensive numerical experiments show that in case u * ∈ R(A * ) the extrapolated Tikhonov approximation with a posteriori parameter choice (not using any smoothness information) is typically more accurate than Tikhonov approximation with optimal parameter.
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Introduction
We consider an operator equation
where A ∈ L(H, F ) is a linear continuous operator between Hilbert spaces H and F . We suppose that instead of exact f ∈ F noisy data f δ ∈ F with f δ − f ≤ δ are available. For approximation to the solution u * ∈ H we use in case F = H, A = A * ≥ 0 (the selfadjoint case) the Lavrentiev method u α = (αI + A) −1 f δ and in general case (the non-selfadjoint case) the Tikhonov method u α = (αI + A * A) −1 A * f δ . Here α > 0 and I is the identity operator. These approximations have low accuracy: if
then for u appr = u α the order optimal error estimate u appr − u * ≤ const δ p/(p+1) (2) can be reached only for small p: in Lavrentiev method for p ≤ 1, in Tikhonov method for p ≤ 2. We propose to use for u appr a proper linear combination of n ≥ 2 terms u α i (2) for p ≤ n in selfadjoint case and for p ≤ 2n in non-selfadjoint case. Note that in a posteriori choice of the regularization parameter α often several approximations with different parameters are computed and then computation of their linear combination is an easy task. Extrapolation is widely used in well-posed problems: in discretization methods, numerical integration, interpolation etc [1, 2] . Extrapolation for increasing the accuracy of regularization methods is much less studied. In case of exact data the extrapolated Tikhonov method was studied in [2] [3] [4] [5] [6] for systems of linear algebraic equations and in [7] for operator equations, the extrapolated Lavrentiev method was studied for linear systems [2, 6] and in case n = 2 for Fredholm integral equations of the first kind [8] . In case of noisy data extrapolation of Lavrentiev and Tikhonov methods and iterated versions of these methods for operator equations was briefly discussed in [9, 10] , and a more detailed treatment of this subject was given in [11] . In this paper we give a survey of the results of [11] , propose several rules for choosing a proper extrapolated approximation and present numerical examples.
Note also that extrapolation algorithms do not use any a priori information about solution as some other algorithms do (e.g [12] uses information (1)).
Parameter choice in the Tikhonov method
For a posteriori choice of the regularization parameter α in Tikhonov method several rules are proposed. In discrepancy principle [13, 14] for Tikhonov approximation such α is chosen, for which Au α − f δ = bδ, b ≥ 1. In the modified discrepancy principle [15, 16] α MD and in the monotone error rule [17] (ME-rule) α ME are chosen from equations
respectively. Here u 2,α is the approximation of the iterated Tikhonov method. Discrepancy principle, the modified discrepancy principle and the ME-rule guarantee in case (1) the error estimate (2) for p ≤ 1, p ≤ 2 and p ≤ 2, respectively. The name of the ME-rule is justified by the property d dα u α − u * ≥ 0 for all α ∈ (α ME , ∞).
It means that the optimal parameter α opt = argmin{ u α − u * , α > 0} ≤ α ME . Usually α ME < 1, hence there exists c ≥ 1 with α opt = α c ME . In numerical experiments of Section 8 we get good results with estimated parameter α MEE = α 1.09 ME . Recently many papers [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] advocate the balancing principle (called also Lepskii principle). Here the approximations u α i are computed for values α 1 = δ 2 and α k = α 1 q k−1 , k = 2, 3, . . . , M , where q > 1 and M is such that α M −1 < 1 ≤ α M . For the regularization parameter α m is taken, where m is the first index, for which a certain condition is fulfilled. For Tikhonov method this condition is in [26, 27] 
with c = 2 and in [22, 29] ∃j ∈ {1, . . . , m} : with c = 2. In [24] for nonlinear problem condition (6) with c ≥ 8 is used. However, evidently a proper c must depend on q, in such way that c → 0 as q → 1. Otherwise, after finding α m ≈ α opt on coarse mesh and then refining the mesh, left hand side of (5) tends to zero as q → 1, hence α m chosen by (5) increases. More exactly, one can show that if in conditions (5), (6) constant c satisfies c > q − 1 and c > q − q j−m , respectively, then the error of Tikhonov approximation is a monotonically increasing function of c. As proven in [30] , the balancing principle with condition (5) 
. We recommend to use the last constant in condition (5) and c = (q − q j−m )/(4 q j−m+1 ) in condition (6) . However, in our numerical experiments with the last c in (6) always such α m was chosen for which (6) was satisfied with j = m − 1 or j = m. Condition (6) needs huge computation time, and resulted in large error in numerical experiments, therefore we used in Section 8 instead of (6) the condition
In Lavrentiev method α MD from the modified discrepancy principle [31] is found as the solution of the equation
Extrapolation of methods of Tikhonov and Lavrentiev
Let u α i , i = 1, . . . , n be approximations of Tikhonov or Lavrentiev methods with different
As shown in [11] , extrapolated Lavrentiev approximation (9) and extrapolated Tikhonov approximation (9) coincide with corresponding approximations
of nonstationary implicit iterative methods. In v n,α both indexes can be viewed as regularization parameters.
Choice of parameters in extrapolated approximation
In the following we consider separately the cases, when one of parameters n and α is fixed and other parameter is regularization parameter. 1) Let the sequence α 1 , α 2 , . . . be given (α is fixed) and consider choice of n in extrapolated Tikhonov approximation v n,α . We give condition for checking, whether v n,α is more accurate solution than v n−1,α . Denote r n ≡ Av n,α − f δ . Let C = const > 1. Theorem 1. [11] . The functions d D (n) = r n , d ME (n) = (r n + r n+1 , r n+1 )/(2 r n+1 ) are monotonically decreasing and d D (n + 1) < d ME (n) < d D (n) for all n. Let n D , n ME be the first numbers with d D (n) ≤ Cδ, d ME (n) ≤ Cδ respectively. Then n D − 1 ≤ n ME ≤ n D and v n,α − u * < v n−1,α − u * for n = 1, 2, . . . , n ME . If the monotonically decreasing infinite sequence α 1 , α 2 , . . . satisfies conditions
then existence of finite n D and n ME is guaranteed and for n ∈ {n D , n ME }, v n,α − u * → 0 (δ → 0) and in case (1) the error estimate (2) holds for all p > 0.
In extrapolated Lavrentiev method we recommend to choose n by the discrepancy principle: n = n(δ) is the first n with Av n,α − f δ ≤ Cδ. It guarantees the convergence v n,α − u * → 0 (δ → 0) and under assumption (1) the error estimate (2) for all p > 0.
2) Let n ≥ 2 and q 1 , . . . , q n+1 be fixed. Consider choice of α in extrapolated approximation v n,α .
are monotonically decreasing. If α is chosen from the discrepancy principle d D (n) = Cδ, then v n,α − u * → 0 (δ → 0) and in case (1) for u appr = v n,α the error estimate (2) holds in extrapolated Tikhonov method with p ≤ 2n − 1 and in extrapolated Lavrentiev with p ≤ n − 1. If α in extrapolated Tikhonov method is chosen from the modified discrepancy principle d MD (α) = Cδ, then v n,α − u * → 0 (δ → 0) and in case (1) for u appr = v n,α the error estimate (2) holds with p ≤ 2n. If α in extrapolated Lavrentiev method is chosen from the modified discrepancy principle Av n+1,α − f δ = Cδ, then v n,α − u * → 0 (δ → 0) and in case (1) for u appr = v n,α the error estimate (2) holds with p ≤ n. For different α i = q i α (i = 1, . . . , n) different number of iterations m 1 , . . . , m n may be used. We take for approximate solution (see [11] )
Extrapolation of iterated methods of Lavrentiev and Tikhonov
where the coefficients d i,k can be uniquely determined from relation
Theorem 3.
[11] If n and q 1 , . . . , q n are fixed and α is chosen from the discrepancy principle d D (n) = Cδ, then v n,α − u * → 0 (δ → 0) and in case (1) for u appr = v n,α the error estimate (2) holds in non-selfadjoint case with p ≤ 2(m 1 + m 2 + · · · + m n ) − 1 and in selfadjoint case with p ≤ m 1 + m 2 + · · · + m n − 1. 
Use of extrapolation for parameter choice in Tikhonov method
Consider a posteriori choice of the regularization parameter α in methods of Lavrentiev and Tikhonov. In rules (3), (4), (8) of Section 3 iterated approximation u 2,α is used, hence one additional equation must be solved. Following theorems show that order optimal error estimates for source-like solutions remain true, if in these rules u 2,α is replaced by a proper linear combination of two approximations. 
Let us choose α = α(δ) in u α according to the rule
or to the rule
Then u α − u * → 0 as δ → 0. In case (1) the error estimate (2) holds with p ≤ 2. 
Then u α (δ) − u * → 0 as δ → 0. In case (1) the error estimate (2) holds with p ≤ 1.
The monotone error rule for choosing an approximation from sequence
In balancing principle a sequence of approximate solutions {u α i } is computed and a rule for choice of one approximation u α i is given. It motivates us to give another rule, the monotone error rule, for choice of proper approximation from sequence. Theorem 6. Let u i = A * w i , i = 1, 2, . . . be a sequence of approximations to solution u * of the equation Au = f . Let i ME be the first index i satisfying
Then
Proof. We have
For using the functional d ME (i) elemets w i are needed. They may be get, computing at first w i and on final step u i = A * w i . Last theorem may be applied for many kind of approximations: for approximations u i = u α i with decreasing parameters α 1 > α 2 > . . . in Tikhonov method or in iterated Tikhonov method. In extrapolated Tikhonov method i in u i may refer to number of terms n in linear combination (9) or to α i in (9) or to some other element in arbitrary sequence of extrapolated approximations. 
Numerical experiments
We solved 12 test problems, 10 of which were from [32] and the other two were slight modifications of these. We used discretization parameter 100 and if the problem had more parameters, these were taken 1 (except the problem deriv2). Besides solutions u * of [32] we used smoothened solutions (A * A) p/2 u * with p = 0.25, 0.5, 1, 1.5, 2, 4, 8 and the right-hand side was computed as f = A(A * A) p/2 u * . All problems were normalized in such way that the norms of operator and right-hand side were 1.
Instead of exact data f randomly perturbed data f δ were used with error f − f δ = δ, where values of δ were 0.5 and 10 −i , i = 1, . . . , 7. The problems were regularized by the Tikhonov method. As in balancing principle, Tikhonov approximations were computed on the set of alpha-values Ω = {α i } with α N = 1, α i−1 = α i /q, N = 1000. For q we took 16 √ 2 ≈ 1.04, 4 √ 2 ≈ 1.19, and 2. In case q = 2 and δ ∈ {0.5, 0.1} we used also the values α i with i ≤ N + 5.
For choice of α i ∈ Ω, the following rules were used. 1) Discrepancy principle: α D is the first α i in the sequence α N , α N −1 , . . . , for which (10)); α MEE is the nearest alpha-value to α 1.09 ME in Ω. 3) Balancing principle: α L1a and α L1b were chosen as the first α m in the sequence α 1 , α 2 , . . . , for which (5) holds with c = 3 √ 3(q − 1)/(16 √ q) and c = 2, respectively; α L2 was chosen as the first α m in the sequence α 1 , α 2 , . . . , for which (7) holds.
We computed the extrapolated approximations
For n = 2, . . . , 5, various rules for choosing k lead to the following extrapolated approximations. 1) v nME = v (nME) n , where N − nME + 1 is index i ME from Theorem 6, applied to the sequence
, where nMEE is the nearest index for alpha-value α 1.083 nME .
, where nD is the first k in sequence N , N −1, . . . , for which Av 1, 0) . These constants and constants for α DE , α MEE , and v maxDE below were found by optimization on a large data set. The exponent less than 1 for α D was good only for p ≥ 1.
We computed also v maxD = v (N ) n , choosing n as n D in Theorem 1, and v maxDE = v (N ) n with n as the nearest integer to 1.1(N − n maxD ).
In model equations the exact solutions are known. We found α opt as α i ∈ Ω with the smallest error: u αopt − u * = min{ u α i − u * , α i ∈ Ω}. We solved these problems 10 times. Tables 1 and 2 show the averages (over all problems, all q, all δ and 10 runs) of error ratios e D = u α D − u * / u αopt − u * , e ME = u α ME − u * / u αopt − u * , . . . , e vmax = u αvmax − u * / u αopt − u * . Table 2 does not contain results for v 4MEE and v 5MEE , which were by about 0.05 larger than the ratios for v 4DE and v 5DE .
In Table 3 error ratios of v 3DE for every problem are given. In most problems the ratios decreased for increasing p.
As tables 2-4 show, in case u * ∈ R(A) the error of extrapolated approximation was in most cases smaller than the error of the best single Tikhonov approximation. 
