Given a universe N containing n elements and a collection of multisets or sets over N , the multiset multicover (MSMC) or the set multicover (SMC) problem is to cover all elements at least a number of times as specified in their coverage requirements with the minimum number of multisets or sets. In this paper, we give various exact algorithms for these two problems, with or without constraints on the number of times a multiset or set may be picked. 
Introduction
In this paper, we study exact algorithms for the set multicover(SMC) and the multiset multicover(MSMC) problems. In the set multicover problem, we are given a universe N of n elements and a family of sets F = {S 1 , ···, S |F | } where each S i is a subset of N , and we need to find a minimum cardinality sub-family F ⊆ F such that each element i ∈ N is covered b i integral number of times. In the multiset multicover problem, we are given a collection of multisets instead of a collection of sets. Here a multiset S i contains a specified number of copies of each element i ∈ N . Note that in order to minimize the total number of picked sets or multisets, each set or multiset can be chosen a number of times. Here if we further require that each set or multiset can be chosen at most a specified number of times, the SMC or the MSMC problem becomes the SMC or the MSMC with multiplicity constraints problem. Much attention has been given to approximation algorithms for these problems in the past several decades [11, 10, 3, 4, 5] . Besides approximate algorithms, recently there has also been some effort in understanding how fast we can exactly solve these covering problems.
By using the inclusion-exclusion principle and a fast zeta transform technique, Björklund et al. [1] have shown that the set cover problem can be exactly solved in O * (2 n ) time using O * (2 n ) space. Here, using the O * (f (n)) notation we omit a (log f (n))
O (1) factor. Based on this observation, they proposed a family of exact algorithms for the set partitioning problems which improve all the previous algorithms. Later on they showed that similar faster algorithms can also be obtained by using the so called fast subset convolution [2] . Very recently, Hua et al. and Nederlof have independently given their exact algorithms for the set multicover problem in [6] and [9] , respectively. In [6] , we show that the set multicover problem can be exactly solved in
) time with polynomial space. In [9] , based on a novel counting formulation, the set multicover problem can be solved in O((b + 1) n |F mc |) time and polynomial space. Here |F mc | means the total number of given sets. Although this result greatly outperforms the polynomial space exact algorithm given in [6] , as discussed in [8] , the algorithm given in [6] can also exactly count the number of set multicovers that satisfy the coverage requirements. We are not aware of any known exact algorithms for solving the multiset multicover, the set multicover with multiplicity constraints and the multiset multicover with multiplicity constraints problems. Some key notations and their definitions are given in Table 1 . 
Notations
Definitions
The universe set. F ms (F mc ) (F sc ) A collection of (multi)sets in a multiset multicover (set multicover) (set cover) instance.
The positive integral coverage requirement vector indicating that each element i must be covered at least b i times and
The vector indicating the number of times that each element i ∈ N appears in each multiset S ∈ F ms and c = max i∈N,S∈Fms (F ms (S, i)). We assume c ≤ b and b ≥ 2.
The number of k -tuples < s 1 , · · ·, s k > over F sc such that the union of the sets k i=1 s i without removing duplicate elements satisfies the coverage requirements. 
and m2 = n+1 b+2
and m2 = c(n+1) c+1
.
Our Results. In this paper, we give: (1) the fastest exact algorithm for the set multicover problem; (2) the first known exact algorithm for the multiset multicover problem; and (3) the first known exact algorithm for the set or multiset multicover with multiplicity constraints problem. Table 2 summarizes previous related results and those given in this paper.
Preliminaries. The Inclusion-Exclusion Principle.
[folklore]: Let S be a finite set with subsets A 1 , A 2 , ..., A n ⊆ S, and with the convention that∩ i∈∅ A i = S, then we know the number of elements in S which lie in none of the A i is
Counting Set Covers. By using the inclusion-exclusion principle (Equation 1), Björklund et al. [1] prove that the number c k (F sc ) of set covers can be calculated through Equation 2. Here a sc (X) denotes the number of sets in F sc which avoid (do not cover) any element in the set X ⊆ N .
Solving the Set Cover Problem via Counting Set Covers. According to the definition of c k (F sc ) (c.f. Table 1 ), we can see that, in order to find the minimum number of sets that satisfy the coverage requirement, we just need to find the minimum k value that satisfy c k (F sc ) > 0 using binary search. This is a standard approach which was first used in [1] . Hua et al. [6] also employed a similar approach for exactly solving the set multicover problem, i.e., searching the minimum k that guarantees a positive c k (F mc ) number of set multicovers. In this paper, similar to what is done in [9] , we will not directly count the number of multicovers; instead, we will first transform the multicover problems into the set or multiset cover problem, and then we search for the minimum k value that satisfies a positive number of set covers.
Two Formulations for Counting the Transformed Set Covers
We first explain how to transform the set or multiset multicover problem into the corresponding set cover problem, as follows. For each element i ∈ N with b i coverage requirement, we replace this element with b i replicated elements. This means that the universe N with n elements will be augmented to become a new universe N with at most bn elements. Accordingly, the collection of (multi)sets F mc or F ms will be respectively expanded into a new collection of (multi)sets F mc or F ms . For example, if b i = 2 and b j = 1, then the element i will be replaced with element i 1 and i 2 ; similarly, the element j will be replaced with the element j 1 or we just say that it remains unchanged. Then the set {i, j} will be replaced with two new sets {i 1 , j 1 } and {i 2 , j 1 }. Accordingly, the multiset {i, i, j} will be replaced with three new multisets {i
In this case, we can count the c k (F mc ) number of set covers for the set multicover problem and can count the c k (F ms ) number of multiset covers for the multiset multicover problem. Now a straightforward formulation for c k (F mc ) or c k (F ms ) is to directly apply the c k (F sc ) formula given in Equation 2. By using a mc (X) or a ms (X) to denote the number of sets or multisets in F mc or F ms that do not cover any element in X, we can give the similar formulations for counting the transformed (multi)set covers, by Equations 3 and 4.
However, we can easily see that the straightforward formulations for calculating c k (F mc ) and c k (F ms ) are extraordinarily inefficient in terms of time complexities. For example, Equation 3 immediately yields an O * (|F mc |2 bn ) time and polynomial space algorithm. So in this paper, we need to employ another kind of efficient formulations. This new formulation for the set multicover problem was first given by Nederlof in [9] . In this section, we extend it to the multiset multicover problem.
These new formulations are obtained by taking advantage of the symmetry information behind Equations 3 and 4. By analyzing all the subsets X used in these two equations, and since the augmented universe N is composed by many replicated elements for each single element with non-unit coverage requirement, we can see that there are many symmetric subsets X ⊆ N in the sense that this family of subsets {X} have the same a mc (X) or a ms (X) values. From this observation, we can conclude that, in order to lower the time complexity, it is not necessary to calculate the a mc (X) or a ms (X) value anew for each subset X ⊆ N . Instead, we can just calculate the a mc (X) or a ms (X) value once for all symmetric subsets X ⊆ N . Now before delving into more details, we need to introduce some necessary notations in Table 3 .
With these notations, we know that From the above analysis, we can give the new formulations for calculating c k (F mc ) and c k (F ms ) in Equations 5 and 6. As mentioned earlier, a similar formulation for the set multicover problem was first used in [9] . . Here S denotes a multiset belonging to F ms and t(S) is a set composed by different elements in the set S. Also c j denotes the number of times that the element j appears in a multiset S. If for all j ∈ t(S) we set c j = 1, then we can obtain a similar formula for calculating |F We first give some necessary notations in Table 4 . Then we compute all F 
and space used from Step 9 to
Step 23. The total time used in these steps can be computed using the formula O(
According to
Step 22, the total space used in these steps is max 0≤i≤n { 
For each X ⊆ N and |X| = t do 7:
for some i ∈ N \X where Y (i) = 0, we calculate c( 
An Exact Algorithm for Set or Multiset Multicover with Multiplicity Constraints Problem
In this section, we turn our focus to the SMC or MSMC with multiplicity constraints problem and give an exact algorithm called EMCM. Here we use the multiplicity constraints vector D = (d S ) to indicate the maximum number of times that each multiset (set) S ∈ F ms (F mc ) can be chosen and d = max S∈Fms (Fmc) (d S ). n |F ms |(d+1)) (O((b+1) n |F mc |(d+1))) directed edges. Second, since the constructed graph is a sparse directed acyclic graph, by using the Dijkstra's algorithm together with topological sorting, we can easily obtain the result.
Remark:
Observe that, for the SMC or the MSMC problem, each set or multiset in F mc or F ms can be used at most b times, the proposed EMCM algorithm can also be used as a constructive algorithm for these two problems.
Future Work
The 1) n ) time-that is, the time is independent of the number of times that each element appears in a multiset.
We need to emphasize that counting the number of transformed set covers for multiset multicover, i.e., the c k (F ms ) value, is different from directly counting the number of multiset multicovers, i.e., the c k (F ms ) value. Although there is now an exact algorithm for calculating c k (F ms ) [8] , the algorithm requires exponential space. So it is worthwhile to try to devise polynomial space efficient algorithms for computing c k (F ms ).
It would be worthwhile also to apply our results to some practical scenarios, such as the minimum length wireless link scheduling problem [7] and the minimum cost cell planning problem [12] .
