We propose a representation learning framework for medical diagnosis domain. It is based on heterogeneous network-based model of diagnostic data as well as modified metapath2vec algorithm for learning latent node representation. We compare the proposed algorithm with other representation learning methods in two practical case studies: symptom/disease classification and disease prediction. We observe a significant performance boost in these task resulting from learning representations of domain data in a form of heterogeneous network.
INTRODUCTION
Representation learning is a group of machine learning methods that aims to find useful representations of the data. The "usefulness" is typically However, this requires to define a data model that can be utilized by representation learning framework. Thus, we propose a formal model of diagnostic data, by means of a heterogeneous network, allowing us to use modern representation learning algorithms for graph-like structures, such as node2vec and metapath2vec. We also develop an extension of metapath2vec that further improves quality of learned representations. Both of these algorithms are designed to learn representations of nodes V given a graph G=(V , E) . If input nodes are encoded by one-hot vectors, then the target mapping is a linear transformation and can be represented by the transformation matrix Α . The learning process is then an optimization task that finds the matrix which, given feature representation of another node, maximizes log-probability of observing a certain "neighbor" node. In other words, we aim to nodes with similar neighbors to have similar feature representation.
Since it is ineffective to compute target function for each possible pair of nodes, they are sampled from the network using random walks instead. The general algorithm of node representation learning is given below. 
The exact algorithm of random walks differs between the algorithms. Authors of node2vec note that there are two distinct kinds of node similarities: homophily (occurring in nodes that are close to each other) and structural equivalence (occurring in nodes that have similar structural roles in the network but are not necessarily closely interconnected). The random walk procedure used in word2vec is characterized by two hyperparameters that incorporate both notions of similarity. The unnormalized transition probability from node v i to node v i+1 given previous node v i−1 is:
) denotes the shortest path between previous and next node. The return parameter p controls the likelihood of returning to already visited node, while the in-out parameter q controls the tendency to explore outward nodes.
Thanks to this, the random walk can result in different pairs of neighbors, depending on which similarity seems more suitable to the target task.
Specifically, sampling strategy used in DeepWalk is the one where p=1 and q=1 , meaning that each node has the same probability of being visited.
Metapath2vec is a modification of node2vec for heterogeneous networks. Heterogeneous network is defined as a graph G=(V , E ,T ) in which each node and each edge is associated with mapping 
are respective node types and R 1 ... R l−1 are relations between them. The transition probability for a node at step i is given by:
Each of the above algorithm can also be used for learning edge representations. They are obtained by combining node representations of adjacent nodes using binary operators, for example average or Hadamard product. This allows to use these algorithm for edge-related tasks, such as link prediction
(predicting whether two nodes should be connected or not) or edge classification. 
PROPOSED FRAMEWORK

Domain model
We also define three types of edges 
Representation learning algorithm
The original metapath2vec algorithm uses only a single meta-path to generate walks. This may be an issue if relationships that we want to be included does not form a path. An example can be seen in range. Following methods were used:
• No pretraining. The embedding layer was only initialized with random values.
• node2vec: an original implementation, with • multi-metapath2vec: a custom implementation, with parameters values the same as 5 a) b) c) d) Figure 3 : F1 scores for node classification task. a) F1 micro score for 0%-90% range. b) F1 micro score for 90%-99% range. c) F1 macro score for 0%-90% range. d) F1 macro score for 90%-99% range. 
Case study: ICD-10 classification
The task is to classify disease (d ) or symptom name (n) nodes according to the subgroup in ICD- obtained the worst values, being outperformed by both metapath2vec and multi-metapath2vec for most of the ranges. However, for the 97-99% of missing data, one can observe a rapid performance decrease of metapath2vec. On the other hand, multi-metapath2vec is steadily the best method in terms of both metrics. The performance gap between multi-metapath2vec and other methods, while relatively small for the 90-99% range, becomes particularly visible for the missing data range 90-98%. On the average, multi-metapath2vec obtains 8 % higher F1 micro score than metapath2vec (25% for F1 macro score) and 220 % higher F1 micro score compared to non-pretrained network (471% for F1 macro score).
Case study: disease prediction
In this case we aim to predict whether a set of symptoms is caused by a specific disease. While it represents real-life task of diagnosis, we generate artificial samples using the proposed network model. Each sample is a modeled as a pair of vector of symptoms and a single disease. The symptoms are selected from associated symptom nodes. Additionally, we use a parameter that incorporates data incompleteness by removing randomly α % of nodes (along with associated edges) from the graph.
The full algorithm is given below. E , v , h ,α ) Append c to C end end return C , C ' E , v ,h ,α ) S ={s ∈V s :⟨ v , s ⟩∈E} c= select at most h elements from S return c We generate 10 cases per each disease, using two ranges of α parameter: 0−90 % (with step 10 % ) and 90−99 % (with step 1 % ). Each case contains at most h=10 symptoms. Neural network used for tests are two-layer feed-forward networks with one embedding layer and an output layer with sigmoid activation for one-hot-encoded diseases.
Each network is trained with 10 epochs of RMSProp algorithm, with mean squared error loss. A separate dataset is generated for validation, using the whole graph, with 10 cases per disease. The training and validation is repeated 10 times with different datasets and the performance metrics are averaged.
Test results are presented in Figure 4 : F1 scores for diagnosis task. a) F1 micro score for 0%-90% range. b) F1 micro score for 90%-99% range. c) F1 macro score for 0%-90% range. d) F1 macro score for 90%-99% range. of multi-metapath2vec over non-modified metap-ath2vec approach.
CONCLUSIONS
As indicated by test results, using representation learning improves performance of neural networks for medical diagnosis-related tasks such as disease/ symptom classification and disease prediction. It follows that the knowledge incorporated in the heterogeneous network model can be efficiently learned and utilized in order to improve machine learning methods used in diagnostic domain to date.
We have shown that heterogeneous networkbased metatpath2vec algorithm improves the final performance of the network compared to node2vec.
Node2vec requires p and q parameters to be specified that controls influence of structural equivalence and homophily. In most practical cases, relationships between nodes are not only one of them but rather some mixture of both. However, it is difficult to determine the exact proportions before the training. On the other hand, in meta-path-based approach, while we do not need to specify them, the complex relationships can still be incorporated in a form of meta-paths, which are more natural to specify and interpret. Moreover, by allowing to use multiple meta-paths we can avoid traversing unimportant edges that are introduced by the recursion constraint. For certain applications this results in a better performance compared to unmodified metap-ath2vec, which is especially visible in case of training data shortage. mining -KDD '14, New York, New York, USA, 2014 , pp. 701-710, doi: 10.1145 A. Grover and J. Leskovec, "node2vec: Scalable Feature Learning for Networks," ArXiv160700653 Cs Stat, Jul. 2016. [4] A. Walczak and M. Paczkowski, "Medical data preprocessing for increased selectivity of diagnosis," Bio-Algorithms Med-Syst., vol. 12, no. 1, pp. 39-43, 2016 , doi: 10.1515 /bams-2015 "Budowa nowoczesnej aplikacji ICT do wsparcia badań naukowych w dziedzinie innowacyjnych metod diagnostyki i leczenia chorób cywilizacyjnych,"
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