Indoor scene segmentation is a difficult task in computer vision. We propose an indoor scene segmentation framework, called DFMNet, incorporating RGB and complementary depth information to establish indoor scene segmentation. We use the squeeze-and-excitation residual network as encoder to simultaneously extract features from RGB and depth data and fuse them in the decoder. Multiple average pooling layers and transposed convolution layers are used to process the encoded outputs and fuse their outputs over several decoder layers. To optimize the network parameters, we use a pyramid supervision training scheme, which applies supervised learning over different layers in the decoder to prevent vanishing gradients. We evaluated the proposed DFMNet on the NYU Depth V2 dataset, which consists of 1449 cluttered indoor scenes, achieving competitive results compared to state-of-the-art methods.
I. INTRODUCTION
Indoor scene segmentation aims to predict the category label of each pixel in an input image [1] . It is a basic task in computer vision and can be used as part of many practical applications, such as autonomous driving, video surveillance, and virtual reality. Extensive research has been conducted on scene segmentation based on conditional random fields using handcrafted features [2] , [3] . Since the advent of fully convolutional neural networks (FCNs) [4] , deep convolutional neural networks (DCNNs) have been the mainstream for scene segmentation. Subsequent methods such as deep labeling for semantic image segmentation [5] - [8] , pyramid scene parsing network [9] , object context network [10] , multipath refinement network [11] , and densely connected atrous spatial pyramid pooling [12] have substantially improved segmentation accuracy.
Some of these FCN architectures focus on indoor environments and utilize depth information to complement RGB data and improve segmentation [4] , [13] - [15] . In general, The associate editor coordinating the review of this manuscript and approving it for publication was Vladimir M. Mladenovic . FCN architectures can be divided into two types: encoderdecoder and dilated convolution FCNs. Encoder-decoder FCNs [4] , [11] , [15] - [17] use downsampling to extract semantic information and upsampling to recover the fullresolution scene segmentation map. Consequently, these FCNs lose spatial information during encoding, having to apply a skip architecture to recover spatial information during decoding. In contrast, dilated convolution FCNs [6] , [8] , [18] employ this type of convolution to exponentially expand the receptive field without downsampling. By omitting downsampling, these FCNs preserve the spatial information in the image throughout the network processing, serving as discriminative tools that classify every pixel on the image.
The development of low-cost RGB-D cameras, such as ASUS Xtion and Microsoft Kinect, has enabled the simultaneous acquisition of corresponding color and depth images. Unlike color images, depth information is independent of illumination. Moreover, squeeze-and-excitation (SE) networks [19] can perform feature recalibration for using global information to selectively emphasize informative features and suppress less useful ones.
We propose a deep multimodal fusion network, called DMFNet, for indoor RGB-D scene segmentation. A residual block with the SE network is used as building block to avoid model degradation and perform feature recalibration. This allows the network performance to improve with the structure depth and fully leverage global information. Moreover, we apply a fusion structure to incorporate the depth image information into classification and use a skip architecture to bypass spatial information from the encoder to the decoder. Further, we use pyramid supervision that applies supervised learning over different layers on the decoder for optimization.
The contributions of the proposed framework can be summarized as follows:
1) The proposed DMFNet is proposed for indoor RGB-D scene segmentation, which applies the SE residual network (ResNet) module as building block in the encoder.
2) Pyramid supervision training is proposed to optimize the network by applying supervised learning over different layers during upsampling.
3) Image pyramids is used to enlarge the receptive field of the model and reduce resource requirements.
4) The proposed DMFNet achieves state-of-the-art results for scene segmentation on the NYU Depth V2 dataset.
II. RELATED WORK A. RGB SCENE SEGMENTATION
Given the great progress in image classification using DCNNs [13] , [21] - [23] , most recent scene segmentation methods use this approach. Long et al. [4] proposed an FCN that extends DCNN visual classification to dense pixelwise classification by convolutionalization. Still, FCN-based methods are limited by the low-resolution prediction due to several max-pooling operations. Various alternatives are available to overcome this limitation. In [5] , [8] , atrous convolution has been employed to support exponential expansion of the receptive field without losing resolution. Chen et al. [5] used dense conditional random fields [24] to obtain a detailed final prediction. Several follow-up studies [25] - [29] have employed sophisticated methods to combine conditional random fields with DCNNs. In addition, multiple deconvolution layers have been learned from low-resolution feature maps to upsample the coarse feature maps while recovering detailed boundaries [16] , [30] , [31] . Another approach exploited ResNets to achieve high-accuracy prediction.
The ResNet architecture was first proposed by He et al. [13] by analyzing model degradation, which causes saturation and then accuracy degradation as the network depth increases. Veit et al. [32] presented a complementary explanation of the increased performance of ResNets, as they avoid the vanishing gradient problem by introducing short paths between inputs and outputs. Later, He et al. [33] analyzed the propagation formulations behind the connection mechanisms of ResNets and proposed a new structure of residual unit. They extended the depth of a deep ResNet to 1001 layers. Zagoruyko and Komodakis [34] investigated the memory consumption of ResNets and proposed a residual unit aimed to decrease the depth and increase the width of a deep ResNet.
Recently, Zhao et al. [9] presented the pyramid scene parsing network that has become a conventional model for scene segmentation. In their pyramid scene parsing network, a pyramid pooling module (PPM) is used to generate feature representations at different levels. However, due to the strided convolution layers and max-pooling layers within the backbone, detailed object boundaries are missing. After realizing this fault, the recent Deeplabv3+ [7] chooses Xception [35] as backbone network and involves both atrous spatial pyramid pooling to extract rich structural information and a simple decoder to recover detailed boundaries. Xiang et al. [36] unified the PPM with their customized decoder and presented a fast and efficient low-weight network called the turbo unified network. This method improves the reasoning speed and guarantees accuracy of the results.
B. RGB-D SCENE SEGMENTATION
Most available methods (e.g., [16] , [37] - [39] ) perform scene segmentation from single RGB images. As the Large RGBD Dataset was released, some approaches (e.g., [14] , [40] ) attempted to fuse depth map for better segmentation. Recently, Cheng et al. [41] calculated the affinity matrices from RGB images and depth images for improved upsampling at important locations. Jiang et al. [20] proposed an RGB-D encoder-decoder ResNet for indoor scene segmentation. Yuan et al. [42] designed an FCN consisting of dual branches to simultaneously extract feature maps from both RGB and depth data and fuse them at increasing network depths. Fayyaz et al. [43] proposed a module based on a LSTM architecture in a recurrent neural network for interpreting temporal characteristics of video frames over time.
Ma et al. [44] proposed a DCNN to perform scene segmentation from RGB-D sequences. They train their network to predict multi-view consistent semantics using a self-supervised approach. Liu et al. [45] proposed a model of fully connected, deep, and continuous conditional random fields for both discrete and continuous labeling. Liu et al. [46] proposed a gravity detection algorithm to improve the robustness of depth encoding and combined dual-stream networks, RGB and HHA_adv. They modified the pairwise potential function with normal information in conditional random fields to refine scene segmentation.
C. ATTENTION MODULES
Attention modules have been widely used in recent vision applications. To boost the performance of visual classification, Wang et al. [47] proposed trunk-and-mask attention between intermediate stages of a DCNN. An hourglass module is proposed to achieve global emphasis across both the channel and spatial dimensions. Furthermore, SE networks [19] provide an effective, lightweight gating solution to self-recalibrate the feature map via channel-wise importance. Likewise, the block attention module [48] and convolutional block attention module [49] enable spatial attention.
RGB scene segmentation can use a DCNN to collect feature information from images to achieve the final category classification, whereas RGB-D scene segmentation adds depth information to the original RGB scene segmentation for improved accuracy. However, RGB-D scene segmentation has reached a bottleneck, and it is difficult to further improve the results. Based on the great success of attention modules in image classification, we apply it for scene segmentation to obtain more detailed and accurate results. We also improve and simplify the SE network [19] component to establish the encoder that extracts feature information. In addition, we modify the PPM from pyramid scene parsing networks [9] to decompose the pyramid structure and gradually integrate it with the feature map during decoding.
III. FRAMEWORK OF PROPOSED DMFNET A. NETWORK ARCHITECTURE
The architecture of the proposed DMFNet for scene segmentation is shown in Fig. 1 . We use blocks of different colors to highlight the different types of layers. We denote the improved and simplified SE ResNet modules as Conv_SE_Block (orange block) and Identity_SE_Block (yellow block), respectively. These modules are used as encoder of the employed convolutional neural network, and their number is the same as that of Conv_Block and Iden-tity_Block in the original ResNet. The encoder has two convolutional branches, namely, RGB and depth branches. The decoding stage starts with the fusion of the last output of the two branches as elementwise summation. We also feed the first summation result into the modified PPM. Unlike the conventional PPM, which integrates four features at different pyramid scales, we use four transposed convolution layers with different convolution step sizes to upsample the four features at different pyramid scales, and then fuse them with the feature graphs with the same size during decoding. This structure is mainly composed of an average pooling layer and a transposed convolution layer, conforming the APT block (blue block). The feature diagram is merged in the form of element concatenation, and there are two methods for feature fusion based on elements: summation, such as Add in Fig. 1 , and splicing, such as Concatenation in Fig. 1 .
B. ENCODER NETWORK
When the original SE ResNet is directly applied to scene segmentation, poor results are retrieved given its complex structure and large number of parameters. Therefore, we simplified and improved the SE ResNet to serve as encoder of the two input branches in the proposed neural network and extract features of RGB and depth images.
The SE ResNet-50 architecture that we use has one-fourth of the parameters from the original SE ResNet, and we only employ one fully connected layer. Fully connected layers are computationally expensive, and we reduce the number of parameters by adopting a single layer while leveraging the high performance of the SE block.
As shown in Fig. 2 , like the Conv_Block and Iden-tity_Block in ResNet, the proposed SE ResNet module is composed of Conv_SE_Block and Identity_SE_Block, but we directly input the image into the SE ResNet instead of passing through convolutional and max-pooling layers. The double of output channels is used in the proposed Conv_SE_Block, compared to the quadruple of input channels in the original Conv_Block, except for the first Conv_SE_Block in Fig. 1 . Moreover, the convolution kernel size of all the convolutional layers in Conv_SE_Block and Identity_SE_Block is 3 × 3, and the convolution step size of the first convolutional layer in Conv_SE_Block is 2.
In Fig. 2 , U and z represent the input and output of adaptive average pooling, respectively, and z ∈ R C is obtained by shrinking U through spatial dimensions H × W , where the c-th element of z is computed by
To use the aggregated information, it is processed by a second operation that fully captures channel-wise dependencies. We use a simple gating mechanism with a sigmoid function activation:
where W ∈ R C and the mechanism is achieved by a simple fully connected layer fc, whereas the elements of sare obtained through activation layer (σ ). Then, the branch output can be obtained by rescaling U with the following actions:
whereX = x 1 ,x 2 , . . . ,x c and F scale (u c , s c ) represents the channel-wise multiplication between feature map u c ∈ R H ×W and scalar s c . We experimentally determined that the number of channels in the original ResNet50 would demand several parameters for training the whole neural network, and that failure can occur during the network training. Therefore, to ensure the accuracy of the network prediction results, we adjusted the number of feature channels at the input and output of each block. Table 1 lists the encoder configuration when using the proposed SE ResNet as encoder, where m is the number of input feature channels, n is the number of output feature channels, and l unit is the number of residual units in the SE ResNet module. The number of input channels, m, of the first Conv_SE_Block is 3/1, that is, three channels for the RGB image and one channel for the depth image.
C. DECODER NETWORK
We use four identical units to compose the decoder of the proposed neural network. A unit is depicted in Fig. 3 and given by the following structure: add layer, rectified linear unit (ReLU) layer, transposed convolution layer, concatenation layer, convolutional layer, and batch normalization layer. In addition, as the output of the last unit is the result of the network, this unit does not include batch normalization. In the decoder, the convolution step size of all the transposed convolution layers is set to 2, and the size of the convolution kernel of the transposed convolution and convolutional layers is set to 3 × 3, except for the last convolutional layer, whose kernel size is 1 × 1. The add and concatenation layers use elementwise summation and product [50] , respectively. In the decoder configuration listed in Table 2 .
The add layer requires that each feature has the same size and number of channels. Each add layer has features from two outputs of the corresponding part of the RGB branch and the depth branch of the encoder network with the same resolution by skip architecture (This procedure is repeated three times, shown in Fig. 1) , and hence we set the numbers of input and output channels per unit of the decoder stage according to the number of channels from the characteristics of the encoder stage. The number of output channels in the last unit is 40, because this is the final prediction size of the proposed DMFNet.
In addition, we use the APT block to capture the feature information at different levels from the output of the encoder and incorporate this information for decoding. This module, depicted in Fig. 4 , consists of an average pooling layer, a transposed convolution layer, a batch normalization layer, and a ReLU layer.
Note that four such blocks are used, and the kernel size of the average pooling layer in each block is different: 1 × 1, 3 × 3, 5 × 5, and 7 × 7. For the transposed convolution layer in the block, we also set four different convolution step sizes 
D. PYRAMID SUPERVISION
Pyramid supervision training mitigates the vanishing gradient problem by introducing supervised learning over five layers. As shown in Fig. 1 , the algorithm computes four intermediate outputs (side outputs) from the feature maps of the four ReLU layers besides the final output. Each side output score map is computed using a convolutional layer with 1 × 1 kernel and stride one. Therefore, all the outputs have different spatial resolutions. The final output of the network is a full-resolution score map, while side outputs out1, out2, out3, and out4 are downsampled. For instance, out4 has one-sixteenth of the height and width of the output. Hence, the spatial resolution of the side outputs goes from low to high, being another advantage of pyramid supervision. In fact, progressive supervision can make the feature map of the neural network become increasingly accurate, continuously improving the accuracy of the final output. The four side outputs and final output are then fed into a softmax layer and cross-entropy function to establish the loss function.
More concretely, the loss function of each output has the form in Eq. (4), where g i ∈ R denotes the class index on the ground-truth semantic map on location i. s i ∈ R Nc denotes the score vector of the network output on location i, with N c being the number of classes in the dataset, and N denotes the spatial resolution of the specific output. When dealing with the loss function from out1 to out4, ground-truth map g is downsampled using nearest-neighbor interpolation. The overall cross-entropy loss is thus the summation over the five cross-entropy losses from the outputs. Instead of assigning equally weighted losses on pixels in different outputs, the overall loss configuration assigns more weight on pixels of the downsampled outputs (e.g., out4).
IV. EXPERIMENTS AND RESULTS

A. DATASET
To demonstrate the performance of the proposed framework, we conducted experiments on the popular RGB-D NYU Depth V2 dataset [51] , which contains 1,449 pairwise RGB-D images captured from 464 different indoor scenes, with 795 images for training and 654 for testing. Following the procedure in [52] , we grouped the 894 different object classes into 40 categories.
B. IMPLEMENTATION DETAILS
During training, we resized the RGB and depth images, as well as the ground-truth semantic maps to a resolution of 480 × 640. The ground-truth maps were further resized into four downsampled maps with resolutions from 240 × 320 to 30 × 40 to verify the pyramid supervision of the side outputs. In addition, the inputs and ground-truth data were augmented by applying random scale and crop operations, and the input RGB images were further augmented by applying random hue, brightness, and saturation adjustments. Moreover, we calculated the mean and standard deviation of the RGB and depth images over the entire dataset to normalize the input values. We used the PyTorch deep learning library [53] for implementation and training of the proposed framework. The network was trained using stochastic gradient descent with momentum for optimization. The initial learning rate of all layers was set to 0.002 and decayed by a factor of 0.8 every 200 epochs. The momentum of the optimizer was set to 0.9, and a weight decay of 0.0004 was applied for regularization. The network was trained using a NVIDIA TITAN Xp GPU with batch size of 3.
Two single-input networks were constructed using two branches of the encoder. We used the training and test sets for the two networks and registered the weights providing the best mean intersection over union. Note that the inputs to these two neural networks were RGB and depth images, but they were supervised using the same labels. For the two obtained weights, we only used the weight of the encoder part as pretraining weight of the two branches in the proposed dual-stream input network encoder. In addition, in the convolutional layer after the first three concatenation layers, we set three different expansion ratios of 2, 4, and 6.
C. EVALUATION
We evaluated the trained model on the 654 test images and applied three performance criteria regarding pixel accuracy and region intersection over union, namely, pixel accuracy (pixel-acc), mean accuracy (mean-acc), and mean intersection over union (mean-IoU). Let n ij denote the number of pixels belonging to class i and predicted as class j, t i = j n ij denote the total number of pixels of class i, and the number of different classes be n cl .
pixel-acc = i n ii i t i (5) mean-acc = 1 n cl i n ii t i (6) mean-IoU = 1 n cl i n ii t i + j n ji − n ii (7) D. EXPERIMENTAL RESULTS
We performed experiments on different methods and compared their results on the same dataset. Specifically, we compared the proposed framework with state-of-the-art approaches on the NYU Depth V2 dataset. As summarized in Table 3 , our framework achieves the best results on the three criteria, suggesting its superiority and high performance for scene segmentation. The results of the proposed DMFNet in Table 3 were obtained using the complete neural network structure shown in Fig. 1 and pretraining considering the two-branch singleflow model. To evaluate the influence of the APT block and pretraining method on the performance of the proposed framework, we conducted complementary experiments.
E. ABLATION STUDY
We conducted an ablation study to evaluate the effectiveness of the proposed DMFNet. Specifically, we show the effectiveness of the APT block to improve the network performance by comparing the proposed DMFNet trained with and without it. In addition, to determine the influence of pretraining using the two-branch single-flow model on the network performance, we omitted the weight value obtained during pretraining and retrained the neural network in the previous two experiments. The experimental results of the ablation study are summarized in Table 4 . Tables 3 and 4 show that even without loading the pretraining weights and omitting the APT blocks, our algorithm VOLUME 7, 2019 outperforms other methods. Moreover, the accuracy of the proposed DMFNet improves when only the pretraining weights are loaded or the APT blocks are used. Both loading the pretraining weights and using the APT blocks retrieve the most accurate results of the proposed DMFNet.
According to the experimental results, the proposed APT block can effectively integrate feature information with high precision into the features of the decoder stage to improve the output accuracy. Moreover, as the two encoder weights obtained by separately training two single-stream networks are used as initial weights of the two encoders in the DMFNet, the precision of the output results is further improved. Hence, the pretraining weights are beneficial to the performance of the proposed DMFNet.
To further demonstrate the effectiveness of the add layer in the fusion block, we keep the pipeline unchanged while only replacing the add layer with the concatenation layer. The results are listed in Table 5 . We can see that using the add layer in the fusion block generally yields better performance than the concatenation layer in the fusion block.
The final test predictions of the four experiments reported in this section are shown in Fig. 5. Fig. 5 (a)-(c) show the RGB image, ground truth, and results considering the pretraining weight and APT block, respectively. Fig. 5(f) shows the results considering the pretraining weight and omitting the APT block, whereas Fig. 5(e) shows the results without using the pretraining weight but using the APT block, and Fig. 5(d) shows the results considering neither the pretraining weight nor the APT block.
V. CONCLUSION
We propose an RGB-D encoder-decoder framework with SE blocks for scene segmentation of indoor scenes. The proposed DMFNet combines the short skip connection in the SE ResNet module and the long skip connection between encoder and decoder for accurate semantic inference. It also applies fusion in the decoder to incorporate depth information. Moreover, the APT block captures feature information at different levels from the output of the encoder, and another fusion structure incorporates this information during decoding. Furthermore, we apply supervised learning over several layers on the decoder to improve the network performance. Our experimental results on the NYU Depth V2 dataset show that the proposed DMFNet achieves state-of-art results by loading pretraining weights and using the APT block.
