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Abstract
Given a C∗-algebra B, a closed ∗-subalgebra A ⊆ B, and a partial isometry S in B which interacts
with A in the sense that S∗aS = H(a)S∗S and SaS∗ = V(a)SS∗, where V and H are positive linear
operators on A, we derive a few properties which V and H are forced to satisfy. Removing B and S
from the picture we define an interaction as being a pair of maps (V,H) satisfying the derived properties.
Starting with an abstract interaction (V,H) over a C∗-algebra A we construct a C∗-algebra B containing A
and a partial isometry S whose interaction with A follows the above rules. We then discuss the possibility
of constructing a covariance algebra from an interaction. This turns out to require a generalization of the
notion of correspondences (also known as Pimsner bimodules) which we call a generalized correspondence.
Such an object should be seen as an usual correspondence, except that the inner-products need not lie in
the coefficient algebra. The covariance algebra is then defined using a natural generalization of Pimsner’s
construction of the celebrated Cuntz–Pimsner algebras.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In [6] we have introduced a crossed-product construction (see also [7,8]) given an endo-
morphism α of a C∗-algebra A and a transfer operator L, attempting to improve and extend
previous constructions. Since then a wealth of interesting examples have been discovered, no-
tably Watatani’s study of polynomial maps on subsets of the Riemann sphere [10] and Deaconu’s
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graphs [4] (see also [9]).
Recall that, among other things, the crossed-product referred to above involves a partial isom-
etry S such that
Sa = α(a)S and S∗aS = L(a), ∀a ∈ A.
If one looks at these relations from a purely aesthetical point of view he or she will likely be
bothered by their asymmetry. For instance, S is allowed to jump from left to right but not vice
versa, that is, there is no relation telling us what to do with an expression of the form aS .
Perhaps the cause for this asymmetry is the fact that time evolution is often irreversible. In
order to explain this recall that while α can be interpreted as accounting for the future2 evolution
of the system under analysis, the transfer operator is needed to account for the past. In the case of
irreversible systems, namely systems in which α is not invertible, it is natural that time evolution
should behave quite differently depending on whether we are moving forward or backward in
time.
If we are speaking of a classical irreversible system, say a continuous (non-invertible) map
T :X → X,
where X is a compact space, the trouble with accounting for the past corresponds to the fact that
a point x in X may have more than one pre-image under T . Yet the set T −1(x) of all pre-images
is always well defined and in some cases one can attach a probability distribution to T −1(x)
representing a guess as to what the past looked like. By looking at an already extinguished camp
fire it is impossible to tell how did it look like the night before but it is sometimes possible to
guess!
Suppose that one indeed is given a probability distribution μx on T −1(x) for each x in X.
Then, given an observable, i.e. a continuous scalar valued function f on X, one may define
L(f )|x =
∫
T −1(x)
f (y) dμx(y), ∀x ∈ X.
In this way L(f ) represents the expected value of the observable f one unit of time into the past.
Supposing that L(f ) is continuous for every f one checks without difficulty that L is a transfer
operator for the endomorphism α of C(X) defined by
α :f ∈ C(X) → f ◦ α ∈ C(X).
In this paper we wish to take a first step toward the study of systems whose future behavior
presents the same degree of uncertainty as its past.
Inspired by our previous crossed-product construction we postulate that our given algebra of
observables A should be embedded in a larger algebra B (roughly playing the role of the crossed-
product) containing a partial isometry S which governs time evolution. Time evolution itself will
2 In Dynamical Systems one often thinks of the given map as representing the time evolution and hence its positive
iterates represent the “future.”
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S and the elements of A. These commutation relations will be required to have the form
S∗aS =H(a)S∗S and SaS∗ = V(a)SS∗, (†)
for all a ∈ A, where V and H are positive linear maps defined on A. One should think of these
maps as corresponding to the past and future evolution. Which is which is not an issue since the
situation will be absolutely symmetric.
Starting with as few assumptions as possible we will derive properties of these maps, thus mo-
tivating the definition of an interaction: a pair of maps (V,H) satisfying the derived properties.
In particular we will show that
H(a)S∗S = S∗SH(a) and V(a)SS∗ = SS∗V(a),
thus eliminating any asymmetry in (†) which the reader might have suspected.
A rule to be followed here is to restrict one’s attention to statements which refer exclusively
to A, as opposed to the larger algebra B or the partial isometry S . Once the definition is given we
will fix an interaction (V,H) over a unital C∗-algebra A and, ignoring any previous information
relative to B or S , we will reconstruct an instance of B and S in such a way that (†) holds.
The crucial step in this reconstruction is a certain ternary ring of operators, TRO for short [19]
(see also [5]). There are several equivalent ways to define a TRO but perhaps the quickest one
is that a TRO is a closed subspace Y of a C∗-algebra such that Y Y ∗Y ⊆ Y . There is also an
axiomatic definition in which the ternary operation
(x, y, z) ∈Y ×Y ×Y → xy∗z ∈Y
plays a predominant role. In the present situation in which A is assumed to be a subalgebra of B ,
where S also lies, we take Y to be the closed linear span of ASA. Given a, b, c, d, e, f ∈ A
observe that
(aSb)(cSd)∗(eSf ) = aV(bd∗)SH(c∗e)f,
which shows that Y is in fact a TRO.
If one is to reconstruct Y from the abstract information contained in the given interaction
(V,H), the natural thing to do is to let X be the tensor product (over the complexes) of A by
itself, that is,
X = A⊗A,
(later we will use “
” for the algebraic tensor product over the complex numbers) and equip X
with the ternary operation
[·, · ,·] :X ×X ×X →X
defined by
[a ⊗ b, c ⊗ d, e ⊗ f ] = aV(bd∗)⊗H(c∗e)f.
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in the guise of a Hilbert-bimodule. Observe that every right-Hilbert-module is a TRO relative to
the ternary operation
[ξ, η, ζ ] = ξ 〈η, ζ 〉.
In fact a TRO can be considered as a Hilbert-bimodule in which the coefficient algebras are not
explicit. Thus, supposing one can guess the coefficient algebras, describing a TRO as a Hilbert-
bimodule is sometimes easier. In the present case the right guess is to take the reduced C∗-basic
constructions KV and KH [18] relative to the conditional expectations
EV = V ◦H and EH =H ◦ V,
respectively. Our major effort is thus directed at the task of giving a KV–KH-Hilbert-bimodule
structure to a certain completion of A⊗A. The idea is to adopt the following “dictionary”
S → ⊗,
SS∗ → eV ,
S∗S → eH,
where eV and eH are the canonical idempotents in KV and KH, respectively. Therefore the
easily verifiable formulas
(i) (aSb)(cSd)∗ = aV(bd∗)SS∗c∗,
(ii) (aSb)∗(cSd) = b∗H(a∗c)S∗Sd,
(iii) (aSS∗b)(cSd) = aSH(bc)d,
(iv) (aSb)(cS∗Sd) = aV(bc)Sd,
translate to
(i′) 〈a ⊗ b, c ⊗ d 〉 = aV(bd∗)eVc∗,
(ii′) 〈a ⊗ b, c ⊗ d〉r = b∗H(a∗c)eHd,
(iii′) (aeVb)(c ⊗ d) = a ⊗H(bc)d,
(iv′) (a ⊗ b)(ceHd) = aV(bc)⊗ d,
hence suggesting (i′) the KV -valued inner-product, (ii′) the KH-valued inner-product, (iii′) the
left-KV -module structure, and (iv′) the right-KH-module structure.
Since the Hilbert-module we are after is in fact a completion of A ⊗ A, in order to extend
the above formulas beyond the algebraic tensor product we must verify certain inequalities, the
proof of which turns out to be a major headache. It would therefore be interesting to find shorter
proofs of the existence of the above Hilbert-module structure.
Fortunately, after the TRO/Hilbert-bimodule is constructed, it is easy to find an algebra B
containing A and a partial isometry S satisfying the predicted commutation relations.
One is next faced with the question of extending the construction of the crossed-product.
In the context of an endomorphism and a transfer operator the crossed-product is the Cuntz–
Pimsner algebra of a certain Hilbert-bimodule (also known as a Pimsner bimodule [14] or a
correspondence [13], see also [3]).
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dence which seems to be the natural replacement in the general case is not quite a corre-
spondence! Rather it is the TRO X constructed above which is an A–A-bimodule but not a
right-A-Hilbert-module. In other words, there is no A-valued inner-product (although there is an
inner-product taking values in a larger algebra). We call such an object a generalized correspon-
dence (for the lack of a better name). Precisely speaking a generalized correspondence is a TRO
which is at the same time an A–A-bimodule such that
• [ξ, aη, ζ ] = [ξ, η, a∗ζ ], and
• [ξ, ηa, ζ ] = [ξa∗, η, ζ ],
for all a ∈ A, and ξ, η, ζ ∈X .
As already mentioned a TRO is a Hilbert-bimodule in which the coefficient algebras are not
explicit. Nevertheless one may dig out the coefficient algebras as follows: let L (X ) and R(X )
be the algebras formed by the left and right operators [5, 4.3], respectively, and let K(X ) ⊆
L (X ) and Kr (X ) ⊆ R(X ) be the ideals of generalized compact operators. Then given any
pair of C∗-algebras (L,R) with
K(X ) ⊆ L ⊆L (X ) and Kr (X ) ⊆ R ⊆R(X ),
one sees that X is an L–R-Hilbert-bimodule. The main difference between the classical
and generalized versions of correspondence is as follows: consider the ∗-anti-homomorphism
ρ :A →R(X ) given my
ρ(a) : ξ ∈X → ξa ∈X .
In case X is a classical correspondence one may easily prove that every compact right operator
coincides with ρ(a) for some a in the ideal generated by 〈X ,X 〉r and conversely, ρ(a) is a
compact right operator for every a in said ideal. In particular Kr (X ) ⊆ ρ(A). In the case often
considered in which X if full as a Hilbert-module (namely when A is spanned by 〈X ,X 〉r )
one may prove that ρ establishes an isomorphism between A and Kr (X ) [2, 1.10].
The major novel feature of a generalized correspondence is that the relationship between the
right action of A on X and Kr (X ) is not so stringently restricted.
At this point our development becomes admittedly experimental. Guided by the fact that the
right action on a generalized correspondence displays properties similar to the left action on a
usual correspondence (namely a loose relationship to compact operators) we attempt to treat both
the left and right actions of A on an equal footing and we thus tentatively give a definition of
crossed-product or covariance algebra, denoted C∗(A,X ), using Pimsner’s idea twice, namely
modding out the redundancies on both sides. See [14, Definition 3.8, condition (4)].
This raises many more questions than we attempt to answer, in particular we leave open the
question as to whether the canonical embeddings of A and X in C∗(A,X ) are injective (see
below for more questions).
We are nevertheless able to show that our generalized theory includes the Cuntz–Pimsner
algebra construction for the case of a usual correspondence and the crossed-product construction
in case of a pair (α,L) consisting of an endomorphism α and a transfer operator L.
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In order to motivate our choice of axioms let A be a closed ∗-subalgebra of a C∗-algebra B
and let S ∈ B be a partial isometry.
The main assumption we will adopt is related to commutation relations between S and the
elements of A. Namely we will suppose that for every a ∈ A there exist b, c ∈ A such that
SaS∗ = bSS∗, and S∗aS = cS∗S . We would also like that b and c have a functional dependency
on a so we will actually assume:
2.1. Axiom. There are positive bounded linear maps V,H :A → A, such that
S∗aS =H(a)S∗S and SaS∗ = V(a)SS∗, ∀a ∈ A.
The first immediate consequence of 2.1 is the following simple:
2.2. Proposition. Every x ∈H(A) commutes with S∗S and every y ∈ V(A) commutes with SS∗.
Proof. For every a ∈ A we have
H(a)S∗S = S∗aS = (S∗a∗S)∗ = (H(a∗)S∗S)∗ = S∗SH(a∗)∗ = S∗SH(a),
proving the first statement. The second one is proven similarly. 
A trivial example of 2.1 is obtained by taking any pair of maps (V,H) and choosing S = 0.
Since this is clearly undesirable, we will avoid this situation by adopting the following nonde-
generacy property.
2.3. Axiom.
(i) For any x and y in C∗(V(A)) (the C∗-algebra generated 3 by V(A)), one has that
xS = yS ⇒ x = y.
(ii) For any x and y in C∗(H(A)),
Sx = Sy ⇒ x = y.
This is related to the uniqueness of V . In fact, if V˜ is another map satisfying 2.1, then
V˜(a)S = V˜(a)SS∗S = SaS∗S = V(a)SS∗S = V(a)S.
Thus, at least if V˜(a) lies in C∗(V(A)), we must have V˜(a) = V(a) by 2.3(i). Obviously a similar
reasoning applies to H.
Given a in A observe that
V(a)S = V(a)SS∗S = SS∗V(a)S = V(H(V(a)))SS∗S = V(H(V(a)))S,
3 We will see later that our assumptions imply that V(A) is a C∗-algebra.
32 R. Exel / Journal of Functional Analysis 244 (2007) 26–62and one may similarly prove that
SH(a) = SH(V(H(a))).
Combining this with 2.3 we conclude as follows.
2.4. Proposition. The maps V and H satisfy
(i) VHV = V , and
(ii) HVH=H.
Given a and b in A let us compute SaS∗bS in the following two ways:
SaS∗bS = SaH(b)S∗S = V(aH(b))SS∗S = V(aH(b))S,
while
SaS∗bS = V(a)SS∗bS = V(a)SH(b)S∗S = V(a)V(H(b))S.
Using 2.3(i) this implies that
V(aH(b))= V(a)V(H(b)).
Since both V and H are positive, and hence preserve the involution, this implies that
V(H(a)b)= V(H(a))V(b),
as well. We thus have:
2.5. Proposition. Let x, y ∈ A.
(i) If either x or y belong to H(A), then V(xy) = V(x)V(y).
(ii) If either x or y belong to V(A), then H(xy) =H(x)H(y).
Proof. Point (i) was proved above while (ii) follows from computing S∗aSbS∗ in two different
ways. 
We are now in a position to show the fact already hinted at that V(A) and H(A) are subalge-
bras.
2.6. Proposition. Let EV = V ◦H and EH =H ◦ V . Then
(i) V(A) and H(A) are closed ∗-subalgebras of A.
(ii) EV is a conditional expectation onto V(A).
(iii) EH is a conditional expectation onto H(A).
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V(a)V(b) = V(a)V(H(V(b)))= V(aH(V(b))),
which shows that V(A) is a subalgebra of A. Since V is positive, and hence preserves the invo-
lution, we have that V(A) is closed under the involution. By 2.4(i) it is easy to see that for any
a ∈ A one has that
a ∈ V(A) ⇔ V(H(a))= a,
from where we deduce that V(A) is norm-closed. In a similar way one shows that H(A) is a
closed ∗-subalgebra of A.
Addressing (ii) recall that both V and H are positive maps and hence so is their composition.
By 2.4(i) we have that EV is an idempotent map whose range is precisely V(A). Moreover, given
a ∈ A and b ∈ V(A), say b = V(c), where c ∈ A, we have by 2.5 that
EV (ab) = V
(H(aV(c)))= V(H(a)H(V(c)))= V(H(a))V(H(V(c)))
= EV (a)V(c) = EV (a)b.
By taking adjoints one shows that EV (ba) = bEV (a) as well, thus proving that EV is in fact a
conditional expectation onto V(A). The proof of (iii) is similar. 
Our next result shows that V , as well as H, are obtained by the composition of a conditional
expectation and a ∗-isomorphism.
2.7. Proposition. Denote by V1 the restriction of V to H(A), considered as a mapping
V1 :H(A) → V(A),
and similarly let
H1 :V(A) →H(A)
be given by H1 =H|V(A). Then both V1 and H1 are ∗-isomorphisms, each being the inverse of
the other, and we have V = V1EH and H=H1EV .
Proof. By 2.5 it is clear V1 and H1 are homomorphisms which preserve the involution as a
consequence of positivity. Given x ∈H(A), say x =H(a), where a ∈ A, we have that
H1
(V1(x))=H(V(x))=H(V(H(a)))=H(a) = x,
so thatH1V1 is the identity map onH(A) and a similar reasoning shows that V1H1 is the identity
on V(A). So V1 =H−11 as asserted. For a ∈ A observe that by 2.4(i) one has
V1
(
EH(a)
)= V(H(V(a)))= V(a),
proving that V = V1EH, while the proof that H=H1EV follows along similar lines. 
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(i) a ∈H(A) → V(a)SS∗ ∈ B, and
(ii) a ∈ V(A) →H(a)S∗S ∈ B
are isometric ∗-homomorphisms.
Proof. For a, b ∈H(A) we have by 2.2 and 2.5 that(V(a)SS∗)(V(b)SS∗)= V(a)V(b)SS∗ = V(ab)SS∗.
We leave it for the reader to fill in the other requirements to show (i) is a ∗-homomorphism. The
proof that (ii) is also a ∗-homomorphism follows similarly.
It is well known that injective ∗-homomorphism are automatically isometric, so, in order
to conclude the proof, it is enough to show our maps to be injective. For this observe that if
a ∈ H(A) and V(a)SS∗ = 0 then also 0 = V(a)SS∗S = V(a)S . So, by 2.3(i), one has that
V(a) = 0, and hence a = 0 by 2.7. Similarly one shows that (ii) is injective. 
As a consequence we have:
2.9. Corollary. For every a ∈ A one has that∥∥V(a)SS∗∥∥= ∥∥V(a)∥∥ and ∥∥H(a)S∗S∥∥= ∥∥H(a)∥∥.
Proof. We prove only (i). Given a ∈ A one has that∥∥V(a)SS∗∥∥= ∥∥V(H(V(a)))SS∗∥∥ 2.8= ∥∥H(V(a))∥∥ 2.7= ∥∥V(a)∥∥. 
3. Interactions
Motivated by the above considerations we will now introduce the main object of interest.
3.1. Definition. If A is a C∗-algebra then a pair (V,H) of maps
V,H :A → A
will be called an interaction if:
(i) V and H are positive bounded linear maps,
(ii) VHV = V ,
(iii) HVH=H,
(iv) V(xy) = V(x)V(y), if either x or y belong to H(A),
(v) H(xy) =H(x)H(y), if either x or y belong to V(A).
3.2. Remark. Theorems 2.6 and 2.7, although proven in the slightly different context of Sec-
tion 2, were based exclusively on hypotheses which hold for any interaction and hence they hold
in general. We will therefore freely use their conclusions in what follows.
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3.3. Corollary. Let (V,H) be an interaction over the C∗-algebra A. Then both V and H are
completely positive and completely contractive maps.
Proof. It is well known that ∗-homomorphisms and conditional expectations [17, IV.3.4] share
the properties in the statement. Since V = V1EH and H = H1EV by 2.7, the conclusion fol-
lows. 
As for examples we have:
3.4. Proposition. Let A be unital a C∗-algebra, α be an endomorphism of A, and L be a transfer
operator for α such that L(1) = 1. Then (α,L) is an interaction over A.
Proof. Recall [6] that L is a positive linear map satisfying L(aα(b)) = L(a)b, for all a, b ∈ A.
Taking a = 1 we conclude that L ◦α = id. With this one easily shows the validity of 3.1(ii)–(iii).
That 3.1(iv) holds is obvious and speaking of 3.1(v) observe that if y = α(b) ∈ α(A) then
L(xy) = L(xα(b))= L(x)b = L(x)L(α(b))= L(x)L(y).
Given that L is positive, and hence self-adjoint, we see that the above holds if x ∈ α(A), in-
stead. 
The first step in going from the abstract notion of interaction to the concrete situation of
Section 2 is taken by considering the following concept.
3.5. Definition. A covariant representation for the interaction (V,H) over the C∗-algebra A is a
triple (π,S,B), where B is a C∗-algebra, π is a ∗-homomorphism of A into B , and S is a partial
isometry in B such that
(i) Sπ(a)S∗ = π(V(A))SS∗, and
(ii) S∗π(a)S = π(H(A))S∗S .
Without any further restrictions it is very easy to construct a covariant representation: one
can take any ∗-homomorphism π :A → B whatsoever and choose S to be the zero operator. In
order to stay away from this trivial case we will pay greater attention to covariant representations
possessing the following nondegeneracy property (see also 2.3):
3.6. Definition. A covariant representation (π,S,B) is said to be nondegenerated if:
(i) For any x and y in V(A) one has that
π(x)S = π(y)S ⇒ x = y.
(ii) For any x and y in H(A),
Sπ(x) = Sπ(y) ⇒ x = y.
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holds, let a ∈H(A) be such that Sπ(a) = 0. Then
0 = Sπ(a)S∗S = π(V(a))SS∗S = π(V(a))S.
So V(a) = 0 and hence a = EH(a) =H(V(a)) = 0. We leave it for the reader to show that 3.6(ii)
implies 3.6(i) as well.
Observe also that, if either EV or EH are faithful, as conditional expectations, any nondegen-
erated covariant representation (π,S,B) must be such that π is one-to-one. In fact, suppose that
π(a) = 0. Then
0 = Sπ(a∗a)S∗S = π(V(a∗a))SS∗S = π(V(a∗a))S,
which implies that V(a∗a) = 0, and hence also EH(a∗a) =H(V(a∗a)) = 0. Under the assump-
tion that EH is faithful one would then conclude that a = 0.
Let us now briefly consider interactions over matrix algebras. For this suppose that (V,H) is
an interaction over a C∗-algebra A and let n be a positive integer. Consider the maps
Vn,Hn :Mn(A) → Mn(A)
obtained by applying V and H, respectively, on all matrix entries.
It is elementary to verify that (Vn,Hn) satisfies 3.1(ii)–(v). By 3.3 we have that Vn and Hn
are positive and contractive and hence 3.1(i) holds as well. This proves:
3.7. Proposition. Let (V,H) be an interaction over a C∗-algebra A. Then (Vn,Hn) is an inter-
action over Mn(A) for each positive integer n.
The elementary aspects of interactions and covariant representations discussed, we now want
to worry about the existence of nondegenerated covariant representations for a given interaction.
In order to obtain inspiration for this task we will once again return to the concrete situation of
Section 2.
4. A ternary ring of operators
We now return to the hypotheses of our motivation section (Section 2) and hence we assume
that A is a closed ∗-subalgebra of a C∗-algebra B and that S is a partial isometry in B such that
Axioms 2.1 and 2.3 hold with respect to a given interaction (V,H).
Let Y0 be the linear subspace of B given by
Y0 =
{
n∑
i=1
aiSbi : n ∈ N, ai, bi ∈ A
}
.
4.1. Proposition. Given a1, a2, b1, b2, c1, c2 ∈ A we have that
(a1Sa2)(b1Sb2)∗(c1Sc2) = a1V
(
a2b
∗
2
)SH(b∗1c1)c2.
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(a1Sa2)(b1Sb2)∗(c1Sc2) = (a1Sa2)
(
b∗2S∗b∗1
)
(c1Sc2)
= a1V
(
a2b
∗
2
)SS∗SH(b∗1c1)c2 = a1V(a2b∗2)SH(b∗1c1)c2. 
This shows that Y0 is closed under the ternary operation
(x, y, z) → xy∗z,
and hence so is its closure, which we denote by Y . In other words Y is a TRO (ternary ring of
operators) in the sense of Zettl [19]. In particular, both
K :=Y Y ∗ and Kr :=Y ∗Y
(by Y Y ∗ we mean the closed linear span of the set of products mn∗, where m,n ∈ Y , and
similarly for Y ∗Y ) are closed ∗-subalgebras of B , and Y is a K–Kr -Hilbert-bimodule with
the left and right inner-products given by
〈m,n〉 = mn∗
and
〈m,n〉r = m∗n,
for any m,n ∈Y . As a notational device, let us write Yr when we view Y as a right-Kr -Hilbert-
module and by Y when Y is viewed as a left-K-Hilbert-module.
It is also clear that Y is an A–A-bimodule, however not necessarily an A–A-Hilbert-bimodule
as there is no reason for 〈m,n〉r or 〈m,n〉 to lie in A.
Nevertheless for every a ∈ A and m,n ∈Yr one has that
〈am,n〉r = m∗a∗n =
〈
m,a∗n
〉
r
,
so the map
λ(a) :m ∈Yr → am ∈Yr
is adjointable with adjoint given by λ(a∗). This says that the correspondence a → λ(a) is a ∗-ho-
momorphism from A into the C∗-algebra L (Yr ) of all adjointable operators on Yr . Similarly,
for every a ∈ A, the assignment
ρ(a) :m ∈Y → ma ∈Y
defines an element ρ(a) ∈L (Y) and the correspondence a → ρ(a) is a ∗-anti-homomorphism
from A into L (Y).
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and H. For this write
x =
n∑
i=1
a∗i Sbi
(clearly there is no harm in using a∗i Sbi where one might expect aiSbi , the reason for which will
soon become clear), where n ∈ N and ai, bi ∈ A. Since ‖x‖2 = ‖x∗x‖ we compute
x∗x =
n∑
i,j=1
b∗i S∗aia∗jSbj =
n∑
i,j=1
b∗iH
(
aia
∗
j
)S∗Sbj .
If we view
a =
⎛⎜⎜⎝
a1
a2
...
an
⎞⎟⎟⎠
as an n× 1-column matrix then aa∗ is a positive n× n matrix. By 3.3 it follows that Hn(aa∗) is
a positive element in the subalgebra Mn(H(A)) ⊆ Mn(A). So there exists a matrix c = (cij )ni,j=1
in that subalgebra such that Hn(aa∗) = c∗c.
Henceforth we will make extensive use of the maps Vn andHn of 3.7. However we will prefer
to drop the subscript “n” since the context will suffice to distinguish V andH from their matricial
counterparts.
For all i, j = 1, . . . , n we then have H(aia∗j ) =
∑n
k=1 c∗kickj . So
x∗x =
n∑
i,j,k=1
b∗i c∗kickjS∗Sbj 2.2=
n∑
i,j,k=1
b∗i c∗kiS∗Sckj bj
=
n∑
k=1
(
n∑
i=1
b∗i c∗kiS∗
)(
n∑
j=1
Sckj bj
)
= (Scb)∗(Scb),
where the correct interpretation of Scb above requires identifying S with the diagonal n × n
matrix ⎛⎜⎜⎝
S 0 · · · 0
0 S · · · 0
...
...
. . .
...
0 0 · · · S
⎞⎟⎟⎠ ∈ Mn(B).
It follows that ‖x‖2 = ‖(Scb)∗(Scb)‖ = ‖(Scb)(Scb)∗‖ which motivates our interest in the
computation of
(Scb)(Scb)∗ = Scbb∗c∗S∗ = V(cbb∗c∗)SS∗.
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‖x‖2 = ∥∥V(cbb∗c∗)∥∥= ∥∥V(c)V(bb∗)V(c∗)∥∥= ∥∥V(c)V(bb∗)1/2V(bb∗)1/2V(c∗)∥∥
= ∥∥V(bb∗)1/2V(c∗)V(c)V(bb∗)1/2∥∥= ∥∥V(bb∗)1/2V(c∗c)V(bb∗)1/2∥∥
= ∥∥V(bb∗)1/2V(H(aa∗))V(bb∗)1/2∥∥
= ∥∥V(bb∗)1/2V(H(aa∗))1/2V(H(aa∗))1/2V(bb∗)1/2∥∥
= ∥∥V(H(aa∗))1/2V(bb∗)1/2∥∥2.
This gives the following:
4.2. Proposition. If ai, bi ∈ A, for i = 1, . . . , n, then∥∥∥∥∥
n∑
i=1
a∗i Sbi
∥∥∥∥∥= ∥∥V(H(aa∗))1/2V(bb∗)1/2∥∥= ∥∥H(aa∗)1/2H(V(bb∗))1/2∥∥.
Proof. The first identity was proved just above. As for the second one we claim that∥∥H(aa∗)1/2H(V(bb∗))1/2∥∥ ∥∥V(H(aa∗))1/2V(bb∗)1/2∥∥.
In fact,∥∥H(aa∗)1/2H(V(bb∗))1/2∥∥= ∥∥H(V(H(aa∗)1/2))H(V(bb∗)1/2)∥∥
= ∥∥H(V(H(aa∗)1/2)V(bb∗)1/2)∥∥ ∥∥V(H(aa∗)1/2)V(bb∗)1/2∥∥
= ∥∥V(H(aa∗))1/2V(bb∗)1/2∥∥.
This proves our claim and since the reverse inequality can be similarly proved we conclude that
equality holds. 
5. From interactions to ternary ring of operators
The reader might have noticed that, except for the introduction, our sections have alternated
between the concrete setup of Section 2 and the setup of abstract interactions. Keeping up with
this pattern we now fix an arbitrary interaction (V,H) over a C∗-algebra A.
The major goal of this work is to construct a C∗-algebra B containing A and a partial isometry
S ∈ B satisfying 2.1. In this section we take the significant intermediate step of constructing the
ternary ring of operators corresponding to the Y of the previous section.
A ternary ring of operators is necessarily a Hilbert-bimodule over the algebras of generalized
compact left and right operators [5, Section 4] and hence we may construct it as such. This is
especially convenient since we already have a good hint as to what the coefficient algebras should
be: briefly returning to the concrete situation of Section 2 observe that for all a ∈ A we have
SS∗aSS∗ = EV (a)SS∗ and S∗SaS∗S = EH(a)S∗S.
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V. Jones (see, e.g. [18]) for the conditional expectations EV and EH? We will therefore denote
by KV and KH the reduced C∗-basic constructions associated to these conditional expecta-
tions, respectively, and we will try to reconstruct our ternary ring of operators in the guise of a
KV–KH-Hilbert-bimodule.
The canonical idempotent in KV (respectively KH) will be denoted by eV (respectively eH).
Given the relations above one should think of eV as SS∗ and eH as S∗S .
In our next definition we use the symbol “
” to mean the algebraic tensor product over the
complex numbers.
5.1. Definition. Let X0 = A
A and let
〈·,·〉 :X0 ×X0 →KV and 〈·,·〉r :X0 ×X0 →KH
be the sesqui-linear functions defined by
〈a 
 b, c 
 d〉 = aV
(
bd∗
)
eVc∗ and 〈a 
 b, c 
 d〉r = b∗H
(
a∗c
)
eHd.
It should be understood that 〈·,·〉 is linear in the first variable and conjugate-linear in the
second one, while the reverse applies for 〈·,·〉r .
We urge the reader to compute (aSb)(cSd)∗ and (aSb)∗(cSd) in the context of Section 2 for
motivation of the above definition.
We do not claim that X0 is a Hilbert-bimodule yet but a certain completion of it will be given
such a structure shortly. We are nevertheless already in a position to show the crucial positivity
axiom.
5.2. Proposition. If x ∈ X0 then 〈x, x〉 and 〈x, x〉r are non-negative elements of K and Kr ,
respectively.
Proof. Write x =∑ni=1 a∗i 
 bi so that
〈x, x〉r =
n∑
i,j=1
〈
a∗i 
 bi, a∗j 
 bj
〉
r
=
n∑
i,j=1
b∗iH
(
aia
∗
j
)
eHbj .
Since H is completely positive we have that (H(aia∗j ))i,j =H(aa∗) is a non-negative element
of Mn(H(A)). It follows that there exists c ∈ Mn(H(A)) such that H(aa∗) = c∗c, i.e. that
H(aia∗j ) =
∑n
k=1 c∗kickj , for all i and j . Therefore, recalling that eH commutes with the ele-
ments in the range of EH, i.e. H(A), we have
〈x, x〉r =
n∑
i,j,k=1
b∗i c∗kickj eHbj =
n∑
i,j,k=1
b∗i c∗kieHckj bj
=
n∑
k=1
(
n∑
i=1
ckibi
)∗
eH
(
n∑
j=1
ckj bj
)
 0.
A similar argument shows that 〈x, x〉  0. 
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again, although we do not yet have a Hilbert-module we have enough to make the standard proof
work.
5.3. Lemma. Given x, y ∈X0 one has
(i) 〈x, y〉r 〈y, x〉r  〈x, x〉r‖〈y, y〉r‖, and
(ii) 〈x, y〉〈y, x〉  〈x, x〉‖〈y, y〉‖.
Proof. Let x =∑ni=1 ai 
 bi , y =∑ni=1 ci 
 di , and set
h = 〈y, x〉r =
n∑
k,l=1
d∗kH
(
c∗kal
)
eHbl.
We wish to make sense of the product yh, even though X0 lacks the structure of a right-module
over KH and h ∈KH. The idea is to define an ad-hoc version of yh by putting
y′ =
n∑
i,k,l=1
ciV
(
did
∗
k
)
H(c∗kal)bl.
We claim that for any z ∈ A
A one has that
〈z, y′〉r = 〈z, y〉rh.
In order to verify our claim it is obviously enough to consider only the case z = a 
 b, where
a, b ∈ A. Given that, the left-hand side equals
〈z, y′〉r = 〈a 
 b, y′〉r =
n∑
i,k,l=1
〈
a 
 b, ciV
(
did
∗
k
)
H(c∗kal)bl 〉r
=
n∑
i,k,l=1
b∗H(a∗ciV(did∗k ))eHH(c∗kal)bl = n∑
i,k,l=1
b∗H(a∗ci)H(V(did∗k ))eHH(c∗kal)bl,
while the right-hand side equals
〈z, y〉rh = 〈a 
 b, y〉rh =
n∑
i,k,l=1
〈a 
 b, ci 
 di〉rd∗kH
(
c∗kal
)
eHbl
=
n∑
i,k,l=1
b∗H(a∗ci)eHdid∗kH(c∗kal)eHbl = n∑
i,k,l=1
b∗H(a∗ci)EH(did∗kH(c∗kal))eHbl
=
n∑
i,k,l=1
b∗H(a∗ci)H(V(did∗k ))H(c∗kal)eHbl,
proving the claim. By taking adjoints it is clear that 〈y′, z〉r = h∗〈y, z〉r , as well.
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0 〈x − λy′, x − λy′〉r = 〈x, x〉r − 〈x,λy′〉r − 〈λy′, x〉r + 〈λy′, λy′〉r
= 〈x, x〉r − λ〈x, y〉rh− λh∗〈y, x〉r + λ2h∗〈y, y〉rh
= 〈x, x〉r − 2λh∗h+ λ2h∗〈y, y〉rh.
It is now well known that this implies that
h∗h 〈x, x〉r
∥∥〈y, y〉r∥∥,
proving (i). We leave it for the reader to adapt the above proof in order to check (ii). 
It is now routine to prove that the expressions
‖x‖r :=
∥∥〈x, x〉r∥∥1/2 and ‖x‖ := ∥∥〈x, x〉∥∥1/2
define seminorms on X0. The next result is inspired by 4.2.
5.4. Proposition. Let x =∑ni=1 a∗i 
bi ∈X0, where ai, bi ∈ A. Viewing a and b as n×1 column
matrices one has that
‖x‖r =
∥∥H(aa∗)1/2H(V(bb∗))1/2∥∥= ∥∥V(H(aa∗))1/2V(bb∗)1/2∥∥= ‖x‖l .
Proof. As in the proof of 5.2 let c ∈ Mn(H(A)) be suchH(aa∗) = c∗c. We will actually suppose
that c =H(aa∗)1/2. Picking up from the last computation in the proof of 5.2 we have that
〈x, x〉r =
n∑
k=1
(
n∑
i=1
ckibi
)∗
eH
(
n∑
j=1
ckj bj
)
= (cb)∗eHcb,
where, in the last term above, we identify eH with the diagonal n× n matrix⎛⎜⎜⎝
eH 0 · · · 0
0 eH · · · 0
...
...
. . .
...
0 0 · · · eH
⎞⎟⎟⎠ ∈ Mn(KH).
It follows that∥∥〈x, x〉r∥∥= ∥∥b∗c∗eHcb∥∥= ∥∥eHcbb∗c∗eH∥∥= ∥∥EH(cbb∗c∗)eH∥∥= · · · .
Recall from [18, 2.1.4(2)] that for an element x ∈ H(A) one has that ‖xeH‖ = ‖x‖. This is
so in spite of the fact that our conditional expectations are not necessarily faithful, while the
conditional expectations in [18] are required to possess this property. Fortunately the proof of the
result referred to does not depend on faithfulness.
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· · · = ∥∥EH(cbb∗c∗)∥∥= ∥∥cEH(bb∗)c∗∥∥= ∥∥cEH(bb∗)1/2∥∥2
= ∥∥H(aa∗)1/2H(V(bb∗))1/2∥∥2.
A similar reasoning shows that∥∥〈x, x〉∥∥= ∥∥V(H(aa∗))1/2V(bb∗)1/2∥∥2,
and the conclusion follows as in 4.2. 
From now on we will consider X0 as a semi-normed space relative to either ‖ · ‖ or to
‖ · ‖r , which we henceforth denote simply by ‖ · ‖. Moding out by the vectors of length zero and
completing we get a Banach space which we will denote by X . If a, b ∈ A then the canonical
image of the element a 
 b in X will be denoted by a ⊗ b. By 5.3 we have that∥∥〈x, y〉∥∥ ‖x‖‖y‖ and ∥∥〈x, y〉r∥∥ ‖x‖‖y‖,
for every x, y ∈ X0 and hence we may continuously extend the two inner-products to sesqui-
linear maps
〈·,·〉 :X ×X →KV and 〈·,·〉r :X ×X →KH.
For all a, b, c, d ∈ A one therefore has the “⊗” versions of 5.1:
〈a ⊗ b, c ⊗ d〉 = aV
(
bd∗
)
eVc∗ and 〈a ⊗ b, c ⊗ d〉r = b∗H
(
a∗c
)
eHd. (5.5)
5.6. Proposition. Let a, b, c ∈ A.
(i) If c ∈ V(A) then ac ⊗ b = a ⊗H(c)b.
(ii) If c ∈H(A) then a ⊗ cb = aV(c)⊗ b.
Proof. In order to prove (i) we need to verify that ‖ac⊗b−a⊗H(c)b‖ = 0, for which it suffices
to check that 〈
x ⊗ y, ac ⊗ b − a ⊗H(c)b〉
r
= 0,
for every x, y ∈ A. We have
〈x ⊗ y, ac ⊗ b〉r = y∗H
(
x∗ac
)
eHb = y∗H
(
x∗a
)H(c)eHb
= y∗H(x∗a)eHH(c)b = 〈x ⊗ y, a ⊗H(c)b〉r .
The proof of (ii) follows as above with the computation
〈a ⊗ cb, x ⊗ y〉 = aV
(
cby∗
)
eVx∗ = aV(c)V
(
by∗
)
eVx∗ =
〈
aV(c)⊗ b, x ⊗ y〉 . 
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bimodule structure on X . Since the computations involved are rather long we will concentrate
on the right-KH-Hilbert-module structure for the time being. For motivation one should observe
that, in the context of Section 2, one has that
(xSy)(aS∗Sb)= xV(ya)Sb, (5.7)
for all a, b, x, y ∈ A.
5.8. Definition. Given a, b ∈ A we will denote by Ra,b the operator on X0 given by
Ra,b(x 
 y) = xV(ya)
 b,
for every x, y ∈ A.
The next technical lemma is intended to provide the key inequality which will enable us to
extend this to a right-KH-module structure on X . The length of its proof perhaps calls for a
shorter argument which we unfortunately have not yet found.
5.9. Lemma. Let N ∈ N and for each n = 1, . . . ,N , let an, bn ∈ A. Then∥∥∥∥∥
〈
ξ,
N∑
k=1
Ra∗k ,bk (η)
〉
r
∥∥∥∥∥ ‖ξ‖‖η‖‖φ‖, ∀ξ, η ∈X0,
where φ is the element of KH defined by φ =
∑N
k=1 a∗k eHbk .
Proof. Write
ξ =
N∑
i=1
x∗i 
 yi and η =
N∑
j=1
z∗j 
wj ,
where xn, yn, zn,wn ∈ A for every n = 1, . . . ,N . In fact the number of summands in the defini-
tion of ξ and η need not necessarily be N , but we may clearly adjust to this situation by padding
the above sums with zeros in order to match the number of summands.
We will initially deal with the simplified case in which N = 1 and, in order to lighten notation,
we will write x, y, z, w, a, b in place of x1, y1, z1, w1, a1, b1. We therefore have that〈
ξ,Ra∗,b(η)
〉
r
= 〈x∗ 
 y, z∗V(wa∗)
 b〉
r
= y∗H(xz∗V(wa∗))eHb
= y∗H(xz∗)eHH(V(wa∗))b = y∗H(xz∗)eHEH(wa∗)b = u∗eHv, (5.9.1)
where u and v are defined by u =H(zx∗)y, and v = EH(wa∗)b. We then conclude from [18,
2.2.4] (again this does not depend on faithfulness) that∥∥〈ξ,Ra∗,b(η)〉r∥∥2 = ∥∥u∗eHv∥∥2 = ∥∥EH(uu∗)1/2EH(vv∗)1/2∥∥2
= ∥∥EH(vv∗)1/2EH(uu∗)EH(vv∗)1/2∥∥. (5.9.2)
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EH
(
uu∗
)= EH(H(zx∗)yy∗H(xz∗))=H(zx∗)EH(yy∗)H(xz∗)
=HVH(zx∗)EH(yy∗)HVH(xz∗)=HEV(zx∗)HV(yy∗)HEV(xz∗)
=H(EV(zx∗)V(yy∗)EV(xz∗))=H(EV(zx∗V(yy∗)1/2)EV(V(yy∗)1/2xz∗)).
Recall from [15, 2.9] that every conditional expectation E satisfies the inequality
E
(
cd∗
)
E
(
dc∗
)
E
(
cc∗
)∥∥E(dd∗)∥∥. (5.9.3)
If we apply this with c = z, and d = V(yy∗)1/2x, we conclude that
EH
(
uu∗
)
H(EV(zz∗)∥∥EV(V(yy∗)1/2xx∗V(yy∗)1/2)∥∥). (5.9.4)
The term between the double bars above satisfies
EV
(V(yy∗)1/2xx∗V(yy∗)1/2)= V(yy∗)1/2EV(xx∗)V(yy∗)1/2,
and its norm is given by∥∥V(yy∗)1/2EV(xx∗)V(yy∗)1/2∥∥= ∥∥V(H(xx∗))1/2V(yy∗)1/2∥∥2 5.4= ∥∥x∗ 
 y∥∥2.
By (5.9.4) we have
EH
(
uu∗
)

∥∥x∗ 
 y∥∥2H(EV(zz∗))= ∥∥x∗ 
 y∥∥2H(zz∗).
Returning to (5.9.2) we then have∥∥〈ξ,Ra∗,b(η)〉r∥∥2 = ∥∥EH(vv∗)1/2EH(uu∗)EH(vv∗)1/2∥∥

∥∥x∗ 
 y∥∥2∥∥EH(vv∗)1/2H(zz∗)EH(vv∗)1/2∥∥
= ∥∥x∗ 
 y∥∥2∥∥H(zz∗)1/2EH(vv∗)H(zz∗)1/2∥∥. (5.9.5)
Dealing with the term EH(vv∗) occurring above we have that
EH
(
vv∗
)= EH(EH(wa∗)bb∗EH(aw∗))= EH(wa∗)EH(bb∗)EH(aw∗)
= EH
(
wa∗EH
(
bb∗
)1/2)
EH
(
EH
(
bb∗
)1/2
aw∗
)
.
Applying (5.9.3) again with c = w, and d = EH(bb∗)1/2a, gives
EH
(
vv∗
)
EH
(
ww∗
)∥∥EH(EH(bb∗)1/2aa∗EH(bb∗)1/2)∥∥
= EH
(
ww∗
)∥∥EH(bb∗)1/2EH(aa∗)EH(bb∗)1/2∥∥
= EH
(
ww∗
)∥∥EH(aa∗)1/2EH(bb∗)1/2∥∥2 = EH(ww∗)∥∥a∗eHb∥∥2.
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 y∥∥2∥∥H(zz∗)1/2EH(vv∗)H(zz∗)1/2∥∥

∥∥x∗ 
 y∥∥2∥∥a∗eHb∥∥2∥∥H(zz∗)1/2EH(ww∗)H(zz∗)1/2∥∥
= ∥∥x∗ 
 y∥∥2∥∥a∗eHb∥∥2∥∥H(zz∗)1/2EH(ww∗)1/2∥∥2
= ∥∥x∗ 
 y∥∥2∥∥a∗eHb∥∥2∥∥z∗ 
w∥∥2 = ‖ξ‖2‖φ‖2‖η‖2,
proving the statement when N = 1.
The method we will adopt to prove the general case will be to apply the case we have already
proved to matrices (see 3.7). For arbitrary N we will define matrices X,Y,Z,W,A,B ∈ Mn(A)
to which we will apply the single-summand matricial version of our result in order to obtain the
conclusion we seek.
The size of the matrices we will consider will be given by n = N3. Also instead of using the
index set {1,2, . . . ,N3} for columns and rows we will use the set
Λ = {(i, j, k) ∈ N3: 1 i N, 1 j N, 1 k N},
which, of course, has N3 elements. Therefore the matrix X, for example, will be given in the
form
X = (X(i,j,k)(l,m,n))(i,j,k),(l,m,n)∈Λ.
For every (i, j, k) and (l,m,n) in Λ set
X(i,j,k)(l,m,n) = [1 = l][j = m][k = n]xi,
Y(i,j,k)(l,m,n) = [1 = l][j = m][k = n]yi,
Z(i,j,k)(l,m,n) = [i = l][1 = m][k = n]zj ,
W(i,j,k)(l,m,n) = [i = l][1 = m][k = n]wj ,
A(i,j,k)(l,m,n) = [i = l][j = m][1 = n]ak,
B(i,j,k)(l,m,n) = [i = l][j = m][1 = n]bk,
where the brackets refer to the obvious boolean-valued function.
Observe that the coefficients above essentially mean that (i, j, k) = (l,m,n), except that in
the first two i is replaced by 1, in the two middle ones j is replaced by 1, and in the last two k
is replaced by 1. Therefore, for instance, X(i,j,k)(l,m,n) is almost always zero, except when l is
equal to one, j = m, and k = n, in which case it is equal to xi .
We claim that the norm of X∗
Y (in the matricial version of X0) equals the norm of∑i x∗i 

yi in X0. By definition ∥∥X∗ 
 Y∥∥= ∥∥H(XX∗)1/2EH(YY ∗)1/2∥∥,
and we have
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XX∗
)
(i,j,k)(l,m,n)
=
∑
(r,s,t)∈Λ
X(i,j,k)(r,s,t)(X(l,m,n)(r,s,t))
∗
=
∑
(r,s,t)∈Λ
[1 = r][j = s][k = t][1 = r][m = s][n = t]xix∗l
= [j = m][k = n]xix∗l .
Likewise (YY ∗)(i,j,k)(l,m,n) = [j = m][k = n]yiy∗l . Observe that the mapping
ϕ :MN(A) → MN3(A)
which sends a matrix u = (uij )1i,jN to the matrix ϕ(u) = (U(i,j,k)(l,m,n))(i,j,k),(l,m,n)∈Λ given
by
U(i,j,k)(l,m,n) = [j = m][k = n]uil
is an injective ∗-homomorphism and hence isometric. Moreover, by the calculation just above,
we have that XX∗ is the image of the matrix xx∗ = (xix∗j )1i,jN under that mapping. Clearly
also ϕ(H(xx∗)) =H(XX∗) and ϕ(EH(yy∗)) = EH(YY ∗). So∥∥X∗ 
 Y∥∥= ∥∥H(XX∗)1/2EH(YY ∗)1/2∥∥= ∥∥ϕ(H(xx∗))1/2ϕ(EH(yy∗))1/2∥∥
= ∥∥H(xx∗)1/2EH(yy∗)1/2∥∥= ∥∥∥∥∑
i
x∗i 
 yi
∥∥∥∥= ‖ξ‖,
as desired. In an entirely similar way one proves that ‖Z∗ 
 W‖ = ‖η‖, and that ‖A∗eHB‖ =
‖φ‖.
Applying the result proved in the first part to
ξ˜ = X∗ 
 Y, η˜ = Z∗ 
W, φ˜ = A∗eHB,
we therefore conclude that∥∥〈ξ˜ ,RA∗,B(η˜)〉r∥∥ ‖ξ˜‖‖η˜‖‖φ˜‖ = ‖ξ‖‖η‖‖φ‖. (5.9.6)
We now wish to compute 〈ξ˜ ,RA∗,B(η˜)〉r explicitly. Letting U and V be defined by U =
H(ZX∗)Y , and V = EH(WA∗)B , we have that 〈ξ˜ ,RA∗,B(η˜)〉r = U∗eHV , as in (5.9.1). We first
compute
U(l,m,n)(i,j,k)
=
∑
(p,q,r),(s,t,u)∈Λ
H(Z(l,m,n)(p,q,r)X∗(s,t,u)(p,q,r))Y(s,t,u)(i,j,k)
=
∑
(p,q,r),(s,t,u)∈Λ
[l = p][1 = q][n = r][1 = p][t = q][u = r][1 = i][t = j ][u = k]H(zmx∗s )ys
= [1 = l][j = 1][k = n][1 = i]
N∑
H(zmx∗s )ys.s=1
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V(l,m,n)(p,q,r)
=
∑
(i,j,k),(s,t,u)∈Λ
EH
(
W(l,m,n)(i,j,k)A
∗
(s,t,u)(i,j,k)
)
B(s,t,u)(p,q,r)
=
∑
(i,j,k),(s,t,u)∈Λ
[l = i][1 = j ][n = k][s = i][t = j ][1 = k][s = p][t = q][1 = r]EH
(
wma
∗
u
)
bu
= [p = l][q = 1][1 = n][1 = r]
N∑
u=1
EH
(
wma
∗
u
)
bu.
So (〈
ξ˜ ,RA∗,B(η˜)
〉
r
)
(i,j,k)(p,q,r)
= (U∗eHV )(i,j,k)(p,q,r) = ∑
(l,m,n)∈Λ
U∗(l,m,n)(i,j,k)eHV(l,m,n)(p,q,r)
=
∑
(l,m,n)∈Λ
N∑
s,u=1
[1 = l][j = 1][k = n][1 = i][p = l][q = 1][1 = n][1 = r]
y∗sH
(
xsz
∗
m
)
eHEH
(
wma
∗
u
)
bu
= [i = 1][j = 1][k = 1][p = 1][q = 1][r = 1]
N∑
s,u,m=1
y∗sH
(
xsz
∗
m
)
eHEH
(
wma
∗
u
)
bu.
This means that 〈ξ˜ ,RA∗,B(η˜)〉r is a matrix with a single non-zero entry in the position
((1,1,1)(1,1,1)). We claim that the value of this non-zero entry coincides with the term in
the left-hand side of the equality we are intent on proving, namely〈
ξ,
N∑
u=1
Ra∗u,bu(η)
〉
r
.
In fact, 〈
ξ,
N∑
u=1
Ra∗u,bu(η)
〉
r
=
〈
N∑
s=1
x∗s 
 ys,
N∑
u,m=1
Ra∗u,bu
(
z∗m 
wm
)〉
r
=
N∑
s,u,m=1
〈
x∗s 
 ys, z∗mV
(
wma
∗
u
)
 bu〉r
=
N∑
y∗sH
(
xsz
∗
mV
(
wma
∗
u
))
eHbu,s,u,m=1
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〈
ξ,
N∑
u=1
Ra∗u,bu(η)
〉
r
∥∥∥∥∥= ∥∥〈ξ˜ ,RA∗,B(η˜)〉r∥∥
and the result follows from (5.9.6). 
5.10. Corollary. Given a1, . . . , aN and b1, . . . , bN in A, let φ =∑Nk=1 a∗k eHbk ∈KH. Then∥∥∥∥∥
N∑
k=1
Ra∗k ,bk (η)
∥∥∥∥∥ ‖φ‖‖η‖,
for every η ∈X0.
Proof. Letting ζ =∑Nk=1 Ra∗k ,bk (η) we have that
‖ζ‖2 = ∥∥〈ζ, ζ 〉r∥∥=
∥∥∥∥∥
〈
ζ,
N∑
k=1
Ra∗k ,bk (η)
〉
r
∥∥∥∥∥ ‖ζ‖‖η‖‖φ‖,
where the last inequality follows from 5.9. So ‖ζ‖ ‖η‖‖φ‖, as desired. 
Given a, b ∈ A we therefore have that Ra,b is a bounded operator on X0 and hence it extends
to a bounded operator (still denoted Ra,b) on X , satisfying
Ra,b(x ⊗ y) = xV(ya)⊗ b, ∀x, y ∈ A.
Let D be the dense ∗-subalgebra of KH spanned by the set {a∗eHb: a, b ∈ A}. Each φ ∈D
therefore has the form φ =∑Nk=1 a∗k eHbk . For each such φ define an operator Rφ on X by
Rφ =
N∑
k=1
Ra∗k ,bk .
Clearly Rφ is a well defined bounded operator on X but one may suspect that the association
φ → Rφ is ill defined. Fortunately this is not so. In fact observe that by 5.10 one has that ‖Rφ‖
‖φ‖, and one may use this to show that Rφ is independent of the given presentation of φ.
This shows not only that the association φ → Rφ is well defined but also that it is continuous
on the dense subalgebra D, therefore admitting an extension to the whole of KH.
For φ ∈KH and η ∈X we will henceforth adopt the notation
ηφ := Rφ(η).
Since ‖Rφ‖ ‖φ‖ we have that
‖ηφ‖ ‖η‖‖φ‖, ∀η ∈X , ∀φ ∈KH.
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(x ⊗ y)(aeHb) = xV(ya)⊗ b,
which should be compared to 5.7.
5.11. Proposition. With the above multiplication operation and the KH-valued inner-product
〈·,·〉r described in (5.5), X is a right-KH-Hilbert-module.
Proof. With respect to the module structure the only non-trivial point remaining is the associa-
tivity axiom:
(ηφ)ψ = η(φψ), ∀η ∈X , ∀φ,ψ ∈KH.
In order to prove this we may invoke continuity to restrict ourselves to the case in which η =
x ⊗ y, φ = aeHb, and ψ = ceHd , where x, y, a, b, c, d ∈ A. The right-hand side equals
η(φψ) = (x ⊗ y)((aeHb)(ceHd))= (x ⊗ y)(aEH(bc)eHd)= xV(yaEH(bc))⊗ d
= xV(ya)V(EH(bc))⊗ d = xV(ya)VHV(bc)⊗ d = xV(ya)V(bc)⊗ d
= (xV(ya)⊗ b)(ceHd) = ((x ⊗ y)(aeHb))(ceHd) = (ηφ)ψ.
We next prove that
〈ξ, ηφ〉r = 〈ξ, η〉rφ, ∀ξ, η ∈X , ∀φ ∈KH.
Restricting, as we may, to the case in which ξ = x ⊗ y, η = z ⊗ w, and φ = aeHb, where
x, y, z,w,a, b ∈ A, we have
〈ξ, ηφ〉r =
〈
x ⊗ y, (z ⊗w)(aeHb)
〉
r
= 〈x ⊗ y, zV(wa)⊗ b〉
r
= y∗H(x∗zV(wa))eHb
= y∗H(x∗z)H(V(wa))eHb = y∗H(x∗z)EH(wa)eHb
= (y∗H(x∗z)eHw)(aeHb) = 〈x ⊗ y, z ⊗w〉r (aeHb) = 〈ξ, η〉rφ.
The positivity of the inner-product follows from 5.2 and we leave it for the reader to verify the
remaining details. 
With respect to the left-KV -Hilbert-module structure of X we restrict ourselves to the state-
ment of the result, leaving it for the reader to adapt the above reasoning to that situation.
5.12. Proposition. There is a unique left-KV -Hilbert-module structure on X with respect to
which
(aeVb)(x ⊗ y) = a ⊗H(bx)y, ∀a, b, x, y ∈ A.
5.13. Proposition. With the above left and right module structures, X is a KV–KH-Hilbert-
bimodule.
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〈ξ, η〉ζ = ξ 〈η, ζ 〉r , ∀ξ, η, ζ ∈X ,
and we may clearly restrict to the case in which ξ = u ⊗ v, η = x ⊗ y, and ζ = z ⊗ w, where
u,v, x, y, z,w ∈ A. In this case we have
ξ 〈η, ζ 〉r = (u⊗ v)〈x ⊗ y, z ⊗w〉r = (u⊗ v)
(
y∗H(x∗z)eHw)= uV(vy∗H(x∗z))⊗w
= uV(vy∗)V(H(x∗z))⊗w 5.6(ii)= uV(vy∗)⊗H(x∗z)w = (uV(vy∗)eVx∗)(z ⊗w)
= 〈u⊗ v, x ⊗ y〉(z ⊗w) = 〈ξ, η〉ζ. 
We therefore reach the point where we may describe the ternary ring of operators we are
seeking.
5.14. Proposition. X is a ternary ring of operators with a unique ternary operation
[·, · ,·] :X ×X ×X →X
such that for every u,v, x, y, z,w ∈ A, one has that [u⊗v, x⊗y, z⊗w] = uV(vy∗)⊗H(x∗z)w.
Proof. Any right-Hilbert-module is a ternary ring of operators with the operation
[x, y, z] := x〈y, z〉. 
Whenever necessary we will denote by XH the right-KH-Hilbert-module subjacent to X
and similarly XV will be the corresponding left-KV -Hilbert-module.
Recall that a Hilbert-module is said to be full when the ideal spanned by the range of the inner-
product is the whole coefficient algebra. A quick glance at the definition of our inner-products
(see (5.5)) will reveal that both XV and XH are full Hilbert-modules in view of the following.
5.15. Lemma. Let E be a conditional expectation from a C∗-algebra A onto a closed ∗-sub-
algebra B and let K be the reduced C∗-basic construction with canonical idempotent e. Then
K is the closed linear span of the set
{axeb: a, b ∈ A, x ∈ B}.
Proof. Let {ui} be an approximate unit for B . We claim that for each a, b ∈ A one has that
aeb = lim
i→∞auieb.
In fact
‖aeb − auieb‖2 =
∥∥(a − aui)eb∥∥2 = ∥∥b∗e(a∗ − uia∗)(a − aui)eb∥∥
= ∥∥b∗E(a∗a − a∗aui − uia∗a + uia∗aui)eb∥∥

∥∥E(a∗a)−E(a∗a)ui − uiE(a∗a)+ uiE(a∗a)ui∥∥‖b‖2,
which converges to zero as i → ∞. 
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This leads us to the following consequence of [2, 1.10], in which we denote by K (M) the
algebra of generalized compact operators over a Hilbert-module M.
5.16. Proposition.
(i) KV is isomorphic K (XH ).
(ii) KH is anti-isomorphic to K (XV ).
In [11] it is proved that the algebra of all adjointable operators on a Hilbert-module is iso-
morphic to the multiplier algebra of the algebra of generalized compact operators. Therefore,
denoting algebras of adjointable operators by L (·) and multiplier algebras byM(·), we have by
5.16 that
M(KV ) ∼M
(
K (XH )
)∼L (XH ),
while
M(KH)
op∼M(K (XV ))∼L (XV ),
where
op∼ means anti-isomorphic. One may then consider X as a M(KV )–M(KH)-Hilbert-
bimodule.
Using the remark after Lemma 2.1.3 in [18] it is easy to see that there are ∗-homomorphisms
λV :A →M(KV ) and λH :A →M(KH),
such that
λV (a)xeVy = axeVy and λH(a)xeHy = axeHy,
for all a, x, y ∈ A. We may therefore view X as an A–A-bimodule, although not necessarily as a
Hilbert-bimodule since there is no guarantee that the inner-products lie within λV (A) of λH(A).
In order to obtain concrete formulas for the left and right action of A on X observe that for
all a, b, c, x, y ∈ A one has(
(beVc)λV (a)
)
(x ⊗ y) = (beVca)(x ⊗ y) = b ⊗H(cax)y = (beVc)(ax ⊗ y).
So, for all k ∈KV , we have kλV (a)(x ⊗ y) = k(ax ⊗ y) and hence λV (a)(x ⊗ y) = ax ⊗ y. In
other words, the left action of A on X is given simply by
a · (x ⊗ y) = (ax)⊗ y, ∀a, x, y ∈ A.
Likewise the right action of A on X is given by
(x ⊗ y) · a = x ⊗ (ya), ∀a, x, y ∈ A.
The relationship between the TRO structure of X and its A–A-bimodule is given by our next
proposition.
R. Exel / Journal of Functional Analysis 244 (2007) 26–62 535.17. Proposition. For every a ∈ A and every ξ, η, ζ ∈X one has that
(i) [ξ, aη, ζ ] = [ξ, η, a∗ζ ], and
(ii) [ξ, ηa, ζ ] = [ξa∗, η, ζ ].
Proof. Immediate from the description of the ternary product in 5.14. 
6. Constructing a covariant representation
As in the previous section we fix an interaction (V,H) over a C∗-algebra A. However, for
simplicity, we now assume that A is unital.
We are now ready to achieve the construction of a nondegenerated covariant representation
for (V,H).
Considering the M(KV )–M(KH)-Hilbert-bimodule structure of X described in Section 5,
we will let L be its linking algebra [2, 2.2]. Thus L may be represented as
L=
[M(KV ) X
X ∗ M(KH)
]
.
Since A is assumed to be unital one may speak of the element 1 ⊗ 1 ∈X . Speaking of 1 we
will shortly need the following simple technical fact.
6.1. Lemma. If A is unital then V(1)eV = eV in KV , and H(1)eH = eH in KH.
Proof. Recalling the construction of KV as operators on the right-V(A)-Hilbert-module ob-
tained by equipping A with the inner-product
〈a, b〉 = EV
(
a∗b
)
, ∀a, b ∈ A,
we have for all a ∈ A that(V(1)eV)∣∣a = V(1)EV (a) = V(1)V(H(a)) 3.1(iv)= V(1H(a))= EV (a) = eV |a,
proving that V(1)eV = eV . That H(1)eH = eH follows by a similar argument. 
6.2. Proposition. Assume that A is unital and let π :A → L be the ∗-homomorphism given by
π(a) =
[
λV (a) 0
0 λH(a)
]
, ∀a ∈ A,
and let S be the element of L given by
S =
[
0 1 ⊗ 1
0 0
]
.
Then (π,S,L) is a nondegenerated covariant representation of (V,H).
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entry in the top left-hand corner and the value of that entry equals
(1 ⊗ 1)λH(a)(1 ⊗ 1)∗ = (1 ⊗ a)(1 ⊗ 1)∗ = 〈1 ⊗ a,1 ⊗ 1〉 = V(a)eV .
The same holds for π(V(A))SS∗, except that the single non-zero entry in the top left-hand corner
is
λV
(V(a))(1 ⊗ 1)(1 ⊗ 1)∗ = λV(V(a))V(1)eV = V(a)V(1)eV 6.1= V(a)eV .
This shows 3.5(i) and the proof of 3.5(ii) may be similarly given.
Let us now show nondegeneracy. Focusing on 3.6(i) let a ∈ V(A) be such that π(a)S = 0.
Then π(a)SS∗ = 0, as well, but direct computation shows that this is a matrix whose top left-
hand corner is given by aeV . But then [18, 2.1.4(2)] implies that a = 0. 
Supposing that EV or EH are faithful one then has that π is faithful by the argument presented
shortly after 3.6. Therefore A may be identified with its image in L which, together with S ,
satisfies 2.1.
However we do not needed faithfulness in order to prove:
6.3. Theorem. Let A be a unital C∗-algebra and let (V,H) be an interaction over A. Then there
exists a C∗-algebra B containing A and a partial isometry S ∈ B such that Axioms 2.1 and 2.3
hold.
Proof. Let (π,S,B) be a nondegenerated covariant representation of (V,H), such as the one
constructed in 6.2. Now consider the covariant representation
(π ⊕ id,S ⊕ 0,B ⊕A),
where id is the identity map on A. It is elementary to verify that this is indeed a covariant repre-
sentation. Evidently π ⊕ id is injective and hence we may identify A with its image in B ⊕ A.
With the identification 2.1 become a consequence of the properties of a covariant representation.
With respect to 2.3(i) observe that, if a ∈ V(a) and (π(a) ⊕ a)(S ⊕ 0) = 0, then π(a)S = 0 and
hence a = 0 by nondegeneracy of π . Likewise one shows 2.3(ii). 
The reader may be struck with the impression that the wild juggling of covariant representa-
tions (consider S = 0 for instance!) is a bit exaggerated and that something must be done to stop
it. I agree. But so far I do not know exactly how. However I have a hunch as to where to look for
a solution.
7. Generalized correspondences and the covariance algebra
In this section we wish to discuss a construction which should be thought of as generalizing
the crossed-product in case the given interaction is a pair (α,L) consisting of an endomorphism α
and a transfer operator L as in [6]. Since this can be done in the much larger generality of
generalized correspondences we will broaden our context to include the latter situation.
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consider it as an experimental attempt, especially given that results presented here will mostly be
of a formal nature.
7.1. Definition. Let A be a C∗-algebra. A generalized correspondence over A is a ternary ring of
operators X , with ternary operation [·, · ,·], which is at the same time an A–A-bimodule such
that for every a ∈ A, and ξ, η, ζ ∈X one has that
(i) [ξ, aη, ζ ] = [ξ, η, a∗ζ ], and
(ii) [ξ, ηa, ζ ] = [ξa∗, η, ζ ].
Observe that the TRO constructed in Section 5 out of an interaction is an example of this
situation.
Given a generalized correspondence X over A observe that, using the terminology of [5, 4.3],
for each a ∈ A one has that the operator of left multiplication by a, namely the operator
λ(a) : ξ ∈X → aξ ∈X
is a left operator, while
ρ(a) : ξ ∈X → ξa ∈X
is a right operator.
If X is any TRO whatsoever we shall denote by L (X ) the C∗-algebra [5, 4.5] of all left
operators on X and by R(X ) the C∗-algebra of all right operators.
7.2. Lemma. If X is a TRO then every right operator commutes with every left operator.
Proof. Let R be a right operator and L be a left operator. Then, for every ξ, η, ζ ∈ X one has
that[
ξ,R
(
L(η)
)
, ζ
]= [R∗(ξ),L(η), ζ ]= [R∗(ξ), η,L∗(ζ )]= [ξ,R(η),L∗(ζ )]= [ξ,L(R(η)), ζ ].
Thus, if δ = R(L(η))−L(R(η)), one has that [ξ, δ, ζ ] = 0, for every ξ, ζ ∈X . In particular
‖δ‖3 = ∥∥[δ, δ, δ]∥∥= 0. 
It follows that a TRO X is always an L (X )–R(X )op-bimodule (the superscript “op” stand-
ing for the opposite C∗-algebra).
7.3. Definition. Let X be a TRO. Given ξ, η ∈X , we will denote by θrξ,η and θξ,η the operators
on X defined by
θrξ,η :x ∈X → [x, ξ, η] ∈X
and
θξ,η :x ∈X → [ξ, η, x] ∈X .
56 R. Exel / Journal of Functional Analysis 244 (2007) 26–62By the associativity property of TROs we have that[
x, θξ,η(y), z
]= [x, [ξ, η, y], z]= [x, y, [η, ξ, z]]= [x, y, θη,ξ (z)],
and hence θξ,η is a left operator with (θ

ξ,η)
∗ = θη,ξ . Likewise θrη,ξ is a right operator and
(θrξ,η)
∗ = θrη,ξ .
7.4. Definition. We will denote by K(X ) the closed linear span, within L (X ), of the set
{θξ,η: ξ, η ∈ X }, and by Kr (X ) the closed linear span, within R(X ), of {θrξ,η: ξ, η ∈ X }.
The operators in K(X ) will be called generalized compact left operators and those in Kr (X )
will be called generalized compact right operators.
Defining an L (X )-valued inner-product 〈·,·〉 on X by
〈ξ, η〉 = θξ,η, ∀ξ, η ∈X ,
and an R(X )-valued inner-product 〈·,·〉r on X by
〈ξ, η〉 = θrξ,η, ∀ξ, η ∈X ,
we have that X is an L (X )–R(X )op-Hilbert-bimodule. The crucial positivity axiom holds
here precisely because X is assumed to be a TRO, as opposed to a general ternary C∗-ring. See
[19] or [5] for more details.
Now let X be a generalized correspondence over A. The A–A-bimodule structure of X
therefore gives ∗-homomorphisms
λ :A →L (X ) and ρ :A →R(X )op.
Conversely, suppose that L and R are C∗-algebras and X is an L–R-Hilbert-bimodule with
L-valued inner-product 〈·,·〉, and R-valued inner-product 〈·,·〉r . Suppose, moreover, that we are
given ∗-homomorphisms
λ :A → L and ρ :A → R.
Consider X as an A–A-bimodule via λ and ρ, and as a TRO under the ternary operation
[ξ, η, ζ ] = ξ 〈η, ζ 〉r , ∀ξ, η, ζ ∈X . (7.5)
We claim that this makes X into a generalized correspondence. In fact, in order to check that
7.1(i) holds, let a ∈ A and ξ, η, ζ ∈X . Then, recalling that ξ 〈η, ζ 〉r = 〈ξ, η〉ζ , we have
[ξ, aη, ζ ] = ξ 〈aη, ζ 〉r = 〈ξ, aη〉ζ = 〈ξ, η〉a∗ζ = ξ
〈
η,a∗ζ
〉
r
= [ξ, η, a∗ζ ].
As for 7.1(ii),
[ξ, ηa, ζ ] = ξ 〈ηa, ζ 〉r = ξa∗〈η, ζ 〉r =
[
ξa∗, η, ζ
]
.
We therefore obtain the following alternative characterization of generalized correspondences.
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bimodule for C∗-algebras L and R, and there are ∗-homomorphisms λ :A → L and ρ :A → R
such that the A–A-bimodule structure of X is given by λ and ρ and the ternary operation on
X is given as in (7.5).
7.7. Definition. Let X be a generalized correspondence over the C∗-algebra A. A covariant
representation of the pair (A,X ) in a C∗-algebra B is a pair (π,ψ), where π :A → B is
a ∗-homomorphism and ψ :X → B is a contractive linear map, such that for all a ∈ A, and
ξ, η, ζ ∈X one has that:
(i) π(a)ψ(ξ) = ψ(aξ),
(ii) ψ(ξ)π(a) = ψ(ξa),
(iii) ψ([ξ, η, ζ ]) = ψ(ξ)ψ(η)∗ψ(ζ ).
Fix, for the time being, a generalized correspondence X over the C∗-algebra A. By [1] we
therefore have that there exists a universal C∗-algebra for covariant representations. This al-
gebra will be denoted by T (A,X ) and it will be referred to as the Toeplitz algebra for the
pair (A,X ). It is the co-domain of a canonical covariant representation (πu,ψu) such that
for every C∗-algebra B and any covariant representation (π,ψ) in B there exists a unique
∗
-homomorphism φ :T (A,X ) → B such that for every a ∈ A and ξ ∈X one has that
(i) φ(πu(a)) = π(a), and
(ii) φ(ψu(ξ)) = ψ(ξ).
Here is a somewhat silly example of covariant representation: take π to be any ∗-homo-
morphism from A to a C∗-algebra B and set ψ = 0. This at least has the merit of showing
that πu is injective, since πu(a) = 0 would imply that π(a) = 0 and, supposing π injective, we
have that a = 0.
A more interesting example of covariant representation is suggested by 6.2: view X as an
L (X )–R(X )op-Hilbert-bimodule as above and let L be the linking algebra of X . Define
ψ : ξ ∈X →
[
0 ξ
0 0
]
∈ L.
Also let λ :A → L (X ) and ρ :A → R(X ) be the maps corresponding to the A–A-bimodule
structure of X and set
π :a ∈ A →
[
λ(a) 0
0 ρ(a)
]
∈ L.
It is then elementary to check that (π,ψ) is a covariant representation. Since ψ is isometric it
follows that ψu is isometric as well.
Since πu and ψu are isometric we may identify both A and X with their images within
T (A,X ) via πu and ψu, respectively. The ternary operation of X , seen within T (A,X ), is
therefore given by
[ξ, η, ζ ] = ξη∗ζ, ∀ξ, η, ζ ∈X .
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by k =∑ni=1 θξi ,ηi . For every x ∈X we then have
k(x) =
n∑
i=1
θξi ,ηi (x) =
n∑
i=1
[ξi, ηi, x] =
(
n∑
i=1
ξiη
∗
i
)
x,
and hence the action of k on X is identical to the operator of left multiplication by
∑n
i=1 ξiη∗i .
By [5, 4.7] we have that
‖k‖ =
∥∥∥∥∥
n∑
i=1
ξiη
∗
i
∥∥∥∥∥,
which implies that there exists an isometric linear map Λ :K(X ) → T (A,X ) such that
Λ(θξ,η) = ξη∗. It is elementary to show that this is a ∗-homomorphism as well and hence we
may identify K(X ) with the subset of T (A,X ) given by X X ∗ (closed linear span). Simi-
larly we will identify Kr (X ) with X ∗X .
One of the reasons for introducing the notion of generalized correspondence is that it gen-
eralizes the well-known notion of correspondences [13], which in turn was motivated by the so
called Pimsner bimodules [14]. In fact, let X be a correspondence over A, that is, X is a right-
A-Hilbert-module equipped with a ∗-homomorphism λ from A into the C∗-algebra LA(X ) of
all adjointable operators on X. Then X is clearly an A–A-bimodule and a TRO with the ternary
operation defined in (7.5), and it is elementary to check that 7.1(i)–(ii) hold. Summarizing X is
a generalized correspondence.
In this case notice that for all ξ, η ∈X , the generalized right compact operator θrξ,η lies in the
range of ρ. In fact, for all x ∈X we have
θrξ,η(x) = [x, ξ, η] = x〈ξ, η〉r = ρ
(〈ξ, η〉r)∣∣x,
so that
θrξ,η = ρ
(〈ξ, η〉r). (7.8)
Since the range of a ∗-homomorphism is always closed, we conclude that Kr (X ) ⊆ ρ(A).
We feel that the most significant difference between the usual notion of correspondence and
its generalized version is that the above inclusion is not required to hold in general. But even in
the general case one should pay attention to the relationship between generalized right compact
operators and ρ(A).
7.9. Definition. Let X be a generalized correspondence over the C∗-algebra A. By a right re-
dundancy we shall mean a pair (a, k) ∈ T (A,X ) × T (A,X ), such that a ∈ A, k ∈ X ∗X
(=Kr (X )), and
xa = xk (= k(x)), ∀x ∈X .
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a ∈ A, k ∈X X ∗ (=K(X )), and
ax = kx (= k(x)), ∀x ∈X .
Observe that the right redundancies are precisely the pairs of the form (a,ρ(a)), where
a ∈ ρ−1(Kr (X )). Symmetrically the left redundancies are the pairs (a,λ(a)), where a ∈
λ−1(K(X )). For the case of left redundancies this is related to of [14, Definition 3.8(4)].
7.10. Definition. The left (respectively right) redundancy ideal, denoted J (respectively Jr ), is
the closed two-sided ideal of T (A,X ) generated by the elements a − k, for every left (respec-
tively right) redundancy (a, k) such that a lies in Ker(λ)⊥ (respectively Ker(ρ)⊥), the symbol ⊥
standing for the annihilator of the given ideal. The full redundancy ideal J is, by definition, the
closed two-sided ideal generated by J ∪Jr .
Restricting the element a above to the annihilator of, say Ker(λ), is an idea of Katsura
[12, 2.3, 2.5] and it has the purpose of avoiding an otherwise non-zero intersection between A
and J  (which we will later see is undesirable). In fact, let (a, k) be a left redundancy such
that a /∈ Ker(λ)⊥ and suppose that a − k belong to a given ideal I of T (A,X ). Then for some
b ∈ Ker(λ) we have that ba = 0 and for every ξ ∈X we have
0 = λ(ba)ξ = baξ = bk(ξ).
So bk = 0 and thus ba = b(a − k) ∈ I. Therefore 0 = ba ∈ I ∩ A and hence I ∩ A = {0}.
Fortunately, in case both λ and ρ are injective, we do not have to worry about this point.
Let us now discuss a relationship between our construction and the well-known construction
of Cuntz–Pimsner algebras. For this let A be a C∗-algebra and let X be a correspondence in the
usual sense. For simplicity we will assume that the left action λ is injective and the right-Hilbert-
module is full in the sense that A coincides with the closed linear span of 〈X ,X 〉r (in which
case ρ must be injective4 as well). These are the hypotheses under which Pimsner introduced the
construction in [14] of what is now known as the Cuntz–Pimsner algebras (see the first paragraph
in [14, Chapter 1] as well as [14, Remark 1.2.3]).
Let us denote by TX and by OX the Toeplitz–Cuntz–Pimsner and the Cuntz–Pimsner alge-
bras associated to X , respectively.
Seeing, as before, X as a generalized correspondence, our aim is to show:
7.11. Proposition. Under the above assumptions TX is isomorphic to the quotient of T (A,X )
by the right redundancy ideal and OX is the quotient of T (A,X ) by the full redundancy ideal.
Proof. By the universal property of T (A,X ) there exists a ∗-homomorphism
f :T (A,X ) → TX
such that f (z) = z, for all z ∈ A∪X .
4 Suppose a is such that ρ(a) = 0. Then for every ξ, η ∈X we have that 0 = 〈ξ, ρ(a)η〉r = 〈ξ, ηa〉r = 〈ξ, η〉r a, and
hence 0 = 〈X ,X 〉r a = Aa, which implies that a = 0. See also [2, 1.10].
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The assumption that A is spanned by 〈X ,X 〉r therefore implies that Kr (X ) = ρ(A) and hence
the right redundancies are precisely the pairs (a,ρ(a)) for a ∈ A. The right redundancy ideal is
therefore spanned by the differences 〈ξ, η〉r − ξ∗η, for ξ, η ∈X . We then have that f vanishes
on Jr by the very definition of TX (see [14, 3.4(3)]). By passage to the quotient this gives a∗
-homomorphism f˜ :T (A,X )/Jr → TX which we will prove to be a bijection.
Composing the canonical maps πu and ψu with the quotient map we get
π˜u :A → T (A,X )/Jr and ψ˜u :X → T (A,X )/J .
Again because 〈ξ, η〉r − ξ∗η is in Jr we conclude that π˜u(〈ξ, η〉r ) = ψ˜u(ξ)∗ψ˜u(η) and hence
the pair (π˜u, ψ˜u) satisfies the hypotheses in [14, 3.4] thus giving a ∗-homomorphism g :TX →
T (A,X ) which is easily seen to be the inverse of f˜ .
The quotient T (A,X ) by the full redundancy ideal is clearly isomorphic to the quotient of
T (A,X )/Jr by the quotient image of J. Equivalently it is isomorphic to the quotient of TX
by the corresponding ideal. This is well known to be isomorphic to OX . 
This maybe justifies giving the following:
7.12. Definition. Let X be a generalized correspondence over a C∗-algebra A. Then the covari-
ance algebra for the pair (A,X ), denoted C∗(A,X ), is the quotient of T (A,X ) by the full
redundancy ideal.
As already mentioned this is a very tentative definition which we nevertheless believe to be
of interest given its similarities with the enormously popular Cuntz–Pimsner construction. The
main questions risen by the above definition are:
(1) Are the canonical embeddings of A and X into C∗(A,X ) injective? Equivalently, is the
intersection between the redundancy ideal J and A, or X , the zero ideal?
(2) Can one say anything useful about the structure of C∗(A,X ), compute its K-theory, or
find a concrete faithful representation of it?
(3) Is there a Fock space representation of T (A,X ) similar to the one given in [14]?
As far as examples are concerned let (V,H) be an interaction over a C∗-algebra A. Then by
5.14 and 5.17 we have that the ternary ring of operators X = XV,H constructed in Section 5
is a generalized correspondence. One could then attempt to study the crossed-product algebra
C∗(A,V,H), namely the covariance algebra C∗(A,XV,H). This at least includes our previous
crossed-product construction:
7.13. Proposition. Let A be a unital C∗-algebra, α be an injective endomorphism of A, and L be
a nondegenerated 5 transfer operator with L(1) = 1. Then, viewing (α,L) as an interaction over
A by 3.4 one has that the covariance algebra C∗(A,Xα,L) coincides with the crossed-product
A α,L N.
Proof. For all a, b ∈ A notice that
a ⊗ b = a ⊗L(α(b))1 5.6= aα(b)⊗ 1.
5 Meaning that L(a∗a) = 0 implies that a = 0.
R. Exel / Journal of Functional Analysis 244 (2007) 26–62 61So A⊗ 1 is dense in Xα,L. Moreover, by 5.4 one has for all a ∈ A that
‖a ⊗ 1‖ = ∥∥L(a∗a)∥∥1/2.
So it follows that the map
φ :m ∈ A → m⊗ 1 ∈ A
A
extends to an isometric linear map from the right-A-Hilbert-module ML, defined in [6, Sec-
tion 3], onto Xα,L. We claim that this is an isomorphism of generalized correspondences,
meaning that it is A–A-linear and preserves the ternary operation. In fact, for m ∈ A ⊆ML
and a ∈ A we have
φ(m · a) = φ(mα(a))= mα(a)⊗ 1 = m⊗ a = (m⊗ 1)a = φ(m)a,
so φ is right-A-linear. Also
φ(a ·m) = φ(am) = am⊗ 1 = a(m⊗ 1) = aφ(m),
establishing the left-A-linearity. As for the ternary operation we have for x, y, z ∈ A ⊆ML that
φ
([x, y, z])= φ(x · 〈y, z〉r)= φ(x ·L(y∗z))= φ(xα(L(y∗z)))
= xα(L(y∗z))⊗ 1 5.6(ii)= x ⊗L(y∗z),
while [
φ(x),φ(y),φ(z)
]= [x ⊗ 1, y ⊗ 1, z ⊗ 1] = xα(11∗)⊗L(y∗z)1 = x ⊗L(y∗z),
proving the claim. Therefore
A α,L N OML OXα,L
7.11 C∗(A,Xα,L).
For the first isomorphism above see also [3]. 
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