3
(matched or mismatched) in the presence of 1000 nM cold, undamaged DNA, CH7_NX ( Figure 2 and Supplementary Figure S2 ) in a binding assay buffer (5 mM BTP-HCl, 75 mM NaCl, 5 mM DTT, 5% glycerol, 0.74 mM 3-[(3-cholamidopropyl)dimethylammonio]-1-propanesulfonate (CHAPS), 500 µg ml -1 bovine serum albumin (BSA), pH 6.8). Mixed samples were subsequently incubated at room temperature for 20 min and separated on 4.8% non-denaturing polyacrylamide gels as described in SI Methods 1.3. The gels were quantitated by autoradiography using Personal Molecular Imager™ and Image Lab software (Version 5.2.1 build 11, 2014; Bio-Rad).
To calculate the apparent dissociation constants (Kd,app) for non-specific DNA substrates, we first used the matched CH7_NX DNA as both the 'hot' probe and the cold competitor DNA, and obtained the Kd,app for CH7_NX (Kns) by fitting the fraction of labelled DNA bound (f) to the equation: 
where [P] t is the total protein concentration and [Dns]t is the total CH7_NX concentration (1005 nM). Curve fitting was done by nonlinear regression using Origin software (OriginLab). The Kd,app's of other DNA substrates (Ks) were subsequently obtained by using the DNA of interest as the 32 P-labelled DNA probe and fitting the fraction of labelled DNA bound (f) to the equation: 
where [P] t is the total protein concentration, [Dns] t is the concentration of the undamaged competitor CH7_NX (1000 nM), and Kns is the Kd,app for CH7_NX binding, as obtained above. Eq. S2 was obtained using the approximation that the concentration of Rad4-bound labelled DNA is negligible compared to the total concentrations of Rad4 and of the matched/undamaged DNA competitor.
Melting temperatures of mismatched and matched DNA duplexes used in this study.
The overall thermal stabilities of all design I DNA duplexes were measured as follows. The absorbance at 260 nm of each DNA duplex (1.5 μM) was measured in a sample cuvette of path length 1 cm, using a Cary 300 Bio UV-Visible spectrophotometer equipped with a Varian temperature controller. The absorbance measurements were done from 35 to 85 °C at every 1.0 °C interval. The absorbance melting profiles thus obtained were subsequently averaged (smoothed) over a 5 ºC (5 data points) window, and converted into profiles of the derivatives, which were obtained numerically from the absorbance data as A/ T. All melting profiles were analyzed in terms of a two-state van't Hoff transition: ( )= ( )+( ( )− ( )) , where ( ) is the absorbance of the sample, and are the upper and lower baselines, parameterized as linear functions of temperature with same slopes, i.e. = + ; − = ; ( ) = + + , and is the fraction unfolded as a function of temperature. The fraction unfolded was described in terms of two parameters: the van't Hoff enthalpy change Δ and melting temperature m as follows:
To fit the derivative of the melting profiles A/ T, we rewrote the fitting function as
and fitted the experimental data in terms of the two van't Hoff parameters (Δ and Tm) and two additional parameters: and .
Fluorescence lifetime measurements.
Fluorescence decay curves were measured with a PicoMaster fluorescence lifetime instrument (HORIBA-PTI, London, Ontario, Canada). The excitation source was a Fianium Whitelase Supercontinuum laser system (maximum power 4W), which produces ~6 ps broad band pulses. For excitation of tC o , the laser pulses were passed through a monochromator set at 365 nm (bandpass 10 nm) followed by a 355/40 nm Semrock BrightLine® single-band bandpass filter. The emission from the sample was collected orthogonal to the excitation beam after passing through a 470/100 nm Semrock BrightLine® single-band bandpass filter followed by another monochromator set at 460 nm (bandpass 10 nm) and detected by a Hamamatsu microchannel plate photomultiplier (MCP-650). The instrument response function (IRF) of the system was measured using a dilute aqueous solution of Ludox (Sigma-Aldrich). The full-width at half maximum (fwhm) of the IRF was ~100 ps. Fluorescence decay curves were recorded on a 100 ns timescale, resolved into 4096 channels, to a total of 10,000 counts in the peak channel, with the repetition rate of the laser adjusted to 10 MHz.
1.7 Analysis of the fluorescence decay traces using discrete exponential fits. The discrete exponential (DE) analysis was carried out using PTI FelixGX 4.1.2 software that uses a standard iterative reconvolution method, assuming a multiexponential decay function,
, where is the amplitude and is the fluorescence lifetime of the i-th decay component. The maximum number of exponentials allowed by this software is four. For all measured decay traces, no more than three exponentials were needed to reasonably fit the data. The number of exponentials required for each trace was determined by the quality of the fit, judged on the basis of the reduced chi-square 2 and the randomness of residuals. Table S1 .
1.8 Analysis of the decay traces using the maximum entropy method. The interpretation of incomplete, noisy data in terms of exponential decays is an ill-conditioned problem for which comparable fits can be obtained using significantly different parameters (amplitudes and lifetimes). Consequently, various regularization techniques have been applied to achieve a faithful description of the measured data while imposing some restriction on the structure of the lifetime distribution (3) (4) (5) . While such methods yield a unique solution for a given quality of fit, recovered distributions can be plagued by artifacts, i.e., unwarranted peaks or ripples (6) , and approaches have been implemented in the context of maximizing a relative entropy to reduce such features, requiring some modest subjectivity in the analysis (7) (8) (9) ). An entropy is defined relative to a lifetime distribution that would be recovered in the limit of zero signal-to-noise (no data). This default distribution should reflect prior knowledge and can be adapted from the data, e.g., by suppressing peaks at short lifetimes obtained using a uniform default distribution (9).
The effective distribution of log-lifetimes f(log τ) was inferred from the decay traces as follows. The data point Di measured at time ti was fit by the expression:
where b is a constant background, R is the measured instrument response function, δ is the zerotime shift, and D0 is a normalization constant. Positive values of ξ can be used to account for scattered excitation light. The instrument response is appreciable in the range [t0, tf]. The lifetime distribution was recovered for a given value of δ by maximizing the entropy (10)
while minimizing the Poisson deviance
where M is the number of parameters to be determined by the maximum entropy method (number of uniformly spaced points in log τ to discretize the f distribution plus one for b and one for ξ, if desired). The Poisson deviance is calculated from the fit to N data points. F is the prior model, i.e., the f distribution recovered in the limit of zero signal-to-noise. The results reported here were obtained with b and ξ set to zero. The instrument response function was normalized to unit area, and D0 was set to the maximum data value. Here, the zero-time shift was initially estimated by fitting the short-time data, assuming infinitely slow kinetics. This value of δ was then used in a preliminary MEM run and as the initial value in the multiple discrete-exponential fits performed automatically upon convergence of this MEM calculation. A final MEM run was then performed with the value of δ obtained from the preferred fit by discrete exponentials. The FRET distributions and average FRET efficiencies were obtained from the lifetime distributions as follows. As in the case of the discrete exponential analysis, we defined a normalized amplitude for the j-th component of the discretized distribution ( ) as = ∑ and a corresponding lifetime = 10 log , and calculated average lifetimes as before. For FRETpair labeled samples, maximum entropy outputs of the donor-only samples gave narrow distributions, consistent with the single-exponential decay description from the discrete exponential analysis. Therefore, for donor-only samples, a single characteristic lifetime was computed from the average of the MEM distribution as < >. The FRET distribution was calculated as = 1 − < >
. The average FRET efficiency for each sample was computed as
Analysis of maximum entropy distributions as a sum of Gaussian distributions.
The distributions obtained for donor-acceptor labeled (DNA_DA) samples were fitted to a sum of Gaussians. The number of Gaussians needed to describe each MEM distribution was determined empirically; most MEM distributions required three Gaussians, while some needed up to four. For each Gaussian component, we computed an average lifetime (peak position of the Gaussian) that was used to calculate the average FRET efficiency for that component. The fractional population in each component was obtained from the area under that Gaussian peak. The uncertainties reported for these average values are the standard error of the mean (s.e.m.) from four independent sets of measurements.
The average FRET values reported in the text were computed after subtracting the longest lifetime component in DNA_DA, as discussed above in the case of the DE analysis. To do so, the Gaussian component corresponding to the longest lifetime in the DNA_DA distributions obtained from the MEM analysis was first subtracted from the overall lifetime distribution, and then the average FRET was calculated as before, using < >= 1 − < > < > , but with < > recalculated using the truncated distribution. The average FRET values for all samples computed using the MEM analysis with and without the zero-FRET component are included in SI Table S3 .
Calculation of expected FRET efficiency.
Expected values of FRET for B-DNA and for the DNA conformation as seen in the crystal structure of the Rad4-bound complex were calculated using FRETMATRIX (11) , for the positions of the FRET probes as shown for design I in Figure  2 and Supplementary Table S4 . The B-DNA structure for these calculations was constructed from canonical B-DNA parameters (12, 13) ; the structure of DNA in the Rad4-bound specific complex was from PDB ID 2QSH.
Molecular modeling and structure preparation
Initial models. The matched 12-mer DNA sequences were created as B-DNA duplexes using Discovery Studio (Dassault Systèmes BIOVIA). The mismatched 12-mer DNA duplexes were based on the matched DNA duplexes with the mismatched base pairs modeled using known NMR structures of the mismatched base pairs ((14,15) and PDB ID: 1FKZ).
Water box and counterions. Each DNA duplex was neutralized with Na + counterions and solvated with explicit TIP3P water (16) in a cubic periodic box with side length of 69.0 Å using the tLEAP module of the AMBER14 (17) suite of programs.
1.12 Force field and MD simulation protocols. All MD simulations were carried out using the AMBER14 (17) suite of programs. We used the ff14SB force field (18) for all MD simulations. The Particle-Mesh Ewald method (19) with 9.0 Å cutoff for the non-bonded interactions was used in the energy minimizations and MD simulations. Minimizations were carried out in three stages. First, 500 steps of steepest descent minimization followed by 500 cycles of conjugate gradient minimization were conducted on the water molecules and counterions with a restraint force constant of 50 kcal/(mol·Å 2 ) on the solute molecules (DNA). Then, 500 steps of steepest descent minimization followed by 500 cycles of conjugate gradient minimization were carried out on the water molecules and counterions with a restraint force constant of 10 kcal/(mol·Å 2 ) on the solute molecules. In the last round, 500 steps of steepest descent minimization followed by 500 cycles of conjugate gradient minimization were carried out on the whole system without restraints. The minimized structure was then subjected to three rounds of equilibration. First, each system was 7 equilibrated at constant temperature of 10 K for 30 ps with the solute molecules fixed with a restraint force constant of 25 kcal/(mol·Å 2 ). Then the system was heated from 10 K to 300 K over 30 ps with the solute molecules fixed with a restraint force constant of 10 kcal/(mol·Å 2 ) at constant volume. In the last round of equilibration, the restraint force constant on the solute was reduced through three steps: at 10 kcal/(mol·Å 2 ) for 30 ps, at 1 kcal/(mol·Å 2 ) for 40 ps, and then at 0.1 kcal/(mol·Å 2 ) for 50 ps with constant pressure at 300 K. Following equilibration, production MD simulations for each system were carried out in an NPT ensemble at 300 K and constant pressure of 1 Atm. The temperature was controlled with a Langevin thermostat (20) with a 5 ps -1 collision frequency. The pressure was maintained with the Berendsen coupling method (21) . All MD simulations were carried out with 1 kcal/(mol·Å 2 ) restraints on the distances between each pair of hydrogen bonded heavy atoms at the end base pairs, but not on any other residues of the complex. A 2.0 fs time step and the SHAKE algorithm (22) were applied in all MD simulations.
Structural analyses.
The distance between the N4 atoms of the CA and CD bases (Supplementary Figures S14-S16) was measured for 200,000 frames, selected every 10 ps from each 2 μs trajectory using the cpptraj module of AMBER14 (17). The distributions of the distances between the CA and CD bases for the matched and mismatched duplexes were plotted using the ksdensity function of MATLAB 7.10.0 (The MathWorks, Inc.). The conformational clusters for each mismatched duplex were obtained using the principal component analysis (PCA) method in the Bio3D package (23) . The clustering was performed with 20,000 frames selected every 100 ps from each 2 μs trajectory. The structures from each ensemble were superposed on the first frame at the heavy atoms of the two base pairs flanking the mismatches on each side. PCA calculations were performed for the heavy atoms of the mismatched sequence. Hierarchical clustering of structures in PC space was performed along the first three PCs using R (24). The structures of each ensemble were grouped into the number of observed clusters shown in the scatter plots, in which the first three PCs were plotted against each other. The best representative structure is defined as the one frame that has the shortest distance (RMSD of mismatched sequences) to all other frames in each selected ensemble. All molecular structures were rendered using PyMOL 1.3.x (Schrodinger, LLC.).
SI Discussion
Apparent 'zero-FRET' component observed in all DNA_DA constructs. We discuss here the long-lifetime (~5 ns) component observed in the distribution of lifetimes obtained from the decay traces measured on all the DNA_DA samples. This component overlaps with the predominantly single lifetime component measured for the donor-only DNA_D samples, resulting in an apparent 'zero-FRET' component that appears with varying amplitudes (~1-9% at 20 °C for DNA alone) in different samples ( Figure 4A-C, Figure 6 ). This component could arise from unannealed donoronly strands and/or from real conformations sampled by DNA. We found that the amplitude of this zero-FRET component remained unchanged as we increased the concentration of the acceptor strand relative to the donor strand beyond the optimally annealed ratio for each of the constructs (Supplementary Figure S7) , indicating that an excess of donor strands is likely not the explanation for this component. Another possibility could be some impurity in the composition of the donoronly strands, which then did not anneal properly. We note here that the donor strands are common for each of the matched and mismatched pairs, and therefore expect any impurities in the donor strand to have the same contribution in matched and mismatched constructs.
The amplitudes of the zero-FRET components for some DNA constructs (TTT/TTT_I, AAA/TTT_I and GGG/CCC_I) were generally low (1-3%) and remained constant with increasing temperature (10-40 °C); but for others (TAT/TAT_I, ATA/TAT_I and CCC/CCC_I), they were higher (> 3% at 10 °C) and increased by about 1.5-2-fold with increasing temperature. Notably, Rad4-binding also increased these amplitudes (~2-fold at 20 °C) but only for the specific substrates (TTT/TTT_I or CCC/CCC_I), and not for any of the nonspecific substrates (matched or TAT/TAT_I) ( Supplementary Figures S8 and S9) . The amplitudes of these Rad4-bound specific mismatches also remained higher than those of the DNA alone or of the corresponding nonspecific complexes through all the temperatures tested (10-40 °C) (Supplementary Figures S8 and  S9 ). While we cannot unequivocally ascertain, these features suggest that the apparent zero-FRET components could come from highly distorted conformations which can be amplified by temperature for certain DNA constructs or by specific binding to Rad4. For design I constructs, the FRET efficiency expected of the highly distorted DNA conformation as shown in the crystal structures of Rad4-DNA specific complexes is 0.043 (SI Methods 1.10), close to the observed zero-FRET (Figure 4 and Supplementary Table S3) (25) . Therefore, we cautiously propose that these zero-FRET conformations may share some resemblance to the 'open' DNA conformation and that these fluctuations to such highly distorted conformations are thermally accessible to mismatched DNA even in the absence of Rad4. (25) . c TAT/TAT_II was previously denoted as AN14_DA, and its matched counterpart ATA/TAT_II as AN14u_DA, in ref. (25) . 
